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Abstract – The development of new or updated software 
packages by software companies often involves the 
specification of new features and functionality required 
by customers, who may already be using a version of 
the software package.  The on-going development and 
upgrade of such packages is the norm, and the effective 
management of knowledge in this process is critical to 
achieving successful enhancement of the package in line 
with customer expectations. Human interaction within 
the software development process becomes a key focus, 
and knowledge transfer an essential mechanism for 
delivering software to quality standards and within 
agreed timescales and budgetary constraints. This 
article focuses on the role and nature of knowledge 
within the context of software development, and puts 
forward a combined conceptual model to aid in the 
understanding of individual and group tacit knowledge 
in this business and operational environment.  

Keywords – software development; tacit knowledge; 
explicit knowledge; project management; knowledge 
management; conceptual model.  

I. INTRODUCTION 

     Knowledge management, and more specifically the 
relationship between tacit and explicit knowledge, has 
been the focus of some recent research studies looking 
specifically at the software development process [1] 
[2]. Tacit knowledge is difficult to articulate but is, 
according to Polanyi [3], the root of all knowledge, 
which is then transformed into explicit, articulated 
knowledge. The process of tacit to explicit knowledge 
transformation is therefore a key component of 
software development projects.  This article constructs 
a model that combines elements from other studies, 
showing how tacit knowledge is acquired and shared 
from both a group and an individual perspective. It 
thus provides a connection between existing theories 
of tacit and explicit knowledge in the workplace, and 
suggests a way in which teams can focus on this 
process for their mutual benefit. 
     McAfee [4] discussed the importance of 
interpretation within software projects and the dangers 
of misunderstandings arising from incorrect analysis. 
Such misconceptions can be explicit as well as tacit, 
but, generally speaking, in software development, the 
majority of knowledge is tacit. Ryan [5] states that 
“knowledge sharing is a key process in developing 
software  products,  and   since  expert   knowledge  is 

 
 
 
 
 
 
 
 
 
 
mostly tacit, the acquisition and sharing of tacit 
knowledge …. are significant in the software 
development process.” When there are several parties 
involved in a project, with each being an expert in 
their field, the process and momentum of knowledge 
sharing and its acquisition for onward development is 
critical to project success. In addition, de Souza et al. 
[6] argue that the management of knowledge in a 
software development project is crucial for its 
capability to deal with the coordination and 
integration of several sources of knowledge, while 
often struggling with budgetary constraints and time 
pressures. 
     Individual and group knowledge are essential to a 
project. Individual knowledge within a group is the 
expertise one can share. Essentially, expert 
knowledge is mainly tacit, and needs to be shared 
explicitly within the group to positively influence 
project outcomes. Polanyi [3] has noted that “we can 
know more than we can tell,” which makes it more 
difficult for experts to transfer their knowledge to 
other project actors. To comprehend the transfer of 
tacit knowledge within a project group, both 
individual and group knowledge need to be analysed 
and evaluated. The study of the main players, and the 
people they interact with, can identify the key 
knowledge bases within a group. In a software 
development project group, this will allow a better 
understanding and management of how information 
is shared and transferred. 
     This paper comprises seven sections. The relevant 
basic concepts that constitute the underpinning 
theoretical framework are discussed next, and two 
main research questions are stated. The research 
methodology is then outlined (Section III), and the 
main models relevant to this research are discussed 
and explained in Section IV. Section V then discusses 
how these models were applied and developed 
through field research and Section VI combines 
elements of these models into a framework for 
understanding the transfer of tacit knowledge from an 
individual and group perspective. Finally, the 
concluding section pulls together the main themes 
discussed in the paper and addresses the research 
questions.  
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 II. THEORETICAL FRAMEWORK 
 
     Knowledge helps the understanding of how 
something works and is, at its core, a collection of 
meaningful data put into context. There are two 
strategies to manage knowledge within a company, 
codification – making company knowledge available 
through systemizing and storing information – and 
personalization – centrally storing sources of 
knowledge within a company, to help gain access to 
information from experts [7]. This article mainly 
focuses on personalisation, and on how knowledge is 
passed on from one source to the next. Knowledge 
does not have a physical form, but rather remains an 
intellectual good, which can be difficult to articulate 
and cannot be touched. Tacit knowledge - non-
articulated knowledge - is the most difficult to grasp. 
According to Berger and Luckmann [8], knowledge 
is created through social, face-to-face interaction and 
a shared reality. It commences with individual, 
expert, tacit knowledge, which can then be made into 
explicit knowledge. Social interaction is one of the 
most flourishing environments for tacit knowledge 
transfer. Through a direct response from the 
conversation partner, information can be directly put 
into context by the receiver and processed in order to 
enrich their individual knowledge. This interplay in 
social interactions can build group tacit knowledge, 
making it easier to ensure a common knowledge 
base. 
     Advocating the conversion of tacit into explicit 
knowledge, Nonaka and Takeuchi [9] view tacit 
knowledge as the root of all knowledge. A person’s 
knowledge base greatly influences the position an 
actor has within a group during a project. The 
effectiveness the actor possesses to transform their 
expert, tacit, knowledge into explicit knowledge 
determines how central the actor is within the group, 
and whether the group can work effectively and 
efficiently. Transferring human knowledge is one of 
the greatest challenges in today’s society because of 
its inaccessibility.  
     Being able to transfer tacit knowledge is not a 
matter of course - how to best conceptualize and 
formalise tacit knowledge remains a debate amongst 
researchers. Tacit knowledge is personal knowledge, 
which is not articulated, but is directly related to 
one’s performance. Swan et al. [10] argue that “if 
people working in a group don’t already share 
knowledge, don’t already have plenty of contact, 
don’t already understand what insights and 
information will be useful to each other, information 
technology is not likely to create it.” Communication 
within a software development project is thus crucial 
for its success. Assessing vocalized tacit knowledge 
remains a field which is yet to be fully explored.     

Nonaka and Takeuchi [9] conceptualize knowledge 
as being a continuous, self-transcending process, 
allowing individuals as well as groups to alter one’s 
self into a new self, whose world view and 
knowledge has grown. Knowledge is information put 
into context, where the context is crucial to make a 
meaningful basis. “Without context, it is just 
information, not knowledge” [9]. Within a software 
development project, raw information does not aid 
project success; only when put in a meaningful 
context and evaluated can it do so. 
     In a corporate context, to achieve competitive 
advantage, a large knowledge base is often viewed as 
a key asset. The interplay between individual, group 
and organizational knowledge allows actors to 
develop a common understanding. However, 
according to Schultze and Leidner [11] knowledge 
can be a double edged sword, where not enough can 
lead to expensive mistakes and too much to unwanted 
accountability. By differentiating between tangible 
and intangible knowledge assets, one can appreciate 
that there is a myriad of possible scenarios for 
sharing and transferring knowledge. Emails, briefs, 
telephone calls or formal as well as informal 
meetings, all come with advantages and 
disadvantages relating to the communication, storage, 
utilization and transfer of the shared knowledge. For 
the analysis of the roles played by different actors 
within a group, social network analysis [12] can be 
used to further understand the relationships formed 
between several actors. Key actors are central to the 
understanding of the origin of new ideas or 
technologies used by a group [13]. Within a software 
development project, a new network or group is 
formed in order to achieve a pre-determined goal. 
The interplay between the different actors is therefore 
critical to understanding the knowledge flow 
throughout the project.  
     The Office of Government Commerce defines a 
project as “a temporary organization that is needed to 
produce a unique and pre-defined outcome or result, 
at a pre-specified time, using predetermined 
resources” [14]. The time restrictions normally 
associated with all projects limits the time to 
understand and analyse the explicit and tacit 
knowledge of the people involved. The clearly 
defined beginning and ending of a project challenges 
the transfer of knowledge and the freedom to further 
explore and evaluate information. Having several 
experts in each field within a project scatters the 
knowledge, and highlights the need for a space to 
exchange and build knowledge within the group. 
Software development project teams are a group of 
experts coming together in order to achieve a pre-
determined goal. The skills of each group member 
must complement the others in order to achieve 
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project success. Ryan [5] argues that group member 
familiarity, as well as the communication frequency 
and volume, are “task characteristics of 
interdependence, cooperative goal interdependence 
and support for innovation;” and that these are 
critical in software development groups in 
engendering the sharing of tacit knowledge. Faith and 
comfort in one another is essential to ensure group 
members transfer personal experience and knowledge 
with team mates. Tacit knowledge transfer in 
software development is central to the success of the 
project [15]. Researchers may argue about how 
effective the transfer of knowledge may be, but most 
agree on the importance and impact it has on project 
outcomes [16].  
     Communication issues are one of the key causes 
of project failure, where meaningful knowledge 
exchange is impaired. Furthermore, once a project is 
completed, the infrastructure built around a project is 
usually dismantled, and there is a risk that knowledge 
produced through it may be degraded or lost 
altogether. When completing a project, the effective 
storage and processing of lessons learned throughout 
the project, as well as the produced knowledge, can 
act as a platform for improved knowledge exchange 
and overall outcomes in subsequent projects. A 
significant amount of knowledge in software 
development projects is transferred through virtual 
channels such as e-mails, or virtual message boards, 
and the flow of knowledge has greatly changed in the 
recent past. Much of the produced knowledge is not 
articulated, which can lead to misconceptions and 
misunderstanding. This can be exacerbated in a 
software development environment, because of time 
limitations and the need for quick responses to 
change requests and software bug fixing.  
     In this context, this research seeks to answer the 
following research questions (RQs):  
RQ1: How can tacit and explicit knowledge be 
recognised and evaluated in software development 
projects? 
RQ2: Can tacit and explicit knowledge be better 
harnessed through the development of a combined 
model for use in software development projects? 
 

III. METHODOLOGY 

     This research focuses on the identification of tacit 
knowledge exchange within a software development 
project, and aims to understand the interplay between 
individual and group tacit knowledge. A shared 
understanding between the main players and 
stakeholders is essential for a software development 
project as it is essentially a group activity [17].  
Using a case study approach, the research is mainly 
inductive and exploratory, with a strong qualitative 

methodology. Validating the composition of several 
models, the aim is to understand the tacit knowledge 
flow in software development projects, and 
specifically in key meetings. Subjectivism will form 
the basis of the philosophical understanding, while 
interpretivism will be the epistemological base. 
     The aim is to show the topic in a new way, albeit 
building on existing models and concepts. Through 
data collection and analysis in a specific case study of 
software development, a model to understand the 
interplay between individual and group tacit 
knowledge is developed. The data is largely 
generated through unstructured interviews, and in 
project meetings, where the growth of knowledge has 
been recorded and assessed in great detail. This 
demands a narrative evaluation of the generated data 
and is therefore subject to interpretation of the 
researchers [18]. Participant observation and personal 
reflection also take part in forming and 
contextualizing the data.    
     As knowledge is qualitative at its core, textual 
analysis can also aid in the understanding and 
interpretation of meetings. Expert knowledge is 
sometimes worked on between group meetings, to be 
made explicit and exchanged within meetings. 
Current models can help in evaluating exchanged 
knowledge within meetings. As knowledge does not 
have a physical form, the information generated 
throughout the meetings needs to be evaluated in a 
textual form. The data generated from the meetings 
has helped develop an understanding of tacit 
knowledge within the software development project 
and its relationship to individual and group tacit 
knowledge. Different expert groups can have a major 
influence in determining the flow of knowledge in a 
project. 
     The data was collected over a three month period 
and amounts to approximately 30 hours of meetings. 
The data collection was project based and focused on 
the key people involved in the project. In total, there 
were ten people working on the project (the “project 
team”) - four core team members who were present at 
most of the meetings, two executives (one of which 
was the customer, the other the head of the HR 
consultancy company) and one programmer. These 
were the players who had most influence on the 
project, hence the focus of most of the data was on 
them. The meetings were “sit downs” - usually 
between project team members and two of the HR 
consultants and a software development consultant. 
During these meetings, programmers joined for 
certain periods, and there were conference calls with 
the client and the head of the HR consultancy firm. 
     The topics discussed in the meetings were 
evaluated and contextualized, in order to analyse the 
knowledge exchange throughout the meetings. The 
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data was evaluated systematically, where first the 
meetings were transcribed, then ordered according to 
topic. They were then categorized according to the 
theories of Nonaka, Ryan and Clarke. The first round 
of categorization mainly focused on topics discussed 
during the meetings and whether there was evidence 
of tacit knowledge surfacing. The second-round 
assembled related topics and transcribed the 
conversations. During this process, evidence of 
constructive learning, group tacit knowledge, 
individual knowledge, tacit knowledge triggers, as 
well as decision making, was searched for. The 
transcribed meetings were then organized in relation 
to the previously found evidence (constructive 
learning, group tacit knowledge etc.). Within this 
categorization, the meetings were still also classified 
by topic. Finally, during the last round of data 
evaluation, recall decisions and various triggers 
(visual, conversational, recall, constructive learning 
and anticipation) were searched for and identified.  
     Data analysis has supported the construction and 
testing of a model representing individual and group 
tacit knowledge. Personal reflection and constant 
validation of the data aim at eliminating bias in the 
interpretation of results.  
     In summary, the main elements of the research 
method and design are: 
 
1. Qualitative exploratory research 
2. Inductive research 
3. Participant observation 
4. Personal reflection 
5. Unstructured interviews 
   
This approach assumes that it is feasible and sensible 
to cumulate findings and generalize results to create 
new knowledge. The data collected is based on one 
project where knowledge passed from one group 
member to the other has been evaluated. The 
concepts of tacit and explicit knowledge are analyzed 
in a primary research case study. A key assumption is 
that there is a “trigger” that acts as a catalyst for the 
recall and transfer of different knowledge elements, 
and this is examined in the software development 
project context. These triggers are then related to 
previous findings in the data. The exchange of tacit 
knowledge over time, from a qualitative perspective 
within one project, allows the analysis of group 
members using previously gained knowledge from 
one another and its usage within the group.  

IV. RELEVANT MODELS IN EXISTING LITERATURE 
     This research focuses on knowledge exchange in 
software development and aims to help future 
researchers analyse the impact of knowledge on 
project outcomes. It attempts to shed light on how 

knowledge builds within a group which can aid 
project success. This is done by creating a framework 
to represent the knowledge flow, from both an 
individual and a group perspective; but its 
foundations are found in existing theory and related 
models, and this section provides an overview of 
these.  
     Companies share space and generally reinforce 
relationships between co-workers, which is the 
foundation for knowledge creation. These 
relationships are formed in different scenarios 
throughout the work day. Some of the knowledge is 
formed through informal channels, such as a 
discussion during a coffee break, or more formally 
through e-mails or meetings. When such exchanges 
occur, whether knowledge be explicit or tacit, the 
“Ba” concept developed by Nonaka and Teece [19] 
provides a useful basis for analysis. 
     “Ba” is conceived of as a fluid continuum where 
constant change and transformation results in new 
levels of knowledge. Although it is not tangible, its 
self-transcending nature allows knowledge evolution 
on a tacit level. Through social interaction, 
knowledge is externalized and can be processed by 
the actors involved. It is not a set of facts and figures, 
but rather a mental ongoing dynamic process between 
actors, allied to their capability to transfer knowledge 
in a meaningful manner. “Ba” is the space for 
constructive learning, transferred through mentoring, 
modeling and experimental inputs, which spark and 
build knowledge. The creation of knowledge is not a 
definitive end result, but more an ongoing process. 
Nonaka and Teece [19] differentiate between four 
different elements of “Ba” - originating, dialoging, 
systemizing and exercising. 
     Individual and face-to-face interactions are the 
basis of originating “Ba”. Experience, emotions, 
feelings, and mental models are shared, hence the full 
range of physical senses and psycho-emotional 
reactions are in evidence. These include care, love, 
trust, and commitment, allowing tacit knowledge to 
be shared in the context of socialization.      
Dialoguing “Ba” concerns our collective and face-to-
face interactions, which enable mental models and 
skills to be communicated to others. This produces 
articulated concepts, which can then be used by the 
receiver to self-reflect. A mix of specific knowledge 
and capability to manage the received knowledge is 
essential to consciously construct, rather than to 
originate, new knowledge. Collective and virtual 
interactions are often found in systemising “Ba”. 
Tools and infrastructure, such as online networks, 
groupware, documentation and databanks, offer a 
visual and/or written context for the combination of 
existing explicit knowledge, whereby knowledge can 
easily be transmitted to a large number of people. 
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Finally, exercising “Ba” allows individual and virtual 
interaction, which is often communicated through 
virtual media, written manuals or simulation 
programs. Nonaka and Teece [19] contrast exercising 
and dialoguing “Ba” thus: “exercising ‘Ba’ 
synthesizes the transcendence and reflection that 
come in action, while dialoguing ‘Ba’ achieves this 
via thought.” 
     The ongoing, spiraling, process of “Ba” gives co-
workers the ability to comprehend and combine 
knowledge in order to complete the task at hand. 
Establishing “Ba” as the basis of a combined model 
provides a secure framework anchored in existing 
theory, within which knowledge can be classified and 
understood. From the “Ba” model of knowledge 
creation, Nonaka and Teece [19] developed the SECI 
concepts to further understand the way knowledge 
moves across and is created by organizations. SECI – 
Socialization, Externalization, Combination and 
Internalization – are the four pillars of knowledge 
exchange within an organization (Figure 1). They 
represent a spiral of knowledge creation, which can 
be repeated infinitively, enabling knowledge to be 
expanded horizontally as well as vertically across an 
organization. This links back to the earlier discussion 
of tacit and explicit knowledge, as the four sections 
of the SECI model represent different types of 
knowledge transfer - tacit to tacit, tacit to explicit, 
explicit to tacit and explicit to explicit.  
     Socialization is the conversion of tacit to tacit 
knowledge through shared experiences, normally 
characterized by learning by doing, rather than 
consideration of theoretical concepts. Externalization 
is the process of converting tacit to explicit 
knowledge, where a person articulates knowledge 
and shares it with others, in order to create a basis for 
new knowledge in a group. Combination is the 
process of converting explicit knowledge sets into 
more complex explicit knowledge. Internalization is 
the process of integrating explicit knowledge to make 
it one’s own tacit knowledge. It is the counter part of 
socialization, and this internal knowledge base in a 
person can set off a new spiral of knowledge, where 
tacit knowledge can be converted to explicit and 
combined with more complex knowledge. 
     The SECI model suggests that in a corporate 
environment, knowledge can spiral horizontally 
(across departments and the organization as a whole) 
as well as vertically (up and down management 
hierarchies). As we are focusing mainly on tacit 
knowledge, combination will not be part of the 
adopted model, due to its purely explicit knowledge 
focus. SECI helps us view the general movements of 
knowledge creation and exchange within companies. 
     Ryan’s Theoretical Model for the Acquisition and 
Sharing of Tacit Knowledge in Teams (TMTKT) [5] 

[20] is also of relevance. Through a quantitative 
research approach, Ryan analyses the movement of 
knowledge within a group and the moment of its 
creation. Beginning with current team tacit 
knowledge, constructive learning enhances individual 
knowledge, which can then again be shared within 
the team in order to build up what Ryan terms the 
“transactive memory”, which is a combination of 
specialization, credibility and coordination, resulting 
in a new amplified team tacit knowledge. This new 
team knowledge then begins again, in order to elevate 
the knowledge within the group in a never ending 
spiral of knowledge generation.  
     When developing the TMTKT, Ryan made 
several assumptions. First, team tacit knowledge 
would reflect domain specific practical knowledge, 
which differentiates experts  from novices.  Secondly, 
 

 
Figure 1. The Socialization, Externalization, Combination and 

Internalization (SECI) model [19] 
 

the TMTKT needs to measure the tacit knowledge of 
the entire team, taking the weight of individual  
members into account. Finally, only tacit knowledge 
at the articulate level of abstraction can be taken into 
account. The model (Figure 2) comprises five main 
components or stages in the development of tacit 
knowledge: 
1. Team tacit knowledge (existing) 
2. Tacit knowledge is then acquired by individuals 
via constructive learning 
3. This then becomes individual tacit knowledge 
4. Tacit knowledge is then acquired through social 
interaction 
5. Finally, the enactment of tacit knowledge into the 
the transactive memory takes place.  
     The starting point for understanding this process is 
to assess existing team tacit knowledge - this is their 
own individual tacit knowledge, but also includes any 
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Figure 2. Theoretical Model for the Acquisition and Sharing of 

Tacit Knowledge in Teams (TMTKT)  [5][20] 
 
 
common understanding between the group members 
– that is, common tacit knowledge. Following group 
exchanges, new knowledge will be generated through 
constructive learning, building upon the original team 
tacit knowledge. The gained knowledge can then be 
made part of their own individual knowledge. These 
final two stages are a result of the social interaction, 
where team members gain knowledge and make it 
part of their transactive memory. 
     Clarke [21] evaluates knowledge from an 
individual point of view, and establishes a micro 
view of tacit knowledge creation. His model (Figure 
3) suggests reflection on tacit knowledge can act as a 
trigger for the generation of new knowledge, both 
tacit and explicit. The process starts with the receiver 
being fed with knowledge – knowledge input - which 
is then processed, enhanced and formed into a 
knowledge output.   
     These models provide the basis for understanding  
the creation and general movement of knowledge in a  
software development project. Ryan and O’Connor 
[20] develops the idea of knowledge creation within a 
group further to specifically try to understand how 
knowledge is created and enhanced within teams. 
They provide an individual perspective of the flow of 
knowledge, which aids in the understanding how 
knowledge is processed within a person.   

 
V.  TESTING AND VALIDATION AGAINST EXISTING 
MODELS 

     During a three month period over 30 hours of 
meetings were recorded. The research mainly focuses 
on participant observation and the interaction 
between the project members. The conversations are 
analysed over this period, in order to see the 
development of learning over time; this aids in 
surfacing the range of acquired strategies which are 
applied in system development projects [22]. 
     The project involved three different parties, who 
work on developing a cloud based human resource 
management software package. The developers of the 
software work in close contact with a human resource 
consultancy company, which is seeking a solution for 
their client. The meetings mainly consist of the 
developers and the human resource consultants 
working together to customise the software to suit the 
client’s needs. No formal systems development 
methodology was used – the approach was akin to 
what is often termed “Rapid Application 
Development” based on prototyping solutions and 
amendments, and then acting upon user feedback to 
generate a new version for user review. 
     A total of ten actors were involved in the 
meetings, excluding the researcher. Each topic 
involved a core of six actors, where three executives 
took part in the decision making process, one from 
each company, and three employees, the head 
programmer and two human resource consultants. 
The software development executive acted in several 
roles during the project, performing as programmer, 
consultant and executive, this depending on the needs 
of the project.  
     This process involved the discussion of a range of 
topics, which encompassed payroll operations, 
recruitment, the design and content of software 
“pages” for the employees, a feedback option, 
absences, and a dashboard for the managers, as well 
as training for the employees. Throughout the 
meetings, changes were made to the software, these 
being at times superficial, such as choosing colour 
schemes, or more substantial, such as identifying 
internal processes where absence input did not 
function. The meetings relied on various channels for 
team communication, due to the client being in 
another city. Phone calls, face-to-face conversations 
as well as showing the software live through the 
internet were all used. These mediums were chosen 
in order to keep the client updated on the progress of 
the project, as well as giving input to their needs as a 
company. Once a week, a conference call was held 
with the three executives and their employees in 
order to discuss progress. The conference call helped 
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ensure a common sharing of team tacit knowledge, 
allowing the different actors to then work on their 
individual tasks.  
     Knowledge regarding the different topics evolved 
throughout the project. The dynamic environment 
allowed different actors to request and exchange 
expert knowledge from the individuals. White and 
Parry [23] state that there has not been enough focus 
on the expert knowledge of developers, and how it 
affects the development of an information system. 
Expert knowledge from the developers and the 
interplay with the other teams supports White and 
Parry’s findings. The data presented below illustrates 
conversations where expert knowledge is exchanged 
and utilized by team members. These exchanges 
helped validate the developed model, discussed 
below in Section VI.  
    One of the major issues that surfaced throughout 
the project was the complexity of the pension scheme 
of the end user. Integrating the correct values was 
vital for an accurate balance sheet and for payroll. 
The outsourced human resource management team of 
the user was not sure about certain aspects of the 
scheme, and needed the user human resource 
executive to explain in detail what was needed in 
order to make the software able to calculate a correct 
payroll. One of the outsourced HR consultants stated 
to the software development consultant: “Pensions is 
the most complicated thing. Ask the client on 
Monday to explain it to all of us.” The HR consultant 
was thus suggesting the creation of a dynamic 
environment, where the software development 
company as well as the HR consultants themselves 
could learn about the pension scheme. On Monday, 
the consultant asked the client to explain their 

pension scheme: “I tried to explain pensions, but I 
could only do it poorly and I said that I only 
understand it when you (the client) explains it. So, 
could you please explain pensions to us, so that we 
are then hopefully all on the same page.” The client 
went on to explain pensions, where occasional 
questions from the software developers as well as the 
HR consultants supported the comprehension of the 
group. By giving the client the opportunity to transfer 
his tacit knowledge, a “Ba” environment was created. 
This allowed group knowledge to emerge by the 
participants acquiring new knowledge and making it 
their own.  
    The analysis of these interactions provide the 
material for the construction of our combined model 
discussed below. We can see that knowledge input 
was given by the HR consultant through 
socialization, whereby tacit knowledge was shared 
through social interaction. This triggered the process 
of internalization, in which the user HR executive 
extracted tacit knowledge concerning pensions and 
transformed it into a knowledge output - 
externalization, being tacit knowledge acquired 
through constructive learning. This output was then 
received by each individual of the group, internalized 
and made into team tacit knowledge. At this point, 
the process starts anew, where unclear aspects are 
clarified by team members and externalized through 
social interaction. This process can lead the team to 
different areas of the discussed topic, where the input 
of different actors plays a vital role in shedding light 
on problems as well as identifying opportunities. 
     Another major issue that was in evidence during 
the project was the development of the time feature in 
the software. Within the time feature a calendar for 

Figure 3.  The Tacit Knowledge Spectrum [21] 
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sick leave, holidays or paternity was added. This was 
linked to the payroll since it was vital to know how 
much people get paid during which period. The 
interaction of the payroll and time in the software 
was very difficult to program. This part of the 
software was therefore explained by the 
programming executive, to make sure all needs of the 
customer were met. Here, the focus shifted to the HR 
consultants and the programmers. The end user was 
not involved in this process, since no expertise was 
needed and the user’s main requirement was simply 
for it to work. The software consultant took a step 
aside, since this was not part of their expertise, and 
advised the software programmers to make sure the 
exchanged information was accurate. During the 
conversation not only were questions asked by the 
HR consultants, but also from the software 
development consultants. The programmer explained 
time and the time sheets, and during this discussion a 
knowledge exchange between the three parties 
created a dynamic environment, where group tacit 
knowledge was created. 
Programmer: “We only want them to add days into 
the calendar where they should have been actually 
working – so that we can calculate the genuine days 
of holiday or leave. So if they are not due to work on 
a Monday, you don't want to count this as leave on a 
Monday. So it will only be inserted according to their 
working pattern.” 
Software consultant: “So the time sheet and calendar 
do the same thing?” 
Programmer: “Yes, you choose against the service 
item, if the item should go into the calendar; so what 
will happen? -  it will insert everything into the time 
sheet but then it will pick and choose which ones go 
into the calendar and which into the time sheet. So 
holidays will go into the calendar, but not go into the 
time sheet.” 
Software consultant: “You have a calendar in 
activities, which might show that a person is on 
holiday from x to y.” 
HR consultant: “But you might not want someone to 
know they are on maternity leave.” 
Software consultant: “But the time sheet is only 
working days, so you've got both options.” 
     The conversation above demonstrates the process 
of knowledge input, internalization, output, group 
tacit knowledge as well as knowledge surfacing 
through a dynamic knowledge exchange. The 
programmer explains time sheets, which is then 
internalized by the software consultant, this then 
triggers a question, which leads to knowledge output. 
The programmer internalizes the question and creates 
a response through socialization. The spiral continues 
within the dynamic environment, and paves the way 

for knowledge to surface and to be used as well as 
internalized by the members of the team.  
    Throughout the analysis of the data this pattern of 
knowledge input, internalization and output was in 
evidence. This points to the significance of 
knowledge triggers to better understand the overall 
decision making process.   

VI.  TOWARDS A COMBINED CONCEPTUAL MODEL 
     Building on the previous section, this section now 
examines how the theories of Nonaka, Ryan, and 
Clarke can be utilised in a new combined model 
which demonstrates how knowledge is created and 
built upon within a company at a group, as well as 
individual, level. The “Ba” concepts of Nonaka’s 
SECI model provide the background framework that 
defines the dynamic space within which knowledge is 
created, although as noted above, the combination 
element is not used here as it deals exclusively with 
explicit knowledge (Figure 4). We will use the 
acronym SEI (rather than SECI) in the specific 
context of the combined model discussed in this 
section. The SEI concepts demonstrate the movement 
of knowledge, which can be continuously developed. 
     Ryan’s TMTKT uses elements which overlap with 
Nonaka’s SECI model. When combining the two an 
overlap in the processes can be found, although a 
more detailed view is provided by Ryan. When  
 

      
Figure 4. Three elements of SECI used in the conceptual model        

analysing Nonaka’s SECI, the process of 
internalization is explained in one step, unlike Ryan, 
who divides it into two steps rather than one. The 
internalization process is seen by Ryan as individual 
knowledge, which is then enacted into transactive 
memory, representing a deeper conceptualization of 
how people combine and internalize tacit knowledge.  
     According to the “Ba” concept, continuous 
knowledge creation is established within a dynamic 
environment, which supports the development of 
knowledge as it evolves from one stage to another. 
Figure 5 depicts how tacit knowledge is created, 
shared and internalized. Socialization indicates social 
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interaction, where knowledge is acquired and shared 
through social interaction. Internalization entails 
making the knowledge one’s own and combining it 
with previous knowledge, it being committed to 
transactive memory. Finally, externalization is 
knowledge acquired through constructive learning. 
Ryan’s model focuses on tacit knowledge from a 
team perspective. 
     The last elements of the constructed model come 
from Clarke’s Tacit Knowledge Spectrum [21]. This 
helps develop Nonaka’s internalization process from 
a personal perspective. It provides a focus on one 
member of the team to complement Nonaka and 
Ryan’s team perspective. Knowledge input 
commences the process, and different stages of 
knowledge intake make the knowledge individual 
knowledge. This focus on individual knowledge is 
encompassed in the internalization and enacted 
transactive memory stages of Nonaka’s and Ryan’s 
models, but it is treated in less detail. 
     Clarke’s tacit knowledge spectrum commences 
with knowledge input, which is transformed into tacit 
knowledge. This tacit knowledge is then processed 
through reflection and at times, due to triggers such 
as additional information, the reflection process 
needs to be repeated in order to reveal new layers of 
tacit knowledge. The tacit and explicit elements 
permit additional layers of individual knowledge to 
be revealed, which can be through both explicit and 
tacit channels. Finally the new knowledge becomes 
part of the individual’s existing knowledge. Existing 
knowledge can then once again be transferred into a 
knowledge output (Figure 3).  
 

 

Figure 5. Combined elements of “Ba”, SEI and TMTKT 
models. 

     Table I notes the main elements of the 3 
approaches of Nonaka, Clarke and Ryan that are 
combined in the model used for case study analysis. 
At the macro level are Nonaka’s concepts of “Ba”, 
SEI and the spiral of knowledge. Ryan’s model 
provides a group tacit knowledge perspective, 
complemented by Clarke’s focus on the micro, 
individual knowledge generation process. The 
internalization and the socialization processes can 
involve both input and output, depending on the 
individual’s point of knowledge acquisition – student 
or teacher. 
 
 
 

 
      
     Nonaka’s concept of “Ba” and its dynamic 
environment to support the exchange of knowledge 
provides the basis for a combined model, which we 
term the Individual and Group Tacit Knowledge 
Spiral (IGTKS). His theories also outline the 
different steps of the model, using socialization and 
externalization as knowledge in-and outputs, and the 
internalization process which represents individual 
knowledge. Clarke’s model provides a more detailed 
view of the internalization process, which has been 
simplified somewhat in the combined model, 
concentrating on the trigger points, the reflection 
process and the enhancement of existing knowledge. 
Finally, Ryan’s team tacit knowledge creates a point 
of “common knowledge” between the team members.    
     The combined model (Figure 6) aims to represent 
the process of continuous knowledge creation and 
exchange in a software development project team. 
The internalization process is an edited version of  

Nonaka Ryan Clarke 
Socialization 
tacit to tacit 

Tacit knowledge 
acquired and 
shared through 
social 
interaction. 

Knowledge in- and 
output. 

Externalization 
tacit to explicit 

Tacit knowledge 
acquired by 
individuals 
through 
constructive 
learning. 

Knowledge in- and 
output 

Internalization 
explicit to tacit 

Individual 
knowledge / 
Enacted into 
transactive 
memory. 

Process of acquiring 
and processing tacit 
knowledge 
(reflection – trigger – 
tacit and/or explicit 
element – existing 
knowledge) 

Ba Environement 
  
  
  
  
  
  
  
  
  
  
  
  

Socialization 
Tacit knowledge 

acquired and shared 
through social 

interaction. 

Externalization 
Tacit knowledge 

acquired by 
individuals through 

constructive 
learning. 

Internalization 
Individual 

knowledge / Enacted 
into transactive 

memory. 

TABLE I.  ELEMENTS OF THE MODELS OF RYAN, CLARKE AND 
NONAKA USED IN THE COMBINED IGTKS MODEL 

 
 



163

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

 
Clarke’s model - due to the focus on triggers it was 
not necessary to include the other elements of his 
model. The other human factors of Ryan’s model 
were also modified, since the knowledge triggers 
entail the notion of personal experiences affecting 
tacit knowledge.  
     Knowledge is set in the “Ba” dynamic 
environment, where knowledge is freely exchanged 
and enhanced. The first step of the process is 
knowledge input, which can be knowledge exchange 
through social interaction or constructive learning. 
The knowledge input triggers the process of 
internalization.  
     Unlike Clarke, who only shows one trigger point, 
the IGTKS has three in every internalization process: 
one at the beginning, the initial trigger, which kicks 
off the internalization process; the second one is 
found after the development and combination of tacit 
knowledge which through reflection is developed to 
become a part of one’s existing knowledge. The final 
trigger is at the end of the internalization process, 
where either the process is re-launched through an 
internal trigger or converted into team tacit 
knowledge. When the team arrives at the point where 
everyone has a common understanding of the 
knowledge, transferred through the initial knowledge 
input, then the team can react by sharing knowledge 
within the group via knowledge output transferred by 

 

 
socialization or constructive learning. This then again 
sets off the team members internalization process, 
where the knowledge put out by the team member is 
processed and embedded into their existing 
knowledge. Once this internalization process ends, 
the team has once again gained a common 
understanding of the exchanged knowledge and the 
cycle recommences. The data analysis demonstrated 
tacit knowledge creation and sharing through 
socialization, internalization and group tacit 
knowledge in 45 examples. Externalization was 
found 28 times, combination 9 and constructive 
learning 18 times (Figure 7). 
 

 

0
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Figure 6.  Individual and Group Tacit Knowledge Spiral (IGTKS) 
(Triggers are represented by a circle with a cross in the middle) 

 

 

Figure 7. Number of examples of tacit knowledge sharing 
and creation in analysed conversations. 
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    In addition, the trigger points showed 
conversations as the main factor in tacit knowledge 
acquisition and sharing, surfacing in 39 extracts. 
Visual triggers were shown to help tacit knowledge 
in 18 incidents, constructive learning 19, recall 7 and 
anticipation 2 (Figure 8).  
 

 

      
The IGTKS (Figure 6) can be used to model and 
analyze a conversation during a software 
development meeting, where, for example, team 
member A commences the meeting by asking a 
question about X. This question is then internalized 
by the other team members, B, C and D. A, B, C and 
D are now all aware that the topic of discussion is X, 
and understand the issue with it, and at this point the 
team has a common team tacit knowledge. However, 
topic X mainly concerns team member C, who 
therefore answers the question through knowledge 
output and constructive learning. Once C has 
explained X, the team again has a common team tacit 
knowledge. Now the cycle restarts, spirals, and other 
team members add knowledge within this dynamic 
knowledge environment. 
     Relating the model to this example, one can see 
how a conversation commences within the team. This 
then allows each individual to take the knowledge in, 
and make it their own tacit knowledge. During the 
internalization process, several triggers allow the 
creation of tacit knowledge. One of the triggers can 
be at the beginning of the internalization process - the 
unfiltered knowledge passed on by a project member 
which allows the internalization process to start. 
Then the knowledge is combined with previously 
gained knowledge; when newly received knowledge 
is complex, new thought processes can be triggered. 
Each individual then gains new tacit knowledge, 

which allows a new common group tacit knowledge. 
When the newly gained knowledge is incomplete, or 
when the receiver can complete or add to the 
knowledge, a response is triggered. This then 
commences the cycle to begin anew.  
     The aim of a meeting is to fill in gaps of 
knowledge within the project team, which allows 
teams to work together better. When the core people 
of a team or the expert within a field are not present, 
the project comes to a halt, until the knowledge is 
gained by the people in need of it. The model enables 
project teams to consider how knowledge is passed 
within the team. It demonstrates on a team, as well as 
on an individual level, the knowledge exchange 
process, and its limitations when key players are not 
present during a meeting. Utilizing knowledge from 
group members elevates the knowledge from each 
individual over time. Each member is needed to give 
input, and allow tacit knowledge to surface when 
needed. The process of absorbing knowledge, making 
it one’s own tacit knowledge, and allowing a 
common base of group tacit knowledge to develop, 
can constitute a key influencer of project outcomes.  
 

VII.  CONCLUSION 
 
      Peter Drucker used to tell his students that when 
intelligent, moral, and rational people make decisions 
that appear inexplicable, it’s because they see a 
reality different to the one seen by others [24]. This 
observation by one of the leading lights of modern 
management science underscores the importance of 
knowledge perception and knowledge development. 
With regard to software projects, McAfee [4] noted 
that “the coordination, managerial oversight and 
marshalling of resources needed to implement these 
systems make a change effort like no other”. Yet, 
although software project successes and failures have 
been analysed within a range of analytical 
frameworks, few studies have focused on knowledge 
development. 
     Tacit knowledge in particular is one of the more 
complex and difficult aspects to analyse. Creating a 
well-functioning project team where knowledge can 
prosper within each individual is a great challenge, 
even more so when working within the time 
constraints of a software development project. Within 
this dynamic environment, tacit knowledge needs to 
flourish and evolve throughout the team, so each 
member can collect and harness information provided 
by the team to support task and overall project 
delivery. The comprehension of tacit knowledge 
processes within a software development project can 
help future projects enhance communication channels 
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Figure 8. Number of tacit knowledge triggers identified in 
analysed conversations. 
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within the project to ensure project success. Project 
outcomes rely on the process of experts sharing their 
tacit knowledge, and building it up over the course of 
the project.  
     To return to the RQs noted in Section II, this 
research concludes that the combined theories of 
Ryan, Nonaka and Clarke can be used to establish an 
understanding of tacit knowledge, and provide a 
framework for recognizing it, in software 
development projects (RQ1). The analysis of meeting 
conversations provided the foundation for 
understanding the flow of knowledge within a 
software development project. Through the 
exploration of these conversations, different theories 
could be tested and applied, which helped to build the 
IGTKS model, demonstrating the knowledge 
interplay between different teams and people within 
the project. It facilitates the analysis of conversations 
on an individual as well as a group basis, to 
comprehend when an individual has received and 
processed information into knowledge. It seeks to 
demonstrate at what point the team has accepted 
information or knowledge as common group tacit 
knowledge, and in which circumstances more 
information or knowledge needs to be provided by 
other team members. 
     The combined model presented here can be used 
to further explore and evaluate knowledge flow on an 
individual and group level in software development 
projects. Unless it is rendered ineffective due to an 
absence of knowledge sharing, the knowledge spiral 
continues until common group tacit knowledge has 
been reached. The model allows the practitioner or 
researcher to pinpoint the moments where external 
and internal triggers launch the generation of tacit 
knowledge within an individual. This phenomenon 
requires further research into the interaction and 
communication of knowledge within and between 
project teams and their varying contexts, but this 
research suggests the combined model can be applied 
to better exploit tacit and explicit knowledge in the 
specific context of software development (RQ2).  It 
supports the development of knowledge through a 
dynamic and open knowledge exchange environment, 
and suggests a way in which teams can focus on this 
for their mutual benefit. This can materially impact 
the software development process, and thus has the 
potential to significantly enhance the quality and 
subsequent functioning of the final software products. 
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Abstract—We present an original framework for automatic data
preparation, applicable in most Knowledge Discovery and Data
Mining systems. It is based on the study of some statistical
features of the target database samples. For each attribute of the
database used, we automatically propose an optimized approach
allowing to (i) detect and eliminate outliers, and (ii) to identify the
most appropriate discretization method. Concerning the former,
we show that the detection of an outlier depends on if data
distribution is normal or not. When attempting to discern the
appropriated discretization method, what is important is the
shape followed by the density function of its distribution law.
For this reason, we propose an automatic choice for finding
the optimized discretization method, based on a multi-criteria
(Entropy, Variance, Stability) evaluation. Most of the associated
processings are performed in parallel, using the capabilities
of multicore computers. Conducted experiments validate our
approach, both on rule detection and on time series prediction. In
particulary, we show that the same discretization method is not
the best when applied to all the attributes of a specific database.

Keywords–Data Mining; Data Preparation; Outliers detection
and cleaning; Discretization Methods, Task parallelization.

I. INTRODUCTION AND MOTIVATION

Data preparation in most of Knowledge and Discovery in
Databases (KDD) systems has not been greatly developed in
the literature. The single mining step is more often emphasized.
And, when discussed, data preparation focuses most of the
times on a single parameter (outlier detection and elimination,
null values management, discretization method, etc.). Specific
associated proposals only highlight on their advantages com-
paring themselves to others. There is no global nor automatic
approach taking advantage of all of them. But the better data
are prepared, the better results will be, and the faster mining
algorithms will work.

In [1], we presented a global view of the whole data
preparation process. Moreover, we proposed an automatization
of most of the different steps of that process, based on the
study of some statistical characteristics of the analysed
database samples. This work was itself a continuation of
the one exposed in [2]. In this latter, we proposed a simple
but efficient approach to transform input data into a set of
intervals (also called bins, clusters, classes, etc.). In a further
step, we apply specific mining algorithms (correlation rules,
etc.) on this set of bins. The very main difference with the
former paper is that no automatization is performed. The
parameters having an impact on data preparation have to be
specified by the end-user before the data preparation process
launches.

This paper in an extended version of [1]. Main improve-
ments concern:

• A simplification and a better structuration of the
presented concepts and processes;

• The use of parallelism in order to choose, when
applicable, the most appropriate preparation method
among different available methods;

• An expansion of our previous experiments. The ones
concerning rule detection have been extended, and
experimentations in order to forecast time series have
been added.

The paper is organized as follows: Section II presents
general aspects of data preparation. Section III and Section
IV are dedicated to outlier detection and to discretization
methods respectively. Each section is composed of two parts:
(i) related work, and (ii) our approach. Section V discusses
task parallelization possibilities. Here again, after introducing
multicore programming, we present associated implementation
issues concerning our work. In Section VI, we show the
results of expanded experiments. Last section summarizes our
contribution, and outlines some research perspectives.

II. DATA PREPARATION

Raw input data must be prepared in any KDD system
previous to the mining step. This is for two main reasons:

• If each value of each column is considered as a single
item, there will be a combinatorial explosion of the
search space, and thus very large response times;

• We cannot expect this task to be performed by hand
because manual cleaning of data is time consuming
and subject to many errors.

This step can be performed according to different
method(ologie)s [3]. Nevertheless, it is generally divided into
two tasks: (i) Preprocessing, and (ii) Transformation(s). When
detailing hereafter these two tasks, focus is set on associated
important parameters.

A. Preprocessing
Preprocessing consists in reducing the data structure by

eliminating columns and rows of low significance [4].
a) Basic Column Elimination: Elimination of a column

can be the result of, for example in the microelectronic indus-
try, a sensor dysfunction, or the occurrence of a maintenance
step; this implies that the sensor cannot transmit its values to
the database. As a consequence, the associated column will
contain many null/default values and must then be deleted
from the input file. Elimination should be performed by using
the Maximum Null Values (MaxNV ) threshold. Furthermore,
sometimes several sensors measure the same information, what
produces identical columns in the database. In such a case, only
a single column should be kept.
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b) Elimination of Concentrated Data and Outliers: We
first turn our attention to inconsistent values, such as “outliers”
in noisy columns. Detection should be performed through
another threshold (a convenient value of p when using the
standardization method, see Section III-A). Found outliers are
eliminated by forcing their values to Null. Another technique
is to eliminate the columns that have a small standard deviation
(threshold MinStd). Since their values are almost the same,
we can assume that they do not have a significant impact on
results; but their presence pollutes the search space and reduces
response times. Similarly, the number of Distinct Values in
each column should be bounded by the minimum (MinDV )
and the maximum (MaxDV ) values allowed.

B. Transformation

a) Data Normalization: This step is optional. It trans-
lates numeric values into a set of values comprised between 0
and 1. Standardizing data simplifies their classification.

b) Discretization: Discrete values deal with intervals
of values, which are more concise to represent knowledge,
so that they are easier to use and also more comprehensive
than continuous values. Many discretization algorithms (see
Section IV-A) have been proposed over the years for this. The
number of used intervals (NbBins) as well as the selected
discretization method among those available are here again
parameters of the current step.

c) Pruning step: When the occurrence frequency of
an interval is less than a given threshold (MinSup), then it is
removed from the set of bins. If no bin remains in a column,
then that column is entirely removed.

The presented thresholds/parameters are the ones we use
for data preparation. In previous works, their values were fixed
inside of a configuration file read by our software at setup. The
main objective of this work is to automatically determine most
of these variables without information loss. Focus is set in the
two next sections on outlier and discretization management.

III. DETECTING OUTLIERS

An outlier is an atypical or erroneous value corresponding
to a false measurement, an unwritten input, etc. Outlier
detection is an uncontrolled problem because of values that
deviate too greatly in comparison with the other data. In
other words, they are associated with a significant deviation
from the other observations [5]. In this section, we present
some outlier detection methods associated to our approach
using uni-variate data as input. We manage only uni-variate
data because of the nature of our experimental data sets (cf.
Section VI).

The following notations are used to describe outliers: X is
a numeric attribute of a database relation, and is increasingly
ordered. x is an arbitrary value, Xi is the ith value, N is the
number of values for X , σ its standard deviation, µ its mean,
and s a central tendency parameter (variance, inter-quartile
range, . . . ). X1 and XN are respectively the minimum and the
maximum values of X . p is a probability, and k a parameter
specified by the user, or computed by the system.

A. Related Work
We discuss hereafter four of the main uni-variate outlier

detection methods.

Elimination after Standardizing the Distribution: This is
the most conventional cleaning method [5]. It consists in taking
into account σ and µ to determine the limits beyond which
aberrant values are eliminated. For an arbitrary distribution,
the inequality of Bienaymé-Tchebyshev indicates that the
probability that the absolute deviation between a variable and
its average is greater than k is less than or equal to 1

k2 :

P (

∣∣∣∣x− µσ
∣∣∣∣ ≥ k) ≤ 1

k2
(1)

The idea is that we can set a threshold probability as a function
of σ and µ above which we accept values as non-outliers.
For example, with k = 4.47, the risk of considering that x,
satisfying

∣∣∣x−µσ ∣∣∣ ≥ k, is an outlier, is bounded by 1
k2 = 0.05.

Algebraic Method: This method, presented in [6], uses the
relative distance of a point to the “center” of the distribution,
defined by: di =

|Xi−µ|
σ . Outliers are detected outside of the

interval [µ− k ×Q1, µ+ k ×Q3], where k is generally fixed
to 1.5, 2 or 3. Q1 and Q3 are the first and the third quartiles
respectively.
Box Plot: This method, attributed to Tukey [7], is based on
the difference between quartiles Q1 and Q3. It distinguishes
two categories of extreme values determined outside the lower
bound (LB) and the upper bound (UB):{

LB = Q1 − k × (Q3 −Q1)

UB = Q3 + k × (Q3 −Q1)
(2)

Grubbs’ Test: Grubbs’ method, presented in [8], is a statistical
test for lower or higher abnormal data. It uses the difference
between the average and the extreme values of the sample. The
test is based on the assumption that the data have a normal
distribution. The statistic used is: T = max(XN−µ

σ , µ−X1

σ ).
The assumption that the tested value (X1 or XN ) is not an
outlier is rejected at significance level α if:

T >
N − 1√

n

√
β

n− 2β
(3)

where β = tα/(2n),n−2 is the quartile of order α/(2n) of the
Student distribution with n− 2 degrees of freedom.

B. An Original Method for Outlier Detection
Most of the existing outlier detection methods assume

that the distribution is normal. However, in reality, many
samples have asymmetric and multimodal distributions, and
the use of these methods can have a significant influence at
the data mining step. In such a case, each “distribution” has
to be processed using an appropriated method. The considered
approach consists in eliminating outliers in each column based
on the normality of data, in order to minimize the risk of
eliminating normal values.

Many tests have been proposed in the literature to evaluate
the normality of a distribution: Kolmogorov-Smirnov [9],
Shapiro-Wilks, Anderson-Darling, Jarque-Bera [10], etc. If the
Kolmogorov-Smirnov test gives the best results whatever the
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distribution of the analysed data may be, it is nevertheless
much more time consuming to compute then the others. This is
why we have chosen the Jarque-Bera test (noted JB hereafter),
much more simpler to implement as the others, as shown
below:

JB =
n

6
(γ3

2 +
γ22
4
) (4)

This test follows a law of χ2 with two degrees of freedom,
and uses the Skewness γ3 and the Kurtosis γ2 statistics, defined
respectively as follows:

γ3 = E[(
x− µ
σ

)3] (5)

γ2 = E[(
x− µ
σ

)4]− 3 (6)

If the JB normality test is not significant (the variable
is normally distributed), then the Grubbs’ test is used at a
significance level of systematically 5%, otherwise the Box Plot
method is used with parameter k automatically set to 3 in order
to not to be too exhaustive toward outlier detection.

Figure 1 summarizes the process we chose to detect and
eliminate outliers.

JB Normality Test

Normality?

Grubbs’ TestBox Plot

YesNo

Figure 1: The outlier detection process.

Finally, the computation of γ3 and γ2 to evaluate the value
of JB, so as other statistics needed by the Grubb’s test and the
Box Plot calculus, are performed in parallel in the manner
shown in Listing 1 (cf. Section V). This in order to fasten
the response times. Other statistics used in the next section
are simultaneously collected here. Because the corresponding
algorithm is very simple (the computation of each statistic is
considered as a single task), we do not present it.

IV. DISCRETIZATION METHODS

Discretization of an attribute consists in finding NbBins
pairwise disjoint intervals that will further represent it in an
efficient way. The final objective of discretization methods is
to ensure that the mining part of the KDD process generates
substantial results. In our approach, we only employ direct
discretization methods in which NbBins must be known in
advance (and be the same for every column of the input data).
NbBins was in previous works a parameter fixed by the end-
user. The literature proposes several formulas as an alternative
(Rooks-Carruthers, Huntsberger, Scott, etc.) for computing
such a number. Therefore, we switched to the Huntsberger
formula, the most fitting from a theoretical point of view [11],
and given by: 1 + 3.3× log10(N).

A. Related Work
In this section, we only highlight the final discretization

methods kept for this work. This is because the other tested
methods have not revealed themselves to be as efficient as
expected (such as Embedded Means Discretization), or are not
a worthy alternative (such as Quantiles based Discretization) to
the ones presented. In other words, the approach that we chose
and which is discussed in the next sections, barely selected
none of these alternative methods. Thus the methods we use
are: Equal Width Discretization (EWD), Equal Frequency-
Jenks Discretization (EFD-Jenks), AVerage and STandard devi-
ation based discretization (AVST), and K-Means (KMEANS).
These methods, which are unsupervised [12] and static [13],
have been widely discussed in the literature: see for example
[14] for EWD and AVST, [15] for EFD-Jenks, or [16] and [17]
for KMEANS. For these reasons, we only summarize their
main characteristics and their field of applicability in Table I.

TABLE I: SUMMARY OF THE DISCRETIZATION METH-
ODS USED.

Method Principle Applicability

EWD This simple to implement
method creates intervals of
equal width.

The approach cannot be ap-
plied to asymmetric or multi-
modal distributions.

EFD-Jenks Jenks’ method provides
classes with, if possible, the
same number of values, while
minimizing internal variance
of intervals.

The method is effective from
all statistical points of view
but presents some complexity
in the generation of the bins.

AVST Bins are symmetrically cen-
tered around the mean and
have a width equal to the stan-
dard deviation.

Intended only for normally
distributed datasets.

KMEANS Based on the Euclidean dis-
tance, this method determines
a partition minimizing the
quadratic error between the
mean and the points of each
interval.

Running time linear in
O(N × NbBins × k),
where k in the number of
iterations [?]. It is applicable
to each form of distribution.

Let us underline that the upper limit fixed by the Hunts-
berger formula to the number of intervals to use is not always
reached. It depends on the applied discretization method. Thus,
EFD-Jenks and KMEANS methods generate most of the times
less than NbBins bins. This implies that other methods, which
generate the NbBins value differently for example through
iteration steps, may apply if NbBins can be upper bounded.

Example 1: Let us consider the numeric attribute SX =
{4.04, 5.13, 5.93, 6.81, 7.42, 9.26, 15.34, 17.89, 19.42, 24.40,
25.46, 26.37}. SX contains 12 values, so by applying the
Huntsberger’s formula, if we aim to discretize this set, we
have to use 4 bins.

Table II shows the bins obtained by applying all the
discretization methods proposed in Table I. Figure 2 shows
the number of values of SX belonging to each bin associated
to every discretization method.

As it is easy to understand, we cannot find two dis-
cretization methods producing the same set of bins. As a
consequence, the distribution of the values of SX is different
depending on the method used.

B. Discretization Methods and Statistical Characteristics
When attempting to find the most appropriate discretization

method for a column, what is important is not the law followed
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TABLE II: SET OF BINS ASSOCIATED TO SAMPLE SX .

Method Bin1 Bin2 Bin3 Bin4

EWD [4.04, 9.62[ [9.62, 15.21[ [15.21, 20.79[ [20.79, 26.37]
EFD-Jenks [4.04; 5.94] ]5.94, 9.26] ]9.26, 19.42] ]19.42, 26.37]
AVST [4.04; 5.53[ [5.53, 13.65[ [13.65, 21.78[ [21.78, 26.37]
KMEANS [4.04; 6.37[ [6.37, 12.3[ [12.3, 22.95[ [22.95, 26.37]

Bin1 Bin2 Bin3 Bin4
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Figure 2: Population of each bin of sample SX .

by its distribution, but the shape of its density function. This is
why we first perform a descriptive analysis of the data in order
to characterize, and finally to classify, each column according
to normal, uniform, symmetric, antisymmetric or multimodal
distributions. This is done in order to determine what dis-
cretization method(s) may apply. Concretely, we perform the
following tests, which have to be carried out in the presented
order:

1) We use the Kernel method introduced in [18] to
characterize multimodal distributions. The method
is based on estimating the density function of the
sample by building a continuous function, and then
calculating the number of peaks using its second
derivative. This function allows us to approximate
automatically the shape of the distribution. The mul-
timodal distributions are those having a number of
peaks strictly greater than 1.

2) To characterize antisymmetric and symmetric dis-
tributions in a next step, we use the skewness γ3
(see formula (5)). The distribution is symmetric if
γ3 = 0. Practically, this rule is too exhaustive, so we
relaxed it by imposing limits around 0 to set a fairly
tolerant rule, which allows us to decide whether a
distribution is considered antisymmetric or not. The
associated method is based on a statistical test. The
null hypothesis is that the distribution is symmetric.
Consider the statistic: TSkew = N

6 (γ
2
3). Under the

null hypothesis, TSkew follows a law of χ2 with one
degree of freedom. In this case, the distribution is
antisymmetric with α = 5% if TSkew > 3.8415.

3) We use then the normalized Kurtosis, noted γ2 (see
formula (6)), to measure the peakedness of the distri-

bution or the grouping of probability densities around
the average, compared with the normal distribution.
When γ2 is close to zero, the distribution has a
normalized peakedness.
A statistical test is used again to automatically decide
whether the distribution has normalized peakedness
or not. The null hypothesis is that the distribution
has a normalized peakedness, and thus is uniform.
Consider the statistic: TKurto = N

6 (
γ2
2

4 ). Under the
null hypothesis, TKurto follows a law of χ2 with one
degree of freedom. The null hypothesis is rejected at
level of significance α = 0.05 if TKurto > 6.6349.

4) To characterize normal distributions, we use the
Jarque-Bera test (see equation (4) and relevant com-
ments).

These four successive tests allow us to characterize the
shape of the (density function of the) distribution of every
column. Combined with the main characteristics of the dis-
cretization methods presented in the last section, we get Table
III. This summarizes what discretization method(s) can be
invoked depending on specific column statistics.

TABLE III: APPLICABILITY OF DISCRETIZATION
METHODS DEPENDING ON THE DISTRIBUTION’S
SHAPE.

Normal Uniform Symm- Antisym- Multimodal
etric metric

EWD * * *
EFD-Jenks * * * * *
AVST *
KMEANS * * * * *

Example 2: Continuing Example 1, the Kernel Density
Estimation method [18] is used to build the density function
of sample SX (cf. Figure 3).
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Figure 3: Density function of sample SX using Kernel Density
Estimation.

As we can see, the density function has two modes, is
almost symmetric and normal. Since the density function is
multimodal, we should stop at this point. But as shown in
Table III, only EFD-Jenks and KMEANS produce interesting
results according to our proposal. For the need of the example,
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let us perform the other tests. Since γ3 = −0.05, the distri-
bution is almost symmetric. As mentioned in (2), it depends
on the threshold fixed if we consider that the distribution
is symmetric or not. The distribution is not antisymmetric
because TSkew = 0.005. The distribution is not uniform since
γ2 = −1.9. As a consequence, TKurto = 1.805, and we have
to reject the uniformity test. The Jarque-Berra test gives a
p-value of 0.5191, which means that the sample is normal
whatever the value set for α.

C. Multi-criteria Approach for Finding the Most Appropriate
Discretization Method

Discretization must keep the initial statistical characteris-
tics so as the homogeneity of the intervals, and reduce the size
of the final data produced. Consequently, the discretization ob-
jectives are many and contradictory. For this reason, we chose
a multi-criteria analysis to evaluate the available applicable
methods of discretization. We use three criteria:

• The entropy H measures the uniformity of intervals.
The higher the entropy, the more the discretization
is adequate from the viewpoint of the number of
elements in each interval:

H = −
NbBins∑
i=1

pi log2(pi) (7)

where pi is the number of points of interval i divided
by the total number of points (N ), and NbBins is the
number of intervals. The maximum of H is computed
by discretizing the attribute into NbBins intervals
with the same number of elements. In this case, H
reduces to log2(NbBins).

• The index of variance J , introduced in [19], measures
the interclass variances proportionally to the total
variance. The closer the index is to 1, the more
homogeneous the discretization is:

J = 1− Intra-intervals variance
Total variance

• Finally, the stability S corresponds to the maximum
distance between the distribution functions before and
after discretization. Let F1 and F2 be the attribute
distribution functions before and after discretization
respectively:

S = supx(
∣∣F1(x)− F2(x)

∣∣) (8)

The goal is to find solutions that present a compromise
between the various performance measures. The evaluation of
these methods should be done automatically, so we are in the
category of a priori approaches, where the decision-maker
intervenes just before the evaluation process step.

Aggregation methods are among the most widely used
methods in multi-criteria analysis. The principle is to reduce
to a unique criterion problem. In this category, the weighted
sum method involves building a unique criterion function by
associating a weight to each criterion [20], [21]. This method
is limited by the choice of the weight, and requires comparable
criteria. The method of inequality constraints is to maximize a
single criterion by adding constraints to the values of the other

Algorithm 1: MAD (Multi-criteria Analysis for Dis-
cretization)

Input: X set of numeric values to discretize, DM set
of discretization methods applicable

Output: best discretization method for X
1 foreach method D ∈ DM do
2 Compute VD;
3 end
4 return argmin(V );

criteria [22]. The disadvantage of this method is the choice of
the thresholds of the added constraints.

In our case, the alternatives are the 4 methods of
discretization, and we discretize automatically columns
separately, so the implementation facility is important in our
approach. Hence the interest in using the aggregation method
by reducing it to a unique criterion problem, by choosing the
method that minimizes the Euclidean distance from the target
point (H = log2(NbBins), J = 1, S = 0).

Definition 1: Let D be an arbitrary discretization method.
We can define VD a measure of segmentation quality using the
proposed multi-criteria analysis as follows:

VD =
√
(HD − log2(NbBins))2 + (JD − 1)2 + S2

D (9)

The following proposition is the main result of this article:
It indicates how we chose the most appropriate discretization
method among all the available ones.

Proposition 1: Let DM be a set of discretization methods;
the set, noted D, that minimizes VD (see equation(9)), ∀D ∈
{DM}, contains the best discretization methods.

Corollary 1: The set of most appropriate discretization
methods D can be obtained as follows:

D = argmin({VD,∀D ∈ DM}) (10)

Let us underline that if |D| > 1, then we have to choose
one method among all. As a result of corollary 1, we pro-
pose the MAD (Multi-criteria Analysis for finding the best
Discretization method) algorithm, see Algorithm 1.

Example 3: Continuing Example 1, Table IV shows the
evaluation results for all the discretization methods at disposal.
Let us underline that for the need of our example, all the values
are computed for every discretization method, and not only for
the ones that should have been selected after the step proposed
in Section IV-B (cf. Table III).

TABLE IV: EVALUATION OF DISCRETIZATION METH-
ODS.

H J S VDM

EWD 1.5 0.972 0.25 0.559
EFD-Jenks 2 0.985 0.167 0.167
AVST 1.92 0.741 0.167 0.318
KMEANS 1.95 0.972 0.167 0.176

The results show that EFD-Jenks and KMEANS are the
two methods that obtain the lowest values for VD. The values
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got by the EWD and AVST methods are the worst: This is
consistent with our optimization proposed in Table III, since
the sample distribution is multimodal.

V. PARALLELIZING DATA PREPARATION

Parallel architectures have become a standard today. As
a result, applications can be distributed on several cores.
Consequently, multicore applications run faster given that they
require less process time to be executed, even if they may
need on the other hand more memory for their data. But this
latter inconvenient is minor when compared to the induced
performances. We present in this section first some novel
programming techniques, which allow to run easily different
tasks in parallel. We show in a second step how we adapt these
techniques to our work.

A. New Features in Multicore Encoding
Multicore processing is not a new concept, however only

in the mid 2000s has the technology become mainstream
with Intel and AMD. Moreover, since then, novel software
environments that are able to take advantage simultaneously of
the different existing processors have been designed (Cilk++,
Open MP, TBB, etc.). They are based on the fact that looping
functions are the key area where splitting parts of a loop
across all available hardware resources increase application
performance.

We focus hereafter on the relevant versions of the Microsoft
.NET framework for C++ proposed since 2010. These enhance
support for parallel programming by several utilities, among
which the Task Parallel Library. This component entirely hides
the multi-threading activity on the cores. The job of spawning
and terminating threads, as well as scaling the number of
threads according to the number of available cores, is done
by the library itself.

The Parallel Patterns Library (PPL) is the corresponding
available tool in the Visual C++ environment. The PPL
operates on small units of work called Tasks. Each of them
is defined by a λ calculus expression (see below). The PPL
defines three kinds of facilities for parallel processing, where
only templates for algorithms for parallel operations are of
interest for this presentation.

Among the algorithms defined as templates for initiating
parallel execution on multiple cores, we focus on the paral-
lel invoke algorithm used in the presented work (see end of
Sections III-B and IV-C). It executes a set of two or more
independent Tasks in parallel.

Another novelty introduced by the PPL is the use of λ
expressions, now included in the C++11 language norm. These
remove all need for scaffolding code, allowing a “function”
to be defined in-line in another statement, as in the example
provided by Listing 1. The λ element in the square brackets is
called the capture specification. It relays to the compiler that
a λ function is being created and that each local variable is
being captured by reference (in our example). The final part
is the function body.
/ / R e t u r n s t h e r e s u l t o f add ing a v a l u e t o i t s e l f
t empla te <typename T> T t w i c e ( c o n s t T& t ) {

re turn t + t ;
}
i n t n = 5 4 ; double d = 5 . 6 ; s t r i n g s = ” H e l l o ” ;

/ / C a l l t h e f u n c t i o n on each v a l u e c o n c u r r e n t l y
p a r a l l e l i n v o k e (

[&n ] { n = t w i c e ( n ) ; } ,
[&d ] { d = t w i c e ( d ) ; } ,
[& s ] { s = t w i c e ( s ) ; }

) ;

Listing 1: Parallel execution of 3 simple tasks

Listing 1 also shows the limits of parallelism. It is widely
agreed that applications that may benefit from using more
than one processor necessitate: (i) Operations that require a
substantial amount of processor time, measured in seconds
rather than milliseconds, and (ii), Operations that can be
divided into significant units of calculation, which can be
executed independently of one another. So the chosen example
does not fit parallelization, but is used to illustrate the new
features introduced by multicore programming techniques.

More details about parallel algorithms and the λ calculus
can be found in [23], [24].

B. Application to data preparation
As a result of Table IV and of Proposition 1, we define

the POP (Parallel Optimized Preparation of data) method, see
Algorithm 2.

For each attribute, after constructing Table III, each appli-
cable discretization method is invoked and evaluated in order
to keep finally the most appropriate. The content of these
two tasks (three when involving the statistics computations)
are executed in parallel using the parallel invoke template (cf.
previous section).
We discuss the advantages of this approach so as the got
response times in the next section.

Algorithm 2: POP (Parallel Optimized Preparation of
Data)

Input: X set of numeric values to discretize, DM set
of discretization methods applicable

Output: Best set of bins for X
1 Parallel Invoke For each method D ∈ DM do
2 Compute γ2, γ3 and perform Jarque-Bera test;
3 end
4 Parallel Invoke For each method D ∈ DM do
5 Remove D from DM if it does not satisfy the

criteria given in Table III;
6 end
7 Parallel Invoke For each method D ∈ DM do
8 Discretize X according to D;
9 VD =√

(HD − log2(NbBins))2 + (JD − 1)2 + S2
D;

10 end
11 D = argmin({VD,∀D ∈ DM});
12 return set of bins obtained in line 8 according to D;

VI. EXPERIMENTAL ANALYSIS

The goal of this section is to validate experimentally
our approach according to two point of views: (i) firstly,
we apply our methodology to the extraction of correlation
and of association rules; (ii) secondly, we use it to forecast
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time series. These two application fields correspond to the
two mainstream approaches in data mining, which consist
in defining and using descriptive or predictive models. What
means that the presented work can help to solve a great variety
of associated problems.

A. Experimentation on rules detection
In this section, we present some experimental results by

evaluating five samples. We decided to implement it using
the MineCor KDD Software [2], but it could have been
with another one (R Project, Tanagra, etc.). Sample1 and
Sample2 correspond to real data, representing parameter (in
the sense of attribute) measurements provided by microelec-
tronics manufacturers after completion of the manufacturing
process. The ultimate goal was here to detect correlations
between one particular parameter (the yield) and the other
attributes. Sample3 is a randomly generated file that contains
heterogeneous values. Sample4 and Sample5 are common data
taken from the UCI Machine Learning Repository website
[25]. Table V sums up the characteristics of the samples.

TABLE V: CHARACTERISTICS OF THE DATABASES
USED.

Sample Number of columns Number of rows Type

Sample1 (amtel.csv) 8 727 real
Sample2 (stm.csv) 1281 296 real
Sample3 (generated.csv) 11 201 generated
Sample4 (abalone.csv) 9 4177 real
Sample5 (auto mpg.csv) 8 398 real

Experiments were performed on a 4 core computer (a
DELL Workstation with a 2.8 GHz processor and 12 Gb
RAM working under the Windows 7 64 bits OS). First,
let us underline that we shall not focus in this section on
performance issues. Of course, we have chosen to parallelize
the underdone tasks in order to improve response times. As it
is easy to understand, each of the parallel invoke loops has
a computational time closed to the most consuming calculus
inside of each loop. Parallelism allows us to compute and
then to evaluate different “possibilities” in order especially
to chose the most efficient one for our purpose. This is
done without waste of time, when comparing to a single
“possibility” processing. Moreover, we can easily add other
tasks to each parallelized loop (statistics computations,
discretization methods, evaluation criteria). Some physical
limits exist (currently): No more then seven tasks can be
launched simultaneously within the 2010 C++ Microsoft
.NET / PPL environment. But each individual described task
does not require more than a few seconds to execute, even on
the Sample2 database.

Concerning outlier management, we recall that in the
previous versions of our software (see [2]), we used the single
standardization method with p set by the user (cf. Section
III-A). With the new approach presented in Section III-B, we
notice an improvement in the detection of true positive or
false negative outliers by a factor of 2%.

Figures 4 summarize the evaluation of the methods used
on each of our samples, except on Sample2: we have chosen
to only show the results for the 10 first columns.
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(a) Results for sample 1.
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(c) Results for sample 3.
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(e) Results for sample 5.

Figure 4: Discretization experimentations on the five samples.
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For Sample1 and Sample2 attributes, which have symmetric
and normal distributions, the evaluation on Figure 4a and 4b
shows that the EFD-Jenks method provides generally the best
results. The KMEANS method is unstable for these kinds of
distributions, but sometimes provides the best discretization.

For the Sample3 evaluation shown graphically in Figure 4c,
the studied columns have relatively dispersed, asymmetric and
multimodal distributions. “Best” discretizations are provided
by EFD-Jenks and KMEANS methods. We note also that
the EWD method is fast, and sometimes demonstrates good
performances in comparison with the EFD-Jenks or KMEANS
methods.

For Sample4 and Sample5 attributes, which distributions
have a single mode and most of them are symmetric, the
evaluation on Figures 4d and 4e shows that the KMEANS
method provides generally the best results. The results given
by EFD-Jenks method are closed to the ones obtained using
KMEANS.

Finally, Figure 5 summarizes our approach. We have tested
it over each column of each dataset. Any of the available
methods is selected at least once in the dataset of the three first
proposed samples (cf. Table V), which enforces our approach.
As expected, EFD-Jenks is the method that is the most often
kept by our software (' 42%). AVST and KMEANS are
selected approximately a bit less than 30% each. EWD is only
selected a very few times (less than 2%).

EWD

EFD-Jenks

AVST

KMEANS

Figure 5: Global Distribution of DMs in our samples.

We focus hereafter on experiments performed in order to
compare the different available discretization methods still on
the three first samples. Figures 6a, 7a and 8a reference various
experiments when mining Association Rules. Figures 6b, 7b
and 8b correspond to experiments when mining Correlation
Rules. When searching for Association Rules, the minimum
confidence (MinConf ) threshold has been arbitrarily set to
0.5. The different figures provide the number of Association
or of Correlation Rules respectively, while the minimum sup-
port (MinSup) threshold varies. Each figure is composed of
five curves. One for each of the four discretization methods
presented in Table III, and one for our global method (POP).
Each method is individually applied on each column of the
considered database/dataset.
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Figure 6: Execution on Sample1.
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Figure 7: Execution on Sample2.

Analyzing the Association Rules detection process, exper-
iments show that POP gives the best results (few number of
rules), and EWD is the worst. Using real data, the number of
rules is reduced by a factor comprised between 5% and 20%.
This reduction factor is even better using synthetic (generated)
data and a low MinSup threshold. When mining Correlation
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Figure 8: Execution on Sample3.

Rules on synthetic data, the method that gives the best results
with high thresholds is KMEANS, while it is POP when the
support is low. This can be explained by the fact that the
generated data are sparse and multimodal. When examining the
results on real databases, POP gives good results. However, let
us underline that the EFD-Jenks method produces unexpected
results: Either we have few rules (Figures 6a and 6b), or we
have a lot (Figures 7a and 7b) with a low threshold. We
suppose that the high number of used bins is at the basis of
this result.

B. Experimentation on time series forecasting
In this section, we present an another practical application

of the proposed method. It deals with the prediction of time se-
ries on financial data. Often, in time series prediction, interest
is put on significant changes, instead of small fluctuations of
the evolution of the data. Beside, in the machine learning field,
the learning process for real data takes a substantial amount
of time in the whole prediction process. For this reason, time
series segmentation is used to make data more understandable
by the prediction models, and to speed up the learning process.
In light of that, the proposed method can be applied in order
to help in the choice of the segmentation method.

For these experiments, we use a fixed prediction model
(VAR-NN [26]), and multiple time series. We study hereafter
the impact of the proposed methodology on the predictions.

1) The prediction model used: The prediction model
used is first briefly described. The VAR-NN (Vector Auto-
Regressive Neural Network) model, presented in [26], is a
prediction model derived from the classical VAR (Vector Auto-
Regressive) model [27], which is expressed as follows:

Let us consider a k-dimensional set of time series yt, each
one containing exactly T observations. The VAR(p) system

expresses each variable of yt as a linear function of the p
previous values of itself and the p previous values of the other
variables, plus an error term with a mean of zero.

yt = α0 +

p∑
i=1

Aiyt−i + εt (11)

εt is a white noise with a mean of zero, and A1, . . . , Ap
are (k × k) matrices parameters of the model. The general
expression of the non linear VAR model is different from the
classical model in the way that the parameters of the model
values are not linear.

yt = Ft(yt−1, yt−2, ...., yt−p + xt−1, xt−2, ...., xt−p) (12)

We use in this experiment the VAR-NN (Vector Auto-
Regressive Neural Network) model [28], with multi-layer
perceptron structure, and based on the back-propagation
algorithm. An example of two time series as an input of the
network, with one hidden layer, is given in Figure 9.

yt−1

yt−2

xt−1

xt−2

yt

Figure 9: Illustration of a bivariate VAR-NN model with a lag
parameter p = 2 and with one hidden layer.

2) Time series used: We use the following financial time
series:

• ts1: Financial french time series expressing the prices
of 9 articles containing (Oil, Propane, Gold, euros/dol-
lars, Butane, Cac40) and others, from what prices have
been extracted between 2013/03/12 and 2016/03/01.

• ts2 (w.tb3n6ms): weekly 3 and 6 months US Treasury
Bill interest rates from 1958/12/12 until 2004/08/06,
extracted from the R package FinTS [29].

• ts3 (m.fac.9003): object of 168 observations giving
simple excess returns of 13 stocks and the Standard
and Poors 500 index over the monthly series of three-
months Treasury Bill rates of the secondary market
as the risk-free rate from January 1990 to December
2003, extracted from the R package FinTS.

3) Experimentations: Let p be the lag parameter of the
VAR-NN model, setted in our case according to the length
of the series (see Table VI), and NbV ar the number of the
variables of the multivariate time series to predict. We use
a neural network with (i) 10000 as maximum of iterations,
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TABLE VI: CHARACTERISTICS OF THE TIME SERIES USED.

Time series Number of attributes Number of rows Number of predictions Lag parameter Type

ts1 9 1090 100 20 real
ts2 2 2383 200 40 real
ts3 14 168 20 9 real

TABLE VII: Detection of the best methods for both, the discretization quality and the prediction precision

Time series Attributs
Forecasting score (1000.MSE) Discretization evaluation (Vd)

best discretization best forecaster
ewd efd avst kmeans ewd efd avst kmeans

ts1

col1 0.9 0.4 10.5 0.6 0.42 0.22 0.52 1.07 efd efd
col2 0.6 0.1 3.1 0.2 0.60 0.18 0.86 0.53 efd efd
col3 4 2.9 5.7 3 0.28 0.10 0.40 0.26 efd efd
col4 4.1 3 5.8 3.4 0.29 0.10 0.40 0.25 efd efd
col5 2.1 1.1 1.8 0.9 0.63 0.29 0.56 0.28 kmeans kmeans
col6 2.2 1.1 6.5 1.8 0.52 0.21 0.58 0.25 efd efd
col7 1.1 0.3 2.6 0.6 0.36 0.18 0.47 0.53 efd efd
col8 0.9 0.5 3 0.5 0.65 0.24 000.61 0.59 efd,kmeans efd
col9 3.2 2.4 11.6 2.6 0.23 0.12 000.62 0.11 efd kmeans

ts2
col1 1.5 1.7 6.5 2.8 0.48 0.16 0.61 0.30 efd ewd
col2 1.4 1.5 6.1 1.8 0.47 0.29 0.62 0.22 kmeans ewd

ts3

col1 104.5 108.4 89.9 67 0.53 0.23 0.52 000.13 kmeans kmeans
col2 57.7 65.5 75.1 44.8 0.61 0.35 0.76 000.22 kmeans kmeans
col3 93.4 67.7 83 76.5 0.46 0.13 0.57 000.16 efd efd
col4 127.7 120.6 131 91.1 0.28 0.20 0.51 000.10 kmeans kmeans
col5 91.7 80.6 78.9 96.6 0.33 0.28 0.52 000.18 kmeans efd
col6 113.6 122.7 85.8 97.2 0.48 0.26 0.58 000.17 kmeans avst
col7 105.8 92.3 102.6 110.2 0.53 0.22 0.56 000.11 kmeans efd
col8 84.6 64.1 73.8 79.5 0.58 0.23 0.60 000.22 kmeans,efd efd
col9 66.9 78.8 90.5 92.4 0.65 0.38 0.92 000.33 kmeans efd
col10 41.3 56 55.6 48.6 0.61 0.28 0.74 000.15 kmeans ewd
col11 35.9 47.6 39.1 36.1 0.69 0.27 0.81 000.34 efd ewd
col12 72.3 50.4 59.6 42.5 0.65 0.29 0.74 000.21 kmeans kmeans
col13 98.7 120 102.8 107 0.43 0.16 0.50 000.15 kmeans ewd
col14 58.5 68.4 94 105.8 0.56 0.25 0.76 000.14 kmeans ewd

(ii) 4 hidden layers of size (2/3, 1/4, 1/4, 1/4) × k, where
k = p×NbV ar, is the number of inputs of the model (since
we use the p previous values of NbV ar variables).

First, we apply the discretization methods (EWD, EFD-
Jenks, AVST, KMEANS) on the time series, in order to find
the best one according to formula (9). Then we select the best
method for each attribute in terms of the predictions precision.
And finally, we compare the results for both discretization
and prediction. The learning step of the prediction model
is performed on the time series without a fixed number of
last values (for which we make predictions). These are setted
depending on the length of the series as shown in Table
VI. Experiments are made in forecasting the last values as
a sliding window. Each time we make a prediction, we learn
from the real one, and so on. Finally, after obtaining all the
predictions, we calculate the MSE (Mean Squared Error) of
the predictions. The results of finding the best methods for
both, the discretization quality using the proposed multicriteria
approach, and the precision of the prediction, are summarized
in Table VII. We show in Figure 10 the real, discretization and
predictions of one target variable among 25 possibilities. The
results of the evaluations of all the attributes are summarized
in Table VII.

4) Interpretation: The evaluations illustrated in Table VII
show that there is a rightness of 56% between best methods
of discretization and predictions. Even if the best method
of discretization is not always the best predictor, it shows a
good score of prediction compared with the best one. What

means that the multi-criteria evaluation of the discretization
methods can predict at 56% the methods that will give the best
predictions, and this just basing on the statistical characteristics
of the discretized series. Consequently, we demonstrate that
there is an impact justified by the evaluation made on financial
time series with different lengths and different variables.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented a new approach for automatic
data preparation implementable in most of KDD systems.
This step is generally split into two sub-steps: (i) detecting
and eliminating the outliers, and (ii) applying a discretization
method in order to transform any column into a set of clusters.
In this article, we show that the detection of outliers depends
on the knowledge of the data distribution (normal or not). As
a consequence, we do not have to apply the same pruning
method (Box plot vs. Grubb’s test). Moreover, when trying
to find the most appropriate discretization method, what is
important is not the law followed by the column, but the shape
of its density function. This is why we propose an automatic
choice for finding the most appropriate discretization method
based on a multi-criteria approach, according to several
criteria (Entropy, Variance, Stability). Experiments tasks are
performed using multicore programming. What allows us to
explore different solutions, to evaluate them, and to keep the
most appropriated one for the studied data set without waste
of time. As main result, experimental evaluations done both
on real and synthetic data, and for different mining objectives,
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(a) Results of EWD method.
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(b) Results of EFD-Jenks method.
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(c) Results of AVST method.
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(d) Results of KMEANS method.

Figure 10: Predictions, discretized and real values for the target attribut Col2/ts2.

validate our work, showing that it is not always the very same
discretization method that is the best: Each method has its
strengths and drawbacks. Moreover, experiments performed,
on one hand when mining correlation rules, show a significant
reduction of the number of produced rules, and, on the
other hand when forecasting times series, show a significant
improvement of the predictions obtained. We can conclude
that our methodology produces better result in most cases.

For future works, we aim to experimentally validate the re-
lationship between the distribution shape and the applicability
of used methods, to add other discretization methods (Khiops,
Chimerge, Entropy Minimization Discretization, etc.) to our
system, and to understand why our methodology does not give
always the best result in order to improve it.
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42èmes Journées de Statistique, 2010.

[7] J. W. Tukey, “Exploratory data analysis. 1977,” Massachusetts:
Addison-Wesley, 1976.

[8] F. E. Grubbs, “Procedures for detecting outlying observations in sam-
ples,” Technometrics, vol. 11, no. 1, 1969, pp. 1–21.

[9] H. W. Lilliefors, “On the kolmogorov-smirnov test for normality with
mean and variance unknown,” Journal of the American Statistical
Association, vol. 62, no. 318, 1967, pp. 399–402.

[10] C. M. Jarque and A. K. Bera, “Efficient tests for normality, homoscedas-



178

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

ticity and serial independence of regression residuals,” Economics
Letters, vol. 6, no. 3, 1980, pp. 255–259.

[11] C. Cauvin, F. Escobar, and A. Serradj, Thematic Cartography, Cartog-
raphy and the Impact of the Quantitative Revolution. John Wiley &
Sons, 2013, vol. 2.

[12] I. Kononenko and S. J. Hong, “Attribute selection for modelling,” Future
Generation Computer Systems, vol. 13, no. 2, 1997, pp. 181–195.

[13] S. Kotsiantis and D. Kanellopoulos, “Discretization techniques: A recent
survey,” GESTS International Transactions on Computer Science and
Engineering, vol. 32, no. 1, 2006, pp. 47–58.

[14] J. W. Grzymala-Busse, “Discretization based on entropy and multiple
scanning,” Entropy, vol. 15, no. 5, 2013, pp. 1486–1502.

[15] G. Jenks, “The data model concept in statistical mapping,” in Interna-
tional Yearbook of Cartography, vol. 7, 1967, pp. 186–190.

[16] T. Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko, R. Silverman,
and A. Y. Wu, “An efficient k-means clustering algorithm: Analysis
and implementation,” Pattern Analysis and Machine Intelligence, IEEE
Transactions on, vol. 24, no. 7, 2002, pp. 881–892.

[17] A. K. Jain, “Data clustering: 50 years beyond k-means,” Pattern
Recognition Letters, vol. 31, no. 8, 2010, pp. 651–666.

[18] B. W. Silverman, Density estimation for statistics and data analysis.
CRC press, 1986, vol. 26.

[19] C. Cauvin, F. Escobar, and A. Serradj, Cartographie thématique. 3.
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Abstract—Business process models are abstract descriptions and
as such should be applicable in different situations. In order
for a single process model to be reused, we need support
for configuration and customisation. Often, process objects and
activities are domain-specific. We use this observation and allow
domain models to drive the customisation. Process variability
models, known from product line modelling and manufacturing,
can control this customisation by taking into account the domain
models. While activities and objects have already been studied, we
investigate here the constraints that govern a process execution.
In order to integrate these constraints into a process model,
we use a rule-based constraints language for a workflow and
process model. A modelling framework will be presented as a
development approach for customised rules through a feature
model. Our use case is content processing, represented by an
abstract ontology-based domain model in the framework and
implemented by a customisation engine. The key contribution
is a conceptual definition of a domain-specific rule variability
language.

Keywords–Business Process Modelling; Process Customisation;
Process Constraints; Domain Model; Variability Model; Constraints
Rule Language; Rule Generation.

I. INTRODUCTION

Business process models are abstract descriptions that
can be applied in different situations and environments. To
allow a single process model to be reused, configuration and
customisation features help. Variability models, known from
product line engineering, can control this customisation. While
activities and objects have already been subject of customisa-
tion research, we focus on the customisation of constraints that
govern a process execution here. Specifically, the emergence of
business processes as a services in the cloud context (BPaaS)
highlights the need to implement a reusable process resource
together with a mechanism to adapt this to consumers [1].

We are primarily concerned with the utilisation of a
conceptual domain model for business process management,
specifically to define a domain-specific rule language for
process constraints management. We present a conceptual
approach in order to define a Domain Specification Rule Lan-
guage (DSRL) for process constraints [2] based on a Variability
Model (VM). To address the problem, we follow a feature-
based approach to develop a domain-specific rule language,

borrowed from product line engineering. It is beneficial to
capture domain knowledge and define a solution for possibly
too generic models through using a domain-specific language
(DSL). A systematic DSL development approach provides the
domain expert or analyst with a problem domain at a higher
level of abstraction. DSLs are a favourable solution to directly
represent, analyse, develop and implement domain concepts.
DSLs are visual or textual languages targeted to specific
problem domains, rather than general-purpose languages that
aim at general software problems. With these languages or
models, some behaviour inconsistencies of semantic properties
can be checked by formal detection methods and tools.

Our contribution is a model development approach using
of a feature model to bridge between a domain model (here
in ontology form) and the domain-specific rule extension of a
business process to define and implement process constraints.
The feature model streamlines the constraints customisation of
business processes for specific applications, bridging between
domain model and rule language. The novelty lies in the use
of software product line technology to customise processes.

We use digital content processing here as a domain context
to illustrate the application of the proposed domain-specific
technique (but we will also look at the transferability to
other domains in the evaluation). We use a text-based content
process involving text extraction, translation and post-editing
as a sample business process. We also discuss a prototype
implementation. However, note that a full integration of all
model aspects is not aimed at as the focus here is on models.
The objective is to outline principles of a systematic approach
towards a domain-specific rule language for content processes.

The paper is organised as follows. We discuss the State-
of-the-Art and Related Work in Section II. Here, we review
process modelling and constraints to position the paper. In
Section III, we introduce content processing from a feature-
oriented DSL perspective. Section IV introduces rule language
background and ideas for a domain-based rule language. We
then discuss formal process models into which the rule lan-
guage can be integrated. Then, we describe the implementation
in Section V and evaluate the solution in Section VI.
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Figure 1. Sample content lifecycle process.

II. STATE-OF-THE-ART AND RELATED WORK

Current open research concerns for process management
include customisation of governance and quality policies and
the non-intrusive adaptation of processes to policies. Today,
one-size-fits-all service process modelling and deployment
techniques exist. However, their inherent structural inflexibility
makes constraints difficult to manage, resulting in significant
efforts and costs to adapt to individual domains needs.

A. SPL and Variability Modeling
Recently, many researchers have started applying software

product line (SPL) concepts in service-oriented computing
[3], [4], [5], [6]. We focus on approaches that used the SPL
technique for process model configuration. For instance, [7]
proposes a BPEL customization process, using a notion of
a variability descriptor for modeling variability points in the
process layer of service-oriented application.

There are many different approaches of process based
variability in service compositions, which enable reuse and
management of variability and also support Business Processes
[8], [9]. Sun [9] proposes an extended version of COVAMOF;
the proposed framework is based on a UML profile for
variability modeling and management in web service based
systems of software product families. PESOA [10] is vari-
ability mechanism represented in UML (activity diagram and
state machines) and BPMN for a basic process model, which
has non-functional characteristics, like maintenance of the
correctness of a syntactical process. Mietzner et al. [7] propose
variability descriptors that can be used to mark variability in
the process layer and related artifacts of a SaaS application.
The SaaS application template allows to customise processes.

B. Dynamic BPEL/BPMN Adaptation
There is related work in the field of constraints and policy

definition and adaptive BPEL processes. While here a notation
such as BPMN is aimed at, there is more work on WS-BPEL
in our context. Work can be distinguished into two categories.

• BPEL process extensions designed to realize platform-
independence: Work in [11] and [12] allows BPEL
specifications to be extended with fault policies, i.e.,
rules that deal with erroneous situations. SRRF [13]

generates BPEL processes based on defined handling
policies. We do not bind domain-specific policies into
business processes directly, as this would not allow to
support user/domain-specific adaptation adequately.

• Platform-dependent BPEL engines: Dynamo [40] is
limited in that BPEL event handlers must be statically
embedded into the process prior to deployment (recov-
ery logic is fixed and can only be customised through
the event handler). It does not support customisation
and adaptation. PAWS [2] extends the ActiveBPEL
engine to enact a flexible process that can change
behaviour dynamically, according to constraints.

Furthermore, process-centricity is a concern. Recently,
business-processes-as-a-service (BPaaS) is discussed. While
not addressed here as a cloud technology specifically, this per-
spective needs to be further complemented by an architectural
style for its implementation [14]. We propose a classification
of several quality and governance constraints elsewhere [15]:
authorisation, accountability, workflow governance and quality.
This takes the BPMN constraints extensions [16], [11] into
account that suggest containment, authorisation and resource
assignment as categories into account, but realises these in a
less intrusive process adaptation solution.

The DSRL is a combination of rules and BPMN. Moreover,
DSLR process based on BPMN and ECA rules is the main
focus on the operational part of the DSRL system (i.e., to check
conditions and perform actions based on an event of a BPMN
process). There is no need for a general purpose language in
a DSLR, though aspects are present in the process language.
[17], [18], [19] discuss business process variability, though pri-
marily from a structural customisation perspective. However,
[17] also uses an ontology-based support infrastructure [20].

Several research works related to dynamic adaptation of
service compositions have tended to implement variability
constructs at the language level [21]. For example, VxBPEL
[22] is an extension of the BPEL language allowing to capture
variation points and configurations to be defined for a process
in a service-centric system. SCENE [23] is also a language for
composition design which, extends WS-BPEL by defining the
main business logic and Event Condition Action (ECA) rules
that define consequences to guide the execution of binding
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and rebinding self-configuration operations. Rules are used to
associate a WS-BPEL workflow with the declaration of the
policy to be used during (re)configuration.

C. Configuration Process Models and Templates
Recent years have resulted in a rising interest in supporting

flexibility for process model activities. Most process design
techniques lead to rigid processes where business policies are
hard-coded into the process schema, hence reducing flexibility.
Flexible process variants can be configured by using rules to
a generic process template. This leads to a split the business
policy and control flow. This structure can facilitate process
variant configuration and retrieval [24], [25].

A multi-layered method for configuring process variants
from the base layer is presented in [26]. The Provop approach
[27] allows a user to manage and design to create process
variants from a base process (i.e., a process template) with
various options. Mohan et al. [28] discuss the automatic
identification of inconsistencies resulting in the customisation
of business process model and configuration procedure. The
MoRE-WS tool [4] activates and deactivates features in a
variability model. The changed variability model updates the
composite models and its services that add and remove a
fragment of WS-BPEL code at runtime. However, the tool
uses services instead of direct code, but the dependency on
programming and code is always associated with it. Lazovik
et al. [29] developed a service-based process-independent
language to express different customization options for the
reference business processes.

Only a few rule language solutions consider the customiza-
tion and configuration of a process model in a domain-specific
environment. An exception is the work of Akhil and Wen
[24] where the authors propose an template and rule for
design and management of flexible process variant. Therefore,
the rule template based configuration can adopt the most
frequently used process. Since enterprise business processes
change rapidly, the rule-based template cannot be adapted in
changing situations. We need a solution that can be operated by
non-technical domain experts without a semantic gap between
domain expert design and development. The solution should
be flexible, easy to adapt and easy to configure in terms of
usability. Therefore, we have propose a domain-specific rule
language, which resolves the domain constraints during the
customisation process and a framework through which non-
technical domain users can customise BPM with the generated
set of domain-specific rules (DSRs).

D. Positioning the Approach
At the core of our solution is a process model that defines

possible behaviour. This is made up of some frame of reference
for the system and the corresponding attributes used to describe
the possible behaviour of the process [30], [31]. The set of
behaviours constitutes a process referred to as the extension
of the process and individual behaviours in the extension are
referred as instances. Constraints can be applied at states of
the process to determine its continuing behaviour depending
on the current situation. We use rules to combine a condition
(constraint) with a resulting action [32], [33]. The target of our
rule language (DSRL) is a standard business process notation
(as in Figure 1). Rules shall thus be applied at the processing
states of the process.

Our application case study is intelligent content processing.
Intelligent content is digital content that allows users to create,
curate and consume content in a way that satisfies dynamic
and individual requirements relating to task design, context,
language, and information discovery. The content is stored,
exchanged and processed by a Web architecture and data will
be exchanged, annotated with meta-data via web resources.
Content is delivered from creators to consumers. Content fol-
lows a particular path, which contains different stages such as
extraction and segmentation, name entity recognition, machine
translation, quality estimation and post-editing. Each stage in
the process has its own complexities governed by constraints.

We assume the content processing workflow as in Figure
1 as a sample process for the rule-based instrumentation of
processes. Constraints govern this process. For instance, the
quality of a machine-based text translation decides whether
further post-editing is required. Generally, these constraints
are domain-specific, e.g., referring to domain objects, their
properties and respective activities on them.

III. DOMAIN AND FEATURE MODEL

Conceptual models (CM) are part of the analysis phase of
system development, helping to understand and communicate
particular domains [2]. They help to capture the requirements
of the problem domain and, in ontology engineering, a CM is
the basis for a formalized ontology. We utilise a conceptual
domain model (in ontology form) to derive a domain-specific
process rule language [34]. A domain specific language (DSL)
is a programming or specification language that supports a
particular application domain through appropriate notation,
grammar and abstractions [35]. DSL development requires
both domain knowledge and language development expertise.
A prerequisite for designing DSLs is an analysis that provides
structural knowledge of the application domain.

A. Feature Model
The most important result of a domain analysis is a feature

model [36], [37], [38], [39]. A feature model covers both the
aspects of software family members, like commonalities and
variabilities, and also reflects dependencies between variable
features. A feature diagram is a graphical representation of
dependences between a variable feature and its components.
Mandatory features are present in a concept instance if their
parent is present. Optional features may be present. Alternative
features are a set of features from which one is present.
Groups of features are a set of features from which a subset is
present if their parent is present. ‘Mutex’ and ‘Requires’ are
relationships that can only exist between features. ‘Requires’
means that when we select a feature, the required featured
must be selected too. ‘Mutex’ means that once we choose a
feature the other feature must be excluded (mutual exclusion).

A domain-specific feature model can cover languages,
transformation, tooling, and process aspects of DSLs. For
feature model specification, we propose the FODA (Feature
Oriented Domain Analysis) [40] method. It represents all the
configurations (called instances) of a system, focusing on the
features that may differ in each of the configurations [41]. We
apply this concept to constraints customisation for processes.
The Feature Description Language (FDL) [42] is a language
to define features of a particular domain. It supports an
automated normalization of feature descriptions, expansion to
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Figure 2. Feature model for intelligent content (note that the darker grey boxes will be detailed further in Figure 3).

disjunctive normal form, variability computation and constraint
satisfaction. It shall be applied to the content processing use
case here. The basis here is a domain ontology called GLOBIC
(global intelligent content), which has been developed as part
of our research centre. GLOBIC elements are prefixed by ‘gic’.

Feature diagrams are a FODA graphical notation. They can
be used for structuring the features of processes in specific
domains. Figure 2 shows a feature diagram for the GLOBIC
content extraction path, i.e., extraction as an activity that
operates on content in specified formats. This is the first step in
a systematic development of a domain-specific rule language
(DSRL) for GLOBIC content processing use case. Here all
elements are mandatory. The basic component gic:Content
consists of a gic:Extraction element, a mandatory feature.
A file is a mandatory component of gic:Extraction and it
may either be used for Document or Multimedia elements
or both. The closed triangle joining the lines for document
and multimedia indicates a non-exclusive (more-of) choice
between the elements. The gic:Text has two mandatory states
Source and Target. Source contains ExtractedText and Target
can be TranslationText. Furthermore, expanding the feature
Sentence is also a mandatory component of ExtractedText.
The four features Corpora, Phrase, Word and Grammar are
mandatory. On the other side of gic:Text, a TranslationText is
a mandatory component of Target, also containing a mandatory
component Translation. A Translation has three components:
TranslationMemory and Model are mandatory features, Qual-
ity could also be made an optional feature. A Model may

be used as a TranslationModel or a LanguageModel or both
models at same time. An instance of a feature model consists of
an actual choice of atomic features matching the requirements
imposed by the model. An instance corresponds to a text
configuration of a gic:Text superclass.

The feature model might include for instance duplicate ele-
ments, inconsistencies or other anomalies. We can address this
situation by applying consistency rules on feature diagrams.
Each anomaly may indicate a different type of problem. The
feature diagram algebra consists of four set of rules [41]:

• Normalization Rules – rules to simplify the feature
expression by redundant feature elimination and nor-
malize grammatical and syntactical anomalies.

• Expansion Rules – a normalized feature expression
can be converted into a disjunctive normal form.

• Satisfaction Rules – the outermost operator of a dis-
junctive normal form is one-of. Its arguments are
‘All’ expressions with atomic features as arguments,
resulting in a list of all possible configurations.

• Variability Rules – feature diagrams describe system
variability, which can be quantified (e.g., number of
possible configurations).

The feature model is important for the construction of the
rule language (and thus the process customisation) here. Thus,
checking internal coherence and providing a normalised format
is important for its accessibility for non-technical domain
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experts. In our setting, the domain model provides the semantic
definition for the feature-driven variability modelling.

B. Domain Model
Semantic models have been widely used in process man-

agement [43], [44]. This ranges from normal class models to
capture structural properties of a domain to full ontologies
to represent and reason about knowledge regarding the ap-
plication domain or also the technical process domain [45],
[46]. Domain-specific class diagrams are the next step from
a feature model towards a DSL definition. A class is defined
as a descriptor of a set of objects with common properties
in terms of structure, behaviour, and relationships. A class
diagram is based on a feature diagram model and helps to
stabilise relationship and behaviour definitions by adding more
details to the feature model. Note that there is an underlying
domain ontology here, but we use the class aspects only (i.e.,
subsumption hierarchy only).

In the content use case, class diagrams of gic:Content
and its components based on common properties are shown
in Figure 3. The class diagram focuses on gic:Text, which
records at top level only the presence of source and target.
The respective Source and Target text strings are included in
the respective classes. The two major classes are Text (Doc-
ument) and Movie files (Multimedia), consisting of different
type of attributes like content:string, format:string, or frame-
rate:int. Figure 3 is the presentation of an extended part of the
gic:Content model. For instance, gic:Text is classified into the
two subclasses Source and Target. One file can map multiple
translated texts or none. gic:Text is multi-language content
(source and target content). Extracted Text is text from source
content for the purposes target translation. Translated Text is a
text after translation. Corpora is a set of structured texts. It may
be single or multi language. gic:Sentence is a linguistic unit
or combination of words with linked grammar. gic:Translation
is content generated by a machine from a source language
into a target language. A Grammar is set of structural rules.
gic:QualityAssessment is linguistic assessment of translation
in term of types of errors/defects. A Translation Memory
is a linguistic database that continually captures previous
translations for reuse.

Both domain and feature model feed into the process
customisation activity, see Figure 4.

IV. CONSTRAINTS RULE LANGUAGE

Rule languages typically borrow their semantics from logic
programming [47]. A rule is defined in the form of if-then
clauses containing logical functions and operations. A rule
language can enhance ontology languages, e.g., by allowing
one to describe relations that cannot be described using for
instance description logic (DL) underlying the definition of
OWL (Ontology Web Language). We adopt Event-Condition-
action (ECA) rules to express rules on content processing
activities. The rules take the constituent elements of the
GLOBIC model into account: content objects (e.g., text) that
are processed and content processing activities (e.g., extraction
or translation) that process content objects. ECA rules are then
defined as follows:

• Event: on the occurrence of an event ...
• Condition: if a certain condition applies ...

• Action: then an action will be taken.

Three sample ECA rule definitions are:

• On uploading a file from user and if the filetype is
valid, then progress to Extraction.

• On a specific key event and Text is inputted by the
user and if text is valid, then progress Process to
Segmentation.

• On a specific key event and a Web URL input is
provided by user and if URL is valid, then progress
to Extraction and Segmentation.

The rule model is designed for a generic process. An example
shall illustrate ECA rules for ‘extraction’ as the activity.
Different cases for extraction can be defined using feature
models to derive customised versions:

• We can customise rules for specific content types (text
files or multimedia content).

• We can also vary according to processing activities
(extraction-only or extraction&translation).

The example below illustrates rule definitions in more concrete
XML syntax. Here the rule is that a document must be post-
edited before sent for QA-Rating:

<p1:Policy policyId="QA-Rate-policy1" priority="0">
<p1:Objects>
<p1:ObjectsAnyOf>
<p1:ObjectsAllOf>
<p1:Activity>
<Name>QA-Rate crowd-sourced</Name>

</p1:Activity>
</p1:ObjectsAllOf>

</p1:ObjectsAnyOf>
</p1:Objects>

<p1:ActivityStates>
<p1:ActivityState>Validating-Pre
</p1:ActivityState>

</p1:ActivityStates>

<p1:Rule priority="0"
ruleId="constraintRule-QA-Rate">

<p1:Conditions>
<p1:ConditionExpression

type="Provenance-Context">
<p1:Para>//Document/ID</p1:Para>
<p1:Expr>constraintRule-QA-Rate-Query
</p1:Expr>

</p1:ConditionExpression>
</p1:Conditions>

<p1:Actions>
<p1:Pa-Violate>
<p1:Violation>
<Type>Functional:Protocol</Type>

</p1:Violation>
</p1:Pa-Violate>

</p1:Actions>

<p1:FaultHandler>
<p1:Ca-Log level="5"> </p1:Ca-Log>

</p1:FaultHandler>
</p1:Rule>

In the example of a rule above, there is one constraint rule
and a fault rule (the fault rule details themselves are skipped
in the code). The policy (combination of rules) targets the
”QA-Rate crowd-sourced” activity before it is executed. The
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Figure 3. Domain model for intelligent content.

constraint rule has a condition on the provenance context or the
document history. A parameterized query (e.g., in SPARQL –
Semantic Protocol and RDF Query Language) could check if
the current document (using the document ID as parameter)
has NOT been post-edited. If the condition is true, then the
rule results in a functional:Protocol violation. A fault rule can
be defined for handling the violation. The policy will cancel
the current process, if no remedy action was found in the fault
rule for violation handling.

A. Rule Language Basics

We define the rule language as follows using GLOBIC con-
cepts in the ECA-format with events, conditions and actions (to
begin with, we use some sample definitions here to illustrate
key concepts before providing a more complete definition later
on). The core format of the rule is based on events, conditions
and actions. Events are here specific to the application context,
e.g., (file) upload, (text) translation or (information) extraction.

gic:Rule ::= [gic:Event] ‖ [gic:Cond] ‖ [gic:Action]
gic:Event::= {Upload} ‖ {Translate} ‖ {Extract}

While the rule syntax is simple, the important aspect is that
that the syntactic elements refer to the domain model, giving
it semantics and indicating variability points. Variability points
are, as explained, defined in the feature model. The above three
examples from the beginning of the section can be formalised
using this notation. Important here is the guidance in defining
rules that a domain expert gets through the domain model as a
general reference framework and the feature model definition
to understand and apply the variability points.

B. Rule Categories for Process Customization
To further understand the rule language, looking at prag-

matics such as rule categories is useful. The rules formalised in
the rule language introduced above are a syntactical construct.
Semantically, we can distinguish a number of rule categories:

• Control flow rules are used for amending the control
flow of a process model based on validation or case
data. There are several customisation operations, like
deleting, inserting, moving or replacing a task. In
addition, they are moving or swapping and changing
the relationship between two or more tasks.

• Resource rules depend on resource-based actions or
validation of processes. They are based on conditional
data or case data.

• Data rules are associated with properties or attributes
of a resource related to a case.

• Authorisation rules and access control rules, i.e., the
rights and roles defined for users, which is a key com-
ponent in secure business processes that encourages
trust for its contributing stakeholders [43].

• An authentication rule expresses the need to verify a
claimed identity in an authentication process.

• Hybrid rules concern the modification of several as-
pects of process design. For example, they might alter
the flow of control of a process as well as change the
properties of a resource.

C. Control Flow Rule Examples
As an example for the rule language, a few control flow

rules (first category above) shall be given for illustration.
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Figure 4. Content process customisation.

R1: T0.SourceLang==empty && T0.TargetLang=empty
-> Insert [T1]

R2: T2.FileType == .txt||html||.xml||.doc||.pdf
-> Delete [T3]/Deactivate [T5, T3, T6, T7]

R3: T3.TextLength < X
-> Delete [T2, T4, T5, T6]
-> Insert [Ttemp.LanguageDetection]

Rule R1, R2 and R3 are concerned with a control flow
perspective. R1 inserts task T1 in a process model, when
source and target language are missing at input (T0). The
language selection is a mandatory input task for the Globic
process chain and every sub-process has to use it in different
aspects. R2 checks the validation of file, e.g., if a user or
customer wants to upload a multimedia file, rather than plain
text inputs. Therefore, it suggests to Delete T3 or Deactivate
T5, T3, T6, T7 from the process model. Similarly, R3 deletes
T2, T4, T5 and T6 from the process model, if users want to use
input text instead of files, so there is no need for the file upload
process. R4, R5, R6 and R7 below are resource flow-related
rules and the tasks are based on data cases or validations:

R4: T2.FileSize < 5MB
-> Validation [T2, NextValidation]

R5: T1.SourceLanguage==FR && T1.TargetLanguage=EN
-> Corpora_Support(T1.SourceLanguage,

T1.TargetLanguage,Service)
R6: Ttemp.LanguageDetection != T1.SourceLanguage

-> Notification (Source language and
file text language mismatched)

-> BackTo([T2],R2)
R7: T6.WebURL != Valid(RegExpr)

-> Alert(Web URL is invalid !)
-> BackTo([T3],R4)

When the above set of rules is run with use case data, the
corresponding rules are fired if their conditions are satisfied.
Then, the actions are applied in form of configurations of
variants and the process models are customised. Let us assume
the sample use case data as follows:

fileSize<5 MB; fileType= .txt

Then, the rules triggered are R1, R2, R3, R4 and R5. The
actions that become valid as a result of these rules are:
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Action 1: Insert [T1]
Action 2: Delete [T3]/Deactivate [T5, T3, T6, T7]
Action 3: Insert [Ttemp.LanguageDetection]
Action 4: Validation [T2, NextValidation]
Action 5: Corpora_Support(T1.Source,T1.Target,Service)
Action 6: Notification (Exception/Validation message)

D. Rule Language Definition
Now we go back to the full rule definition. The Domain

Specific Rule Language (DSRL) grammar is defined as fol-
lows. We start with a generic skeleton that will then be mapped
to the Globic domain model.

<DSRL Rules> ::= <EventsList>
<RulesList>
<ProcessModelList>

<EventLists> ::= <Event> | <Event> <EventLists>
<Event> ::= EVENT <EventName> IF <Expression> |

EVENT <EventName> is INTERN or EXTERN
<RulesList> ::= <Rule> | <Rule> <RuleList>
<Rule> ::= ON<EventName>

IF<Condition>DO<ActionList>
<ActionList> ::= <ActionName> |

<ActionName>,<ActionList>
<ProcessModelList> ::= <ProcessModel> |

<ProcessModel>,<ProcessModelList>
<ProcessModel> ::= PROCESSMODEL <ProcessModelName>

where a named process model PROCESSMODEL is defined by:

[TRANSITION_SEQUENCIAL (DISCARD|DELAY)],
[TRANSITION_PARALLEL (DISCARD|DELAY)]
[INPUTS(<InputList>)] [OUTPUTS(<OutputList>)]

TRANSITION_SEQUENCIAL and TRANSITION_PARAL-
LEL are transitions of a workflow.

The description of the DSRL contains lists of events, rules
and workflow states. An event can be internal or external
(for rules generated as an action, it may be INTERNAL or
EXTERNAL) or be generated when the expression becomes
true. An event name is activated with the ON expression, which
is a Boolean expression to determine the particular conditions
that apply and the list of actions that have to be performed
when event and condition are matched or true (preceded by DO
expression). The workflow contains the state name, a certain
policy to be activated in the workflow when sequential and
parallel actions to perform. DISCARD allows discarding all the
instructions, but the current one and DELAY allows delaying
all instructions, but the current one.

EVENT gic:FileUpload::BOOL && gic:FileSelect::BOOL
IF FileUpload_ON
ON exists

IF (gic:FileType ==True)
DO

ON exists
IF (gic:FileSize <5MB)
DO gic:Translate(File)
ELSE Notification(File size < 5 MB)

ELSE Notification(File format is invalid)

The grammar of the DSRL (in its form specific to the
GLOBIC mapping, with events, conditions and actions that
are domain-specific) is defined as follows:

List of Events:

Event_List ::=
{gic:File->FileUpload, gic:Text->TextEnd,

gic:Text->Parsing, gic:Text->MTStart,
gic:Text->MTEnd, gic:Text-> QARating, ... }

Expr ::= gic:Content.Attributes

List of Conditions:

<Condition_List>::=<gic:Extraction.Condition>
| <gic:Segmentation.Condition>
| <gic:MachineTranslation.Condition>
| <gic:QualityAssesment>
| <gic:PostEdit>

<gic:Extraction.Condition> ::= // EXTRACTION
IF (<gic:File.FileType(X)::=FileList> )
| IF (<gic:File.FileSize::=<Y>)
| IF (<gic:Text.Length::=<L>)
| IF (<Source.Language::=Language_List>)
| IF (<Target.Language::=Language_List>)
| IF (<MultiLanguageText(gic:Text)::=T|F>)
| IF (<SingleLanguageDetect(gic:Text)::=T|F>)

where X is the file type, Y is the size of file (in MB) and L
is the length of the text.

<gic:Segmentation.Condition)>::= // SEGMENTATION
IF (<IsDictionaries(Source.Lang)::=T|F>)
| IF (<IsDictionaries(Target.Lang)::=T|F>)
| IF (<IsParCorpus(Source.Lang,Target.Lang)::=T|F>)
| IF (<IsParLexicon(Source.Lang,Target.Lang)::=T|F>)
| IF (<nic:Sentence.WordCount::=<WInteger>)
| IF (<IsTreeParsing(nic:Sentence)::=T|F)>)

where WInteger is the word count of the source sentence or
target sentence.

<gic:Translation.Condition)> ::= // TRANSLATION
IF (<gic:Translation(Source.Lang, Target.Lang,

gic:Text) ::= T|F>)
| IF (<gic:Translation.Memory ::= <TM)(Mem Underfl)
| IF (<gic:Translation.Memory ::= >TM)(Mem Overfl)
| IF (<gic:Translation(gic:TxtSource,Source.Lang)>

gic:Translation(gic:TxtTarget,Target.Lang)>)

<gic:Quality.Condition> ::=
IF (<gic:Quality.TER(gic:TextTarget)::=<TERNo>)
| IF (<gic:Quality.WER(gic:TextTarget)::=<WERNo>)

where TM is the specific memory size, TERNo is the Trans-
lation Error Rate number and WERNo is the Word Error Rate
number.

Source language and target language are elements
of a language list. We assume a Language_List(L)
= {L1,L2,L3,,Ln} with Source.Language(Ls)
∈ Language_List and Target.Language(Lt) ∈
Language_List.

Actions can be state-specific constraint validations. The
process can move to the next state. Acknowledgements
are notifications messages to the user. The GIC process is
embedded in the Provenance context that records Agent,
Association and Activity.

List of Actions in the GIC domain:

ActionList ::= <Validation->Validation.Next>
<Process->Next> ,
<Acknowledgement>
<Process->Provenance>

<Acknowledgement>::= <Ack_Msg>|<Ack_Msg_List>
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< Ack_Msg_List> ::= <Validation.Msg_Display>
|<System.Error>
|<System.Delay>
|<Process.Active>
|<Process.Stop>
|<Process.Abort>
|<Process.End> (Finished)

<Process->Next> ::= <Process->gic:Text.Extraction>
|<Process->gic:Text.GrammarCheck>
|<Process->gic.Text.Name_Entity_Find>
|<Process->gic:Text.Parsing>
|<Process-> gic:Text.Segmentation>
|<Process->gic:Translation>
|<Process->gic:Quality Assessment>
|<Process->PostEdit>

<Process->Provenance> ::= <prov:Agent> // PROVENANCE
<prov:Association>
<prov:Activity>

<prov:Agent> ::= <prov:InstantaneousEvent>
|<prov:AgentInfluence>
|<prov:Influence>
|<prov:EntityInfluence>
|<prov:Delegation>
|<prov:Start>
|<prov:End>
|<prov:Derivation>
|<prov:ActivityInfluence>
|<prov:Quotation>
|<prov:Generation>
|<prov:Revision>

<prov:Association> ::= <prov:Role>
| <prov:Invalidation>
|<prov:Attribution>

<prov:Activity> ::= <prov:Entity>
|<prov:Communication>
|<prov:Plan>
|<prov:Usage>
|<prov:PrimarySource>

The Global Intelligent Content (GIC) semantic model is
based on a abstract model and a content model. The abstract
model captures the different resource types that are processed.
The content model details the possible formats.

Abstract Model:

gic:Domain -> gic:Resource
gic:Resource -> gic:Services |

gic:Information Resource |
gic:IdentifiedBy |
gic:RefersTo |
gic:AnnotatedBy

gic:InformationResource -> gic:Content | gic:Data

Content Model:

gic:Content -> gic:Content | cnt:Content
cnt:Content -> cnt:ContentAsBase64 |

cnt:ContentAsText|
cnt:ContentAsXML

cnt:ContentAsBase64-> cnt:Bytes
cnt:ContentAsText -> cnt:Chars
cnt:ContentAsXML -> cnt:Rest | cnt:Version |

cnt:LeadingMisc |
cnt:Standalone |
cnt:DeclaredEncoding |
cnt:dtDecl

cnt:dtDecl -> cnt:dtDecl | cnt:DocTypeDecl

cnt:DocTypeDecl -> cnt:DocTypeName |
cnt:InternetSubset |
cnt:PublicId | cnt:SystemId

V. IMPLEMENTATION

While this paper focuses on the conceptual aspects such
as models and languages, a prototype has been implemented.
Our implementation (Figure 5) provides a platform that enables
building configurable processes for content management prob-
lems and constraints running in the Activiti (http://activiti.org/)
workflow engine. In this architecture, a cloud service layer per-
forms data processing using the Content Service Bus (based on
the Alfresco (https://www.alfresco.com/) content management
system).

This implementation is the basis of the evaluation that looks
at feasibility and transferability – see Evaluation Section VI.
We introduce the business models and their implementation
architecture first, before detailing the evaluation results in the
next section.

A. Business Process Models
A business process model (BPM) is executed as a process

in a sequential manner to validate functional and operational
behaviour during the execution. Here, multiple participants
work in a collaborative environment based on Activiti, Alfresco
and the support services. Policy rule services define a process
map of the entire application and its components (e.g., file
type is valid for extraction, quality rating of translation). This
process model consists of a number of content processing
activities such as Extraction & Segmentation, NER, Machine
Translation (MT), Quality estimation and Post-Edit.

One specific constraint, access control, shall be discussed
separately. An access control policy defines the high-level
set of rules according to the access control requirements. An
access control model provides the access control/authorization
security policy for accessing the content activities as well
as security rights implemented in BPM services according
to the user role. Access control mechanism enable low-level
functions, which implement the access controls imposed by
policies and are normally initiated by the model architecture.

Every activity has its own constraints. The flow of entire
activities is performed in a sequential manner so that each
activity’s output becomes input to the next. The input data is
processed through the content service bus (Alfresco) and the
rule policy is applied to deal with constraints. The processed
data is validated by the validation & verification service layer.
After validation, processing progresses to the next stage of the
Activiti process.

B. Architecture
The architecture of the system is based on services and

standard browser thin clients. The application can be hosted
on a Tomcat web server and all services could potentially be
hosted on a cloud-based server. Architecturally, we separate
out a service layer, see Figure 5. Reasons to architecturally
separate a Service Layer from the execution engine include
the introduction of loose coupling and interoperability.

The system has been developed on a 3-tier standard archi-
tecture: browser-based front-end thin clients, Tomcat Appli-
cation server-based middleware, distributed database service
as data service platforms. We follow the MVC (Model View
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Figure 5. Prototype implementation architecture.

Controller) architecture. Multiple technologies are used to
integrate each component of the content management solution:

• Common Bus/Hub: Alfresco is providing a common
bus platform for all the activities.

• Application connectivity: Activiti and a cloud service
layer play an important role to solve connectivity
issues in the architecture.

• Data format and transformation: By using web ser-
vices and other APIs, we maintain a common format
for the entire application.

• Integration module: This module connects different
sections of the application: Activiti, data and service
bus, cloud service layer, Alfresco, and databases.

VI. EVALUATION

Explicit variability representation has benefits for the mod-
elling stage. The feature and domain models control the
variability, i.e., add dependability to the process design stage.
It also allows formal reasoning about families of processes.

In this evaluation, we look at utility, transferability and
feasibility. We balance this discussion by a consideration of
restrictions and limitations.

A. Utility
The general utility is demonstrated empirically. The domain

and feature models here specifically support domain experts.
Process and Cohort. We have worked with seven experts

in the digital media and language technology space as part of

our research centre. While these were largely researchers, their
background was language technology and content management
and all had development experience in that space, some also
industrial experience. These experts were also from different
universities. Despite being researchers, they act as application
domain specialists in our case, being essentially language
technology experts, but not business process experts. In total,
seven expert have contributed to this process. However, we
counted them as multipliiers as each of them had worked with
other researchers, developers and users in industry.

Mechanism. The qualitative feedback, based on the expert
interviews as the mechanism, confirms the need to provide
a mechanism to customise business processes in a domain-
specific way. We asked the participants about their opinion on
the expected benefit of the approach, specifically whether this
would lead to improved efficicency in the process modelling
activities and whether the approach would be suitable for a
non-expert in business modellling, with background in the
application domain.

Results. The results of the expert interview can be sum-
marised as follows:

• The experts confirm with majority (71%) that using
the feature model, rule templates can be filled using
the different feature aspects guided by the domain
model without in-depth modelling expertise.

• The majority of experts (86%) in the evaluation have
confirmed simplification or significant simplification
in process modelling.

This confirms our hypothesis in this research laid out at the
beginning.

B. Transferability
In addition, we looked at another process domain to assess

the transferability of the solution [48]. Learning technology as
another human-centred, domain-specific field was chosen.

Application Domain. In the learning domain, we exam-
ined learner interaction with content in a learning technology
system [49], [50]. Again, the need to provide domain expert
support to define constraints and rules for these processes
became evident.

Observations. Here, educators act as process modellers and
managers [15], specifically managing the educational content
processing as an interactive process between learners, educa-
tors and content. Having been involved in the development
of learning technology systems for years, tailoring these to
specific courses and classes is required.

C. Feasibility Analysis
From a more technical perspective, we looked at the

feasibility of implementing a production system from the
existing prototype. The feasibility study (analysis of alterna-
tives) is used to justify a project. It compares the various
implementation alternatives based on their economic, technical
and operational feasibility. The steps of creating a feasibility
study are as follows [41]:

Determine implementation alternatives. We have discussed
architectural choices in the Implementation.

Assess the economic feasibility for each alternative. The
basic question is how well will the software product pay for
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itself? This has been looked at by performing a cost/benefit
analysis. In this case, using open-source components has
helped to reduce and justify the expenses for a research
prototype.

Assess the technical feasibility for each alternative. The
basic question is the possibility to build the software system.
The set of feasible technologies is usually the intersection of
the aspects implementation and integration. This has been
demonstrated through the implementation with Activiti and
Alfresco as core platforms that are widely used in practice.

D. Restrictions, Limitations and Constraints
The concerns below explain aspects, which impact on the

specification, design, or implementation of the software sys-
tem. These items may also contribute to restrict the scalability
and performance of the system as well. Because of either the
complexity or the cost of the implementation, the quality or
delivery of the system may suffer.

Constraints that have impacted on the design of our solu-
tion are the following:

• The information and data exchanging between two
activities during workflow processing.

• User management and security of overall system in-
cluding alfresco CMS, workflow engine, rule engine
and CNGL2 challenges.

• Validation of different systems at runtime.
• Interoperability between features and functions.
• Major constraint utilisation of translation memory and

language model through services.
• Process acknowledgement or transaction information

sharing between different activities of workflow.
• Error tracking and tracing during transaction.

VII. CONCLUSIONS

In presenting a variability and feature-oriented develop-
ment approach for a domain-specific rule language for busi-
ness process constraints, we have added adaptivity to process
modelling. This benefits as follows:

• Often, business processes take domain-specific objects
and activities into account in the process specifica-
tion. Our aim is to make the process specification
accessible to domain experts. We can provide domain
experts with a set of structured variation mechanisms
for the specification, processing and management of
process rules as well as managing frequency changes
of business processes along the variability scheme at
for notations like BPMN.

• The technical contribution core is a rule generation
technique for process variability and customisation.
The novelty of our approach is a focus on process
constraints and their rule-based management, advanc-
ing on structural variability. The result is flexible cus-
tomisation of processes through constraints adaptation,
rather than more intrusive process restructuring.

Cloud-based business processes-as-a-service (BPaaS) as an
emerging trend signifies the need to adapt resources such as
processes to different consumer needs (called customisation of

multi-tenant resources in the cloud) [51]. Furthermore, self-
service provisioning of resources also requires non-expert to
manage this configuration. BPaaS relies on providing processes
as customisable entities. Targeting constraints as the customi-
sation point is clearly advantageous compared to customisa-
tion through restructuring. For BPaaS, if a generic service
is provided to external users, the dynamic customisation of
individual process instances would require the utilisation of a
coordinated approach, e.g., through using a coordination model
[52], [53]. Other architecture techniques can also be used to
facilitate flexible and lightweight cloud-based provisioning of
process instances, e.g., through containerisation [54].

We also see the need for further research that focuses on
how to adapt the DSRL across different domains and how to
convert conceptual models into generic domain-specific rule
language, which are applicable to other domains. So far, this
translation is semi-automatic, but shall be improved with a
system that learns from existing rules and domain models,
driven by the feature approach, to result in an automated DSRL
generation.
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Abstract—Nowaydays, safety-critical systems in high-assurance
domains such as aviation or transportation need to consider
secure operation and demonstrate its reliable operation by
presenting domain-specific level of evidences. Many tools for
automated code analyses and automated testing exist to ensure
safe and secure operation; however, ensuring secure information
flows is new in the high-assurance domains. The Decentralized
Label Model (DLM) allows to partially automate, model and
prove correct information flows in applications’ source code.
Unfortunately, the DLM targets Java applications; hence, it is
not applicable for many high-assurance domains with strong real-
time guarantees. Reasons are issues with the dynamic character
of object-oriented programming or the in general uncertain
behaviors of features like garbage collectors of the commonly
necessary runtime environments. Hence, many high-assurance
systems are still implemented in C. In this article, we discuss
DLM in the context of such high-assurance systems. For this, we
adjust the DLM to the programming language C and developed
a suitable tool checker, called Cif. Apart from proving the
correctness of information flows statically, Cif is able to illustrate
the implemented information flows graphically in a dependency
graph. We present this power on generic use cases appearing
in almost each program. We further investigate use cases from
the high-assurance domains of avionics and railway to identify
commonalities regarding security. A common challenge is the
development of secure gateways mediating the data transfer
between security domains. To demonstrate the benefits of Cif, we
applied our method to such a gateway implementation. During
the DLM annotation of the use case’s C source code, we identified
issues in the current DLM policies, in particular, on annotating
special data-dependencies. To solve these issues, we extend the
data agnostic character of the traditional DLM and present our
new concept on the gateway use case. Even though this paper uses
examples from aviation and railway, our approach can be applied
equally well to any other safety-critical or security-critical system.
This paper demonstrates the power of Cif and its capability to
graphically illustrate information flows, and discusses its utility
on selected C code examples. It also presents extension to the
DLM theory to overcome identified shortcomings.

Index Terms—Security; High-Assurance; Information Flow;
Decentralized Label Model

I. INTRODUCTION

Safety-critical systems in the domains of aviation, trans-
portation systems, automotive, medical applications or indus-
trial control have to show their correct implementation with a
domain-dependent level of assurance. Due to the changing IT
environments and the increased connectivity demands in the
recent years, these system do not operate isolated anymore.

Moreover, they are subject of attacks that require additional
means to protect the security of the systems. The use cases
discussed by this article are derived by the safety and security
demands of the avionic and railway domains, both highly
restricted and controlled domains for high-assurance systems.
This article extends our previous contribution [1] on presenting
how security-typed languages can improve the code quality
and the automated assurance of correct implementation of
C programs, with use cases from both mentioned domains.
Furthermore, the paper will provide improvements to the
theory of the Decentralized Label Model (DLM); being anon
an example for security-typed technologies.

Aviation software [2] and hardware [3] have to follow strict
development processes and require certification by national
authorities. Recently, developers of avionics, the electronics
on-board of aircrafts, have implemented systems following
the concepts of Integrated Modular Avionics (IMA) [4] to
reduce costs and increase functionality. IMA achieves a system
design of safe integration and consolidation of applications
with various criticality on one hardware platform. The archi-
tecture depends on the provision of separated runtime envi-
ronments, so called partitions. Targeting security aspects of
systems, a similar architectural approach has been developed
with the concept of Multiple Independent Levels of Security
(MILS) [5]. This architectural approach depends on strict sepa-
ration of processing resources and information flow control. A
Separation Kernel [6] is a special certifiable operating system
that can provide both mentioned properties.

Apart from having such architectural approaches to han-
dle the emerging safety and security requirements for high
assurance systems, the developers also have to prove the
correct implementation of their software applications. For
safety, the aviation industry applies various forms of code
analysis [7][8][9] in order to evidently ensure correct imple-
mentation of requirements. For security, in particular on secure
information flows, the aviation industry only has limited means
available, which are not mandatory yet.

The base for secure or correct information flows in this
paper are security policies for systems that contain rules on
flow restrictions from input to outputs of the system, or fine-
grained, between variables in a program code. On secure
information flow, the DLM [10] is a promising approach.
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DLM introduces annotations into the source code. These
annotations allow to model an information flow policy directly
on source code level, mainly by extending the declaration of
variables. This avoids additional translations between model
and implementation. Tool support allows to prove the im-
plemented information flows and the defined flow policy
regarding consistency. In short, DLM extends the type system
of a programming language to assure that a security policy
modeled by label annotations of variables is not violated in
the program flow.

Our research challenge here is to apply this model to a
recurring generic use case of a gateway application. After
analyzing use cases of two high assurance industries, we
identified this use case as a common assurance challenge
in both, the avionic and railway industry. DLM is currently
available for the Java programming language [11]. Java is a
relatively strongly typed language and, hence, appears at first
sight as a very good choice. However, among other aspects the
dynamic character of object-oriented languages such as Java
introduces additional issues for the certification process [12].
Furthermore, common features such as the Java Runtime
Environment introduces potentially unpredictable and harmful
delays during execution. For high-criticality applications this
is not acceptable as they require high availability and real-
time properties like low response times. Hence, as most high-
assurance systems remain to be implemented in C, our first
task is the adaption of DLM to the C language. Then, we
leverage the compositional nature of the MILS architecture to
deliver overall security guarantees by combining the evidences
of correct information flow provided by the DLM-certified
application and by the underlying Separation Kernel. This
combination of evidences will also help to obtain security
certifications for such complex systems in the future.

In this article we will discuss the following contributions:

DLM for C language: We propose an extension of the C
language in order to express and check information flow
policies by code annotations; we discuss in Section IV
the challenges in adapting to C rather than Java.

Real Use-Case Annotations: While DLM has been success-
fully developed to deal with typical applications written
in Java, we investigate the extent to which embedded
applications written in C present other challenges. To
be concrete we study in Sections V-VI the application
of the DLM to a real-world use case from the avionic
and railway domains, namely a demultiplexer that is
present in many high security-demanding applications, in
particular in the high assurance gateway being developed
as a research demonstrator.

Graphical Representation of Information Flows: To make
information flow policies useful for engineers working
in avionics and automotive, we consider it important to
develop a useful graphical representation. To this end we
develop a graphical format for presenting the informa-
tion flows. This helps engineers to identify unspecified

flows and to avoid information leakage due to negligent
programming.

Improvements to DLM Theory: It turns out that the straight
adaptation of DLM to real source code for embedded sys-
tems written in C gives rise to some overhead regarding
code size increase. In order to reduce this overhead, we
suggest in Section IX improvements to the DLM so as to
better deal with the content-dependent nature of policies
as is typical of systems making use of demultiplexers.

This article is structured as follows: Section II discusses
recent research papers fitting to the topic of this paper. In
Section III, we introduce the DLM as described by Myers
initially. Our adaptation of DLM to the C language and the
resulting tool checker Cif are described in Section IV. In Sec-
tion V, we discuss common code snippets and their verification
using Cif. This also includes the demonstration of the graphical
information flow output of our tool. Section VI and Section VII
present the security domains inside the aviation and railway
industry to motivate our use case. Section VIII discusses this
high assurance use case identified as challenging question
of both domains. The section further connects security-typed
languages with security design principles, such as MILS.
In this chapter, we also assess our approach and identify
shortcomings in the current DLM theory. Section IX uses the
previous assessment and suggests improvements to the DLM
theory. Finally, we conclude our work in Section X.

II. RELATED WORK

Sabelfeld and Myers present in [13] an extensive survey on
research of security typed languages within the last decades.
The content of the entire paper provides a good overview to
position the research contribution of our paper.

The DLM on which this paper is based was proposed by
Myers and Liskov [10] for secure information flow in the
Java language. This model features decentralized trust relation
between security principals. Known applications (appearing to
be of mostly academic nature) are:

• Civitas: a secure voting system
• JPmail: an email client with information-flow control
• Fabric, SIF and Swift: being web applications.

In this paper, we adapt DLM to the C programming language,
extending its usage scope to high-assurance embedded systems
adopted in real-world industry.

An alternative approach closely related to ours is the Data
Flow Logic (DFL) proposed by Greve in [14]. This features
a C language extension that augments source code and adds
security domains to variables. Furthermore, his approach al-
lows to formulate flow contracts between domains. These
annotations describe an information flow policy, which can be
analyzed by a DFL prover. DFL has been used to annotate the
source code of a Xen-based Separation Kernel [15]. Whereas
Greve builds largely on Mandatory Access Control, we base
our approach on Decentralized Information Flow Control. The
decentralized approach introduces a mutual distrust among
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data owners, all having an equal security level. Hence, DLM
avoids the automatically given hierarchy of the approaches of
mandatory access control usually relying on at least one super
user.

III. DECENTRALIZED LABEL MODEL (DLM)

The DLM [10] is a language-based technology allowing to
prove correct information flows within a program’s source
code. Section III-A introduces the fundamentals of the model.
The following Section III-B focusses on the information flow
control.

A. General Model

The model uses principals to express flow policies. By de-
fault a mutual distrust is present between all defined principals.
Principals can delegate their authority to other principals and,
hence, can issue a trust relation. In DLM, principals own
data and can define read (confidentiality) and write (integrity)
policies for other principals in order to allow access to the
data. Consequently, the union of owners and readers or writers
respectively defines the effective set of readers or writers of a
data item. DLM offers two special principals:

1) Top Principal *: As owner representing the set of all
principals; as reader or writer representing the empty set
of principals, i.e., effectively no other principal except the
involved owners of this policy

2) Bottom Principal _: As owner representing the empty set
of principals; as reader or writer representing the set of
all principals.

Additional information on this are described in [16]. In
practice labels, which annotate the source code, express the
DLM policies. An example is:

i n t {Al ice−>Bob ; Al ice<− } x ;
i n t {∗−> ; ∗<−∗} y ;

Listing 1. Declaration of a DLM-annotated Variable

This presents a label definition using curly brackets as
token1. In this example the principal Alice owns the data
stored in the integer variable x for both the confidentiality
and integrity policy. The first part of the label Alice->Bob
expresses a confidentiality policy, also called reader policy. In
this example the owner Alice allows Bob to read the data. The
second part of the label expresses an integrity policy, or writer
policy. In this example it defines that Alice allows all other
principals write access to the variable x. For the declaration
of y the reader policy expresses that all principals believe that
all principals can read the data and the writer policy expresses
that all principals believe that no principal has modified the
data. Overall, this variable has low flow restrictions.

In DLM one may also form a conjunction of principals, like
Alice&Bob->Chuck. This confidentiality policy is equiva-
lent to Alice->Chuck;Bob->Chuck and means that the
beliefs of Alice and Bob have to be fulfilled [17].

1In the following we will use the compiler technology-based term token
and the DLM-based term annotation as synonyms.

B. Information Flow Control

Using these augmentations on a piece of source code, a
static checking tool is able to prove whether all beliefs ex-
pressed by labels are fulfilled. A data flow from a source to an
at least equally restricted destination is a correct information
flow. In contrast an invalid flow is detected if data flows from
a source to a destination that is less restricted than the source.
A destination is at least as restricted as the source if:

• the confidentiality policy keeps or increases the set of
owners and/or keeps or decreases the set of readers, and

• the integrity policy keeps or decreases the set of owners
and/or keeps or increases the set of writers

i n t {Al ice−>Bob ; Al ice<− }
x = 1 ;

i n t {A l i c e&Bob−>∗; A l i ce<− }
y = 0 ;

y = x ;

Listing 2. Valid Direct Information Flow

i n t {Al ice−>Bob ; Al ice<− }
x = 1 ;

i n t {A l i c e&Bob−>∗; A l i ce<− }
y = 0 ;

i f ( y == 0)
x = 0 ;

Listing 3. Invalid Implicit Information Flow

Listing 2 shows an example of a valid direct information
flow from the source variable x to the destination y. Apart
from these direct assignments, DLM is also able to detect
invalid implicit flows. The example in Listing 3 causes an
influence on variable x if the condition y == 0 is true.
Hence, depending on the value of y the data in variable x gets
modified, i.e., allowing x to observe the status of y. However,
y is more restrictive than x, i.e., x is not allowed to observe
the value of y. Thus, the flow in Listing 3 is invalid.

To analyse those implicit flows, DLM also examines each
instruction against the current label of the Program Counter
(PC). As in Java Information Flow (Jif) [18], the PC represents
the current context in the program and not the actual program
counter register. A statement is only valid if the PC is no more
restrictive than the involved variables of the statement. The PC
label is calculated for each program block and is re-calculated
at its entrance depending on the condition the block has been
entered.

IV. DECENTRALIZED LABEL MODEL (DLM) FOR C
LANGUAGE (CIF)

During our application of the DLM to the C language we run
into several challenges. The following sections provides design
choices and implementation details on our implementation.
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A. Type Checking Tool

The first step of our work was to define C annotations in
order to apply DLM to this language. An annotated C program
shall act as input for the DLM checker, in the following
called C Information Flow (Cif). Cif analyzes the program
according to the defined information flow policy. Depending
on the syntax of the annotations, the resulting C code can
no longer be used as input for usual C compilers, such as
the gcc. To still be able to compile the program, three major
possibilities for implementing the Cif are available:

1) a Cif checking tool that translates the annotated input
source code into valid C code by removing all labels

2) a DLM extension to available compilers, such as gcc
3) embedding labels into compiler-transparent comments

using /* label */

We decided for Option 1. We did not consider Option 2 to
avoid necessary coding efforts for modifying and maintaining
a specialized C compiler. We also did not take Option 3,
due to the higher error-proneness resulting from the fact that
our checker, additionally, had to decide whether a comment’s
content is a label or a comment. If a developer does not comply
with the recognition syntax for labels, the checker could
interpret actual labels as comments and omit their analysis.
In the worst case the checker could vacuously report correct
information flow for a program without carrying out any label
comparison.

For being able to analyze the C source code statically, the
first step in the tool chain is to resolve all macro definitions and
to include the header files into one file. Fortunately, this step
can be performed by using the gcc, since the compiler does not
perform a syntax verification during the macro replacement.
The resulting file then is used as input for our Cif checking
tool. If Cif does not report any information flow violation,
the tool will create a C-compliant source code by removing
all annotations. Additional source code verifications, e.g., by
Astrée [8], or the compilation for the final binary process on
this plain C source file.

B. Syntax Extension of C Language

For the format and semantics of annotations, we decided to
adapt the concepts of Jif [18], the DLM implementation for
Java. So, we use curly brackets as token for the labels. For
variable declarations, these labels have to be placed in between
the type indicator and the name of the variable (cf. Listing 1).
Compared to the reference implementation of Jif, in Cif we
additionally had to deal with pointers of the C language. We
annotate and handle pointers the same way as usual variables,
i.e., when using a pointer to reference to an array element
or other values, the labels of pointer and target variable
have to match accordingly to DLM. However, Cif does not
monitor overflows or invalid references whose detection calls
for pointer calculations. We expect that additional tools (e.g.,
Astrée [8]) detect such coding errors. This tool is already used
successfully for checking code of avionic equipment.

In addition to the new label tokens, we extended the syntax
of the C language with five further tokens:

principal p1, ..., pn: This token announces all used princi-
pals to the Cif.

actsFor(p, q): This token statically creates a trust relation that
principal p is allowed to act for principal q in the entire
source code.

declassify(variable, {label}): This token allows to loosen a
confidentiality policy in order to relabel variables if re-
quired. Cif checks whether the new confidentiality policy
is less restrictive than the present one.

endorse(variable, {label}): This token allows to loosen an
integrity policy in order to relabel variables if required.
Cif checks whether the new integrity policy is less
restrictive than the present one.

PC bypass({label}): This token allows to relabel the PC
label without further checks of correct usage.

C. Function Declaration

In the C language functions can have a separate declaration
called prototype. For the declaration of functions and proto-
types, we also adapted the already developed concepts from
Jif. In Jif a method (the representation for a function in object-
oriented languages) has four labels:

1) Begin Label defines the side effects of the function
like accesses to global variables. The begin label is the
initial PC label for the function’s body. From a function
caller’s perspective the current caller’s PC label needs to
be no more restrictive than the begin label of the called
function.

2) Parameter Labels define for each parameter the corre-
sponding label. From a caller’s perspective these param-
eter labels have to match with the assigned values.

3) Return Label defines the label of the return value of the
function. In Cif, a function returning void cannot have a
return label. From a caller’s perspective the variable that
receives the returned value needs to be at least equally
restrictive as the return label.

4) End Label defines a label for the caller’s observation how
the function terminates. Since C does not throw excep-
tions and functions return equally every time, we omitted
verifications of end labels in our Cif implementation.

Listing 4 shows the syntax for defining a function prototype
with label annotations in Cif.

The definition of function labels regarding their optional
prototype labels needs to be at least as restrictive, i.e., Cif
allows functions to be more restrictive than their prototypes.
All labels are optional augmentation to the C syntax. If the
developer does not insert a label, Cif will use meaningful
default labels that basically define the missing label most
restrictively. Additionally, we implemented a label inheritance,
which allows to inherit the real label of a caller’s parameter
value to the begin label, return label or other parameter labels
of the function. This feature is useful for the annotation of
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Fig. 1. Legend for Flow Graphs

return label︷ ︸︸ ︷ inherited begin label︷ ︸︸ ︷ parameter label︷ ︸︸ ︷ end label︷ ︸︸ ︷
i n t {Al ice−>Bob} f unc {param} ( i n t {Al ice−>∗} param ) : {Al ice −>∗};

Listing 4. Definition of a function with DLM annotations in Cif.

system library functions, such as memcpy(...) that are used
by callers with divergent parameter labels and can have side
effects on global variables. At this stage Cif does not support
the full inheritance of parameter labels to variable declarations
inside the function’s body.

D. Using System Libraries

Developers use systems libraries in their applications not
only for convenience (e.g., to avoid reimplementation of com-
mon functionality) but also to perform necessary interaction
with the runtime environment and the underlying operating
system.

Hence, the system library provides an interface to the
environment of the application, which mostly is not under the
assurance control of the application’s programmer. However,
the code executed by library functions can heavily affect
and also violate an application’s information flow policy.
Consequently, a system library needs to provide means for
its functions to express the applied information flow policy
and evidences to fully acknowledge this policy internally. In
the best case, these evidences are also available by using our
DLM approach. For Jif, the developers have annotated parts of
the Java system library with DLM annotations that provide the
major data structures and core I/O operations. Unfortunately,
these annotations and its checks applied to all library functions
demand many working hours and would exceed the available
resource of many C development projects and, in particular,
this research study. Luckily, other methods are conceivable,
e.g., to gain evidences by security certification efforts of the
environment. For our use case, the system software (a special
Separation Kernel) was under security certification at the time
of this study. Assuming the certification will be successful,
we can assume its internals behave as specified. Furthermore,
the research community worked on the formal specification
and verification of Separation Kernels intensively, allowing us
to trust the kernel if such methods have been applied [19],
[20], [21]. However, we still had to create a special version
of the system library’s header file. This header file contains
DLM-annotated prototype definitions of all functions of the
Separation Kernel’s system library. The Cif checker takes this
file as optional input.

V. USE CASES

This section demonstrates the power of Cif by explaining
usually appearing code snippets. For all examples Cif verifies
the information flow modeled with the code annotations. If the
information flow is valid according to the defined policy, Cif
will output an unlabeled version of the C source code and a
graphical representation of the flows in the source code. The
format of this graphical representation is “graphml”, hence,
capable of further parsing and easy to import into other tools as
well as documentation. Figure 1 shows the used symbols and
their interpretations in these graphs. In general, the # symbol
and its following number indicates the line of the command’s
or flow’s implementation in the source code.

A. Direct Assignment

Listing 5 presents the first use case with a sequence of
normal assignments.

1 p r i n c i p a l Al i ce , Bob , Chuck ;
2
3 void main { −> ;∗<−∗} ( )
4 {
5 i n t {Al ice−>Bob , Chuck} x = 0 ;
6 i n t {Al ice−>Bob} y ;
7 i n t {Al ice−>∗} z ;
8
9 y = x ;

10 z = y ;
11 z = x ;
12 }

Listing 5. Sequence of Valid Direct Flows

In this example x is the least restrictive variable, y the second
most restrictive variable and z the most restrictive variable.
Thus, flows from x → y, y → z and x → z are valid. Cif
verifies this source code successfully and create the graphical
flow representation depicted in Figure 2.

B. Indirect Assignment

Listing 6 shows an example of invalid indirect information
flow. Cif reports an information flow violation, since all flows
in the compound environment of the true if statement need to
be at least as restrictive as the label of the decision variable
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Fig. 2. Flow Graph for Listing 5

z. However, x and y are less restrictive and, hence, a flow
to x is not allow. Additionally, this example shows how Cif
can detect coding mistakes. It is obvious that the programmer
wants to prove that y is not equal to 0 to avoid the Divide-by-
Zero fault. However, the programmer puts the wrong variable
in the if statement. Listing 7 corrects this coding mistake.
For this source code, Cif verifies that the information flow is
correct. Additionally, it generates the graphical output shown
in Figure 3.

1 p r i n c i p a l Al i ce , Bob ;
2
3 void main { −> ;∗<−∗} ( )
4 {
5 i n t {Al ice−>Bob} x , y ;
6 i n t {Al ice−>∗} z = 0 ;
7
8 i f ( z != 0) {
9 x = x / y ;

10 }
11 z = x ;
12 }

Listing 6. Invalid Indirect Flow

1 p r i n c i p a l Al i ce , Bob ;
2
3 void main { −> ;∗<−∗} ( )
4 {
5 i n t {Al ice−>Bob} x , y ;
6 i n t {Al ice−>∗} z = 0 ;
7
8 i f ( y != 0) {
9 x = x / y ;

10 }
11 z = x ;
12 }

Listing 7. Valid Indirect Flow

Remarkable in Figure 3 is the assignment operation in line 9,
represented inside the block environment of the if statement
but depending on variables located outside of the block. Hence,
Cif parses the code correctly. Also note, in the graphical
representation z depends on input of x and y, even if the
source code only assigns x to z in line 11. This relation is also

Fig. 3. Flow Graph for Listing 7

depicted correctly, due to the operation in line 9 on which y
influences x and, thus, also z indirectly.

Another valid indirect flow is shown in Listing 8. Interesting
on this example is the proper representation of the graphical
output in Figure 4. This output visualizes the influence of z
on the operation in the positive if environment, even if z is
not directly involved in the operation.

1 p r i n c i p a l Al i ce , Bob ;
2
3 void main { −> ;∗<−∗} ( )
4 {
5 i n t {Al ice−>Bob} x , y , z ;
6
7 i f ( z != 0) {
8 x = x + y ;
9 }

10 }
Listing 8. Valid Indirect Flow

Fig. 4. Flow Graph for Listing 8

C. Function Calls

A more sophisticated example is the execution of functions.
Listing 9 shows a common function call using the inheritance
of DLM annotations. Line 3 declares the function. The label
{a} signals the DLM interpreter to inherit the label of the
declared parameter when calling the function; i.e., the label of
parameter a for both, the label of parameter b and the return
label. Essentially, this annotation of the function means that
the data labels keep their restrictveness during the execution
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of the function. Line 14 and line 15 call the function twice
with different parameters. The graphical representation of this
flow in Figure 5 identifies the two independent function calls
by the different lines of the code in which the function and
operation is placed.

1 p r i n c i p a l Al i ce , Bob ;
2
3 f l o a t {a} f unc ( i n t {Al ice−>Bob} a ,

f l o a t {a} b )
4 {
5 re turn a + b ;
6 }
7
8 i n t {∗−>∗} main { −> } ( )
9 {

10 i n t {Al ice−>Bob} y ;
11 f l o a t {Al ice−>Bob} x ;
12 f l o a t {Al ice−>∗} z ;
13
14 x = func ( y , x ) ;
15 z = func ( y , 0 ) ;
16
17 re turn 0 ;
18 }

Listing 9. Valid Function Calls

Fig. 5. Flow Graph for Listing 9

D. Declassify, Endorse and Bypassing the PC

1) Using Declassify and Endorse: Strictly adhering to the
basic rules of DLM incurs the label-creeping problem [13];
the developer has to make information flow to more and
more restrictive destinations. This unavoidably leads to the
situation that information will be stored in the most restrictive
variable and is not allowed to flow to some lower restricted
destinations. Hence, sometimes developers need to manually
declassify (for confidentiality) or endorse (for integrity) vari-
ables in order to make them usable for some other parts
of the program. These intended breaches in the information

flow policy need special care in code reviews and, hence,
it is desirable that our Cif allows the identification of such
sections in an analyzable way. Listing 10 provides an example
using both, the endorse and declassify statement. To allow
an assignment of a to b in line 9 an endorsement of the
information stored in a is necessary. The destination b of
this flow is less restrictive in its integrity policy than a, since
Alice restricts Bob to not modify b anymore. In line 10, we
perform a similar operation with the confidentiality policy. The
destination c is less restrictive than b, since Alice believes
for b that Bob cannot read the information, while Bob can
read c.

The graphical output in Figure 6 depicts both statements
correctly, and marks them with a special shape and color
in order to attract attention to these downgrading-related
elements.

1 p r i n c i p a l Al i ce , Bob ;
2
3 void main { −> ;∗<−∗} ( )
4 {
5 i n t {Al ice−>∗; A l i ce<−Bob} a ;
6 i n t {Al ice−>∗; A l i ce <−∗} b ;
7 i n t {Al ice−>Bob ; Al ice <−∗} c ;
8
9 b = e n d o r s e ( a , {Al ice−>∗;

A l i ce <−∗}) ;
10 c = d e c l a s s i f y ( b , {Al ice−>Bob ;

Al ice <−∗}) ;
11 }

Listing 10. Endorse and Declassify

Fig. 6. Flow Graph for Listing 10

2) Bypassing the PC label: In the example of Listing 11
we use a simple login function to prove a user-provided uID
and pass against the stored login credentials. If the userID
and the password match, a global variable loggedIn is set
to 1 to signal other parts of the application that the user is
logged-in. The principal System owns this status variable
and represents the only reader of the variable. The principal
User owns both input variables uID and pass. The interesting
lines of this example are lines 16–18, i.e., the conditional block
that checks whether the provided credentials are correct and
change the status variable loggedIn. Note, that this examples



198

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

also presents Cif’s treatment of pointers on the strcmp
function. Due to the variables in the boolean condition of
the if statement, the PC label inside the following block
is System-> & User->. However, this PC is not more
restrictive than the label of loggedIn labeled with System->.
Hence, Cif would report an invalid indirect information flow
on this line. To finally allow this light and useful violation
of the information flow requirement, the programmer needs
to manually downgrade or bypass the PC label as shown
in line 17. In order to identify such manual modifications of
the information flow policy, Cif also adds this information in
the generated graphical representation by using a red triangle
indicating the warning (see Figure 7). This shall enable code
reviewers to identify the critical sections of the code to perform
their (manual) review on these sections intensively.

1 p r i n c i p a l User , System ;
2
3 i n t {System−>∗} l o g g e d I n = 0 ;
4
5 i n t {∗−>∗} s t r c mp {∗−>∗}

( c o n s t char {∗−>∗} ∗ s t r 1 ,
c o n s t char {∗−>∗} ∗ s t r 2 )

6 {
7 f o r ( ; ∗ s t r 1 ==∗ s t r 2 && ∗ s t r 1 ; s t r 1 ++ ,

s t r 2 ++) ;
8 re turn ∗ s t r 1 − ∗ s t r 2 ;
9 }

10
11 void checkUser {System−>∗}

( c o n s t i n t {User−>∗} uID ,
c o n s t char {User−>∗} ∗ c o n s t p a s s )

12 {
13 c o n s t i n t {System−>∗} regUID = 1 ;
14 c o n s t char {System−>∗} c o n s t

r e g P a s s [ ] = ” ” ;
15
16 i f ( regUID == uID &&

! s t r c mp ( r e g P a s s , p a s s ) ) {
17 PC bypass ({ System−>∗}) ;
18 l o g g e d I n = 1 ;
19 }
20 }

Listing 11. Login Function

VI. USE-CASE: THE AVIONICS SECURITY DOMAINS

Due to their diversity in functions and criticality on the
aircraft’s safety, on-board networks are divided into security
domains. The ARINC standards (ARINC 664 [22] and AR-
INC 811[23]) define four domains also depicted in Figure 8:

1. Aircraft Control: The most critical domain hosting sys-
tems that support the safe operation of the aircraft, such
as cockpit displays and system for environmental or
propulsion control. This domain provides information to
other (lower) domains but does not depend on them.

2. Airline Information Services: This domain acts as secu-
rity perimeter between the Aircraft Control Domain and

Fig. 7. Flow Graph for Listing 11

lower domains. Among others it hosts systems for crew
information or maintenance.

3. Passenger Information and Entertainment Services:
While being the most dynamic on-board domain
regarding software updates, this domain hosts systems
related to the passenger’s entertainment and other
services such as Internet access.

4. Passenger-owned Devices: This domain hosts mobile sys-
tems brought on-board by the passengers. They may con-
nect to aircraft services via an interface of the Passenger
Information and Entertainment Services Domain.

To allow information exchange between those domains,
additional security perimeters have to be in place to control
the data exchange. Usually, information can freely flow from
higher critical domains to lower critical domains. However,
information sent by lower domains and processed by higher
domains need to be controlled. This channel is more and more
demanded, e.g., by the use case of the maintenance interface
that is usually hosted within the Airline Information Service
Domain but also should be used for updating the Aircraft
Control Domain. For protecting higher domains from the threat
of vulnerable data a security gateway can be put in service
in order to assure integrity of the higher criticality domains.
This security gateway examines any data exchange and assures
integrity of the communication data and consequently of the
high integrity domain. Since this gateway is also a highly
critical system, it requires similar design and implementation
assurances regarding safety and security as the systems it
protects.

VII. USE-CASE: THE RAILWAY SECURITY DOMAINS

The railway industry needs to protect the integrity and avail-
ability of their control network, managing signals, positions
of trains and driving parameters of trains. Hence, also the
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AIRCRAFT SECURITY DOMAINS

CLOSED PRIVATE PUBLIC

Controls the Aircraft Operates the Aircraft Informs/Entertains the Passengers

Passenger Information
and Entertainment
Services Domain

In-Flight Entertainment

On-Board Web Access

Passenger Device Interface

Passenger Internet

Air-Ground
Network Interface

Airline Information
Services Domain

Administrative Functions

Flight Support

Cabin Support

Maintenance Support

Air-Ground
Network Interface
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Flight and Embedded
Control Systems

Cabin Core Systems

Air-Ground
Network Interface
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Wireless Devices
(PDAs, Mobile Phones)

Gaming Devices
(PSP, ...)

...

Computing Devices
(Notebooks, PC, ...)

Fig. 8. Avonic Security Domains as defined by ARINC 664 [22] and ARINC 811 [23].

railway industry has categorized their systems and interfaces
into security domains.

Railway control consists of several domains from control
centers over interlocking systems to field elements all inter-
acting in one way or the other with onboard systems. For
interlocking, DIN VDE V 0831-104 [24] defines a typical ar-
chitecture from a security zone perspective, which is depicted
in Figure 9.

For interlocking, Figure 9 shows that different levels of
maintenance and diagnosis are needed. Local maintenance
interacts via a gateway (demilitarized zone) with control
elements interlocking logic, operator computers and field ele-
ments Considering in this example the diagnosis information,
the diagnosis database needs a method for data acquisition
without adding risks of propagating data into the interlocking
zone. To implement this, a simple diode-based approach is
deemed sufficient. Remote diagnosis is more complicated with
access to diagnosis as well as the interlocking zone, but
again using gateways to access control elements (interlocking,
operator, and field element computers).

This example of accessing interlocking for diagnosis and
maintenance purposes reflects the potential need for security
gateways. In case of operation centers where many interlock-
ings are controlled and monitored remotely, similar security
measure are to be taken if connected via open networks.
Similarly if within different interlockings communication runs
over open networks, encryption and potentially also gateway
approaches may be needed.

In current and future signalling, control and train protection
systems such as European Train Control System (ETCS)
level 2 or higher security aspects need to consider aspects
of wireless communication and – similarly to approaches
described above – need to protect different system components
and systems.

Fig. 9. Railway Security Zones [24]

VIII. THE MILS GATEWAY

The avionic and railway use case share one major common-
ality regarding security. Both industries elaborated security
classifications for their systems; depending on the criticality
and users systems are categorized into security domains.
However, systems of these security domains mostly cannot
operate independent but often demand data from systems of
other domains. For example, services of the avionic Passenger
Information and Entertainment Services domain need data
from systems of the Aircraft Control domain, such as the
altitude and position of the aircraft for enabling or disabling
the on-board WiFi network due to regulations by governmental
authorities. In railway an example for data exchange is the
external adjustment of the maximum allowed train speed,
triggered by the train network operator. To still protect a
domain against invalid accesses or malicious data, control
instances such as Secure Network Gateways are deployed.
These gateways mediate and control the data exchange on



200

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

the domain borders and filter the data according to a defined
information flow policy.

In previous work we have introduced a Secure Network
Gateway [25] based on the MILS approach.

The MILS architecture, originally introduced in [26] and
further refined in [5], is based on the concept of spatial
and temporal separation connected with controlled information
flow. These properties are provided by a special operating
system called a Separation Kernel. MILS systems enable one
to run applications of different criticality integrated together
on one hardware platform.

Leveraging these properties the gateway is decomposed into
several subfunctions that operate together in order to achieve
the gateway functionality. Figure 10a shows the partitioned
system architecture. The benefit of the decomposition is the
ability to define local security policies for the different gateway
components. The system components themselves run isolated
among each other within the provided environments of a
Separation Kernel. Using a Separation Kernel as a founda-
tional operating system guarantees non-interference between
the identified gateway subfunctions except when an interaction
is granted. Hence, the Separation Kernel provides a coarse
information flow control in order to prove which component
is allowed to communicate to which other component. How-
ever, within the partition’s boundaries the Separation Kernel
cannot control the correct implementation of the defined local
information flow policy. This paper presents a new concept of
connecting MILS with the DLM in order to fill this gap and
to provide system-wide evidence of correct information flows.

In comparison to our unidirectional gateway of [25] com-
prising just two partitions to perform information flow control
on very basic protocols only, our improved gateway is com-
posed of four major logical components (cf. also Figure 10a):

1) The Receiver Compo-
nents

2) Filter Component(s)*
3) The Transmitter Compo-

nents
4) Health Monitoring and

Audit Component*
* (not depicted in Figure 10a)

Figure 10b extracts the internal architecture of the Receiver
Component being a part of our gateway system. The task of
this component is to receive network packets from a physical
network adapter, to decide whether the packet contains TCP or
UDP data, and to parse and process the protocols accordingly.
Hence, this component is composed of three subfunctions
hosted in three partitions2 of the Separation Kernel:

1) DeMux: Receiving network packets from the physical
network adapter, and analyzing and processing the data
traffic on lower network protocol levels (i.e., Ethernet/-
MAC and IPv43)

2A partition is a runtime container in a Separation Kernel that guarantees
non-interfered execution. A communication channel is an a priori defined
means of interaction between a source partition and one or more destination
partitions.

3For the following we assume our network implements Ethernet and IPv4,
only.

2) TCP Decoder: Analysing and processing of identified
TCP packets

3) UDP Decoder: Analysing and processing of identified
UDP packets

The advantage of this encapsulation of subfunctionality into
three partitions is the limitation of possible attack impacts and
fault propagation. Generally, implementations of TCP stacks
are considered more vulnerable to attacks than UDP stacks,
due to the increased functionality of the TCP protocol com-
pared to the UDP protocol. Hence, the TCP stack implemented
in the TCP Decoder can be assumed as more vulnerable. A
possible attack vector to a gateway application is to attack
the TCP stack in order to circumvent or to perform denial-of-
service on the gateway. If all three subfunctions run inside one
partition, the entire Receiver Component would be affected
by a successful attack on the TCP stack. However, in this
distributed implementation using the separation property of the
Separation Kernel only the TCP Decoder would be affected
by a successful attack. A propagation of the attack impact (or
fault) to the UDP Decoder or DeMux is limited due to the
security properties of the Separation Kernel.

Further developing the gateway example, the strength of
using DLM is to assure a correct implementation of the
demultiplexer running in the DeMux partition. Considering the
C code in Listing 12 the essential part of the demultiplexer
requires the following actions:

• Line 2 and line 3 define the prototypes of the functions
that send the data to the subsequent partitions using either
channel TCP data or channel UDP data of Figure 10b.

• Line 5 defines the structure of the configuration array
containing an integer value and a function-pointer to one
of the previously defined functions.

• The code snippet following line 11 configures the demul-
tiplexer by adding tuples for the TCP and UDP handlers
to the array. The integer complies with the RFC of the
IPv4 identifying the protocol on the transport layer.

• Line 29 implements the selection of the correct handler
by iterating to the correct element of the configuration
array and comparing the type field of the input packet
with the protocol value of the configuration tuples. Note
that the loop does not contain any further instructions due
to the final ‘;’.

• The appropriate function is finally called by line 32.

A. DLM Applied to the Gateway Use Case

We consider again the use case presented in Figure 10b. In
order to use DLM for the DeMux of the Receiver Component
an annotation of Listing 12 is needed. Listing 13 shows this
annotated version. The graphical representation is depicted in
Figure 11.

• Line 1 announces all used principals of this code segment
to the Cif checker.

• In line 3 and line 4 we label the begin label and the data
parameter of the two prototype declarations with labels
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(a) Global system architecture (b) The Receiver Component is a function composed of three
partitions.

Fig. 10. MILS Gateway Architecture. Blue boxes indicate partitions.
The Separation Kernel assures partition boundaries and communication channels (arrowed lines).

that either principal TCP or principal UDP owns the data
starting with the time the function is called.

• The definition of the input buffer in line 13 receives also
a label. For the confidentiality policy the data is owned
by the Ethernet, since data will be received from the
network and we assume it is an Ethernet packet. This
owner Ethernet allows both TCP and UDP to read its
data. The integrity policy of line 13 is a bit different. The
top principal can act for all principals and, hence, the data
is owned by all principals. However, all principals assume
that only Ethernet has modified the data. This assumption
is correct, since data is received from the network.

• The main function of our program (line 15) now contains
a begin label. This label grants the function to have a
side effect on the global INPUT variable (i.e., the input
buffer).

• Due to our language extension we had to replace the more
elegant for loop (cf. line 29 in Listing 12) by a switch-case
block (cf. line 17)). Within each case branch, we have
to relabel the data stored in INPUT in order to match
the prototype labels of line 3 or line 4 accordingly. The
first step of this relabeling is a normal information flow
by adding TCP (or UDP) as owner to the confidentiality
policy and integrity policy (cf. line 20 and line 28). This
step is performed compliantly to the DLM defined in
Section III-B. Then, we bypass the PC label in order to
change to the new environment and to match the begin

label of the associated decoder function (cf. line 21 and
line 29). As a second relabeling step, we still need to
remove the principal Ethernet from the confidentiality
and integrity policies. Removing this principal does not
comply with the allowed information flow of DLM, since
both resulting policies are less restrictive than the source
policies. Hence, we have to declassify (for the confiden-
tiality policy) and endorse (for the integrity policy) by
using the statements of line 22 and line 30.

• Finally we can call the sending functions in line 23 and
line 31 accordingly.

1 p r i n c i p a l E t h e r n e t , UDP, TCP ;
2
3 TCP SendDecode {TCP−>∗; TCP<−∗} ( void {TCP

−>∗; TCP<−∗} ∗ d a t a ) ;
4 UDP SendDecode {UDP−>∗; UDP<−∗} ( void {UDP

−>∗; UDP<−∗} ∗ d a t a ) ;
5
6 s t a t i c union {
7 s t r u c t {
8 /∗ [ . . . ] f u r t h e r f i e l d s o f p r o t o c o l s

∗ /
9 char p r o t o c o l ;

10 /∗ [ . . . ] f u r t h e r f i e l d s o f p r o t o c o l s
∗ /

11 } u ;
12 char buf [0 x f f f f ] ;
13 } { E t h e r n e t−>TCP , UDP; ∗<−E t h e r n e t } INPUT ;
14
15 i n t main { E t h e r n e t−>TCP , UDP; ∗<−E t h e r n e t }
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1 /∗ DECLARATION ∗ /
2 TCP SendDecode ( void ∗ d a t a ) ;
3 UDP SendDecode ( void ∗ d a t a ) ;
4
5 t y p e d e f s t r u c t {
6 char p r o t o c o l ;
7 void (∗ f unc ) ( void ∗ d a t a ) ;
8 } DeMux ;
9

10 /∗ CONFIGURATION ∗ /
11 s t a t i c DeMux h a n d l e r [ ] = {
12 { 0x06 , &TCP SendDecode } , / / 0 x06

i n d i c a t e s TCP i n IPv4
13 { 0x11 , &UDP SendDecode } , / / 0 x11

i n d i c a t e s UDP i n IPv4
14 { 0x00 , 0 } / / f i n a l e n t r y
15 } ;
16
17 union { s t r u c t {
18 /∗ [ . . . ] f u r t h e r f i e l d s o f p r o t o c o l s

∗ /
19 char p r o t o c o l ;
20 /∗ [ . . . ] f u r t h e r f i e l d s o f p r o t o c o l s

∗ /
21 } u ;
22 char buf [0 x f f f f ] ;
23 } INPUT ;
24
25 i n t main ( ) {
26 /∗ [ . . . ] l oad da ta from ne twork i n t o

INPUT ∗ /
27 /∗ PROCESSING ∗ /
28 DeMux∗ i t r = 0 ;
29 f o r ( i t r = h a n d l e r ; i t r −>p r o t o c o l != 0 &&
30 i t r −>p r o t o c o l != INPUT . u . p r o t o c o l ; i t r

++) ;
31 i f ( i t r −>f unc != 0)
32 (∗ i t r −>f unc ) ( INPUT ) ;
33 e l s e
34 E r r o r ( ) ;
35 }

Listing 12. Demultiplexer of the Receiver Component

( ) {
16 /∗ [ . . . ] l oad da ta from ne twork i n t o

INPUT ∗ /
17 sw i t ch ( INPUT . u . p r o t o c o l ) {
18 case 0x06 : /∗ 0 x06 i n IPv4 i n d i c a t e s

TCP ∗ /
19 {
20 void { E t h e r n e t & TCP−>∗; TCP<−

E t h e r n e t } ∗ p t r = INPUT . buf ;
21 PC bypass ({TCP−>∗; TCP<−∗}) ;
22 void {TCP−>∗; TCP<−∗} ∗ t c p = e n d o r s e

( d e c l a s s i f y ( p t r , {TCP−>∗; TCP<−
E t h e r n e t } ) , {TCP−>∗; TCP<−∗}) ;

23 TCP SendDecode ( t c p ) ;
24 break ;
25 }
26 case 0x11 : /∗ 0 x11 i n IPv4 i n d i c a t e s

UDP ∗ /
27 {
28 void { E t h e r n e t & UDP−>∗; UDP<−

E t h e r n e t } ∗ p t r = INPUT . buf ;

29 PC bypass ({UDP−>∗; UDP<−∗}) ;
30 void {UDP−>∗; UDP<−∗} ∗udp = e n d o r s e

( d e c l a s s i f y ( p t r , {UDP−>∗; UDP<−
E t h e r n e t } ) , {UDP−>∗; UDP<−∗}) ;

31 UDP SendDecode ( udp ) ;
32 break ;
33 }
34 d e f a u l t :
35 {
36 E r r o r ( ) ;
37 }
38 }
39 }

Listing 13. Annotated Receiver Component

Clearly, Figure 11 indicated six warnings inside the source
code by the red triangle. The bypass of the PC label in
line line:cif-tcp-bypass and line line:cif-udp-bypass reason two
of these warnings. The remaining four warnings are due
to the endorse and declassification (two each) of the DLM
information flow policy in order to allow the assignments
in line 22 and line 30. As DLM provides information flow
assurance, code reviewers just need to concentrate on these
indicated sections of the code to perform manual validation.
The remaining source code is validated thanks to the DLM

Using the presented technology we also annotate other criti-
cal gateway components hosted in other partitions of the MILS
system. The Cif tool is able to process all needed C language
features of our implementation, e.g., loops, decision branches,
switch-case blocks, function calls, pointer arithmetics, and also
function pointers as long as their DLM policy is homogeneous
(cf. Section IX). Since the tool does not report information
flow violations of the local defined policies, we gain addi-
tional evidence of the correct implementation of the gateway’s
components. Together with the defined MILS information flow
policy ensured by the Separation Kernel we can assure a
correct implementation of the system-wide information flow.
Currently, we have still had to map both evidences manually
for developing the prove of concept. Future planning of our
implementation involves to automatically combine both steps.

IX. ENHANCING THE DECENTRALIZED LABEL MODEL

A. Assessment of DLM applied to the Gateway Use Case

The application of DLM to the gateway use case identified
some advantages and disadvantages. The advantages are on
easing the assurance process and on the improved identifica-
tion of code flaws, being more detailed:

Automatic Proof of Correct Information Flows: The pre-
sented source code in Listing 13 complies with a formally
proven information flow model, the DLM. The proof of
this properties of complient information flows could be
achieved automatically with tool support. Hence, it can be
considered as highly assured that the present information
flows are correct. The graphical representatio clearly
identifies code sections that endorsing or declassifying the
modeled information flow policy. This allows to reduce
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Fig. 11. DLM Information Flows in the Demultiplexer of the MILS Gateway implemented by Listing 13.

efforts for code reviews, as the reviewers can focus on
these parts of the code. In contrast, all the code in
Listing 12 requires detailed and manual code review in
order to provide the same level of assurances.

Increased Robustness against Coding Flaws: Compared to
Listing 12, the DLM-inducted code snippet of Listing 13
is more robust against coding flaws. Imagine a distracted
programmer swaps the two function pointers in the con-
figuration array of Listing 12. This modification will
result in a probably hardly debugable runtime error, since
UDP traffic will now be sent to the TCP Decoder and the
other way around. In contrast, if swapping the function
calls of line 23 and line 31 of Listing 13 the Cif checker
will raise an information flow breach due to the invalid
labels of the function call and the labels of the parameter.
Hence, this DLM allows detection of possible runtime
errors before compilation.

Contrary, the following disadvantages have been identified:

Larger Code Size: Comparing both demultiplexer imple-
mentations of Listing 12 and Listing 13 it is obvious
that the DLM-inducted version increases the code size
due to the different employed programming styles. In
the former, we use a table-based programming tech-
nique (see the for loop) whereas in the latter we use
a code-based programming technique (see the switch
statement). Another reasons for the bigger foot print is
the relabeling directives within the case blocks. This
relabeling introduces new variables and statements that
are only required for inducting DLM. From a program
control flow perspective, those statements are useless and
(hopefully) detected and removed by the compiler during
optimization.

Reduced Readability: The label annotations of DLM itself
form another disadvantage. Their introduction may re-
duce readability of the code due to the unusuality of
their use. However, using DLM increases the level of

automation in providing assurance, and thus, the need of
manual code review. The best case avoids manual code
reading entirely.

Considering the identified disadvantages, we elaborate on a
solution to reduce the code size by extending DLM to allow
expressing DLM policies on the table-based programming
technique of Listing 12.

B. Extensions to the DLM

Based on [27], [28] we will now describe a possible exten-
sion of Cif intended to overcome the shortcoming. Listing 14
displays the resulting code. It should be clear that it is rather
close to that of Listing 12; a similar version could be developed
for Listing 13.

1 /∗ DECLARATION ∗ /
2 p r i n c i p a l E t h e r n e t , UDP, TCP ;
3
4 p o l i c y GatewayHandler
5 = ( s e l f . p r o t o c o l ==0x06 =>
6 s e l f . f unc =={TCP−>∗; TCP<−∗} ( void {TCP−>∗;

TCP<−∗} ∗ ) )
7 && ( s e l f . p r o t o c o l ==0x11 =>
8 s e l f . f unc =={UDP−>∗; UDP<−∗} ( void {UDP−>∗;

UDP<−∗} ∗ ) ) ;
9

10 p o l i c y Gateway
11 = ( s e l f . p r o t o c o l ==0x06 => s e l f =={TCP−>∗;

TCP<−∗})
12 && ( s e l f . p r o t o c o l ==0x11 => s e l f =={UDP−>∗;

UDP<−∗}) ;
13
14 TCP SendDecode {TCP−>∗; TCP<−∗} ( void {TCP

−>∗; TCP<−∗} ∗ d a t a ) ;
15 UDP SendDecode {UDP−>∗; UDP<−∗} ( void {UDP

−>∗; UDP<−∗} ∗ d a t a ) ;
16
17 t y p e d e f s t r u c t {
18 char p r o t o c o l ;
19 void (∗ f unc ) ( void ∗ d a t a ) ;
20 } {GatewayHandler} DeMux ;
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21
22 /∗ CONFIGURATION ∗ /
23 s t a t i c DeMux {GatewayHandler} h a n d l e r [ ] =

{
24 { 0x06 , &TCP SendDecode } ,
25 { 0x11 , &UDP SendDecode } ,
26 { 0x00 , 0}
27 } ;
28
29 union {
30 s t r u c t {
31 /∗ [ . . . ] f u r t h e r p r o t o c o l f i e l d s ∗ /
32 char p r o t o c o l ;
33 /∗ [ . . . ] f u r t h e r p r o t o c o l f i e l d s ∗ /
34 } u ;
35 char buf [0 x f f f f ] ;
36 } {Gateway} INPUT ;
37
38 i n t main ( ) {
39 /∗ [ . . . ] l oad da ta from ne twork i n t o

INPUT ∗ /
40 /∗ and i f n e c e s s a r y d e c l a s s i f y t o g i v e

i t t h e r i g h t t y p e ∗ /
41
42 /∗ PROCESSING ∗ /
43 DeMux∗ i t r = 0 ;
44 f o r ( i t r = h a n d l e r ; i t r −>p r o t o c o l != 0x00

&& i t r −>p r o t o c o l != INPUT . u .
p r o t o c o l ; i t r ++) ;

45 i f ( i t r −>p r o t o c o l != 0 )
46 (∗ i t r −>f unc ) ( INPUT ) ;
47 e l s e
48 /∗ N e i t h e r a TCP nor UDP p a c k e t −−>

ERROR ∗ /
49 }

Listing 14. Annotated Receiver Component in Enhanced DLM

The basic idea is to extend DLM with policies that depend
on the actual values of data. Consider the Gateway policy
defined in line 10 onwards. The intention is that the entire field
should obey the policy {TCP->*; TCP<-*} in case the
protocol component (INPUT.u.protocol) equals 0x06; it should
obey the policy {UDP->*; UDP<-*} in case the protocol
component equals 0x11; and if the protocol component has
a value different from 0x06 and 0x11 no requirements are
imposed on the entire field.

The general form of the syntax used is to let policies be
constructed according to the following grammar:

policy ::= field==DLMpolicy
| policy && policy
| policy || policy
| condition => policy
| condition && policy | · · ·

condition ::= field==value
| condition && condition | · · ·

field := self | field.component
DLMpolicy := as previously used but extended to

function types

Here => denotes implication, && denotes conjunction, and
|| denotes disjunction. The identifier self is a reserved
token for the data structure in question and component lists
possible components.

To make use of such extended policies one needs to track
not only the DLM policies and the types pertaining the data
but also to track the information about the values of data that
can be learnt from the various tests, branches and switches
being performed in the program. The development in [27][28]
achieves this by combining a Hoare logic for tracking the
information about the values of data with the DLM policies
and allows us to validate the code snippet in Listing 14.

This suffices for solving two shortcomings discussed above.
First, it reduces the need to use declassification and PC bypass
for adhering to the policy thereby reducing the need for
detailed code inspection. Second, it permits a more permissive
programming style that facilitates the adoption of our method
by programmers.

From an engineering point of view, the ease of use of
conditional policies are likely to depend on the style in which
the conditional policies are expressed. The development in
[27] considers policies that in our notation would be written
in the form of policies in Disjuntive Normal Form (using
|| at top-level and && at lower levels), whereas the

development in [28] considers policies that in our notation
would be written in the form of policies in Implication Normal
Form (using && at top-level and => at lower levels).
The pilot implementation in [29], [30] seems to suggest that
forcing policies to be in Implication Normal Form might be
more intuitive and this is likely the way we will be extending
Cif.

From an expressiveness point of view, it does not matter
whether one uses Disjunctive Normal Form or Implication
Normal Form. For example, we might consider to change the
Gateway policy to the more demanding policy

p o l i c y Gateway
= ( s e l f . u . p r o t o c o l ==0x06 && s e l f =={TCP−>∗;

TCP<−∗})
| | ( s e l f . u . p r o t o c o l ==0x11 && s e l f =={UDP−>∗;

UDP<−∗})

expressing that there are no other permitted possibilities for
the protocol component than to be either 0x06 or 0x11. This
is desirable for the code snippet illustrated because line 48
would then not be reachable; however, it may be harder to
ensure that the INPUT received from the network adheres to
this policy. While the Disjunctive Normal Form expresses this,
we could obtain the same result in Implication Normal Form
by writing

p o l i c y Gateway
= ( s e l f . u . p r o t o c o l ==0x06 => s e l f =={TCP−>∗;

TCP<−∗})
&& ( s e l f . u . p r o t o c o l ==0x11 => s e l f =={UDP−>∗;

UDP<−∗})
&& ( s e l f . u . p r o t o c o l !=0 x06 && s e l f . u . p r o t o c o l

!=0 x11 => s e l f =={Z−>Z ; Z<−Z} )
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where Z is an otherwise unused principal and hence the policy
= Z → Z;Z ← Z is unattainable.

A final problem that would need to be overcome is how to
interface the checking of conditions to the programmer. In the
pilot implementation reported in [29][30] it is demanded that
the programmer provides invariants for all while loops (since
in general this is undecidable).

We are therefore experimenting with ways of using the
results of the powerful static analyser Astree to provide the
required invariants and possibly to use the abstract properties
of Astree in expressing the policies. Current results [31]
suggest that this approach to be very promising, which would
make it a strong candidate for inclusion into Cif.

X. CONCLUSION

In this article, we presented C Information Flow (Cif), a
static verification tool to check information flows modeled
directly in C source code. Cif is an implementation of the
Decentralized Label Model (DLM) [10] for the programming
language C. To the best of our knowledge, we applied DLM
to the C language for the first time. During the application of
DLM to C, we tried to stick to the reference implementation
of Java/Jif. However, we had to solve some language-specific
issues, such as pointer arithmetic or the absence of exceptions.
Additionally, we added the possibility of defining annotations
to function prototypes only, in case a library’s source code is
not available for public access. Then, we also introduced rules
for differing annotations of function prototypes compared to
function implementations.

In various code snippets, we discussed information flows
as they appear commonly in C implementations. Cif is able
to verify all of these examples successfully. In case of valid
information flows through the entire source code, Cif generates
a graphical representation of the occurring flows and depen-
dencies — a distinguishing feature not possessed by Jif. This
graphical representation covers direct assignments of variables,
logical and arithmetic operations, indirect dependencies due
to decision branches and function calls. Cif allows the pro-
grammer to make declassifications and endorsements as in
DLM, and additionally marks the places where flow policies
are loosened with declassifications and endorsements in the
graphical representation. Since DLM-annotated source code
shall reduce the efforts of manual code reviews, these graphical
indications allow to identify critical parts of the source code.
Such parts usually require then special investigation during
code reviews.

Further on, we presented how the security-typed language
system [13] of the DLM can be connected to Multiple Inde-
pendent Levels of Security (MILS) systems. MILS [26] is a
system architecture to build high-assurance systems [5]. Var-
ious industrial domains require such high-assurance systems
to fulfill special safety and security demands. MILS bases on
the properties of separation and controlled information flow,
both provided by a special kind of operating system, called

a Separation Kernel. Such kernels provide separated runtime
environments to host applications and to assure a configurable
information flow policy among those environments. However,
the Separation Kernel is not able to control the internals of
these runtime environments. Security-typed languages such as
the DLM can fill this gap.

In our use case, we target the example of a gateway
application. In our study, we have identified this use case
as a common implementation challenge for high assurance
systems from the avionics and railway industry; however,
our approach is not limited to those two industries but is
also conceivable for other industries such as smart meters or
automotive. This gateway supervises the information exchange
between security domains, either on-board aircraft or between
a train and its railway operational control network. Architec-
turally, the gateway follows the design principles of MILS. To
control the system’s information flows we connected the coarse
information flows assured by the Separation Kernel with the
application-dependent information flows, expressed by DLM-
annotated C source code of the gateway’s implementation.
Compared to other security-typed languages for C, e.g., as
proposed by Greve [14] using a mandatory access control-
based approach, we used a decentralized approach for assuring
correct information flow. This has the advantage of revealing
subtler unwwanted dependencies in code, and explicating the
mutual distrust between different software components. The
latter also provides more flexibility in modeling the informa-
tion flow policy.

We applied DLM annotations to a typical security function
for high assurance systems: a demultiplexer which is part of
the MILS-based gateway application. Using our developed Cif,
we are able to ensure secure information flows within the
gateway’s components according to the defined information
flow policy. Particularly, the visualization of indirect flows,
e.g., Listing 7 or Listing 8, and function calls, e.g., Listing 9,
were very useful during the evaluation of the use case. Addi-
tionally, this activity showed that Cif is able to cover larger
projects, too. Connecting DLM proofs with the information
flow assurance of the Separation Kernel provides system-
wide evidences of correct implementation, e.g., as required
by high Evaluation Assurance Levels of Common Criteria
certifications. However, to annotate source code using the
current model of DLM implemented by our Cif required
to change parts of the source code. Using the presented
technology we annotated further critical parts of our gateway
to prove their correct implementation.

Additionally, we evaluated the benefits and drawbacks of
applying DLM to C. While the benefits are clearly in the
automation of gaining assurances of correct code and the re-
duction of manual code review, the drawbacks are the usability
and increased code’s footprint. Both disadvantages are critical
for the future developer’s acceptance of our approach and will
finally decide on whether this DLM assurance can be success-
ful in a wider field of application. To improve usability, we
proposed an enhancement to the DLM, theoretically rooted in
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[27], that removes the need of the presented code modification.
We implemented a proof-of-concept checker [29] in parallel
to Cif, to assure correct information flows within this new
DLM-aware theory. Compared with Cif, this prototype checker
does not support rich language features or the generation of
graphical representations at the current stage.

As future work, we will evaluate on merging the features
of Cif with the extended assurance of this prototyped imple-
mentation.
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Abstract - Software engineering (SE), because of its abstract 
nature, faces awareness, perception, and public image 
challenges that affect its ability to attract sufficient secondary 
school (high school) age students to its higher education 
programs. This paper presents an edutainment approach 
called Software Engineering for Secondary Education 
(SWE4SE), which combines short informational videos and a 
variety of simple digital games to convey certain SE concepts in 
an entertaining way without necessitating or intending any 
skill development such as programming. Our realization 
mapped various SE concepts to seven digital games and these 
are described using the Software Engineering Body of 
Knowledge (SWEBOK) and game elements ontologies. We also 
investigated the maturity of ontologies for concepts in this area 
to determine the feasibility for a methodological mapping of 
SE concepts to game element and game logic to further 
automation. Results of SWE4SE with secondary students 
showed a significant improvement in the perception, 
attractiveness, and understanding of SE can be achieved within 
just an hour of play, suggesting such an edutainment approach 
is economical, effective, and efficient for reaching and 
presenting SE within secondary school classrooms. Our 
ontological investigation showed significant gaps towards 
formalizing or automating the approach. 

Keywords - software engineering education; software 
engineering games; educational computer games; digital game-
based learning; digital games; ontologies. 

I.  INTRODUCTION 
This paper is an extended version of a paper presented at 

the Tenth International Conference on Software Engineering 
Advances (ICSEA 2015) [1]. 

 As digitalization sweeps through society, the demand for 
software engineers appears insatiable. As attractive as a 
software development career may appear in the media or 
press, computer science (CS) faculties and the software 
engineering (SE) discipline in particular appear to be steadily 
challenged in attracting and supplying sufficient students to 
fulfill the job market demand.  

To each higher education institution and country, it may 
appear to be only a local or regional problem, yet the 
challenge may indeed be more common and broader in 
nature. Statistics for SE are not as readily available as those 
for CS. Since SE can be viewed as being a subset of CS, and 
not all CS faculties offer a separate SE degree or 
concentration (but may include applicable SE courses and 

electives in their curriculum), we focus on available statistics 
for CS majors and assume they correlate to SE in this paper. 
For example, in the United States in 2005, after a boom 
beginning around 2000, a 60% decrease over 4 years in the 
number of freshmen specifying CS as a major was observed 
[2]. And US bachelor degrees in CS in 2011 were roughly 
equivalent to that seen in 1986 both in total number 
(~42,000) and as a percentage of 23 year olds (~1%) [3]. As 
another example, Germany also observed a negative trend 
from a record number of CS students in 2000, and one 2009 
news article [4] blamed the negative image of CS among the 
young generation. While the number of starting CS 
undergrads in Germany has since increased, roughly 33,000 
software developer positions in Germany remain unfilled in 
2014 [5]. In addition, the demographic effects forecast for 
various industrial countries imply a decreasing younger 
population, reducing the overall supply and thus increasing 
the competition between disciplines to attract students and 
eventually qualified workers. Thus, it remains a worldwide 
issue to attract young women and men to study SE. 

Concerning SE's image, according to D. Parnas [6] there 
is apparently confusion in higher education institutions as to 
the difference between CS and SE, and we assert this affects 
secondary education as well. The CS equivalent term in 
Germany, informatics, is much more publically known and 
marketed as a discipline or field of study than is SE. Thus, 
SE programs struggle in the overall competition between 
disciplines to attract secondary students for this critical area 
to society, since SE must first raise awareness about its field. 

The concepts inherent in SE are exemplified in the 
SWEBOK [7]. The objectives of the SWEBOK include 
promoting a consistent view of SE, clarifying the bounds of 
and characterizing the contents of SE with respect to other 
disciplines, and providing a topical access to the SE Body of 
Knowledge. Knowledge areas (KAs) have a common 
structure, including a subclassification of topics, topic 
descriptions with references. The KAs with the abbreviations 
used in this paper are shown in Table I and Related 
Disciplines and shown in Table II. These KAs tend 
themselves to be abstract and to deal with abstractions. Thus, 
they are difficult to convey, especially to secondary school 
students who have not significantly dealt with such 
abstractions, and cannot thus practically imagine what they 
mean. Furthermore, secondary school teachers and 
institutions are challenged in teaching CS, and have likely 
themselves not been introduced to SE. 
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Learning is a fundamental motivation for all game-
playing, as game designer C. Crawford [8] once stated. 
Computer games involving the learning of some knowledge 
area are called educational computer games [9]. Both 
persuasive games [10] and serious games [11][12] have been 
used with the intent to change behavior or attitudes in 
various areas. With respect to engagement and learning, a 
study by [13] identifying 7392 papers that included 129 with 
empirical evidence found that the most frequently reported 
outcome and impact of playing games were affective and 
motivational as well as knowledge acquisition or content 
understanding. Thus, a gamification and edutainment fun 
approach targeting secondary school students appears 
promising for addressing both the aforementioned SE 
attractiveness and learning about SE concepts and the SE 
discipline in general. 

TABLE I.  SWEBOK KNOWLEDGE AREAS (KA) 

Knowledge Area Abbreviation 
Software requirements  SR 
Software design  SD 
Software construction  SC 
Software testing  ST 
Software maintenance  SM 
Software configuration management  CM 
Software engineering management  EM 
Software engineering process  EP 
Software engineering models and methods  MM 
Software quality  SQ 
Software engineering professional practice  PP 
Software engineering economics  EE 
Computing foundations  CF 
Mathematical foundations  MF 
Engineering foundations  EF 

TABLE II.  SWEBOK RELATED DISCIPLINES 

Related Discipline Abbreviation 
Computer engineering  CE 
Systems engineering  SY 
Project management  PM 
Quality management  QM 
General management  GM 

 
This paper, extending [1] with further details and 

incorporating an ontological perspective, contributes an SE 
edutainment approach we call SWE4SE for gamifying and 
conveying SE concepts to high school students. It describes 
SWE4SE principles, example mappings of SWEBOK 
concepts onto digital game (DG) elements, its realization, 
and evaluates its viability with an empirical study. It also 
investigates the feasibility of a methodological mapping of 
SE concepts to game element and game logic. Towards 
supporting efficient production of DGs for SE, we sought a 
viable method or platform for finding and using DGs for SE, 
or at least some support for (semi-)automatic mapping of SE 
concepts to DGs exists. Research questions investigated 
included: Is there clarity in the SE research or educational 
community as to which SE concepts can be effectively 
conveyed using which DG genre and game element types? Is 
this area mature, or is it subject to trial-and-error 
approaches? What sources of information or ontologies exist 

for this type of information? Where information is available, 
is this knowledge described more abstractly or formally to 
further reuse (e.g., for different DG genres or via 
standardized ontology formats)?  

The paper is structured as follows: Section II provides 
background material about DGs and reviews literature on the 
application of digital game-based learning (DGBL) in SE 
education (SEE). Section III describes related work and 
Section IV the SWE4SE concept, followed by its realization. 
Section VI details the evaluation, and this is followed by a 
discussion. Section VIII provides a conclusion and describes 
future work.  

II. BACKGROUND 
This section provides background material about DG and 

reviews literature on the application of digital game-based 
learning (DGBL) in SE education (SEE). 

A. DG Genres 
According to [9], video game genres include Abstract, 

Adaptation, Adventure, Artificial Life, Board Games, 
Capturing, Card Games, Catching, Chase, Collecting, 
Combat, Demo, Diagnostic, Dodging, Driving, Educational, 
Escape, Fighting, Flying, Gambling, Interactive Movie, 
Management Simulation, Maze, Obstacle Course, Pencil-
and-Paper Games, Pinball, Platform (levels and locomotion, 
e.g. Donkey Kong), Programming Games, Puzzle, Quiz, 
Racing, Role-Playing, Rhythm and Dance, Shoot 'Em Up, 
Simulation, Sports, Strategy, Table-Top Games, Target, Text 
Adventure, Training Simulation, and Utility. 

B. Digital Game-based Learning (DGBL) 
As argued in [14], DGBL research has largely shown that 

it is now accepted that DG can be an effective learning tool . 
However, further research is needed to explain why DGBL is 
effective and engaging, and "practical guidance for how 
(when, with whom, and under what conditions) games can be 
integrated into the learning process to maximize their 
learning potential." We lack research-supported guidance as 
to how and why DGBL is effective and how to actually 
implement DGBL. Conversely, [15] did not find strong 
evidence that games lead to more effective learning.  

C. Motivational Aspects to Gaming 
[15] found that users liked game-based learning and 

found it motivating and enjoyable. According to the Fogg 
Behavior Model [16], the motivation and the ability to 
perform must converge at the same moment for a behavior to 
occur. In the context of motivation in gaming, for the user to 
remain interested in the game positive feedback from game 
mechanics should continuously trigger a user to perform 
specific actions that the user has the ability to invoke. As 
such, any DGs targeted for secondary education students 
should appropriate for their knowledge and ability.  

D. Game Ontology and Description 
The goal of the Game Ontology Project (GOP) 

[17][18][19] is an ontology framework for describing, 
analyzing, and studying the design space of games with the 
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focus on gameplay. Its top-level concepts are Goals, 
Interfaces, Rules, Entity Manipulation, and Entities, whereby 
Entities are not further developed. GOP borrows concepts 
and methods from prototype theory [20] as well as grounded 
theory [21]. In contrast to gaming patterns [22], it provides 
the ability to identify and describe key structural elements 
rather than focusing on well-known solutions to recurring 
game design problems that have been codified as patterns. 
GOP concepts will be used to describe the realization of 
various games; however, it lacks the specification of genre 
and game logic. Other work on game ontologies includes 
[23], who investigated using Resource Description 
Framework (RDF) and Web Ontology Language (OWL) 
models to represent the knowledge within a role-playing DG. 

[24] proposed the Video Game Description Language 
(VGDL) to be able to classify and describe the game logic, 
features, and mechanics of a game for the purposes of human 
and software agent understanding, as well as for automatic 
game generation from such a description. They focused on 
arcade games. 

E. Literature Review of DGs Applied to SE  
Rather than using the SWEBOK KAs, [13] used and 

extended the ISO/IEC 12207 to classify the SE process areas 
that were gamified in certain studies. Most of them focus on 
SD, and to a lesser extent SR, PM, and other support areas. 
Gamification elements employed by the primary studies 
were primarily points (14), badges (7), rankings (4), social 
reputation (4), voting (3), levels (2), visual metaphor (2), and 
otherwise quests, dashboard, betting, and awards.  

Not all of the aforementioned studies explicitly 
differentiate on the axis of digital game (DG) from other 
serious game types, nor differentiate serious vs. fun games. 
Also, we noted that sometimes games were classified as 
pertaining to project management, but the work did not 
specifically focus on software project management. 

Table III provides a summary of certain DG (based 
primarily on [13][25][26]) listing its genre with our own 
interpretation of the SWEBOK KA or SE-related concepts 
conveyed by various SE DG, extended with additional 
games. Our interpretation of the KA involved in certain 
games in [25] and [26] differ. If a paper provided no 
screenshot and no further evidence was found, then it is 
assumed not necessarily to be a digital game and was not 
included. If the game is not specifically focused on SE, then 
it was excluded. Note that while the [13] study appears to 
broadly cover SE gamification, for our purposes only 3 of 
the 29 cited primary papers, namely Trogon, HALO, and 
iThink, actually deal with digital games (have screenshots) 
that are focused on topics linked somewhat with SE. 

[15] found that most common game genres in research 
were simulations (43), action games (14), puzzles (11), role-
playing (8), strategy (6), and adventure (5). Only 1 of the 129 
papers (that of Papastergiou) addressed a computing subject 
directly and only 3 of the 43 simulation game types were 
focused on entertainment as an intention, the rest were 
learning or serious games. This indicates that the simulation 
genre is most widespread in game research but entertainment 
is an uncommon intention for this genre. This correlates with 

our findings in Table III that simulation is a popular SE 
game genre in literature, and the likely intention of these 
games is primarily learning and not entertainment. 

TABLE III.  SELECTED EXAMPLES OF  DIGITAL GAMES AND THE SE 
CONCEPTS THEY ATTEMPT TO CONVEY 

Digital Game Reference Genre SE Concepts 
Conveyed 

Serious-AV 
(AVuSG) Shabanah [27] Simulation CF 

SimjavaSP Shaw & 
Dermoudy [28] Simulation EM; PM 

The Incredible 
Manager Barros et al. [29] Simulation EM; PM 

SimVBSE Jain 
& Boehm [30] Simulation EM; PM 

SimSoft Caulfield et al. [31] Simulation EM; PM 

Therefore iManage Collofello [32] Simulation EM; EP; PM; 
EP 

SESAM (Software 
Engineering 
Simulation by 
Animated 
Models) 

Drappa & 
Ludewig [33] Simulation EM; EP; PM; 

EP 

SimSE Navarro & van der 
Hoek [34] Simulation 

EM; PM; EP; 
SR; EP; EM; 
PM 

DesigMPS Chaves et al. [35] Simulation EP 
MO-SEProcess 
(SimSE in Second 
Life) 

Wang & Zhu [36] 
Simulation & 
Virtual 
Reality  

EP; EM; PM 

Trogon Ašeriškis & 
Damaševičius [37] 

Collaborative 
Simulation PM 

Pex4Fun Xie et al. [38] 
Social 
interactive 
coding  

SC 

- Knauss et al. [39] Simulation SR 

- Hainey et al. [40] Collaborative, 
Avatar SR 

iThink Fernandes [41] Simulation SR 
CIRCE, Production 
Cell, SummerSun, 
Quality Certification 

Sharp & Hall [42] Simulation SR; SD; SC; 
SQ 

HALO Bell et al. [43] Social quest SD, ST 
  
Unlisted are the plethora of software programming 

educational games or tools focused on teaching 
programming to kids, such as CodeCombat, CodeMonkey, 
CodinGame, Swift Playgrounds, Scratch, Alice, etc. 
However, our intent is not to teach a skill such as 
programming but to create an understanding and awareness 
about a SE topic. One reason for this is that we consider 
learning a skill (rather than learning about a skill) as 
requiring significantly more time investment for a DG user. 
Furthermore, programming overlaps with CS and does not 
help us to differentiate SE from CS. 

Table III also shows that the most common KAs (10 of 
the 16) games listed are EM, PM, or EP and that a broader 
coverage of the 15 SWEBOK KAs with DGs is not apparent, 
be it any single game nor across multiple games. 

F. SE Ontology Concepts 
[44] and [45] provide an overview of the usage of various 

ontologies in SE. 
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Work on SWEBOK ontologies in particular include [46], 
which performed an almost literal transcription, identifying 
over 4000 concepts, 400 relationships, 1200 facts, and 15 
principles. While other work has also been done on a 
SWEBOK ontology, we were unable to access a any 
substantial SWEBOK ontology. 

As far as utilizing the SWEBOK for SE education, [47] 
discusses modeling such an ontology. 

III. RELATED WORK 
Beyond the related work in Section II, studies concerning 

the perception and attractiveness among secondary students 
of choosing CS as a college major, the study by [48] of 836 
High School students from 9 schools in 2 US states 
concluded that the vast majority of High School students had 
no idea what CS is or what CS majors learn. This conclusion 
can most likely be transposed to the lesser known discipline 
of SE. The number one positive influence towards a major in 
CS for males was interest in computer games and for 
females, gaming was third. Among females, the primary 
positive motivator was the desire to use CS in another field, 
while this factor was third for males. 

Serious games [12] have an explicit educational focus 
and tend to simulate real-world situations with intended 
audiences beyond secondary education. With regard to the 
use of gaming within the SE education field, [25] performed 
a literature search of games-based learning in SE and "found 
a significant dearth of empirical research to support this 
approach." They examine issues in teaching the abstract and 
complex domain of requirements collection and analysis and, 
more generally, SE. A systematic survey on SE games by 
[26] analyzed 36 papers, all of which had targeted primarily 
undergraduate or graduates. A more recent study [13] carried 
out a systematic mapping to characterize the state of SE 
gamification, analyzing 29 primary studies from 2011-2014. 
It concluded that the and the application of gamification in 
SE is still in an initial stage, research in this area is quite 
preliminary, there is little sound evidence of its impact, and 
scarce empirical evidence.  

Approaches for creating DGs include SimSYS [49], a 
model-driven engineering (MDE) based approach that 
integrates traditional entertainment game design elements, 
pedagogical content, and software engineering 
methodologies. Starting with informal models, it organizes 
games by acts, scenes, screens, and challenges and, using 
IBM Rhapsody, generates formal UML executable state 
chart models and XML for the SimSYS gameplay engine. 
However, this work does not describe which SE concepts 
map well to which game genres or game elements, nor does 
it attempt to utilize ontologies. [27] details game 
specifications, game genres, and game design, but is focused 
on the relatively narrow area of algorithm learning and 
visualization. 

We were unable to find work related to the combination 
of SE or SWEBOK and DG ontologies or any more concrete 
method or mapping of SE concepts to game elements or 
game logic. 

SWE4SE is targeted not towards higher education, but 
rather secondary school students with an explicit non-serious 

game approach. In secondary education, whereas initiatives 
for teaching programming are more common, conveying SE 
concepts in general and gamifying SE as a non-serious 
games has not hitherto been extensively studied, nor has the 
educational value of explicitly "non-serious" (or fun) games 
for this population stratum. While we study a secondary 
education population as does [48], our results go further in 
showing that an edutainment approach can improve the 
perception and attractiveness of SE. Compared to other 
learning game approaches, it explicitly makes the tradeoff to 
value entertainment more and education less in order to 
retain student engagement and enjoyment. It also explicitly 
includes short informational and entertaining video 
sequences to enhance the experience beyond gaming alone. 
Furthermore, it attempts to explicitly describe the mapping 
of SE concepts to various DGs and game elements. 

IV. SWE4SE CONCEPT 
SWE4SE consists of a hybrid mix of short informational 

and entertaining videos and a variety of relatively simple 
digital games. Our solution is necessarily based on certain 
assumptions and constraints. For instance, we assumed that 
the players may not only be playing in a compulsory 
classroom setting, but may play voluntarily on their own 
time, meaning that they could choose to stop playing if it 
becomes boring or frustrating and discard the game for some 
more interesting game. Thus, the edutainment is considered 
to be "competing" with available pure entertainment options. 
However, we expect that the game may be promoted to 
secondary school teachers where they would introduce 
students to the game, meaning that our concept must not 
necessarily compete solely with commercial products and 
other entertainment. We also assumed that the motivational 
factors for students in the SWE4SE are curiosity, 
exploration, discovering different games, and finding fun 
areas. 

Based on the motivational aspect of gaming discussed in 
Section II, since our target behavior is interest in the subject 
matter of SE, for our target audience of secondary students 
lacking SE knowledge a typical SE DG that requires pre-
knowledge of SE concepts will not motivate since they are 
lacking the skills to achieve the target behavior. This implies 
a SEE DG for our target audience should avoid the direct use 
of SE concepts in order to play the game. 

A. Design Principles 
Web-browser Principle (P:Web): To broadly reach the 

target audience (secondary students ages 12-18), we chose to 
focus our initial design and implementation on a web-based 
game solution and avoid the installation of components on 
game or various OS platforms. This constrains the available 
game options, but increases the reachable population. 

Engagement / Enjoyment Principle (P:En): We want to 
keep the students engaged and to emotionally enjoy the 
experience. To reduce the likelihood of a player 
discontinuing due to lack of fun, we chose to value and 
prioritize the fun aspect more than pushing the learning of 
SE educational concepts. We are thus aware of the fact that 
less of the SE material may be conveyed and retained, but by 
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retaining engagement over a longer timeframe, further 
possibilities for SE concept conveyance result. 

Game Reuse Principle (P:GR): Leverage known games 
and game concepts (repurposing) when possible, such as 
those in [50]. Players may thus already know the basics of 
how the original game works - reducing the time to become 
proficient, and they may find the new twist involving SE 
concepts interesting. Also, more time and cognitive capacity 
may be available for the mapping of SE concepts to the game 
elements when compared with completely unfamiliar games.  

Simple Game Principle (P:SG): Utilize relatively simple 
games when not utilizing already known games (cp. P:GR). 
This reduces the overall effort required to acquire game 
proficiency and to acquire the SE concepts. 

SE Concept Reinforcement via Game Action Principle 
(P:GA): during the games, immediate feedback messages 
that reinforce game associations to SE concepts are given, 
e.g., "Correct, the quality was OK" or "Oops, the component 
was released with quality defects" for a software quality 
control (SQC) game. This makes it more transparent how 
choices and actions are reflected in SE concepts. 

Lower Bloom's Taxonomy Focus (P:BT): due to the 
limited time and attention for conveying SE concepts in the 
secondary school environment, the DGBL SE content and 
questions focus primarily on the lower levels of the cognitive 
domain: remembering (in the revised Bloom taxonomy [51]) 
or knowledge and comprehension (in the original Bloom 
taxonomy [52]). Note that the older 2004 version of the 
SWEBOK utilized the Bloom taxonomy to classify its 
knowledge content for educational purposes. 

The aforementioned solution design principles are 
summarized in Table IV. 

TABLE IV.  SUMMARY OF SOLUTION DESIGN PRINCIPLES 

Principle Abbrev. 
Web-browser Principle P:Web 
Engagement / Enjoyment Principle P:En 
Game Reuse Principle P:GR 
Simple Game Principle P:SG 
SE Concept Reinforcement via Game Action Principle P:GA 
Lower Bloom's Taxonomy Focus P:BT 
 

B. Edutainment Elements and SE Concept Mappings 
We believe that certain aspects of SE cannot be conveyed 

well solely with games and should thus be supplemented.  
Text components: a brief amount of onscreen text was 

used to introduce the topic area, relevant SE concepts, and 
the game objective and major game elements. Such a short 
text that can be clicked away does not overly interfere with 
the experience, and can be read or skimmed rather quickly. 
Using these, later bonus-level text questions can reference 
some prior text or video as a way to verify comprehension.  

Video components: a short 5-minute informational video 
described how prevalent code is, society's dependence on 
software, and how important software development and 
software engineers are. The ability to include relevant 
videos, and the ability for users to explore and discover such 
videos, adds to the "adventure". 

Game components: Various concepts from the SWEBOK 
were chosen, with the selection subjectively constrained by 
our project resources, technical and game engine constraints, 
and how well a concept might map to a game concept. The 
selection, mapping, and prioritization of what to realize was 
subjectively reflected and decided on as a team, as 
summarized in Table V and detailed in Section V.  

TABLE V.  SE CONCEPT TO GAME MAPPING 

SE Concept SWEBOK 
KA 

SWE4SE  
Game Variant 

Analogous 
Common 

Game 
Processes EP, SC ProcMan Pac-Man 

Quality control SQ Q-Check Pinball 
Requirements SR ReqAbdeck Tower Defense 

Testing ST, SD Angry Nerds Angry birds 
Construction SC Reverse Angry Nerds Angry birds 

Defect remediation SM, CF Bug Invaders Space invaders 
Project 

management EM, PM Path Management Maze 

 
The mapping should be interpreted as exploratory and 

not prescriptive; our intention here is rather to demonstrate 
the possibilities for conveying SE concepts such an 
edutainment approach provides. 

V. SWE4SE REALIZATION 
To develop the web-based games, Scirra Construct 2 was 

used, an HTML5 and JavaScript 2D game visual editor with 
a behavior-based logic system. Layouts and Event sheets 
were used, and each game object type is given properties 
with certain states and behavior. Sounds and music were 
integrated. The web browser requires HTML5 and Javascript 
support. Text components were initially German because we 
did not want language barriers for secondary students to 
affect our evaluation results, but the game text could be 
readily internationalized. 

In the following description of each game, the entire 
upper levels of the SWEBOK ontology of the KA are also 
provided so that the actual SE concepts conveyed can be 
considered in context relative to other topics that were not 
conveyed. Since there was significant overlap in the GOP 
ontological game concepts used among the various games, 
these are presented at the end of the section. 

A. Conveying SE Concepts in the Various Games  
For each game, we describe how the analogous common 

games and their game concepts were mapped to 
corresponding SE concepts. 

1) ProcMan: this game is analogous to the well-known 
Pac-Man game (see Figure 1), which has the highest brand 
awareness of U.S. consumers (94%) of any video game 
character [53]. 

a) Game Play: As in Pac-Man, the player controls the 
ProcMan traveling within a maze. Points are scored by 
eating the yellow pac-dots and bonus points are given if the 
cherries are eaten while shown just below the center. 
Starting with three lives, if during play one of the four 
chasing ghosts manages to touch the ProcMan a life is lost. 
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In our variant there is a twist that, whereas in PacMan one 
got points by traveling everywhere in the maze in any order, 
the goal here for the player is to follow a given SE process 
sequence by having ProcMan consume the distributed initial 
letter standing for each phase in the expected order while 
also avoiding the enemy ghosts. 

 
Figure 1. ProcMan game conveys SE processes (screenshot).  

b) SE Concept: SE Processes. To convey an 
engineering process, we chose to introduce the activities 
common to almost any SE process. Based on the sequential 
waterfall process, these were Analysis, Design, 
Implementation, Testing, and Operations (ADITO, or 
equivalently AEITB in German). We also provided a test-
driven development (TDD) variant where the Testing occurs 
before Implementation (ADTIO).  

c) SE Ontology Elements: within the EP KA, the SE 
concepts of Software Life Cycle Models and Software 
Process Adaptation are conveyed (see Figure 2).  

 
Figure 2. SWEBOK EP KA concepts (in bold) conveyed by ProcMan. 

Within the SC KA, the SE concept of Test-First 
Programming is conveyed (see Figure 3). 

 
Figure 3. SWEBOK SC KA concepts (in bold) conveyed by ProcMan. 

2) Q-Check: this game is loosely analogous to pinball 
(see Figure 4). 

 

 
Figure 4. Q-Check game conveys SE quality control (screenshot). 

a) Game Play: Software components (SoCos) 
portrayed as colored shapes spin and drop into a funnel, 
while a cannon (blue on the left) automatically shoots them 
individually after a certain time transpires (indicated via a 
decreasing green bar on the cannon). The player's goal is to 
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select the process (tunnel on the right) that matches the 
SoCo type currently in the cannon based on both color and 
shape, or reject it for rework (yellow) if it is defective, 
improving the future error rate.  

b) SE Concept: Software quality control (SQC). 
Quality expectations differ based on the type of software 
component being inspected (e.g., GUI, database, business 
logic). Quality awareness and attention to detail matter, and 
the appropriate quality process, tools, and testing procedures 
must be chosen dependent on the assessed object. 

c) SE Ontology Elements: within the SQ KA, the SE 
concept of Software Quality Management Processes is 
conveyed as shown in Figure 5.  

 
Figure 5. SWEBOK concepts (in bold) conveyed by Q-Check. 

3) ReqAbdeck: ("Abdeckung" in German means 
"coverage") this game is analogous to the popular game 
Tower Defense (see Figure 6). 

 
Figure 6. ReqAbdeck conveys SE requirement coverage (screenshot). 

a) Game Play: waves of "reqs" (requirements as 
colored triangles) flow from left to right, and towers in 

various colors that cover (fire) only at their requirement 
color must be dragged to the appropriate vicinity before the 
"reqs" reach the gate. The towers disappear after a short 
time indicated on their border. Thus, one is not covering 
critical requirements in time with the matching 
implementation, ignoring or forgetting a requirement, or not 
dropping via a gate those requirements without business 
value (denoted by black circles). One example action 
message here is "Great, requirement was covered by a 
suitable realization. 

b) SE Concept: Software requirements. ReqAbdeck  
concerns itself with the SE concept of requirements 
coverage, for instance not overlooking a requirement, 
determining which requirements to fulfill how and when 
(different requirement types need different specialized 
competencies), which requirements to jettison (e.g., due to 
insufficient business value). 

c) SE Ontology Elements: within the SR KA, the SE 
concepts of Requirements Process Quality and Improvement 
and Requirements Classification are conveyed as shown in 
Figure 7.  

 
Figure 7. SWEBOK concepts (in bold) conveyed by ReqAbdeck. 

4) Angry Nerds: this game is loosely analogous to the 
popular game Angry Birds (see Figure 8).  
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Figure 8. AngryNerds conveys SE testing (screenshot). 

a) Game Play: we chose to depict hardware-like 
testing here of children's blocks, since it was not obvious to 
us how to quickly convey code-based testing in an obvious 
manner without necessitating extra explanations about 
programming. The player's goal in this case is to test a given 
construct of slabs surrounding PCs by determining where 
and how hard to throw a mouse at it to knock it completely 
over. They realize that multiple tests are necessary to 
discover its weaknesses. 

b) SE Concept: Software testing. The SE focus of this 
game is to convey the objectives of testing (finding 
deficiencies and building confidence in one's construct) 
determining where to test to find deficiencies in some 
software construct.  

c) SE Ontology Elements: within the ST KA, the SE 
concept of Objectives of Testing is conveyed as shown in 
Figure 9.  

 
Figure 9. SWEBOK ST concepts (in bold) conveyed by Angry Nerds. 

Within the KA SD, the SE concept of Quality Analysis 
and Evaluation Techniques is conveyed as shown in Figure 
10. 

 
Figure 10. SWEBOK SD concepts (in bold) conveyed by Angry Nerds. 

5) Reverse Angry Nerds: this game actually becomes 
available in the bonus level of the previous game, but the 
gameplay is different, in that it reverses the role as shown in 
Figure 11. 

 
Figure 11. Reverse AngryNerds game conveys SE construction 

(screenshot).   

a) Game Play: the player must now try to build a 
resilient construct by dragging and placing slabs in such a 
way that it withstands the automated testing (that being a 
cannonball shot at the construct). 

b) SE Concept: Software construction. The point of 
this exercise is to construct something (analogous to 
software) such that it exhibits resiliency.  
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c) SE Ontology Elements: within the ST KA, the SE 
concept of Construction Design is conveyed as shown in 
Figure 12.   

 
Figure 12. SWEBOK concepts (in bold) conveyed by Angry Nerds. 

6) Bug Invaders: this game is analogous to space 
invaders, see Figure 13.   

 
Figure 13. Bug Invaders convey SE defect remediation (screenshot).  

a) Game Play: a matching remediation technique 
(maps to ammunition color in the lower shooter) and firing 
accuracy (maps to exact causal code location) are needed to 
destroy exactly that specific bug type that drops down 
quickly before it creates project damage. 

b) SE Concept: Software defect remediation. The SE 
focus of this game is to convey that different defect types 
require different remediation techniques and 
countermeasures applied accurately. 

c) SE Ontology Elements: within the KA SM, the SE 
concept of Maintenance Activities is conveyed as shown in 
Figure 14.  

 
Figure 14. SWEBOK SM concepts (in bold) conveyed by Bug Invaders. 

Within the CF KA, the SE concepts of Types of Errors 
and Debugging Techniques are conveyed as shown in 
Figure 16. 

7) Path Management: this game is analogous to a 
maze, see Figure 15. 

 
Figure 15. Path Management conveys SE project management (screenshot). 
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Figure 16. SWEBOK CF concepts (in bold) conveyed by Bug Invaders. 

a) Game Play:.a player must manage a starting budget 
in points efficiently. From the project start (green triangle) a 
path selection is made to take it to the end (red circle). Red 
blocks depict possible steps, blue steps the currently 
available choices, and green the current position. Each step 
costs 100 points, while randomly generated problems (black 
circles) add to the planned costs. 

b)  SE Concept: software project management. The SE 
concept conveyed is that multiple choices towards 
optimizing project costs exist, and the process is planned 
and resources allocated considering various risks. With 
appropriate planning, the project goal can be reached with 
the allotted resources, despite unexpected problems (risk 
transition) that must be overcome but nevertheless result in 
unplanned additional resource costs.  

c) SE Ontology Elements: within the KA of EM, the 
concepts of Process Planning;, Effort, Schedule, and Cost 
Estimation; Resource Allocation; and Risk Management are 
conveyed, see Figure 17. 

 
Figure 17. SWEBOK concepts (in bold) conveyed by Path Management. 

B. Realization of the Game World SE Exploration Concept  
To tie the various DGs together, the realization includes a 

SE universe to navigate to and discover various SE planets. 
Figure 18 shows the spaceship navigating in two dimensions. 
A shield level, reduced when colliding with asteroids, is 
shown as a colored line next to the ship. The game ends 
when the shields are lost or on collision with the sun. The 
bottom right of the screen shows a navigation map with the 
location of all planets (red first, green when visited, and 
violet for the home planet, and the spaceship as an arrow.  

When arriving at a planet (Figure 19), a short text about 
SE concepts that relates to the game is shown, which when 
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understood, can later be used to answer bonus questions at a 
gate. The portal to the game is shown on the left. The brown 
gate and fence shows a darkened advanced level area only 
accessible by successfully passing a gate requiring that SE 
challenge questions be answered correctly. This then enables 
passage and undarkens the upper bonus region top.  

 
Figure 18. Spaceship navigating the SE universe (screenshot). 

 
Figure 19. Example of a uniquely named SE game planet (screenshot). 

On the home planet, a TV tower shows the video. 
 
The realization is economical in that it can be widely 

distributed (P:Web) without client installation costs or large 
cloud server investments (it runs locally in the browser). 

C. Game Ontology 
Instantiated GOP game ontology concepts are marked 

with italics in Figure 20, with constraints or notes provided 
in parentheses. Additional unutilized GOP leaf nodes are not 
depicted due to space limitations. 

 

 
Figure 20. GOP concepts (in italics) utilized by SWE4SE. 

D. Realization via Game Framework 
Construct 2 was used to realize the games. Generally, the 

browser must support HTML5 and Javascript and popups 
must be activated. Scirra Ltd. recommends Mozilla Firefox, 
Google Chrome, or Opera. Internet Explorer 9+ can be used 
from Windows Vista on, Windows XP cannot used IE. We 
had problems with sound using IE (11 was tested). 
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VI. SWE4SE EVALUATION 
The convenience sampling technique [54], common in 

educational settings, was selected to evaluate our SE 
edutainment approach due to various constraints otherwise 
inhibiting direct access to a larger random population sample 
of the target population stratum. These constraints include 
logistical and marketing effort and budget, privacy issues, 
and acquiring parental consent for school age children.  

A. Evaluation Setting 
Two teachers at two different public university 

preparatory (secondary) schools in different cities in the local 
German region gave us access for 90 minutes to 20 total 
students that attend their informatics interest groups. Setting 
A using an alpha version of the software tested with a group 
of 8 males, and a later setting B using a beta version in a 
different city with 6 females and 6 males students. Figure 21 
shows the age and gender distribution, and Figure 22 
indicates their current game usage frequency. 
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Figure 21. Student age and gender distribution. 
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Figure 22. Prior game usage frequency distribution. 

B. Evaluation Method 
While we considered utilizing the GEQ [55], it appeared 

more appropriate for more immersive games rather than our 
game genres. Due to factors such as the player ages, the 
limited time they had for playing multiple different short 
games (7 games in one hour), and the limited time, attention, 
and incentives for filling out pre- and post-questionnaires (10 
minutes respectively), only a few questions about their state 
before and after with regard to negative or positive affect 
were included. They were asked but not compelled to answer 
all questions, so some fields were left blank by some 
students, which could be interpreted to mean they did not 
understand the question, or did not know how to answer, or 

did not care to answer the question. Blank answers were thus 
omitted.   

The empirical evaluation consisted of 90-minute sessions 
held in two different settings A and B. The first 5 minutes 
consisted of a short introduction as to the purpose of our visit 
and what to expect, involving no teaching. Students were 
then given 10 minutes to fill out anonymous printed 
questionnaires in German that provided us with initial basic 
data. When all were done, they began their one-hour 
edutainment experience. In the 10 minutes directly 
thereafter, monitors were turned off and they completed the 
second part of their questionnaire, which focused on their 
experience and understanding, after which we held a 5-
minute group feedback session.  

C. Evaluation Results 
We observed that all students were engaged with 

SWE4SE for the entire hour and appeared to enjoy the 
experience (P:En), and occasionally interacted excitedly 
with fellow students. Table VI provides our analysis of the 
questionnaire results. Unless otherwise indicated, averages 
were based on a scale of 1 to 5 (1 being very good, 5 bad): 

TABLE VI.  USER EXPERIENCE 

Factor Rating Relates to 
Overall experience 2.1 P:En 
Game enjoyment 2.0 P:En 
Helpful conveying several SE 
concepts via different games 

Yes (16)  
No (1) P:SG, P:GR 

Success rate recalling the SE 
concepts associated with each 
named gamea  

62% P:GA  
Text Components 

Watched the video attentively Yes (20)  
Video and its quality Good (20)  

Video length of 5 minutes Keep (19) 
Lengthen (1)  

a. Open answers. The game names in the questions could serve as a hint, but these did not include 
the complete and explicit SE concept nor was the game accessible. 

Table VII shows the change in perception, attractiveness, 
and understanding of SE after the experience. 

TABLE VII.  CHANGE IN SE PERCEPTIONS 

Change in responses Before After Improvement 
Importance of SE for societya 1.7 1.2 33% 
Attractiveness of SE as a 
personal career pathb 3.3 2.7 16% 

Ability to define what SE isc 2.9 2.3 20% 
a. Scale of 1 to 3 (1=very important, 3=not important); 2 wrote "don't know" in the prequestionnaire. 
b. Scale of 1 to 5 (1=very attractive, 5=not attractive) 
c. Answer graded (1 excellent, 2 very good, 3 satisfactory, 4 sufficient) for B group only. 

As to interpreting the results, a convenience sample can 
obviously contain a number of biases, including under- or 
overrepresentation. Our supervision of the evaluation process 
and physically observing that the software was actually used 
for an hour by each of the students separately, and that each 
questionnaire was individually filled out, removed certain 
other kinds of threats to validity. 
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VII. DISCUSSION 
We now discuss our evaluation results and findings. 

A. Evaluation 
Our evaluation showed that the SWE4SE approach can 

be effective: because students in this age group had previous 
familiarity with gaming, they had no difficulty rapidly 
discovering and playing the games intuitively without 
training or help, they understood the intended mapping of SE 
concepts onto game elements, and the perception, 
attractiveness, and understanding of SE improved 
significantly without discernable gender differences. It was 
efficient in achieving these effects in the relatively short span 
of an hour of usage. An edutainment approach with short 
videos, short text components, and a variety of simple games 
appears promising for effectively and efficiently improving 
the awareness about and image SE, at least for our target 
population stratum. 

B. Ontologies and Methods supporting DGBL in SE 
In our investigation of which types of SE concepts lend 

themselves to being conveyed with which game genres, 
elements, and gameplay or logic we noticed various 
difficulties with regard to achieving clarity or more 
formalization as to a method for mapping SE educational 
concepts to game genres or elements. This was due to a 
number of reasons, such as a lack of additional information 
to more precisely categorize the concepts from various 
viewpoints, and lack of accessibility of standardized 
ontologies in standard formats.  

For instance, while we were able to categorize the 
SWEBOK knowledge being conveyed at a relatively coarse 
granularity in its taxonomy, we found it to be missing 
additional ontological relations or properties. For one, 
Bloom's taxonomy has now been removed from the 
SWEBOK, making it more difficult to automatically or 
quickly assess the type of knowledge. E.g., if we are only 
interested in the remembering level of knowledge we cannot 
easily cull this from the rest. 

From the DG standpoint, we were able to describe the 
various low-level game elements with the GOP. However, 
we lacked the ability to describe the gameplay logic. For 
instance, does the game involve sequencing, or 
differentiating objects, constructing, destroying, analysis, or 
planning? 

A method for mapping we could conceive of would be 
that any SE concept of the type process could perhaps be 
mapped to a DG that involves sequencing, or SE concept of 
the type analysis could utilize a DG that involves 
differentiation. 

C. State of DGBL in SE 
Our literature review of DG in SE did not find a broad 

coverage of KAs. For the purpose of conveying SE concepts 
specifically in the secondary education this may not be 
necessary, but it does perhaps indicate that DG have 
concentrated in certain more obvious areas and that other SE 
areas for applying DGs have perhaps not been sufficiently 
explored. 

Other than programming games, there appears to be little 
commercial interest or incentive to provide professional DG 
to the SE educational community. It is our opinion that 
DGBL for SE is currently in a relatively immature state, that 
developed DGs are typically analogous to islands in an 
uncharted sea and not readily discoverable, accessible, and 
reusable. We thus suggest that the SE community develop a 
common SE DG platform that would provide convenient 
access to such DGs, broadening their discovery and reuse, 
supporting their open source evolution, and providing 
feedback. If the community had a categorization utilizing the 
SWEBOK or similar SE ontology and linked available DGs 
that address these, then DGBL reuse could be furthered for 
conveying SE concepts. 

VIII. CONCLUSION AND FUTURE WORK 
We described SWE4SE, an edutainment approach for 

gamifying and conveying software engineering concepts to 
secondary school students. Various principles used of the 
edutainment approach were elucidated, and it was shown 
from an ontological perspective how various SE concepts 
could be mapped and realized with various digital game 
concepts and elements. 

As an indicator of the economic realizability of 
SWE4SE, our DG realization was done by two students in a 
10 credit project in one semester, equivalent to 
approximately 600 hours workload.  

The evaluation showed that an edutainment approach, 
combining short videos and text elements, and a variety of 
simple digital games, can be promising for improving SE 
awareness in our target population stratum. Since this target 
age group is already familiar with gaming and utilizes 
gaming relatively frequently, the approach appears 
reasonable for reaching a larger populace. A challenge 
remains in making secondary students aware of the 
availability the edutainment and motivating them to utilize it 
on a direct or individual basis. While social networks appear 
feasible for raising awareness, in the face of the abundance 
of entertainment and game options available, we believe that 
the most promising approach will likely be informational 
publicity campaigns towards informatics teachers in 
secondary schools where groups (i.e., interest groups or 
classrooms) utilize the software together in a structured 
setting. 

As to further development, refinement, and evolution of 
such an SWE4SE or similar game development approach, 
we believe ontologies to be promising for more formally 
conveying knowledge concepts for the SE domain and for 
describing various game concepts. However, our 
investigation determined that a severe gap and immaturity 
exists in this area that prevents the (semi-)automated 
inclusion and mapping of SE concepts to game objects or 
gameplay logic (e.g., via game description languages). This 
area should thus be further investigated, developed, and 
formalized to more effectively support DGBL and DG reuse 
and know-how for SEE and move this area from a trail-and-
error experimental craft to more professional engineering. 

Future work includes investigating the integration both 
game and SE domain ontologies into game engines and 
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description languages, a longitudinal study on motivational 
effect retention and other interfering or conflicting 
influences, and integrated game and web analytics to provide 
further insights into game playing behavior.  
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Abstract—Model transformations (MTs) are central to model-
driven engineering (MDE). They can be used for a range of
purposes, including to improve the quality of models, to refactor
models, to migrate or translate models from one representation
to another, and to generate code or other artifacts from models.
At present, the development of model transformation is mainly
focused on the specification and implementation phases, whereas
there is a lack of support in other phases including: requirements,
analysis, design and testing. Furthermore, there is a lack of co-
hesive support for transformations including: notations, methods
and tools within all phases during the development process,
which makes the maintenance and understandability of the
transformation code problematic. One of the main hindrances for
not using a systematic Requirements Engineering (RE) process,
the initial phase of the software development life-cycle where
software’s specifications are declared, before starting the develop-
ment, could be the false assumption that it is a waste of time/cost
and would delay implementation. The goal of this paper is to
evaluate model transformation technology from a requirements
engineering process point of view. Moreover, we identify criteria
for selecting appropriate requirements engineering techniques,
and we propose a framework for this selection process.

Index Terms—model transformations; requirements engineer-
ing; requirements engineering framework; model transformation
case study; RE technique framework

I. INTRODUCTION

Requirements engineering (RE) has been a relatively ne-
glected aspect of model transformation (MT) development
because the emphasis in transformation development has
been upon specifications and implementations. The failure
to explicitly identify requirements may result in developed
transformations, which do not satisfy the needs of the users
of the transformation. Problems may arise because implicitly-
assumed requirements have not been explicitly stated; for
instance, that a migration or refactoring transformation should
preserve the semantics of its source model in the target model,
or that a transformation is only required to operate on a
restricted range of input models. Without thorough require-
ments elicitation, important requirements may be omitted from
consideration, resulting in a developed transformation, which
fails to achieve its intended purpose.

In [1] we reviewed the current practice of RE for MT and
identified a framework for an improved RE process. In this
paper we extend [1] with more details of the framework,
and we give extracts from a large-scale application of the
framework to a C code generator.

We use the 4-phase RE process model proposed by Som-
merville [2] and adapt it according to our specific needs.

This process model is widely accepted by researchers and
professional experts. The model defines the following as
the most important phases of RE, which should be applied:
domain analysis and requirements elicitation, evaluation and
negotiation, specification and documentation, validation and
verification.

In Section II we describe related work. Section III gives a
background on requirements engineering for model transfor-
mations as well as transformation semantics and its nature. We
also identify how formalised requirements can be validated and
can be used to guide the selection of design patterns for the
development of the transformation. In Section IV we examine
RE techniques and identify how these can be applied to MT
development. In Section V we present a framework for an RE
process and RE technique selection for MT. In Section VI we
give a case study to evaluate the application of our framework.

II. RELATED WORK

The increasing complexity and size of today’s software
systems has resulted in raising the complexity and size of
model transformations. Although there have been different
transformation tools and languages, most of them are focused
on the specification and implementation phases. According
to [3], most of the transformation languages proposed by
Model Driven Engineering (MDE), a software development
methodology, are only focused towards the implementation
phase and are not integrated in a unified engineering process. It
could be said that at the moment, the transformation process is
performed in an ad-hoc manner; defining the problem and then
directly beginning the implementation process. At present, the
development of model transformation is mainly focused on
the specification and implementation phases, whereas there
is a lack of support in other phases including: requirements,
analysis, design and testing. Furthermore, there is a lack
of cohesive support for transformations including: notations,
methods and tools within all phases during the development
process, which makes the maintenance and understandability
of the transformation code problematic [3].

As Selic [4] argues, “we are far from making the writing of
model transformations an established and repeatable technical
task”. The software engineering of model transformations has
only recently been considered in a systematic way, and most
of this work [5][6] is focussed upon design and verification
rather than upon requirements engineering. The work on re-
quirements engineering in transML is focused upon functional
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requirements, and the use of abstract syntax rules to express
them. Here, we consider a full range of functional and non-
functional requirements and we use concrete syntax rules for
the initial expression of functional requirements.

In order to trace the requirements into subsequent steps,
transML defines a modelling language, which represents the
requirements in the form of Systems Modeling Language
(SysML) [7] diagrams. This allows the transformer(s) to link
requirements of a model transformation to its corresponding
analysis and design models, code and other artifacts. Having
a connection amongst different artifacts in the model trans-
formation development process enables the transformer(s) to
check the correctness and completeness of all requirements
[8].

We have carried out a survey and interview study of RE
for MT in industrial cases [9]. This study showed that RE
techniques are not used in a systematic way in current indus-
trial MT practice. In this paper, we describe a requirements
engineering process for transformations based on adaptions of
the standard RE process model, and upon adaptions of RE
techniques for transformations.

III. REQUIREMENTS FOR MODEL TRANSFORMATIONS

Requirements for a software product are generally divided
into two main categories: functional requirements, which iden-
tify what functional capabilities the system should provide,
and non-functional requirements, which identify quality char-
acteristics expected from the developed system and restrictions
upon the development process itself.

The functional requirements of a model transformation τ :S
→T, which maps models of a source language S to a target
language T are defined in terms of the effect of τ on model
m of S, and the relationship of the resulting model n of
T to m. It is a characteristic of model transformations that
such functional requirements are usually decomposed into a
set of mapping requirements for different cases of structures
and elements within S. In addition, assumptions about the
input model should be identified as part of the functional
requirements.

It can be observed in many published examples of model
transformations that the initial descriptions of their intended
functional behaviour is in terms of a concrete syntax for the
source and target languages, which they operate upon. For
instance in [10], the three key effects of the transformation
are expressed in terms of rewritings of Unified Modeling
Language (UML) class diagrams. In [11], the transformation
effects are expressed by parallel rewritings of Petri Nets and
statecharts. In general, specification of the intended func-
tionality of the transformation in terms of concrete syntax
rules is more natural and comprehensible for the stakeholders
than is specification in terms of abstract syntax. However,
this form of description has the disadvantage that it may be
imprecise; there may be significant details of models, which
have no representation in the concrete syntax, or there may be
ambiguities in the concrete syntax representation. Therefore,
conversion of the concrete syntax rules into precise abstract

syntax rules is a necessary step as part of the formalisation of
the requirements.

Requirements may be functional or non-functional (e.g.,
concerned with the size of generated models, transformation
efficiency or confluence). Another distinction, which is useful
for transformations is between local and global requirements:
• Local requirements are concerned with localised parts of

one or more models. Mapping requirements define when
and how a part of one model should be mapped onto a
part of another. Rewriting requirements dictate when and
how a part of a model should be refactored/transformed
in-place.

• Global requirements identify properties of an entire
model. For example that some global measure of com-
plexity or redundancy is decreased by a refactoring trans-
formation. Invariants, assumptions and postconditions of
a transformation usually apply at the entire model level.

Figure 1 shows a taxonomy of functional requirements for
model transformations based on our experience of transforma-
tion requirements.

Functional requirements

Local requirements Global requirements

Mapping Refactoring Assumptions Model
quality

improvement

Postconditions Invariants

Figure 1. A taxonomy of functional requirements

We have also created a taxonomy of the non-functional
requirements that one has to consider during the RE process.
Figure 2 shows a general decomposition of non-functional
requirements for model transformations. The quality of service
categories correspond closely to the software quality charac-
teristics identified by the IEC 25010 software quality standard
[12].

Non-functional requirements for model transformations
could be further detailed. For instance, regarding the perfor-
mance requirements, boundaries (upper/lower) could be set
on execution time, memory usage for models of a given size,
and the maximum capability of the transformation (the largest
model it can process within a given time). Restrictions can also
be placed upon the rate of growth of execution time with input
model size (for example, that this should be linear). Taxono-
mizing the requirements according to their type not only would
make it clearer to understand what the requirements refer to,
but also by having this type of distinction among them will
allow for a more semantic characterization of requirements.

Maturity and fault tolerance are a subset of reliability re-
quirements for a transformation. Depending on its history and
to the extent to which a transformation has been used, maturity
requirements could be measured. Fault tolerance requirements
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Non-functional requirements

Quality of servive Suitability Development
constraint

Architectural
constraint

Compliance

Performance Reliability Accuracy Interface

Time Space Maturity Fault
tolarance

Correctness Completeness User
interaction

Software
interoperability

Effectiveness,
Development

effort, etc.

Cost Deadline Variability Maintainability Installation Distribution Conformity
to standard

Figure 2. A taxonomy of non-functional requirements for MT

can be quantified in terms of the proportion of execution
errors, which are successfully caught by an exception handling
mechanism, and in terms of the ability of the transformation
to detect and reject invalid input models.

As depicted in the above figure, the accuracy characteristic
includes two sub-characteristics: correctness and complete-
ness. Correctness requirements can be further divided into the
following forms [13]:
• Syntactic correctness: a transformation τ is syntactically

correct when a valid input model m from source language
S is transformed to target language T, then (if τ termi-
nates) it produces a valid result, in terms of conformation
to the T’s language constraints.

• Termination: a transformation τ will always terminate if
applied to a valid S model.

• Confluence: all result models produced by transformation
τ from a single source model are isomorphic.

• Model-level semantic preservation: a transformation τ
is preserved model-level semantically, if m and n have
equivalent semantics under semantics-assigning maps
SemS on models of S and SemT on models of T.

• Invariance: some properties Inv should be preserved as
true during the entire execution of transformation τ [13].

An additional accuracy property that can be considered is
the existence of invertibility in a transformation σ : T → S,
which inverts the effect of τ . Given a model n derived from
m by τ , σ applied to n produces a model m′ of S isomorphic
to m. A related property is change propagation, which means
that small changes to a source model can be propagated to
the target model without re-executing the transformation on
the entire source model. A further property of verifiability is
important for transformations, which is part of a business-
critical or safety-critical process. This property identifies how
effectively a transformation can be verified. Size, complexity,
abstraction level and modularity are contributory factors to
this property. The traceability property is the requirement
that an explicit trace between mapped target model elements
and their corresponding source model elements should be
maintained by the transformation, and be available at its
termination. Under interface are requirements categories of
User interaction (subdivided into usability and convenience)
and software interoperability. Usability requirements can be
decomposed into aspects, such as understandability, learnabil-

ity and attractiveness [14]. Software interoperability can be
decomposed into interoperability capabilities of the system
with each intended environment and software system, with
which it is expected to operate.

Based on [14], we define suitability as the capability of
a transformation approach to provide an appropriate means
to express the functionality of a transformation problem at an
appropriate level of abstraction, and to solve the transformation
problem effectively and with acceptable use of resources
(developer time, computational resources, etc.). In [10] we
identified the following subcharacteristics for the suitability
quality characteristic of model transformation specifications:
abstraction level, size, complexity, effectiveness and develop-
ment effort.

Requirements of single transformations can be documented
using the SysML notation adopted in [3], but with a wider
range of requirement types represented. Use case diagrams
can be used to describe the requirements of a system of
transformations. Each use case represents an individual trans-
formation, which may be available as a service for external
users, or which may be used internally within the system as
a subtransformation of other transformations.

We have investigated a specific functional requirements
taxonomy according to the characteristic of model transforma-
tions (Table I). All types of functional requirements for model
transformations including: mapping, assumptions and post-
conditions requirements could be formalized as predicates or
diagrams at the concrete and abstract syntax levels. Concrete
syntax is often used at the early stages (RE stages) in the
development cycle in order to validate the requirements by
stakeholders since the concrete syntax level is more conve-
nient, whereas abstract syntax rule, is often used in the im-
plementation phase for developers. However, there should be
a direct correspondence between the concrete syntax elements
in the informal/semi-formal expression of the requirements,
and the abstract syntax elements in the formalised versions.

IV. APPLICATION OF RE IN MT

In model transformation, requirements and specifications
are very similar and sometimes are considered as the same
element. Requirements determine what is needed and what
needs to be achieved while taking into account the different
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TABLE I. TRANSFORMATION REQUIREMENTS CATALOGUE

Refactoring Refinement Migration
Local
Functional

Rewrites/
Refactorings

Mappings Mappings

Local Non-
functional

Completeness (all
cases considered)

Completeness (all
source entities,
features considered)

Completeness
(all source
entities,
features
considered)

Global
Functional

Improvement in
quality measure(s),
Invariance of
language
constraints,
Assumptions,
Postconditions

Invariance,
Assumptions,
Postconditions

Invariance,
Assump-
tions,
Postcondi-
tions

Global
Non-
functional

Termination,
Efficiency,
Modularity,
Model-level
semantic
preservation,
Confluence, Fault
tolerance, Security

Termination,
Efficiency,
Modularity,
Traceability,
Confluence, Fault
tolerance, Security

Termination,
Efficiency,
Modularity,
Traceability,
Confluence,
Fault
tolerance

stakeholders, whereas specifications define precisely what is
to be developed.

Requirements engineering for model transformations in-
volves specialised techniques and approaches because trans-
formations (i) have highly complex behaviour, involving non-
deterministic application of rules and inspection/ construction
of complex model data, (ii) are often high-integrity and
business-critical systems with strong requirements for relia-
bility and correctness.

Transformations do not usually involve much user inter-
action, but may have security requirements if they process
secure data. Correctness requirements, which are specific to
transformations, due to their characteristic execution as a series
of rewrite rule applications, with the order of these applications
not algorithmically determined, are: (i) confluence (that the
output models produced by the transformation are equivalent,
regardless of the rule application orders), (ii) termination
(regardless of the execution order), (iii) to achieve specified
properties of the target model, regardless of the execution
order, which is referred to as semantic correctness [9].

The source and target languages of a transformation may be
precisely specified by metamodels, whereas the requirements
for its processing may initially be quite unclear. For a migra-
tion transformation, analysis will be needed to identify how
elements of the source language should be mapped to elements
of the target. There may not be a clear relationship between
parts of these languages, there may be ambiguities and choices
in mapping, and there may be necessary assumptions on the
input models for a given mapping strategy to be well-defined.
The requirements engineer should identify how each entity
type and feature of the source language should be migrated.

For refactorings, the additional complications arising from
update-in-place processing need to be considered and the
application of one rule to a model may enable further rule
applications, which were not originally enabled. The require-

ments engineer should identify all the distinct situations,
which need to be processed by the transformation such as
arrangements of model elements and their inter-relationships
and significant feature values.

A. Application of RE Techniques for MT

A large number of requirements elicitation techniques have
been devised. Through the analysis of surveys and case studies,
we have identified the following adaption of RE techniques for
MT.

The following techniques are the most suitable RE tech-
niques to use during the requirements elicitation stage, which
have been adapted according to the nature of model transfor-
mation technology.

Structured interviews: in this technique the requirements
engineer asks stakeholders specific prepared questions about
the domain and the system. The requirements engineer needs
to define appropriate questions, which help to identify issues
of scope and product (output model) requirements, similar
to that of unstructured interviews. This technique is relevant
to all forms of transformation problems. We have defined a
catalogue of MT requirements for refactorings, refinements
and migrations, as an aid for structured interviews, and as a
checklist to ensure that all forms of requirements appropriate
for the transformation are considered.

Rapid prototyping: in this technique a stakeholder is asked
to comment on a prototype solution. This technique is relevant
for all forms of transformation, where the transformation can
be effectively prototyped. Rules could be expressed in a con-
crete grammar form and reviewed by stakeholders, along with
visualisations of input and output models. This approach fits
well with an Agile development process for transformations.

Scenario analysis: in this approach the requirements en-
gineer formulates detailed scenarios/use cases of the system
for discussion with the stakeholders. This is highly relevant
for MT requirements elicitation. Scenarios can be defined for
different required cases of transformation processing. The sce-
narios can be used as the basis of requirements formalisation.
This technique is proposed for transformations in [3]. A risk
with scenario analysis is that this may fail to be complete and
may not cover all cases of expected transformation processing.
It is more suited to the identification of local rather than global
requirements.

Regarding the requirements evaluation and negotiation
stage, prototyping techniques are useful for evaluating require-
ments, and for identifying deficiencies and areas where the
intended behaviour is not yet understood. A goal-oriented anal-
ysis technique such as Knowledge Acquisition in automated
specification (KAOS) or SysML can be used to decompose
requirements into sub-goals. A formal modelling notation such
as Object Constraint Language (OCL) or state machines/state
charts can be used to expose the implications of requirements.
For transformations, state machines may be useful to identify
implicit orderings or conflicts of rules, which arise because
the effect of one rule may enable or disable the occurrence
of another. Requirements have to be prioritized according to
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TABLE II. REQUIREMENTS PRIORITY FOR DIFFERENT
TRANSFORMATIONS

Category Primary requirement Secondary
requirement

Refactoring

Model quality improvement
Model-level semantic preservation Invariance
Syntactic correctness Confluence
Termination

Migration
Syntactic correctness Invertibility
Model-level semantic preservation Confluence
Termination Traceability

Refinement

Syntactic correctness

TraceabilityModel-level semantic preservation
Confluence
Termination

their importance and the type of transformation. For instance,
in a refinement transformation, the semantics of the source and
target model have to be equivalent as the primary requirement
and to have a traceability feature as a secondary requirement.
Also, there should be no conflict among the requirements. For
instance, there is often a conflict between the time, quality and
budget of a project. The quality of the target model should
be satisfactory with respect to the performance (time, cost
and space) of the transformation. Several RE techniques exist,
which could be applicable to MT during the requirements
specification phase in which business goals are represented in
terms of functional and non-functional requirements. In Table
II, requirements have been categorised according to the type
of the transformation.

Techniques for requirements specification and documenta-
tion stage include: UML and OCL, structured natural lan-
guage, and formal modelling languages. At the initial stages
of requirements elicitation and analysis, the intended effect of
a transformation is often expressed by sketches or diagrams
using the concrete grammar of the source and target languages
concerned (if such grammars exist), or by node and line
graphs if there is no concrete grammar. A benefit of concrete
grammar rules is that they are directly understandable by
stakeholders with knowledge of the source and target language
notations. They are also independent of specific MT languages
or technologies. Concrete grammar diagrams can be made
more precise during requirements formalisation, or refined
into abstract grammar rules. An informal mapping/refactoring
requirement of the form of

“For each instance e of entity type E, that satisfies
condition Cond, establish Pred ”

can be formalised as a use case postcondition such as:
E::
Cond′ ⇒ Pred′

where Cond′ formalises Cond, and Pred′ formalises Pred.
For requirements verification and validation stage, the for-

malised rules can be checked for internal correctness prop-
erties such as definedness and determinacy, which should
hold for meaningful rules. A prototype implementation can

be generated, and its behaviour on a range of input models
covering all of the scenarios considered during requirements
elicitation can be checked. When a precise expression of the
functional and non-functional requirements has been defined,
it can be validated with the stakeholders to confirm that it
does indeed accurately express the stakeholders intentions
and needs for the system. The formalised requirements of
a transformation τ : S → T can also be verified to check
that they are consistent; the functional requirements must be
mutually consistent. The assumptions and invariant of τ , and
the language constraints of S must be jointly consistent. The
invariant and postconditions of τ , and the language constraints
of T must be jointly consistent. Each mapping rule Left-Hand
Side (LHS) must be consistent with the invariant, as must each
mapping rule Right-Hand Side (RHS).

These consistency properties can be checked using tools
such as Z3 or Alloy, given suitable encodings [15], [16].
Model-level semantics preservation requirements can in some
cases be characterised by additional invariant properties, which
the transformation should maintain. For each functional and
non-functional requirement, justification should be given as to
why the formalised specification satisfies these requirements.
For example, to justify termination, some variant quantity Q:
Integer could be identified, which is always non-negative and
which is strictly decreased by each application of a mapping
rule [13]. Formalised requirements in temporal logic could
then be checked for particular implementations using model-
checking techniques, as in [17].

V. RE TECHNIQUE FRAMEWORK FOR MT

There are several methods and techniques proposed by the
requirements engineering community, however selecting an
appropriate set of requirements engineering techniques for a
project is a challenging issue. Most of these methods and
techniques were designed for a specific purpose and none
cover the entire RE process. Researchers have classified RE
techniques and categorised them according to their character-
istics. For instance, Hickey et al. [18] proposed a selection
model of elicitation techniques, Maiden et al. [19] came up
with a framework for requirements acquisition methods and
techniques. However, lack of support for selecting the most
appropriate set of techniques for a software project has made
requirements engineering one of the most complex parts of
software engineering process. At the moment, RE techniques
are selected mainly based on personal preference rather than
characteristics and specifications of a project. In the following
sections, we analyse the attributes of requirements engineering
techniques and organizations in which the project is delivered
and the actual type of project, in order to select a suitable set
of RE techniques for specific projects.

A. RE Attribute Analysis

In general, a project is assigned to an organization in order
to be developed. Usually the software developing organization
is selected according to the type of project. Classification of
RE techniques have a direct relation with the type of the
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proposed project, the organization and the internal attributes of
a specific technique. In this section, we analyse the attributes
of techniques, the project and the organization in order to
identify the most well-suited set of techniques for a particular
type of project.

1) Technique Attribute: As mentioned earlier, multiple
techniques exist in requirements engineering. Each technique
has some attributes that could be used in choosing RE
techniques. Identifying the technique attributes could be very
useful as they allow us to compare different techniques. We
have identified 33 attributes from which 23 were defined by
[20]. These attributes are categorized according to the RE
phase (Kotonya and Sommerville model) that they belong
to. These attributes are selected based on characteristics of
RE techniques as well as other researchers’ criteria and
frameworks [19], [21], [2]. For instance, some RE techniques
are well-suited for identifying non-functional requirements.
Therefore if non-functional requirements in a particular project
have high priority then the attribute of ability to help identify
non-functional requirements is important and applying the
appropriate RE technique to find non-functional requirements
would be necessary (such as the NFR framework). In Table III
we have adapted the attributes of [20] to make them specific
for MT.

2) Transformation Project Attribute: A transformation
project’s attribute is also an important factor in order to select
RE techniques. Each project has a set of attributes and the
priority of its attributes may vary based on the characteristics
of a project. For instance, the category of a project that
it belongs to is an attribute, therefore RE techniques for a
category of safety-critical system may vary from a non-critical
system. In this research, we have identified nine attributes,
which shall be analysed in more detail relevant to a project.
In Table IV, we have explained the selected transformation
attributes in more detail.

3) Organization Attribute: Every software developing or-
ganization applies the RE process in a different manner.
This difference is caused by the behaviour of developers
and stakeholders involved in the project. This behaviour is
influenced by different factors of the organization such as:
size, culture, policy and complexity. These factors have a direct
effect on the way the RE process is performed. For instance,
in a small organization, new technologies and expensive RE
techniques may not be the first choice due to the high cost of it,
whereas in a large and complex organization more flexible and
disciplined techniques are required to do RE tasks. Although
there is no limit to the attributes of an organization we have
identified the following:

• Ability to support customer/client involvement
• Ability to classify requirements based on different stake-

holders
• Ability to predict and manage sudden requirements mod-

ifications by stakeholders
• Ability to assure stakeholders about their confidentiality

and privacy.

B. Technique Framework

Our overall procedure for selecting RE techniques for a MT
project involves:
• The set all suitable RE techniques (e.g. interview, pro-

totype) in each category (i.e. elicitation, negotiation,
specification, verification) is identified.

• For each requirement identified within the project, each
RE technique t is assigned a value RA(t) (for Require-
ment Attribute) representing the suitability of applying
t to fulfil this requirement, based on the technique’s
attributes. Tables (III, V, VI, VII, VIII) give examples
of these adapted attribute measures.

• For each requirement identified within the project, each
RE technique t is assigned a value PD(t) (for Project
Description) representing the suitability of applying t to
fulfil this requirement, based on the project’s descriptions.

• Evaluating the degree E (for Experience) of experience/-
expertise regarding the RE technique t available in the
development team. E(t) represents the level of experience
and practical and theoretical knowledge of the developer
regarding t.

• Using S(t), the overall suitability score of a particular RE
technique (t ∈ T) can be calculated, and hence it would
be possible to define a ranking of techniques t based on
their suitability scores S(t) for use in the project. S(t)
is defined as:

S(t) = RA(t)× PD(t)× E(t)

See the Appendix for more details.
In the following sections, we will discuss the techniques

and their attributes in more detail, we will consider only
those types of RE techniques that are most relevant to MT
development (according to our survey of industrial cases, and
from expert experience).

VI. EVALUATION

In this section of the paper, we will evaluate the framework
by applying it to a real industrial case study. This case study
concerns the development of a code generator for the UML-
Rigorous Systems Design Support (UML-RSDS) [22] dialect
of UML. UML-RSDS is a model transformation tool, which
is able to manufacture software systems in an automated
manner which takes as input a text representation of a class
diagram and use cases conforming to the UML-RSDS design
metamodels, and produces as output text files in valid ANSI C,
as defined in the current ANSI standard. Given a valid UML-
RSDS model, the translator should produce a C application
with the same semantics. The target code should be structured
in the standard C style with header and code files and
standard C libraries may be used. The produced code should
be of comparable efficiency to hand-written code. The code
generation process should not take longer than 1 minute for
class diagrams with fewer than 100 classes.

The identified stakeholders included: (i) the UML-RSDS
development team; (ii) users of UML-RSDS who require C



228

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

TABLE III. RE TECHNIQUE ATTRIBUTES AND CLASSIFICATIONS [20]

ID Categories Attributes of techniques
1 Ability to elicit MT requirements
2 Ability to facilitate communication
3 Ability to help understand social issues
4 Ability to help getting domain knowledge
5 Elicitation Ability to help getting implicit knowledge
6 Ability to help identifying MT stakeholders
7 Ability to help identifying non-functional requirements
8 Ability to help identifying viewpoints
9 Ability to help model and understand requirements
10 Ability to analyse and model requirements with

relevant MT notations
11 Ability to help analyse non-functional requirements
12 Evaluation & Negotiation Ability to facilitate negotiation with customers
13 Ability to help prioritizing requirements according to

stakeholders need
14 Ability to help prioritizing requirements according to the

transformation
15 Ability to help identify accessibility of the transformation
16 Ability to help model interface requirements
17 Ability to help re-usability of MT requirements
18 Ability to represent MT requirements
19 Ability to help requirements verification
20 Completeness of the semantics of the notation
21 Specification & Documentation Ability to help write precise requirements using

MT notation
22 Ability to help write complete requirements
23 Ability to help with requirements management
24 Ability to help design highly modular systems
25 Implementability of the notation used
26 Ability to help identify ambiguous requirements
27 Validation & Verification Ability to help identify inconsistency and conflict
28 Ability to help identify incomplete requirements
29 Ability to support MT language
30 Maturity of supporting tool
31 Other aspects Learning curve (Introduction cost)
32 Application cost
33 Complexity of technique

code for embedded or limited resource systems; (iii) end-
users of such systems. Direct access was only possible to
stakeholders (i). Access to other stakeholders was substituted
by research into the needs of such stakeholders. According to
our RE technique framework, an initial phase of requirements
elicitation for this system used document mining (research into
the ANSI C language and existing UML to C translators) and a
semi-structured interview with the principal stakeholder. This
produced an initial set of requirements, with priorities.

The translator has the high-level functional (F) requirement:
F1: Translate UML-RSDS designs (class diagrams,
OCL, activities and use cases) into ANSI C code.

The functional requirement was decomposed into five high-
priority subgoals, each of which is the responsibility of a
separate subtransformation including:
• F1.1: Translation of types
• F1.2: Translation of class diagrams
• F1.3: Translation of OCL expressions
• F1.4: Translation of activities
• F1.5: Translation of use cases
Each translation in this list is dependent upon all of the

preceding translations. In addition, the translation of opera-
tions of classes depends upon the translation of expressions

and activities. The development was therefore organised into
five iterations, one for each translator part, and each iteration
was given a maximum duration of one month. Other high-
priority requirements identified for the translator were the
following functional and non-functional (NF) system (product)
requirements:

• NF1: Termination: given correct input
• F2: Syntactic correctness: given correct input, a valid C

program will be produced
• F3: Model-level semantic preservation: the semantics of

the source and target models are equivalent
• F4: Traceability: a record should be maintained of the

correspondence between source and target elements

Medium-level priority requirements were:

• F5: Bidirectionality between source and target
• NF2: Efficiency: input models with 100 classes and 100

attributes should be processed within 30 seconds
• NF3: Modularity of the transformation

Low-priority requirements were:

• F6: Confluence
• NF4: Flexibility: ability to choose different C interpreta-

tions for UML elements
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TABLE IV. TRANSFORMATION PROJECT ATTRIBUTE MEASURES

Transformation
attributes

Value

Transformation
size

Very Big: when the number of transformation rules are more than 300
Big: when the number of transformation rules are between 150 and 300
Medium: when the number of transformation rules are between 100 and 150
Small: when the number of transformation rules are between 50 and 100
Very Small: when the number of transformation rules are less than 50

Transformation
complexity

Very High: transformation correctness, completeness and effectiveness are very complicated
High: transformation correctness, completeness and effectiveness are complicated
Medium: transformation correctness, completeness and effectiveness are medium level
Small: transformation correctness, completeness and effectiveness are clear
Very small: transformation correctness, completeness and effectiveness are easy to achieve

Transformation
requirements
volatility

Very High: transformation requirements keep changing throughout the entire development (more than 50%
change of requirements)
High: transformation requirements keep changing throughout the entire development (25%-50% change of
requirements)
Medium: Some of the requirements change during the development (10%-25% change of requirements)
Low: A few requirements might change during the development (5%-10% change of requirements)
Very Low: Change of requirements is unlikely to happen

Developer-
customer
relationship

Very High: there is a very good and constant interaction amongst the developers and the customer
High: there is a good and constant interaction amongst the developers and the customer
Medium: there are some contacts between the developers and customers when it is necessary
Low: there are few meetings between the two parties only when it is essential
Very Low: there is no contact between the customer and developers throughout the development

Transformation
safety

Very High: there is a very high likelihood that the transformation will have safety consequences
High: there is a high likelihood that the transformation will have safety consequences
Medium: there is moderate likelihood that the transformation will have safety consequences
Low: there is low possibility that the transformation could cause any danger
Very Low: the transformation has no possibility of causing any danger

Transformation
quality criteria

Very High: the transformation has a very high level of functionality, reliability and usability requirements
High: the transformation has a high of functionality, reliability and usability requirements
Medium: the transformation has a medium level of functionality, and usability requirements
Low: there are low reliability, etc requirements
Very Low: there are very low levels of reliability, etc requirements

Time
constraint

Very High: the transformation has a very high level of efficiency, timing requirements
High: the transformation has a high level of timing and efficiency requirements
Medium: the transformation has a medium level of timing and efficiency requirements
Low: there are low timing requirements
Very Low: the transformation has no timing requirements

Cost constraint

Very High: the budget is very tight
High: the budget is tight
Medium: the transformation has a limited budget
Low: the transformation has the budget to cover different aspects and unforeseen circumstances
Very Low: the budgets are flexible

Understanding
of domain

Very High: developers have a good background knowledge and previous experience regarding the domain
High: there is a good amount of knowledge and experience regarding the domain
Medium: there are some background knowledge and experience regarding the domain
Low: the amount of experience and knowledge regarding the domain is low
Very Low: there are no experience or knowledge about the domain
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TABLE V. REQUIREMENTS ELICITATION TECHNIQUES EVALUATION

Attribute Interview Question-
naire

Document
Mining

Brainstor-
ming

Proto-
types

Scenarios Ethno
Methodology

Eliciting
MT requirements

1 0.8 1 0.8 1 1 0.8

Facilitating
communication

1 1 0 0.8 0.8 1 0.6

Understanding
social issues

0.8 1 0.8 0.4 0.2 0.6 0.8

Getting domain
knowledge

0.6 0.6 1 1 0.4 0.4 1

Getting implicit
knowledge

0.2 0.2 0.2 0.2 0.2 0.2 1

identifying MT
stakeholders

1 0.8 0.2 1 0 0.4 0.6

Identifying
non-functional
requirements

1 0.6 0.8 1 0.2 0.2 0.4

Identifying
viewpoints

0.8 0.6 0.4 0.8 0 0.8 0.4

TABLE VI. REQUIREMENTS NEGOTIATION TECHNIQUES
EVALUATION

Attribute Proto-
types

Scen-
arios

UML
Goal-
oriented
Analysis

Functional
Decom-
position

Modelling MT
requirements

0.8 1 1 0.8 0.6

Analysing requirements
with relevant MT
notations

0.6 1 0.8 0.8 0.8

Analysing non-
functional requirements

0.2 0.2 0 0.6 0.2

Facilitate negotiation
with stakeholders

0.8 0.6 0.8 0.8 0.4

Prioritizing requirements
based on stakeholders

0.2 0.4 0 0.4 0.2

Identifying accessibility
of the transformation

0.8 0.8 0.6 0.6 0.2

Modeling interface
requirements

0.6 1 1 0.4 0.2

Re-usability of MT
requirements

0 0 1 0.2 0

It was identified that a suitable overall architecture for the
transformation was a sequential decomposition of a model-
to-model transformation design2C, and a model-to-text trans-
formation genCtext. Decomposing the code generator into two
sub-transformations improves its modularity, and simplifies the
constraints, which would otherwise need to combine language
translation and text production. Figure 3 shows the resulting
transformation architecture.

After a further interview, the application of model-based
testing and bx to achieve F3 was identified as an important
area of work. Tests for the synthesised C code should, ide-
ally, be automatically generated based on the source UML
model. The bx property can be utilised for testing semantic
equivalence by transforming UML to C, applying the reverse
transformation, and comparing to identify if the two UML
models are isomorphic.

Figure 3. C code generator architecture

Evaluating four RE techniques according to the technique
attribute measures RA(t) gives the following results for the
UML to C case study for the elicitation stage (Table IX).

The framework interestingly reveals that there is no partic-
ular technique that helps strongly in prioritising requirements.
A further technique appropriate for this project need should
be selected. Evaluating a further three elicitation techniques
gives Table X.

The overall ranking of techniques according to technique
attributes is therefore: (i) Questionnaire; (ii) Brainstorming;
(iii) Mining; (iv) Interviews.

Furthermore, we need to weight the techniques by a factor
PD(t) representing the suitability of the technique in the
context of the particular project environment. For example,
techniques that depend on close customer collaboration are
not favoured if the project customer relationship is low. In
addition, a factor E(t) representing the experience in the
technique in the development team or organisation is included.
If, instead of rejecting a technique such as brainstorming
because of lack of experience in it, in favour of introducing
the technique, then the learning curve and cost of introduction
need to be considered.. According to [23], this is relatively
small for brainstorming. Table XI shows the overall evaluation
for elicitation techniques for the case study.

Table XII shows the evaluation of techniques for the eval-
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TABLE VII. REQUIREMENTS SPECIFICATION TECHNIQUES EVALUATION

Attribute SysML KAOS
Structured
language
template

SADT Evolutionary
Prototypes

UML

Representing MT
requirements

0.8 0.8 0.8 0.6 0.8 1

Requirements verification 1 1 0 0.4 0.8 0.8
Semantics completeness 0.8 1 0.4 0.6 0.2 0.8
Representing requirements
using MT notations

0.6 0.4 0.4 0.4 0.2 1

Writing complete
requirements

0.8 0.8 0.6 0.6 0.4 0.8

Requirements management 0.8 0.4 0.6 1 0 0.8
Designing highly
modular systems

0.8 0.6 0 0 0 0.8

Implementability of
the notation(s)

1 1 0 0 0.8 0.8

TABLE VIII. REQUIREMENTS VALIDATION TECHNIQUES
EVALUATION

Attribute Inspection Desk-
Checks

Rapid
Prototyping

Checklist

Identifying ambiguous
requirements

0.4 0 0.4 0

Identifying inconsistency
and conflict

0.4 1 0.8 1

Identifying incomplete
requirements

0.8 0.8 0.8 0.8

TABLE IX. ELICITATION TECHNIQUE EVALUATION FOR UML TO C
CASE (1)

Attribute Brainstorming Interviews Mining Scenarios
Elicit domain knowledge 1 0.6 1 0.4
Identify non-functional
requirements

1 1 0.8 0.2

Requirements prioritisation 0 0 0 0.4
Totals RA(t): 2 1.6 1.8 1

uation and negotiation stage.
Specific to MT is the ability to represent local and global

functional requirements. The overall ranking of techniques
is then: (i) UML; (ii) Prototypes; (iii) Scenarios. As with
elicitation, factors PD(t) and E(t) need also to be considered
to give an overall selection.

The most appropriate specification and documentation tech-
niques are shown in Table XIII. The overall ranking for
techniques is: (i) SysML; (ii) UML; (iii) Natural language.
Figure 4 shows part of the requirements refinement and goal
decomposition using SysML.

Validation and verification techniques are shown in Table
XIV. The overall ranking for techniques is: (i) SysML; (ii)
UML; (iii) Prototypes.

In the following subsections we present the application of
the selected RE techniques on the case study.

A. F1.1: Type Translation

This iteration was divided into three phases: detailed re-
quirements analysis; specification; testing. Detailed require-
ments elicitation used structured interviews to identify (i) the

TABLE X. ELICITATION TECHNIQUE EVALUATION FOR UML TO C
CASE (2)

Attribute Questionnaire Prototypes Observation
Elicit domain knowledge 0.6 0.4 1
Identify non-functional
requirements

0.6 0.2 0.4

Requirements prioritisation 1 0.2 0
Totals RA(t): 2.2 0.8 1.4

TABLE XI. ELICITATION TECHNIQUE SELECTION FOR UML TO C
CASE

Measure Brainstorming Interviews Mining Scenarios
RA(t) 2 1.6 1.8 1
PD(t) X 0.66 0.68 0.66
E(t) 0 1 0.6 1
Totals S(t): 0 1.056 0.734 0.66

source language; (ii) the mapping requirements; (iii) the target
language; (iv) other functional and non-functional require-
ments for this sub-transformation. Scenarios and test cases
were prepared.

Using goal decomposition, the requirements were decom-
posed into specific mapping requirements, these are the local
functional requirements F1.1.1 to F1.1.4 in Figure 4. Table
XV shows the informal scenarios for these local mapping
requirements, based on the concrete metaclasses of Type and
the different cases of instances of these metaclasses. The
schematic concrete grammar is shown for the C elements
representing the UML concepts. As a result of requirements
evaluation and negotiation with the principal stakeholder, using
exploratory prototyping, it was determined that all these local
requirements are of high priority except for the mapping F1.1.2
of enumerations (medium priority). The justification for this is
that enumerations are not an essential UML language element.
Bidirectionality was considered a high priority for this sub-
transformation. It was identified that to meet this requirement,
all source model Property elements must have a defined
type, and specifically that elements representing many-valued
association ends must have some CollectionType representing



232

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

<<requirement>>
F1

id = F1
text = map UML to C
kind = functional
scope = global

<<requirement>>
F1.1

id = F1.1
text = map Type to C
kind = functional
scope = global

<<requirement>>
F1.2

id = F1.2
text = map Class diagram to C
kind = functional
scope = global

<<requirement>>
F1.3

id = F1.3
text = map Expressions to C
kind = functional
scope = global

<<requirement>>
F1.4

id = F1.4
text = map Activities to C
kind = functional
scope = global

<<requirement>>
F1.5

id = F1.5
text = map Use Cases to C
kind = other
scope = global

<<requirement>>
F1.1.1

id = F1.1.1
text = map PrimitiveType to C
kind = functional
scope = local

<<requirement>>
F1.1.2

id = F1.1.2
text = map Enumeration to C
kind = functional
scope = local

<<requirement>>
F1.1.3

id = F1.1.3
text = map Entity to C
kind = functional
scope = local

<<requirement>>
F1.2.2

id = F1.2.2
text = map Class to C
kind = functional
scope = local

<<requirement>>
F1.2.1

id = F1.2.1
text = map Diagram to C
kind = functional
scope = local

<<requirement>>
F1.2.3

id = F1.2.3
text = map Property to C
kind = functional
scope = local

<<requirement>>
F1.2.4

id = F1.2.4
text = map Operation to C
kind = functional
scope = local

<<requirement>>
F1.2.5

id = F1.2.5
text = map Generalization to C
kind = functional
scope = local

Figure 4. Functional requirements decomposition in SysML

TABLE XII. EVALUATION/NEGOTIATION TECHNIQUE EVALUATION
FOR UML TO C CASE

Attribute Prototypes State machines UML Scenarios
Represent MT
requirements

0.8 0.4 1 1

Identify incomplete
requirements

0.8 0 0.4 0.2

Identify ambiguous
requirements

0.4 0.6 0.6 0.4

Facilitate negotiation 0.8 0.4 0.8 0.4
Totals RA(t): 2.8 1.4 2.8 2

TABLE XIII. SPECIFICATION/DOCUMENTATION TECHNIQUE
EVALUATION FOR UML TO C CASE

Attribute Natural
language

UML SysML

Write unambiguous
and precise specication

0.6 0.8 1

Write complete
requirements

0.6 0.8 0.8

Modularity 0 0.8 0.8
Totals RA(t): 1.2 2.4 2.6

their actual type. A limitation of the proposed mapping is
that mapping collections of primitive values (integers, doubles,
booleans) to C is not possible, because there is no means to
identify the end of the collection in C (NULL is used as the
terminator for collections of objects and collections of strings).

TABLE XIV. VALIDATION AND VERIFICATION TECHNIQUE
EVALUATION FOR UML TO C CASE

Attribute Prototypes Scenarios UML SysML
Implementability/
executability

0.8 0.4 0.8 1

Requirements
verification

0.8 0.6 0.8 1

Notation 0.2 0.6 1 0.6
Totals RA(t): 1.8 1.6 2.6 2.6

TABLE XV. INFORMAL SCENARIOS FOR TYPES2C

Scenario UML element C representation e’
F1.1.1.1
F1.1.1.2
F1.1.1.3

String type
int, long, double types,
boolean type

char*
same-named C types
unsigned char

F1.1.2 Enumeration type C enum
F1.1.3 Entity type E struct E* type

F1.1.4.1
F1.1.4.2

Set(E) type
Sequence(E) type

struct E** (array of E,
without duplicates)
struct E** (array of E,
possibly with duplicates)

B. F1.2: Translation of Class Diagram

This iteration also used a three-phase approach, to de-
fine a subtransformation classdiagram2C. The class diagram
elements Property, Operation, Entity, Generalization were
identified as the input language. Exploratory prototyping was
used for requirements elicitation and evaluation. During re-
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TABLE XVI. INFORMAL SCENARIOS FOR THE MAPPING OF UML
CLASS DIAGRAMS TO C

Scenario UML element e C representation e’
F1.2.1 Class diagram D C program with D’s name

F1.2.2 Class E

struct E {...};
Global variable struct E** e instances;
Global variable int e size;
struct E* createE() operation
struct E** newEList() operation

F1.2.3.1
Property p : T
(not principal identity
attribute)

Member T‘ p; of the struct for p‘s owner,
where T‘ represents T
Operations T‘ getE p(E‘ self )
and setE p(E‘ self, T‘ px)

F1.2.3.2
Principal identity
attribute p : String of
class E

Operation
struct E* getEByPK(char* v)
Key member char* p; of the struct for E

F1.2.4 Operation op(p : P) :
T of E

C operation
T’ op(E’ self, P’ p)
with scope = entity

F1.2.5 Inheritance of A by B Member struct A* super;
of struct B

quirements evaluation and negotiation it was agreed that the
metafeatures isStatic, isReadOnly, isDerived, isCached would
not be represented in C, nor would addOnly, aggregation,
constraint or linkedClass. This means that aggregations, asso-
ciation classes and static/constant features are not specifically
represented in C. Interfaces are not represented. Only single
inheritance is represented.

The scenarios of the local mapping requirements for class
diagram elements are shown in Table XVI.

C. F1.3: Translation of OCL Expressions

In this iteration, the detailed requirements for mapping OCL
expressions to C are identified, then this subtransformation,
expressions2C, is specified and tested. There are many cases to
consider in the mapping requirements, so we divided these into
four subgroups: (i) mapping of basic expressions; (ii) mapping
of logical expressions; (iii) mapping of comparitor, numeric
and string expressions; (iv) mapping of collection expressions.
These were considered the natural groupings of operations and
operators, and these follow in part the metaclass organisation
of UML expressions.

1) Basic Expressions: The basic expressions of OCL gen-
erally map directly to corresponding C basic expressions.
Table XVII shows the mapping for these. These mapping
requirements are grouped together as requirement F1.3.1.

2) Logical Expressions: Table XVIII shows the mapping
of logical expressions and operators to C. These mappings are
grouped together as requirement F1.3.2.

3) Comparitor, Numeric and String Expressions: Table
XIX lists the comparitor operators and their mappings to C.
These mappings are grouped as requirement 1.3.3. Numeric
operators for integers and real numbers are shown in Table
XX. The types int, double and long are not guaranteed to
have particular sizes in C. All operators take double values as
arguments except mod and Integer.subrange, which have int
parameters.

TABLE XVII. MAPPING SCENARIOS FOR BASIC EXPRESSIONS

OCL expression e C representation e’
self self as an operation parameter
Variable v
or v[ind]

v
v[ind - 1]

Data feature f
with no objectRef
Data feature f
of instance ex

self → f

ex’ → f

Operation call op(e1,...,en)
or obj.op(e1,...,en)

op(self, e1’, ..., en’)
op(obj’, e1’, ..., en’)

Attribute f
of collection exs

getAllE f (exs’)
(duplicate values preserved)

Single-valued role r : F
of collection exs

getAllE r(exs’) defined by
(struct F ∗∗) collectE(exs’, getE r)

col [ind]
ordered collection col

(col’)[ind-1]

E[v]
v single-valued
E[vs]
vs collection-valued

getEByPK(v’)

getEByPKs(vs’)

E.allInstances e instances
value of enumerated type,
numeric or string value

value

boolean true, false TRUE, FALSE

TABLE XVIII. MAPPING SCENARIOS FOR LOGICAL EXPRESSIONS

OCL expression e C representation e’
A =>B
A & B
A or B
not(A)

!A’ ‖ B’
A’ && B’
A’ ‖ B’
!A’

E->exists(P)
e->exists(P)

existsE(e instances,fP) fP evaluates P
existsE(e’,fP)

E->exists1(P)
e->exists1(P)

exists1E(e instances,fP) fP evaluates P
exists1E(e’,fP)

E->forAll(P)
e->forAll(P)

forAllE(e instances,fP) fP evaluates P
forAllE(e’,fP)

Other math operators directly available in C are: log10, tanh,
cosh, sinh, asin, acos, atan. These are double-valued functions
of double-valued arguments. cbrt is missing and needs to be
implemented as pow(x, 1.0/3).

4) Collection Expressions: Table XXII shows the values
and operators that apply to sets and sequences, and their C
translations. Some operators (unionAll, intersectAll, symmet-
ricDifference, subcollections) were considered a low priority,
because these are infrequently used, and were not translated.
The requirements are grouped as F1.3.6. After evaluation
and negotiation, it was decided that full implementation of
delete should be deferred, because of the complex seman-
tics of data deletion in C. In addition, prototyping revealed
that compiler differences made the use of qsort impractical,
and instead a custom sorting algorithm, treesort, was imple-
mented. This has the signature (void** treesort(void* col[],
int (*comp)(void*, void*)) and the translation of x→sort() is
then: (rt) treesort((void∗∗) x’, comp) for the appropriate result
type rt and comparitor function comp. Table XXI shows the
translation of select and collect operators. These mappings are
grouped as requirement F1.3.7.
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TABLE XIX. MAPPING SCENARIOS FOR COMPARITOR
EXPRESSIONS

OCL expression e C representation e’
x : E
E entity type
x : s
s collection

isIn((void∗ x’, (void ∗∗) e instances)

isIn((void∗) x’, (void ∗∗) s’)

s->includes(x)
s collection

Same as x : s

x / : E
E entity type
x / : s
s collection

!isIn((void∗) x’, (void ∗∗) e instances)

!isIn((void∗) x’, (void ∗∗) s’)

s->excludes(x)
s collection

Same as x / : s

x = y
Numerics, Booleans
Strings
Objects
Sets
Sequences

x’== y’

strcmp(x’, y’) == 0
x’== y’
equalsSet((void ∗∗) x’, (void ∗∗) y’)
equalsSequence((void ∗∗) x’, (void ∗∗) y’)

x <y
Numerics
Strings

x’<y’

strcmp(x’, y’) <0
Similarly for >, <=, >=,
/=

>, <=, >=,
! =

s <: t
s, t collections

containsAll ((void ∗∗) t’, (void ∗∗) s’)

t->includesAll(s) Same as s <: t
t->excludesAll(s) disjoint((void∗∗) t’, (void∗∗) s’)

TABLE XX. MAPPING SCENARIOS FOR NUMERIC EXPRESSIONS

OCL expression e Representation in C
-x -x’
x + y x’ + y’
numbers
x - y x’ - y’
x* y x’ * y’
x / y x’ / y’
x mod y x’ % y’
x.sqr (x’ * x’)
x.sqrt sqrt(x’)
x.floor oclFloor(x’) defined as: ((int) floor(x’))
x.round oclRound(x’)
x.ceil oclCeil(x’) defined as: ((int) ceil(x’))
x.abs fabs(x’)
x.exp exp(x’)
x.log log(x’)
x.pow(y) pow(x’,y’)
x.sin, x.cos, x.tan sin(x’), cos(x’), tan(x’)
Integer.subrange(st,en) intSubrange(st’,en’)

Unlike the types and class diagram mappings, a recursive
descent style of specification is needed for the expressions
mapping (and for activities). This is because the subordinate
parts of an expression are themselves expressions. Thus it is
not possible in general to map all the subordinate parts of
an expression by prior rules: even for basic expressions, the

TABLE XXI. SCENARIOS FOR THE MAPPING OF SELECTION AND
COLLECTION EXPRESSIONS

UML expression e C translation e’
s->select(P) selectE(s’, fP) fP evaluates P
s->select( x | P ) as above
s->reject(P) rejectE(s’, fP)
s->reject( x | P ) as above
s->collect(e) (et’∗) collectE(s’, fe)
e of type et fe evaluates e’
s->collect( x | e ) as above
s->selectMaximals(e) -
s->selectMinimals(e) -

parameters may be general expressions. In contrast, the ele-
ment types of collection types cannot themselves be collection
types or involve subparts that are collection types, so it is
possible to map all element types before considering collection
types. A recursive descent style of mapping specification uses
operations of each source entity type to map instances of that
type, invoking mapping operations recursively to map subparts
of the instances.

D. Activities Translation

In this iteration, UML-RSDS activities are mapped to C
statements by a subtransformation statements2C. UML-RSDS
statements correspond closely to those of C. Table XXIII
shows the main cases of the mapping of UML activities to
C statements.

E. Use case Translation

In this iteration, the mapping usecases2C of use cases
is specified and implemented. A large part of this iteration
was also taken up with integration testing of the complete
transformation.

F1.5.1: A use case uc is mapped to a C operation with
application scope, and with parameters corresponding to those
of uc. Its code is given by the C translation of the activity
classifierBehaviour of uc.

F1.5.2: Included use cases are also mapped to operations,
and invoked from the including use case.

F1.5.3: Operation activities are mapped to C code for the
corresponding COperation.

F1.5.1 is formalised as:

UseCase::
COperation->exists( cop | cop.name = name &
cop.scope = "application" &
cop.isQuery = false &
cop.code = classifierBehaviour.mapStatement() &
cop.parameters = parameters.mapExpression() &
cop.returnType = CType[returnType.typeId] )

Similarly for the activities of UML operations.
This case study is the largest transformation, which has

been developed using UML-RSDS, in terms of the number
of rules (over 150 rules/operations in 5 subtransformations).
By using a systematic requirements engineering and agile
development approach, we were able to effectively modularise
the transformation and to organise its structure and manage its
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TABLE XXII. SCENARIOS FOR THE TRANSLATION OF
COLLECTION OPERATORS

Expression e C translation e’
Set{} newEList()
Sequence{} newEList()
Set{x1, x2, ... , xn} insertE(... insertE(newEList(), x1’), ..., xn’)
Sequence{x1, x2, ..., xn} appendE(... appendE(newEList(), x1’), ..., xn’)
s->size() length((void∗∗) s’)
s->including(x) insertE(s’,x’) or appendE(s’,x’)
s->excluding(x) removeE(s’,x’)
s - t removeAllE(s’,t’)
s->prepend(x) -
s->append(x) appendE(s’,x’)
s->count(x) count((void∗) x’, (void∗∗) s’)
s->indexOf(x) indexOf((void*) x’, (void**) s’)
x∨y unionE(x’,y’)
x∧y intersectionE(x’,y’)
x_ y concatenateE(x’,y )
x->union(y) unionE(x’,y’)
x->intersection(y) intersectionE(x’, y’)
x->unionAll(e) -
x->intersectAll(e) -
x->symmetricDifference(y) -
x->any() x’[0]
x->subcollections() -
x->reverse() reverseE(x’)
x->front() subrangeE(x’,1,length((void**) x’)-1)
x->tail() subrangeE(x’,2,length((void**) x’))
x->first() x’[0]
x->last() x’[length((void∗∗) x’)-1]

x->sort() qsort((void∗∗) x’, length((void∗∗) x’),
sizeof(struct E∗), compareToE)

x->sortedBy(e)
qsort((void∗∗) x’, length((void∗∗) x’),
sizeof(struct E∗), compare)
compare defines e-order

x->sum() sumString(x’), sumint(x’), sumlong(x’),
sumdouble(x’)

x->prd() prdint(x’), prdlong(x’), prddouble(x’)

Integer.Sum(a,b,x,e) sumInt(a’,b’,fe), sumDouble(a’,b’,fe)
fe computes e’(x’)

Integer.Prd(a,b,x,e) prdInt(a’,b’,fe), prdDouble(a’,b’,fe)

x->max() maxInt(x’), maxLong(x’), maxDouble(x’),
maxString(x’)

x->min() minInt(x’), minLong(x’), minDouble(x’),
minString(x’)

x->asSet() asSetE(x’)
x->asSequence() x’
s->isUnique(e) isUniqueE(s’,fe)
x->isDeleted() killE(x’)

requirements. Despite the complexity of the transformation, it
was possible to use patterns to enforce bx and other properties,
and to effectively prove these properties.

VII. CONCLUSION AND FUTURE WORK

We have identified ways in which requirements engineer-
ing can be applied systematically to model transformations.
Comprehensive catalogues of functional and non-functional
requirements categories for model transformations have been

TABLE XXIII. SCENARIOS FOR MAPPING OF STATEMENTS TO C

Requirement UML activity st C statement st’

F1.4.1 Creation statement x : T
defaultT’ is default value of T’

T’ x = defaultT’;

F1.4.2 Assign statement v := e v’ = e’;
F1.4.3 Sequence statement st1 ; ... ; stn st1’ ... stn’

F1.4.4 Conditional statement if e
then st1 else st2

if e’ {st1’} else {st2’}

F1.4.5 Return statement return e return e’;
F1.4.6 Break statement break break;

F1.4.7
Bounded loop for (x : e) do st
on object collection e of entity
element type E

int i = 0;
for ( ; i <length((void**)
e’); i++)
{ struct E* x = e’[i]; st’ }
New index variable i

F1.4.8 Unbounded loop while e do st while (e’) { st’ }
F1.4.9 Operation call ex.op(pars) op(ex’,pars’)

defined. We have examined a case study, which is typical of
the current state of the art in transformation development,
and identified how formal treatment of functional and non-
functional requirements can benefit such developments. In this
paper we have identified the need for a systematic require-
ments engineering process for model transformations. We have
proposed such a process, and identified RE techniques that
can be used in this process. Moreover, we have identified a
requirements engineering process for model transformations,
and requirements engineering techniques that can be used in
this process. The process can be used to develop specifications
in a range of declarative and hybrid MT languages. We have
evaluated the process and techniques on a real industrial case
study, UML to C translation, with positive results.

In future work, we will construct tool support for recording
and tracing transformation requirements, which will help to
ensure that developers systematically consider all necessary
requirements and that these are all formalised, validated and
verified correctly. We are currently carrying out research into
improving the requirements engineering process in model
transformation. We will investigate formal languages to ex-
press the requirements, as formalised rules can be checked for
internal correctness properties, such as definedness and de-
terminacy, which should hold for meaningful rules. Temporal
logic can be used to define the specialised characteristics of
particular transformation and to define transformation require-
ments in a formal but language-independent manner languages
as model transformation systems necessarily involve a notion
of time. Finally, we will be evaluating large case studies in
order to compare results with and without RE process.

APPENDIX

The procedure for selecting RE techniques for a MT project
in more detail involves:

1) The set T of all suitable RE techniques (e.g. interview,
prototype) in each category (i.e. elicitation, negotiation,
specification, verification) is identified.

2) For each requirement identified within the project, each
RE technique t ∈ T is assigned a value RA(t) (for
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Requirement Attribute) representing the suitability of
applying t to fulfil this requirement, based on the
requirement’s attributes. The function RA : T 7−→ [0, 1]
is defined as:

RA(t) =

∑
ax∈A

I(ax)× V(ax, t)

|A|
where:
• The set of all technique attributes (e.g. facilitating

communication, identifying MT stakeholders) is A

(Table III). For instance, A = {Eliciting MT require-
ments, facilitating communication, . . . , identifying
incomplete requirements}.

• I(ax) which is in [0, 1], represents the importance of
an attribute ax ∈ A for a specific requirement of the
project. A low I(ax) value for an attribute ax ∈ A

means ax is not important for the requirement of
the MT project and a high value represents high
importance. The assignment of I(ax) to each ax ∈ A

is done by MT developers.
• V(ax, t) is a function V : T×A 7−→ [0, 1] which given

a technique attribute and an RE technique, assigns a
[0, 1] value. These values are based on the technique
attribute measures of [23] as well as others that are
identified in this research. Tables (V, VI, VII, VIII)
give examples of these adapted attribute measures.

3) For each requirement identified within the project, each
RE technique t ∈ T is assigned a value PD(t) (for
Project Description) representing the suitability of ap-
plying t to fulfil this requirement, based on the project’s
descriptions. The function PD : T 7−→ [0, 1] is defined
as:

PD(t) = Π
dx∈D

{
1− W(dx) if dx ∈ IDt

W(dx) otherwise

where:
• The set of all project descriptors (e.g. size, complex-

ity) is D. For instance, in this thesis, we are consid-
ering D = {size, complexity, volatility, relationship,
safety, quality, time, cost, domain understanding}.

• W(dx) is a function W : D 7−→ [0, 1] which represents
the magnitude of a specific descriptor in the project.
For example, for d = cost, a high value represents
that the budget of the project is tight, while a low
value indicates that the budget is flexible. Then
for d = size, a high value means that the project
involves a large number of transformation rules
while a low value indicates a small number of rules
involved.

• IDt ⊆ D is a set containing all descriptors with
inverse impact for a specific RE technique t. More
specifically, for each d ∈ IDt, the higher the value
of W(dx) the more negative the impact of applying

t in that project. An example of such a descriptor
for technique “interview” is time, where the higher
the value of W(time) in a specific project, the more
negative the effectiveness of interviewing as a tech-
nique to fulfil a requirement in this project.

4) Evaluating the degree E (for Experience) of experience/-
expertise regarding the RE technique t available in the
development team. E : T 7−→ [0, 1] is a function where
E(t) represents the level of experience and practical and
theoretical knowledge of the developer regarding t.

5) Using S(t), the overall suitability score of a particular
RE technique (t ∈ T) can be calculated, and hence it
would be possible to define a ranking of techniques
t based on their suitability scores S(t) for use in the
project. S(t) is defined in terms of the requirement at-
tribute score RA(t), the project description score PD(t),
and the experience score E(t) of RE technique t as
follows:

S(t) = RA(t)× PD(t)× E(t)
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Abstract—The Linked Data Web (LDW) is an evolution of
the traditional Web from a global information space of linked
documents to one where both documents and data are linked.
A significant amount of geographic information about places is
currently being published on this LDW. These are used to qualify
the location of other types of datasets. This paper examines
the limitations in the nature of location representation in some
typical examples of these Resource Description Framework (RDF)
resources, primarily resulting from the simplified geometric
representation of location and the incomplete and random use
of spatial relationships to link place information. The paper
proposes a qualitative model of place location that enforces an
ordered representation of relative spatial relationships between
places. This work further explores how semantic properties of
place can be included to derive meaningful location expressions.
The model facilitates the application of qualitative spatial reason-
ing on places to extract a potentially large percentage of implicit
links between place resources, thus allowing place information to
be linked and to be explored more fully and more consistently
than what is currently possible. The paper describes the model
and presents experimental results demonstrating the effectiveness
of the model on realistic examples of geospatial RDF resources.

Keywords–qualitative place models; spatial reasoning; geospa-
tial web.

I. INTRODUCTION

One of the ‘Linked Data Principles’ is to include links
to connect the data to allow the discovery of related things.
However, identifying links between data items remains a
considerable challenge that needs to be addressed [1], [2], [3].
A key research task in this respect is identity resolution, i.e.,
to recognise when two things denoted by two URIs are the
same and when they are not. Automatic linking can easily
create inadequate links, and manual linking is often too time
consuming [4]. Geo-referencing data on the LDW can address
this problem [5], whereby links can be inferred between data
items by tracing their spatial (and temporal) footprints. For
example, the BBC uses RDF place gazetteers as an anchor to
relate information on weather, travel and local news [6].

Yet, for geospatial linked data to serve its purpose, links
within and amongst the geographic RDF resources need them-
selves to be resolved. That is to allow place resources to be
uniquely identified and thus a place description in one dataset
can be matched to another describing the same place in a
different dataset. A scheme that allows such links between
place resources to be discovered would be a valuable step
towards the realisation of the LDW as a whole.

In this paper, location is used as a key identifier for place
resources and the question to be addressed is how location
can be used to define a linked place model that is sufficient to
enable place resources to be uniquely identified on the LDW.

Several challenges need to be addressed, namely, 1) location
representation of RDF place resources is simple; defined as
point coordinates in some resources, detailed; defined with
extended geometries in others, and sometimes missing all
together, 2) coordinates of locations may not match exactly
across data sources, where volunteered data mapped by in-
dividuals is mashed up with authoritative map datasets, 3)
non-standardised vocabularies for expressing relative location
is used in most datasets, e.g., in DBpedia, properties such
as dbp:location, dbp-ont:region and dbp-ont:principalarea are
used to indicate that the subject place lies inside the object
place.

Towards addressing this problem, a linked place model is
proposed that uses qualitative spatial relationships to describe
unique place location profiles, as presented in [1]. The profiles
don’t rely on the provision of exact geometries and hence can
be used homogeneously with different types of place resources.
They can be expressed as RDF statements and can thus be
integrated directly with the resource descriptions. The rationale
behind the choice of links to be modelled is primarily twofold:
to allow for a sensible unique description of place location and
to support qualitative spatial reasoning over place resources.

The model is further adapted to consider semantic aspects
of place location definition. In particular, the notion of salience
of place is used to scope the type of relationships used in the
location expressions in the defined place profiles. It is shown
how the proposed representation scheme is flexible to allow
for the encoding of relevant location expressions, whilst also
retaining the power of spatial reasoning within the framework
proposed.

The value of the linked place model is illustrated by
measuring its ability to make the underlying RDF graph of
geographic place resources browsable. Samples of realistic
geographic linked datasets are used in the experiments pre-
sented and results demonstrate significant potential value of
the methods proposed.

The paper is structured as follows. An overview of related
work on the representation and manipulation of place resources
on the LDW is given in section II, In section III the proposed
relative location model, as well its adaptation to include
semantic aspects of place definition, are described. In section
IV, application of the models proposed is evaluated on two
different realistic datasets. Conclusions and an overview of
future work is given in section VI.

II. RELATED WORK

Here related work on the topics of representing place
resources and reasoning with them on the LDW are reviewed.
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A. Representing RDF place Resources on the LDW

Sources of geographic data on the LDW are either volun-
teered (crowdsourced) resources, henceforth denoted Volun-
teered Geographic Information (VGI), created by individuals
with only informal procedures for validating the content,
or authoritative resources produced by mapping organiza-
tions, henceforth denoted Authoritative Geographic Informa-
tion (AGI). Example of VGIs are DBpedia (dbpedia.org),
GeoNames (geonames.org), and OpenSreetMaps (linkedgeo-
data.org) [7] and examples of AGIs are the Ordnance Survey
linked data [8] and the Spanish linked data [9]. Data collected
from users on the Social Web, e.g., on Twitter and Foursquare,
can also be considered as VGIs [10].

The volume of VGI resources is increasing steadily, provid-
ing a wealth of information on geographic places and creating
detailed maps of the world. DBpedia contains hundreds of
thousands of place entities, whose locations are represented as
point geometry. GeoNames is a gazetteer that collects both spa-
tial and thematic information for various place names around
the world. In both datasets, place location is represented by a
single point coordinates. While DBpedia does not enforce any
constraints on the definition of place location (e.g., coordinates
may be missing in place resources), reference to some relative
spatial relationships, and in particular to represent containment
within a geographic region, is normally maintained. A detailed
analysis of the spatial data content of DBpedia can be found
in [11], [12]. GeoNames places are also interlinked with each
other by defining associated parent places.

In [13], the LinkedGeoData effort is described where
OpenStreetMap (OSM) data is transformed into RDF and
made available on the Web. OSM data is represented with
a relatively simple data model that captures the underlying
geometry of the features. It comprises three basic types,
nodes (representing points on Earth and have longitude and
latitude values), ways (ordered sequences of nodes that form
a polyline or a polygon) and relations (groupings of multiple
nodes and/or ways). Furthermore, [14] presented methods to
determine links between map features in OSM and equivalent
instances documented in DBpedia, as well as between OSM
and Geonames. Their matching is based on a combination
of the Jaro-Winkler string distance between the text of the
respective place names and the geographic distance between
the entities. Example of other work on linking geodata on the
Semantic Web is [15], which employs the Hausdorff distance
to establish similarity between spatially extensive linear or
polygonal features.

In contrast to VGI resources that manages geographic
resource as points (represented by a coordinate of latitude and
longitude), AGI resources deal with more complex geometries
as well, such as line strings. AGIs tend to utilise well-
defined standards and ontologies for representing geographic
features and geometries. Ordnance Survey linked data also
demonstrates the use of qualitative spatial relations to describe
spatial relationships in its datasets. Two ontologies, the Ge-
ometry Ontology and the Spatial Relations Ontology, are used
to provide geospatial vocabulary. These ontologies describe
abstract geometries and topological relations (equivalent to
RCC8 [16]) respectively.

In summary, the spatial representation of place resources in
VGI datasets is generally limited to point representation, and

is managed within simple ontologies that encode non-spatial
semantics and in some cases limited spatial relationships. On
the other hand, place data provided as AGI tend to present
more structured and detailed spatial representations, but is also
limited to specific types and scales of representation. Use of
some qualitative spatial relationships has been demonstrated
for capturing the spatial structure in some example datasets.
The model proposed in this paper offers a systematic and
homogenous representation of place location that can be con-
sistently applied to VGIs or AGIs and demonstrates the value
of heterogenous qualitative spatial relations in representing
place information on the LDW.

B. Manipulating and Querying RDF place resources on the
LDW

Recently, much work has been done on extending RDF
for representing geospatial information through defining and
utilising appropriate vocabularies encoded in ontologies to
represent space and time. The work capitalises on specification
of standards, defined by the Open Geospatial Consortium
(OGC)(opengeospatial.org), for modeling core concepts related
to geospatial data. Prominent examples are the geographic
query language for RDF (GeoSPARQL), an OGC standard
[17] and stRDF/stSPARQL (st stands for spatiotemporal) [18].
Both proposals provide vocabulary (classes, properties, and
functions) that can be used in RDF graphs and SPARQL
queries to represent and query geospatial data, for example
geo:SpatialObject, which has as instances everything that
can have a spatial representation and geo:Geometry as the
superclass of all geometry classes. In addition, geometric
functions and topological functions are offered for performing
computations, such as geof:distance and for asserting topo-
logical relations between spatial objects, e.g., dbpedia:Cardiff
geo:sfWithin dbpedia:Wales.

Qualitative spatial representation and reasoning (QSRR)
are established areas of research [19], [20], whose results have
influenced the definition of models of spatial relationships in
international standards, e.g., the OGC models, and commercial
spatial database systems (for example, in the Oracle DB
system). RCC8, a QSRR model, has been recently adopted
by GeoSPARQL [17], and there is an ever increasing interest
in coupling QSR techniques with Linked Geospatial Data
that are constantly being made available [18]. On the other
hand, Semantic Web reasoning engines have been extended
to support qualitative spatial relations, e.g., Racerpro [21]
and PelletSpatial [22]. Scalability of the spatial reasoning is
recognised and reported challenge. Scalable implementations
of constraint network algorithms for qualitative and quantita-
tive spatial constraints are needed, as RDF stores supporting
Linked Geospatial Data are expected to scale to billions of
triples [18]. Lately, promising results have been reported by
[23], who proposed an approach for removing redundancy in
RCC8 networks and by [24], who examined graph-partitioning
techniques as a method for coping with large networks; in
both cases leading to more effective application of spatial rea-
soning mechanisms. Finally, qualitative methods were used to
complement existing quantitative methods for representing the
geometry of spatial locations. In [25], heterogenous reasoning
methods are proposed that combine calls between a spatial
database system and a spatial reasoning engine implemented
in OWL2 RL to check the consistency of place ontologies.
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In [26], Younis et al described query plans that make use
of a combination of qualitative spatial relationships associated
with place resources in DBpedia and detailed representations
of geometry maintained in a spatially indexed database for
answering complex queries. In both cases, qualitative reason-
ing was limited by the fragmented and scarce availability
of spatial relationships to work on. The qualitative scheme
of representation of place location proposed in this paper
addresses this issue and provides a novel method for defining
spatial relationships that is designed to support and facilitate
the effective use of qualitative spatial reasoning on the LDW.

III. A LINKED PLACE MODEL FOR THE LINKED DATA
WEB

A Relative Location model (RelLoc) is proposed here to
capture a qualitative representation of the spatial structure
of place location. Two types of spatial relations are used as
follows.

1) Containment relationships, to record that a parent
place directly contains a child place; i.e., one step
hierarchy. For example, for three places representing
a district, a city and a country, the model will explic-
itly record the relationships: inside(district, city) and
inside(city, country), but not inside(district, country).

2) Direction-proximity relationships, to record for every
place the relative direction location of its nearest
neighbour places. The direction frame of reference
can be selected as appropriate. For example, for a
4-cardinal direction frame of reference, a place will
record its relative direction relation with its nearest
neighbour in four directions.

For a given set of places Pl, let DirPr be the set of all
direction-proximity relations between instances of places in Pl
as defined above, and let Con be the set of containment rela-
tions between instances of places in Pl as defined above. Then,
RelLoc(Pl) is defined as a tuple RelLoc(Pl) := (Pl,D,C),
where: D ∈ DirPr and C ∈ Con. Rnn(x, y) is used to denote
that x is the nearest neighbour from the direction R to object
y. For example, Nnn(pl1, pl2) indicates that pl1 is the nearest
neighbour from the north direction to pl2, etc.

To illustrate the model, consider the scene in Figure 1 that
consists of a set of places, a to f , with a 4-cardinal direction
frame of reference overlaid for some places in the scenes.
A representative point is used to define the place location.
It is further known that places represented as points a, b, c, e
are inside d and places d, f are inside g. The full set of
relationships used to model the scene are given in the table
in Figure 1(b). Note that in some cases, no relation can be
found, e.g., there are no neighbours for object c from the west
direction in Figure 1(a).

A. Spatial Reasoning with the Relative Location Model
We can reason over the relative location model to in-

fer more of the implicit spatial structure of place location.
Qualitative spatial reasoning (QSR) tools can be utilised
to propagate the defined relationships and derive new ones
between places in the scene. QSR takes advantage of the
transitive nature of the partial or total ordering of the quan-
tity space in order to infer new information from the raw
information presented. In particular, the transitive nature of

(a)
Set of spatial relations to model relative location
Nnn(d, a), Snn(b, a), Wnn(c, a), Enn(e, a)
Nnn(g, d), Snn(a, d), Wnn(c, d), Enn(e, d)
Nnn(g, c), Snn(b, c), Enn(a, c)
Nnn(a, b), Enn(f, b)
Nnn(a, f), Wnn(b, f)
Nnn(g, e), Snn(b, e), Wnn(d, e)
Snn(d, g)
in(a, d), in(b, d), in(c, d), in(e, d),
in(d, g), in(f, g)

(b)

Figure 1. (a) An example map scene with a set of places represented as
points.(b) Set of direction, proximity and containment relations chosen to

representative relative location in the proposed model.

TABLE I. COMPOSITION TABLE FOR 4-CARDINAL DIRECTION
RELATIONSHIPS.

N E S W

N N N ∨ E All N ∨ W
E N ∨ E E S ∨ E All
S All S ∨ E S S ∨ W
W W ∨ N All W ∨ S W

some spatial relationships can be used to directly infer spatial
hierarchies, for example, containment and cardinal direction
relations. The scope of the model is deliberately focussed
on general containment relationships and ignores other pos-
sible topological relations, such as overlap or touch. Hence,
building containment hierarchies is straightforward using the
transitivity rules: inside(a, b) ∧ inside(b, c) → inside(a, c)
and contains(a, b) ∧ contains(b, c)→ contains(a, c).

In the case of direction relationships, more detailed spatial
reasoning can be applied using composition tables. Table I
shows the composition table for a 4-cardinal direction frame
of reference between point representations of spatial objects.
In considering the entries of the composition tables, some of
those entries provide definite conclusions of the composition
operation, i.e., the composition result is only one relationship
(emboldened in the table), other entries are indefinite and
result in a disjunctive set of possible relationships, e.g., the
composition: N(a, b) ∧ E(b, c)→ N(a, c) ∨ E(a, c).

Spatial reasoning can be applied on the linked place model
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TABLE II. RESULT OF REASONING WITH CARDINAL RELATIONS
FOR THE PLACE MODEL IN FIGURE 1.

a b c d e f g

a - N E S W N S
b S - S S S W S
c W W - W W N ∨ W S ∨ W
d N N E - W N S
e E N E E - N S
f S E S ∨ E S S - S
g N N N N N N -

using different strategies. The most straightforward is through
deriving the algebraic closure, i.e., completing the scene by
deriving all possible missing relationships between objects.
Path-consistency algorithms for deriving the algebraic closure
has been been implemented in various tools, e.g., in the SparQ
spatial reasoning engine [27]. Table II shows the result of
this operation for the example scene in Figure 1. Explicit
relations are shown in bold and the remaining relation are
inferred by spatial reasoning. As can be seen in the table,
using the 19 relationships defined for the model in Figure 1(b),
reasoning was able to derive a further 19 definite relationships,
completing over 90% of the possible relations in the scene.

B. Applying the Relative Location Place Model on the LDW
The underlying structure of any expression in RDF is a

collection of triples, each consisting of a subject, a predicate
and an object. A set of such triples is called an RDF graph, in
which each triple is represented as a node-arc-node link and
each triple represents a statement of a relationship between the
subjects and objects, denoted by the nodes, that it links. The
meaning of an RDF graph is the conjunction (logical AND)
of the statements corresponding to all the triples it contains.

The RelLoc place model can be interpreted as a simple
connected graph with nodes representing place resources and
edges representing the spatial relationships between places.
Thus a realisation of the place model for a specific RDF
document of place resources is a subgraph of the RDF graph of
the document. The RelLoc RDF graph is completely defined if
RDF statements are used to represent all spatial relationships
defined in the model, e.g., for the scene in Figure 1, 25
RDF statements are needed to encode the cardinal (19) and
containment (6) relationships in the table in Figure 1(b).

Let Pl be a finite set of place class resources defined in
an RDF data store and DirPr(Pl) defines cardinal direction
relations between members of Pl and Con(Pl) describes the
containment relations between members of Pl as defined by
the relative location model above.

A RelLoc subgraph GL = (VL, EL) is a simple connected
graph that models Pl, where: VL = Pl is the set of nodes,
EL = {DirPr(Pl) ∪ Con(Pl)} is the set of edges labelled
with the corresponding direction and containment relation-
ships.

Note that there exists a subgraph of GL for every place
pl ∈ Pl, which represents the subset of direction-proximity
and containment relationships that completely define the rela-
tive location of pl. Thus, a location profile for a particular place
pl ∈ Pl can be defined as Lpl = {(DirPrpl, Conpl}. Lpl is
the restriction of L to pl, where DirPrpl and Conpl defines

(a)
a b c d e f g

a - 1 1 1 1 0 0
b 1 - 0 0 0 1 0
c 1 1 - 0 0 0 1
d 1 0 1 - 1 0 1
e 0 1 0 1 - 0 1
f 1 1 0 0 0 - 0
g 0 0 0 1 0 0 -

(b)
a b c d e f g

a - N E S 0 N 0
b S - S 0 S W 0
c W 0 - W 0 0 0
d N 0 0 - W 0 N
e E 0 0 E - 0 0
f 0 E 0 0 0 - 0
g 0 0 N N N 0 -

(c)

Figure 2. (a) A graph representing the sample map scene from Figure 1. (b)
Adjacency matrix for the location graph representing nearest neighbour

relationships. (c) Adjacency-orientation matrix representing nearest
neighbour and direction relationships.

direction proximity and containment relations respectively
between pl and other places in Pl, as specified by our model.

For example the location profile for place a in Fig-
ure 1 is the set of statements describing the relations:
N(d, a), S(b, a),W (c, a), E(e, a), in(a, d).

The RelLoc graph can be represented by a matrix to register
the adjacency relationship between the place and its nearest
neighbours. The scene in Figure 1 is shown as a graph with
nodes and edges in Figure 2(a) and its corresponding adjacency
matrix is shown in (b). The fact that two places are neighbours
is represented by a value (1) in the matrix and by a value
(0) otherwise. Values of (1) in the matrix can be replaced by
the relative orientation relationship between the corresponding
places as shown in Figure 2(c) and the resulting structure is
denoted Adjacency-Orientation Matrix.

C. A Semantic Place Model
So far, the RelLoc place model considers distance and

direction relationships as the primary factors for specifying
place location. The importance of a place or its salience is
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another factor that is useful to consider. Salience of a place
can be described from a personal or from an absolute point of
view.

On a personal level, many factors can influence the impor-
tance of place to an individual [28], including, a) place depen-
dence; how far the place satisfies the individuals behavioural
goals as compared to other alternatives (e.g., [29], [30]), b)
place affect; reflecting the emotional or affective bond between
an individual and a place (e.g., [30], [31]), and c) place social
bonding; reflecting the importance of social relationships and
the context within which they occur. The specific settings of the
place share the meanings attributed to them by the individuals
social environment (e.g., [32], [30]).

On an absolute level, salience of a place can be defined
irrelevant of attachment to specific individuals. For example,
Hall, Smart and Jones [33] considered salience as a factor
in defining the place location when devising methods for
automatic caption generation for images (or photographs). In
their work, the equation that determines the set of relative
places to choose from in a particular image caption is a
combination of an equal number of ”ways” (highways, roads,
paths, · · · ) and other places, ordered by their relative salience.
A salience value is, in turn, a measure of how close the location
of a place is to the image (i.e., its distance from the image),
and its popularity (i.e., how well-known the place is). The later
factor can be derived automatically from the Web, for example,
from the counts of place mentions on Flickr, Wikipedia and
web pages [34].

Our basic RelLoc place model can be adapted to handle
different possible semantics of place, such as, place type,
activities carried out in a place or place salience. The adapted
model will, henceforth, be denoted Semantic Relative Location
model, or SemRelLoc.

Hence, in SemRelLoc, a layer of salient places is first
extracted from the base map layer and this acts as the anchor
for place location definition. Thus, the algorithm for defining
the relative location model is applied between, a) all places on
the salient feature layer, and b) every place in the remaining
set of places in the base map layer and the salient place layer
only.

Consider the example schematic maps in Figure 3. In
Figure 3(a), places on the map are not distinguished by any
specific property and relationships between them are defined
using RelLoc. In (b), a salient place layer is filtered out and
used as a basis for the SemRelLoc model. The selection of
places in this layer can be chosen to serve the application in
context, for example, as a selection of particular place types, or
specific place instances with high popularity, or even those of
relevance to a particular individual. Note that in (b) spatial
relationships are defined only with reference to the salient
place instances and no relationships are defined amongst the
remaining places on the base map layer, as will be described
below.

Let SalientP l be a finite set of place resources defined
as a subset of all places Pl in an RDF data store, and
SalientP l be the rest of places remaining on the base layer
(i.e., {Pl\SalientP l} .

A semantic relative location SemRelLoc subgraph GL =
(VL, EL) is a simple connected graph that models Pl,
where: VL = SalientP l is the set of nodes, EL =

(a)

(b)

Figure 3. (a) Schematic of sample base map layer. (b) Salient place layer
filtered out.

{DirPr(SalientP l)∪DirPr(SalientP l)∪Con(Pl)} is the
set of edges labelled with the corresponding direction and
containment relationships. {DirPr(SalientP l) is the set of
direction-proximity relationships between places on the salient
feature layer. DirPr(SalientP l) is the set of direction-
proximity relationships between the rest of places on the
base layer with places on the salient layer. Hence, no inter-
relationships are defined between places on the base layer
itself.

Note that there exists a subgraph of GL for every place
pl ∈ Pl, which represents the subset of direction-proximity
and containment relationships that completely define the rel-
ative location of pl. Thus, a Semantic location profile for a
particular place pl ∈ Pl can be defined as follows.

Lpl =

{ {DirPrSalientpl, Conpl} , if pl ∈ SalientP l

{DirPrSalientP l, Conpl} ,∀pl ∈ SalientP l

}
Figure 4(a) shows a section of the Cardiff Bay area in

Cardiff, Wales. A set of places are shown around the place:
‘Cardiff Ice Rink’. Figure 4(a) shows the set of places chosen
to describe the location with the original RelLoc model, while
in 4(b) the set of some selected salient features (hotels,
museums, railway stations, etc.) around the place are shown.
These are used to describe the location with SemRelLoc. Table
III lists the set of location expressions defined by both models.
While both are topologically correct, the location expressions
of the SemRelLoc model can be considered more meaningful
and useful for general contexts.
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(a)

(b)

Figure 4. Sample map scene with places defining the location of ”Cardiff Ice
Rink”: a) with RelLoc model, and b) with SemRelLoc.

SemRelLoc offers two potential advantages over RelLoc;
a) more meaningful place location expressions, using selected
relevant place instances, and b) potentially a more economical
data model to manage and reason with. The number of pre-
defined relationships remains constant, as every place will have
a set of statements defining its proximity and direction relation-
ships. However, spatial reasoning with the semantic location
graph can be more efficient with the reduction of the variety
of modelled edges between places. In the following section,
the effectiveness of spatial reasoning with SemRelLoc will
be compared against the basic RelLoc model.

IV. APPLICATION AND EVALUATION

The main goals of the Linked Place model is to provide
a representation of place location on the LDW that allows

TABLE III. Location expressions defining the place ”Cardiff Ice Rink” in
both the RelLoc and SemRelLoc models

RelLoc Model

Wharf Disused N Cardiff Ice Rink
Slipway NE Cardiff Ice Rink
BT Data Centre Cardiff Bay E Cardiff Ice Rink
Watkiss Way SE Cardiff Ice Rink
Planet Ice Cardiff Arena SW Cardiff Ice Rink
Weighbridge W Cardiff Ice Rink
Cardiff Bay Yacht Club NW Cardiff Ice Rink

SemRelLoc Model

Dingle Road railway station N Cardiff Ice Rink
Cogan railway station NE Cardiff Ice Rink
Copthorne Hotel Cardiff E Cardiff Ice Rink
Cardiff Athletics Stadium SE Cardiff Ice Rink
Cardiff Central railway station S Cardiff Ice Rink
St Davids Hotel and Spa SW Cardiff Ice Rink
Cardiff Bay Barrage W Cardiff Ice Rink

Figure 5. Components of the developed system to implement the linked
place model.

for place information to be linked effectively and consistently.
The effectiveness of the proposed model can be evaluated
with respect to two main aspects; whether it provides a sound
definition of place location, that is to test the correctness of
the place location profiles, and whether it provides a complete
definition of place location, that is whether a complete relative
location graph can be derived using the individual place
location profiles.

The soundness of the location profiles is assumed as it
essentially relies on the validity of the computation of the
spatial relationships. Issues related to the complexity of this
process are discussed in the next section.

Here, we evaluate the completeness aspect of the model.
An individual place location profile defined using the model
represents a finite set of spatial relationships between a place
and its nearest neighbours and direct parent. Completeness of
the model can be defined as the degree to which these individ-
ual profiles can be used to derive implicit links between places
not defined by the model. The model is entirely complete if a
full set of links between places can be derived using automatic
spatial reasoning, i.e., the model can produce a complete graph,
where there is a defined spatial relationship between every
place in the dataset and every other place.

A system was developed that implements the Linked Place
model and further builds an enriched model using spatial
reasoning for evaluation purposes as shown in Figure 5.
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prefix d: <http://dbpedia.org/ontology/>
prefix :<http://dbpedia.org/resource/>
prefix prop: <http://dbpedia.org/property/>
prefix geo: <http://www.w3.org/2003/01/geo/wgs84_pos#>

select ?place (MAX(?lat) as ?lat)(MAX(?long) as ?long)
where{
?place ?ontology ?resource.
?place a d:Place.
?place geo:lat ?lat.
?place geo:long ?long.
filter ( ?resource = :Wales or ?resource = "Wales"@en )
}
group by ?place
order by ?place

Figure 6. SparQL query used to extract place data from DBpedia.

TABLE IV. RESULTS OF REASONING APPLIED ON THE DBPEDIA
DATASET.

Defined Definite 2-Relations 3-Relations Others
2751 50340 63148 28 136
2.36% 43.24% 54.22% 0.02% 0.12%

A. Evaluation of the Relative Location Place Model
Two datasets were used in this experiment, DBPedia and

the Ordnance Survey open data [8]. These were chosen as they
exhibit different representations of place resources on the LDW
and are typical of VGIs and AGIs respectively. A description
of the datasets used is presented below, along with the results
of the application of spatial reasoning over the constructed
linked place models.

DBpedia DataSet
A sample dataset containing all Places in Wales, UK, has

been downloaded from DBpedia using the SPARQL query in
Figure 6.

A total of 489 places were used, for which a relative
location graph of 2751 direction-proximity relations was con-
structed. Completing the graph resulted in 116403 total number
of relations, out of which 50340 relations are definite (defining
only one possible relationship).

Note that of the indefinite relationships some are a dis-
junction of 2 relations, e.g., {N,NW} or {E,SE} and
some are a disjunction of 3 relations, e.g., {N,NE,NW} or
{NE,E, SE}. In both cases, relations can be generalised to
a “coarser” direction relation, for example, {NE,E, SE} can
be generalised to general East relationship. These results are
considered useful and thus are filtered out in the presentation.
The remaining results are disjunctions of unrelated directions,
e.g., {N,NE,E}, and are thus considered to be ambiguous.
A summary of the results is shown in Table IV. Using the
Linked Place model we are able to describe nearly half the
possible relations precisely (45.6%), as well as almost all of
the rest of the scene (54.22%) with some useful generalised
direction relations.

Ordnance Survey DataSet
The Boundary-line RDF dataset for Wales was downloaded

from the Ordnance Survey open data web site [8]. The data
gives a range of local government administrative and electoral
boundaries.

Figure 7 shows the relative location graph constructed for
the Unitary Authority dataset for Wales. Dashed edges are

Figure 7. (a) Linked Place Graph for the Unitary Authorities in Wales from
the Ordnance Survey dataset.

TABLE V. RESULTS OF REASONING APPLIED ON THE ORDNANCE
SURVEY DATASET.

Defined Definite 2-Relations 3-Relations Others
73 94 64 0 0
31.6% 40.69% 27.7% 0 0

used to indicate that relationships (and inverses) are defined
both ways between the respective nodes, but only one relation
is used to label the edge in the Linked Place model. The set
contains 22 regions, for which 73 direction-proximity relations
were computed. Reasoning applied on this set of relations
produces the results shown in Table V.

We can use the above results to describe the effectiveness
of the linked place model in terms of the information content
it was able to deduce using the ratio of the number of defined
relations to the number of deduced relations. A summary is
presented in Table VI.

B. Evaluation of the Semantic Place Model
The value of the SemRelLoc model is primarily in its

ability to deliver flexible and meaningful place location ex-
pressions. Here, we also evaluate its effectiveness with respect
to spatial reasoning. An experiment is carried out with a
sample point of interest dataset obtained from the Ordnance
Survey, that records information on places and place types
in the city of Cardiff, Wales, UK. A set of approximately
300 places were chosen in 5 unitary authorities in South
Wales; (Cardiff, Newport, Caerphilly, Vale of Glamorgan and

TABLE VI. SUMMARY OF THE EXPERIMENT RESULTS.

Defined
Definite

Defined
Useful

DBpedia 0.054 0.024
OS 0.78 0.32
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Figure 8. A map scene with a sample set of point of interest places in South
Wales, UK. Red/dark stars represent salient features and white stars are all

other places.

TABLE VII. RESULTS OF REASONING APPLIED ON THE SALIENT
FEATURE LAYER ONLY.

Defined Definite 2-Relations 3-Relations
538 3261 2515 2
8.52% 51.63% 39.81% 0.031%

Rhondda). Salient features were chosen on the basis of popular
place types, including hotels, museums, hospitals, castles and
railway stations. A map of the area chosen is shown in Figure 8
with the salient (red/dark) and other places (white) highlighted.

Table VII shows the result of applying spatial reasoning on
the complete graph on the salient feature layer only. A total of
108 places were used, for which a relative location graph of
538 direction-proximity relations was defined. Completing the
graph resulted in 5778 total number of relations, out of which
3261 (56%) relations are definite (defining only one possible
relationship) and a further 2515 (44%) are useful 2-relations.
Thus, using RelLoc on the salient feature layer, and defining
only 8% of relations, we were able to derive almost all of the
scene with useful location expressions.

With the SemRelLoc model, no relations have to be pre-
defined between the base layer places. Every place on the base
layer is instead linked to places on the salient feature layer.
Thus, for the complete map of places in Figure 8, a further
181 other places were added to the scene and a total of 1331
pre-defined proximity direction relations are defined by the
model. Completing the graph resulted in 29403, out of which
12939 (44%) relations are definite and a further 15454 (53%)
are useful 2-relations. Thus, using SemRelLoc model, and
defining only 5% of possible relationships between places in
the map scene, we were able to complete the whole graph
and derive over 96% of all possible relationships between all
places.

The result demonstrates that the application of spatial

TABLE VIII. RESULTS OF REASONING APPLIED ON THE WHOLE
MAP SCENE with SemRelLoc.

Defined Definite 2-Relations 3-Relations or more
1331 12939 15454 1010
4.52% 44% 52.56% 3.44%

reasoning on the adapted semantic model is as effective as
in the case of the basic model. Further research can now be
directed at the scalability of the framework with respect to
both representation and reasoning on the Linked Data Web.

C. Discussion
The proposed approach to place representation and rea-

soning can be adopted on the LDW in different scenarios as
follows.

• The spatial integrity of the linked web resources can
be checked. Here, spatial reasoning can be applied
on the whole resource to determine which predicates
are contradictory [25]. Scalability of the reasoning
engine can be an issue and methods for managing
large resources need to be considered [18].

• Enriching linked web resources by the basic relative
location model allows uniform and complete represen-
tation of place across resources, which in turn supports
effective retrieval of place information.

• Using the reasoner to build a parallel, complementary
resource of the complete set of possible spatial in-
formation that can be inferred from the basic relative
location model, as was done in the experiments above.
The inferred resource will need to be updated regularly
to reflect the current state of the original resource and
scalability of the reasoning method will also be an
issue that needs to be addressed.

• Spatial reasoning can be applied ‘on the fly’ to support
a defined set of query plans on the basic relative
location structure. A possible framework to implement
this scenario is given in Figure 9. Possible query
plans that can be supported by this framework includes
finding relationships directly supported by the model
(namely, containment, nearest neighbour and direction
queries) as well as those derived by spatial inference
using spatial reasoning. Detailed specification of these
queries are the subject of future research.

V. CONCLUSIONS

Data on geographic places are considered to be very useful
on the LDW. Individuals and organisations are volunteering
data to build global base maps enriched with different types
of traditional and non-traditional semantics reflecting people’s
views of geographic space and place. In addition, geographic
references to place can be used to link different types of
datasets, thus enhancing the utility of these datasets on the
LDW. This work explores the challenges introduced when
representing place data using the simple model of RDF, with
different geometries to represent location and different non-
standardised vocabularies to represent spatial relationships
between locations.
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Figure 9. A framework for the implementation of the proposed approach.

A linked place model is proposed that injects certain
types of spatial semantics into the RDF graph underlying
the place data. Specific types of spatial relationships between
place nodes are added to the graph to allow the creation
of individual place location profiles that fully describe the
relative spatial location of a place. It is further shown how the
enriched relative location graph can allow spatial reasoning to
be applied to derive implicit spatial links to produce even more
richer place descriptions. Salience of place is introduced as a
means of scoping out relevant and meaningful place location
expressions. The representation scheme is adapted to allow for
the flexible choice of place instances to be used in the model.

The results obtained from the evaluation experiments
demonstrate possible significant value in the proposed model.
Further work need to be done to explore the potential utility
of the proposal. Some of the interesting issues that we aim to
explore in the future are described below.

• Simple methods and assumptions were used to com-
pute the direction relationships between places. Fur-
ther study need to be carried out to evaluate whether
more involved representations are useful [35].

• Applications of spatial reasoning need to be consid-
ered further. Describing the complete graph is not a
practical (nor a useful) option. Can spatial reasoning
be selectively applied, for example, as part of query
processing on the location graph?

• The application of the approach on other types of data
sets on the LDW as individual as well as combined
resources.

APPENDIX

Follows is a sample set of relationships defining the loca-
tion of ”Techniquest”: an educational charity in The Cardiff
Bay area, Wales, UK, resulting from the application of spatial
reasoning on the salient features in the map in Figure 8.

(Techniquest (sw) Bastion_Road)

(Techniquest (sw) Barry_Power_Station)
(Techniquest (sw) Barry_Docks_railway_station)
(Techniquest (sw) Barry_Island_railway_station)
(Techniquest (sw) Barry_Dock_Lifeboat_Station)
(Techniquest (sw w) Cowbridge_railway_station)
(Techniquest (sw w) Llantwit_Major_Roman_Villa)
(Techniquest (sw) Barry_railway_station)
(Techniquest (sw w) Aberthaw_power_stations)
(Techniquest (sw w) Aberthaw_High_Level_railway_station)
(Techniquest (sw w) Aberthaw_Low_Level_railway_station)
(Techniquest (ne) Celtic_Manor_Resort)
(Techniquest (ne) Kingsway_Shopping_Centre)
(Techniquest (ne) Allt-yr-yn)
(Techniquest (ne) Caerleon_railway_station)
(Techniquest (n nw) Caerphilly_Castle)
(Techniquest (n nw) Argoed_railway_station)
(Techniquest (n nw) Brithdir_railway_station)
(Techniquest (n nw) Aberbargoed_Hospital)
(Techniquest (n nw) Aber_Bargoed_railway_station)
(Techniquest (n ne) Crosskeys_railway_station)
(Techniquest (sw w) Atlantic_College_Lifeboat_Station)
(Techniquest (nw) Coed_Ely_railway_station)
(Techniquest (n nw) Bargoed_railway_station)
(Techniquest (n nw) Cefn_Eglwysilan)
(Techniquest (nw) Church_Village)
(Techniquest (nw) Church_Village_Halt_railway_station)
(Techniquest (nw) Sardis_Road)
(Techniquest (nw) Cross_Inn_railway_station)
(Techniquest (nw) Aberdare_Low_Level_railway_station)
(Techniquest (nw) Aberdare_railway_station)
(Techniquest (nw) Coed-Ely)
(Techniquest (n nw) Cilfynydd)
(Techniquest (n nw) Abercynon_railway_station)
(Techniquest (n nw) Abertysswg_railway_station)
(Techniquest (n nw) Darran_and_Deri_railway_station)
(Techniquest (nw) Dinas_Rhondda_railway_station)
(Techniquest (n nw) Abercynon_North_railway_station)
(Techniquest (n nw) Bute_Town)
(Techniquest (nw) Mynydd_William_Meyrick)
(Techniquest (nw) Clydach_Vale)
(Techniquest (nw) Lluest-wen_Reservoir)
(Techniquest (n nw) Abercwmboi_Halt_railway_station)
(Techniquest (n nw) Abernant_railway_station)
(Techniquest (nw) Athletic_Ground_Aberdare)
(Techniquest (nw) Aberaman_railway_station)
(Techniquest (n nw) Cwmbach_railway_station)
(Techniquest (nw) Beddau_Halt_railway_station)
(Techniquest (n) Abercarn_railway_station)
(Techniquest (s) Alberta_Place_Halt_railway_station)
(Techniquest (w) St_Fagans_National_History_Museum)
(Techniquest (sw) Dinas_Powys_railway_station)
(Techniquest (e) Pierhead_Building)
(Techniquest (e) Mermaid_Quay)
(Techniquest (n nw) Caerphilly_railway_station)
(Techniquest (n ne) Ruperra_Castle)
(Techniquest (n nw) Birchgrove_railway_station)
(Techniquest (n nw) National_Museum_Cardiff)
(Techniquest (ne) Bassaleg_Junction_railway_station)
(Techniquest (ne) RAF_Pengam_Moors)
(Techniquest (n) Childrens_Hospital_for_Wales)
(Techniquest (w) Aberthin_Platform_railway_station)
(Techniquest (n nw) Abertridwr_railway_station)
(Techniquest (n) Cefn_Onn_Halt_railway_station)
(Techniquest (nw) Creigiau_railway_station)
(Techniquest (nw) Efail_Isaf_railway_station)
(Techniquest (n nw) Aber_railway_station)
(Techniquest (nw) Castell_Coch)
(Techniquest (nw) Whitchurch_Hospital)
(Techniquest (n nw) Hilton_Cardiff)
(Techniquest (w) St_Fagans_Castle)
(Techniquest (sw) Eastbrook_railway_station)
(Techniquest (w) Cardiff_International_Sports_Stadium)
(Techniquest (s) Cardiff_Bay_Barrage)
(Techniquest (sw w) Dyffryn_Gardens)
(Techniquest (n) University_Hospital_of_Wales)
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Abstract—Product development environments need to shift 

from the current document-based, towards an information-

based focus, in which the information from the various 

engineering software tools is well integrated and made digitally 

accessible throughout the development lifecycle. To meet this 

need, a Linked Data approach to software tool interoperability 

is being adopted, specifically through the Open Services for 

Lifecycle Collaboration (OSLC) interoperability standard. In 

this paper, we present a model-driven engineering approach to 

toolchain development that targets the specific challenges faced 

when adopting the technologies, standards and paradigm 

expected of Linked Data and the OSLC standard. We propose 

an integrated set of modelling views that supports the early 

specification phases of toolchain development, as well as its 

detailed design and implementation phases. An open-source 

modelling tool was developed to realize the proposed modelling 

views. The tool includes a code generator that synthesizes a 

toolchain model into almost-complete OSLC-compliant code. 

The study is based on a case study of developing a federated 

OSLC-based toolchain for the development environment at the 

truck manufacturer Scania AB. 

Keywords-Linked data modelling; OSLC; resource shapes; 

tool integration; tool interoperability, information modelling. 

I. INTRODUCTION 

This article is an extended version of [1], in which we 
expand the earlier focus on the specification phase, to present 
a more complete development approach to software tool 
interoperability. The new approach includes a tighter 
incorporation of the later phases of design and 
implementation of tool interfaces. Based on additional work 
on the case study, further refinements of the proposed 
models and supporting tools are also reflected in this article.  

The heterogeneity and complexity of modern industrial 
products requires the use of many engineering software 
tools, needed by the different engineering disciplines (such 
as mechanical, electrical, embedded systems and software 
engineering), and throughout the entire development life 
cycle (requirements analysis, design, verification and 
validation, etc.). Each engineering tool handles product 
information that focuses on specific aspects of the product, 
yet such information may well be related or dependent on 
information handled by other tools in the development 
environment [2]. It is also the case that a tool normally 
manages its product information internally as artefacts stored 

on a file system or a database using a tool-specific format or 
schema. Therefore, unless interoperability mechanisms are 
developed to connect information across the engineering 
tools, isolated “islands of information” may result within the 
overall development environment. This in turn leads to an 
increased risk of inconsistencies, given the natural 
distribution of information across the many tools and data 
sources involved. 

As an example from the automotive industry, the 
functional safety standard ISO 26262:2011 [3] mandates that 
requirements and design components are to be developed at 
several levels of abstraction; and that clear trace links exist 
between requirements from the different levels, as well as 
between requirements and system components. Such a 
demand on traceability implies that these development 
artifacts are readily and consistently accessible, even if they 
reside across different development tools. Naturally, the 
current industry practice, in which development artefacts are 
handled as text-based documentation, renders such 
traceability ineffective – if not impossible. The ongoing 
trend of adopting the Model-Driven Engineering (MDE) 
approach to product development is a step in the right 
direction, by moving away from text-based artefacts, towards 
models that are digitally accessible. This leads to an 
improvement in the quality and efficient access to product 
and process information. However, while MDE is more 
accepted in the academic research community, its complete 
adoption in an industrial context remains somewhat limited, 
where MDE is typically constrained to a subset of the 
development lifecycle [22]. Moreover, even where MDE is 
adopted, mechanisms are still needed to connect the artefacts 
being created by the various engineering tools, in order to 
comply with the standard. 

In summary, current development practices need a faster 
shift from the localized document-based handling of 
artefacts, towards an Information-based Development 
Environment (IDE), where the information from all 
development artefacts is made accessible, consistent and 
correct throughout the development phases, disciplines and 
tools. 

One can avoid the need to integrate the information 
islands, by adopting a single platform (such as PTC Integrity 
[4] or MSR-Backbone [5]) through which product data is 
centrally managed. However, large organizations have 
specific development needs and approaches (processes, 
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tools, workflow, in-house tools, etc.), which lead to a wide 
landscape of organization-specific and customized 
development environments. Moreover, this landscape needs 
to evolve organically over time, in order to adjust to future 
unpredictable needs of the industry. Contemporary 
platforms, however, offer limited customization capabilities 
to tailor for the organization-specific needs, requiring instead 
the organization to adjust itself to suite the platform. So, 
while they might be suitable at a smaller scale, such 
centralized platforms cannot scale to handle the complete 
heterogeneous set of data sources normally found in a large 
organization.  

A more promising integration approach is to 
acknowledge the existence of distributed and independent 
data sources within the environment. To this end, OASIS 
OSLC [6] is an emerging interoperability open standard (see 
Section II for further details) that adopts the architecture of 
the Internet and its standard web technologies to integrate 
information from the different engineering tools - without 
relying on a centralized integration platform. This leads to 
low coupling between tools, by reducing the need for one 
tool to understand the deep data of another. Moreover – like 
the web – the approach is technology-agnostic, where tools 
can differ in the technologies they use to internally handle 
their data. That is, both the data as well as the technology is 
decentralized. Such an approach lends itself well to the 
distributed and organic nature of the IDE being desired - a 
Federated IDE (F-IDE), where the information from all 
development artefacts – across the different engineering 
tools – is made accessible, consistent and correct throughout 
the development phases, disciplines and tools.  

In this paper, we advocate the use of OSLC and the 
Linked Data principles as a basis for such an F-IDE. Yet, 
when developing such a federated OSLC-based F-IDE for 
parts of the development environment at the truck 
manufacturer Scania AB, certain challenges were 
encountered that needed to be addressed. Put generally, there 
is an increased risk that one loses control over the overall 
product data structure that is now distributed and interrelated 
across the many tools. This risk is particularly aggravated if 
one needs to maintain changes in the F-IDE over time.  

We here propose a model-driven engineering approach to 
F-IDE development that tries to deal with this risk. That is, 
how can a distributed architecture – as promoted by the 
Linked Data approach – be realized, while maintaining a 
somewhat centralized understanding and management of the 
overall information model handled within the F-IDE? 

In the next section, we will first give some background 
information on Linked Data and the OASIS OSLC standard. 
We then present the case study that has driven and validated 
this work in Section III. Section IV then elaborates on the 
challenges experienced during our case study, before 
detailing the modelling approach taken to solve these 
challenges in Section V. Details on the modelling views, as 
well as their realisation in an open-source tool, are presented. 
Reflections on applying the modelling approach on the case 
study are then discussed in Section VI, followed by a 
discussion of related work. The article is then concluded in 
Section VIII. 

II. LINKED DATA AND THE OASIS OSLC STANDARD 

Linked Data is an approach for publishing structured data 
on the web, such that data from different sources can be 
connected, resulting in more meaningful and useful 
information. Linked Data builds upon standard web 
technologies such as HTTP, URI and the RDF family of 
standards. The reader is referred to [7] for Tim Berners-Lee's 
four principles of Linked Data. 

OASIS OSLC is a standard that targets the integration of 
heterogeneous software tools, with a focus on the linking of 
data from independent sources. It builds upon the Linked 
Data principles, and its accompanying standards, by defining 
common mechanisms and patterns to access, manipulate and 
query resources managed by the different tools in the 
toolchain. In particular, OASIS OSLC is based on the W3C 
Linked Data Platform (LDP) [8], and it follows the 
Representational State Transfer (REST) architectural pattern. 

This Linked Data approach to tool interoperability 
promotes a distributed architecture, in which each tool 
autonomously manages its own product data, while 
providing – at its interface - RESTful services through which 
other tools can interconnect. Figure 1 illustrates a typical 
architecture of an OSLC tool interface, and its relation to the 
tool it is interfacing. With data exposed as RESTful services, 
such an interface is necessarily an “OSLC Server”, with the 
connecting tool defined as an “OSLC Client”. Following the 
REST architectural pattern, an OSLC server allows for the 
manipulation of artefacts – once accessed through the 
services - using the standard HTTP methods C.R.U.D. to 
Create, Read, Update and Delete. In OSLC, tool artefacts are 
represented as RDF resources, which can be represented 
using RDF/XML, JSON, or Turtle. A tool interface can be 
provided natively by the tool vendor, or through a third-party 
as an additional adaptor. In either case, a mapping between 
the internal data and the exposed RDF resources needs to be 
done. Such mapping needs to deal with the differences in the 
technologies used. In addition, a mapping between the 
internal and external vocabulary is needed, since the 
vocabulary of the resources being exposed is not necessarily 
the same as the internal schema used to manage the data. 
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Figure 1.  Typical tool architecture, with an OSLC Server 
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III. CASE STUDY DESCRIPTION 

Typical of many industrial organizations, the 
development environment at the truck manufacturer Scania 
consists of standard engineering tools, such as issue-tracking 
and computer-aided design (CAD) tools; as well as a range 
of proprietary tools that cater for specific needs in the 
organization. Moreover, much product information is 
managed as generic content in office productivity tools, such 
as Microsoft Word and Excel. 

To comply with the ISO 26262 standard, the current 
development environment needs to improve in its 
management of vehicle architectures and requirement 
specifications, in order to provide the expected traceability 
between them. This in turn necessitates a better integration of 
the tools handling the architecture and requirements artefacts 
to allow for such traceability. To this end, five proprietary 
tools and data sources were to be integrated using OSLC: 

1. Code Repository – A tool that defines the vehicle 
software architecture through parsers that analyze all 
software code to reconstruct the architecture, defining 
entities such as software components and their 
communication channels [9]. The analyzed software code 
resides in a typical version-control system. When defining 
the architecture, the tool references artefacts – defined in 
other external tools - dealing with communication and the 
hardware architecture.  

2. Communication Specifier – A tool that centrally 
defines the communication network and the messages sent 
between components of all vehicle architectures. 

3. ModArc – A CAD tool that defines the electrical 
components, including all hardware entities and their 
interfaces such as communication ports. 

4. Diagnostics Tool - A tool that specifies the 
diagnostics functionality of all vehicle architectures, 
including communication messages of relevance to the 
diagnostics functionality. 

5. Requirements Specifier - A proprietary tool that 
allows for the semi-formal specification of system 
requirements [10]. Requirements are specified at different 
levels of abstraction. By anchoring the specifications on 
different parts of the system architecture, the tool helps the 
developer define correct requirements that can only reference 
appropriate product artefacts within the system architecture.  

As a first step, it was necessary to analyze the data that 
needed to be communicated between the tools. This was 
captured using a Class Diagram (Figure 2), as is the current 
state-of-practice at Scania for specifying a data model. For 
the purpose of this paper, it is not necessary to have full 
understanding of the data artefacts. It is worth highlighting 
that color-codes were initially used to define which tool 
managed which data artefact. Yet, this appeared to be a non-
trivial task since an artefact might be used in multiple tools, 
with no clear agreement on the originating source tool. For 
example, a Signal can be found in both the Code Repository 
as well as the Communication Specifier tool. Given that there 
exists no data integration between the two tools to keep the 
artefact synchronized, different developers may have a 
different perspective over which of the two tools holds the 

source and correct Signal information, from which the other 
tool needs to be – manually – updated. 

In addition, it is important to note that the model focuses 
on the data to be communicated between the tools, and not 
necessarily all data available internally within each tool. 

IV. IDENTIFIED NEEDS AND SHORTCOMINGS 

In this paper, we focus on the initial development stages 
of specifying and architecting the desired OSLC-based F-
IDE, as well as its design and implementation. The latter 
verification and validation phases are not yet covered in the 
case study, yet there is naturally recognition of the need to 
support them in the near future. Based on the case study, we 
here elaborate on the needs and shortcomings experienced by 
the toolchain architects and developers during these stages:  

Information specification – There is a need to specify 
an information model that defines the types of artefacts or 
resources to be communicated between the tools across the 
toolchain. For pragmatic reasons, a UML class diagram was 
initially adopted by the Scania toolchain architects to define 
the entities being communicated and their relationships. 
Clearly, the created model does not comply with the 
semantics of the class diagram, since the entities being 
modelled are not objects in the object-oriented paradigm, but 
resources according to the Resource Description Framework 
(RDF) graph data model. Since the information model is to 
be maintained over time, and is intended for communication 
among developers, using a class diagram - while implying 
another set of semantics – may lead to misunderstandings. A 
specification that is semantically compatible with the 
intended implementation technology (of Linked Data, and 
specifically the OSLC standard) is necessary. However, the 
initial experience from using the class diagram helped 
identify the necessary requirements on any appropriate 
solution. First, graphical models are essential to facilitate the 
communication of the models among the different 
stakeholders. It is also beneficial to – wherever possible - 
borrow or reuse graphical representations from common 
modelling frameworks (such as UML) in order to reduce the 
threshold of learning a new specification language. For 
example, adopting a hollow triangle shape to represent class 
inheritance (as defined in UML) would be recommended in 
RDF modelling as well.  

Domain ownership – It is necessary to structure the 
information model specification into domains (such as 
requirements engineering, software, testing, etc.). Domains 
can be generic in nature. Alternatively, such domain 
grouping can reflect the organization units that are 
responsible to manage specific parts of the information 
model. For example, the testing department may be 
responsible to define and maintain the testing-related 
resources, while the requirements department manages the 
definition of the requirements resources. This is particularly 
relevant in an organization where different departments are 
responsible for their own tools and processes, and where it 
no longer becomes feasible to expect the information model 
to be centrally defined. Dependencies between the 
responsible departments can then be easily identified through 
the dependencies in the information models. 
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message

name: String

priority: String

sourceAddress : String

destinationAddress : String

period : String

timeout : String

message_type : String

signal

name: String

bit_start : int

bit_length : int

offset : String

factor: String

communication interface

id : int

segment: String

ECUSoftware

family : String

generation  : String

version : String ? Nullable

releaseDate: String

changeRequests: ChangeRequest[]

SoftwareComponent

name: String

description: String

hierarchy: String

RtdbVariable

name: String

description: String

dataType: String

unit: String

io_port

         name : String

 type : String 

    pin_type : String

      direction : String 

CalibrationParameter

name: String

dataType: String

diagnostic communication interface

type : String

Common ID

ID: String

session: String

isOperationalData: Bool

isFreezeFrame: Bool

range

min

max

step

KeyValuePair

name: String

description: String

value: Number

has_signal 0...*

is_gatewayed 0...*

has_message 0...*

has_interface 1...*

hasSubcomponent

hasSoftwareComponent 1...*

owns

owns 0...*

associates_with 0...*
has_io_port 1...*

associates_with 0...1

uses_port

Reads/Owns 0..*

Reads/Owns 0..*

has_interface 1...*

has_CID 0...*

associates_with 0...*

allowedRange 0...*

allowedValues 0...*

allowedValues 0...*

 
Figure 2.  A UML class diagram of the resources shared in the desired F-IDE. 

Tool ownership – Orthogonal to domain ownership, it is 
also necessary to clearly identify the data source (or 
authoring tool) that is expected to manage each defined 
resource being shared in the F-IDE. That is, while 
representations of a resource may be freely shared between 
the tools, changes or creations of such a resource can only 
occur via its owning tool. Assuming a Linked Data approach 
also implies that a resource is owned by a single source, to 
which other resources link. In practice, it is not uncommon 
for data to be duplicated in multiple sources, and hence 
mechanisms to synchronize data between tools are needed. 
For example, resources of type Communication Interface 
may be used in both Communication Specifier and ModArc, 
with no explicit decision on which of the tools defines it. To 
simplify the case study, we chose to ignore the ModArc 
source, but in reality, one needs to synchronize between the 
two sources, as long as it is not possible to make one of them 
redundant.  

That is, in architecting an F-IDE, there is a need to 
support the data specification using Linked Data semantics, 
while covering the two ownership aspects of tools 
(ownership from the tool deployment perspective) and 
domains (ownership from the organizational perspective). 

Avoid mega-meta-modelling – Information 
specifications originate from various development phases 
and/or development units in the organization. The resulting 
information models may well overlap, and would hence need 
to be harmonized. Hence, there is a need to harmonize the 
information models – while avoiding a central information 
model. Earlier attempts at information modeling normally 
resulted in large models that can easily become harder to 
maintain over time. The research project CESAR presents in 
[11] a typical interoperability approach in which such a large 
common meta-model is proposed. It is anticipated that the 
Linked Data approach would reduce the need to have such a 
single centralized mega information model. The correct 
handling of information through Domain and Tool 
Ownership (see above) ought to also help in that direction. 

Development support – Similar to the challenge faced 
in general software development, there is a need to maintain 
the information specification and desired architecture 
harmonious with the eventual design and implementation of 
the F-IDE and its components.  The current use of a class 
diagram works well as an initial specification, and for 
documentation purposes. However, there is no mechanism in 
place to ensure the model is updated relative to changes later 
performed during the development. Especially when 
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adopting an agile development approach, the specification 
and architecture are expected to change over time, and hence 
the implementations of individual adaptors need to capture 
such eventual changes. Likewise, feedback from the design 
and implementation phases may lead to necessary changes in 
the specification and architecture.  

Appropriate tool support is needed to make the 
specification models an integral part of development. This 
can take the form of a Software Development Kit (SDK), 
code generators, graphical models, analysis tools, etc. Such 
tool support should also help lower the threshold of learning 
as well as adopting OSLC, since implementing OSLC-
compliant tools entails competence in a number of additional 
technologies such as RESTful web services and the family of 
RDF standards. 

V. MODELLING SUPPORT 

We take an MDE approach to F-IDE development, in 
which we define a graphical modelling language that 
supports the toolchain architects and developers with the 
needs identified in the previous section.  

The language is designed to act as a digital representation 
of the OASIS OSLC standard. This ensures that any defined 
toolchain complies with the standard. Such a graphical 
representation also helps lower the threshold of learning as 
well as implementing OSLC-compliant toolchains. 

The language is structured into a set of views, in which 
each view focuses on a specific need, stakeholder and or 
aspect of development. The analysis of the needs from 
Section IV leads to the following three views: 

• Domain Specification View – for the specification of 
the information to be shared across the F-IDE, with support 
for the organizational needs.  

• Resource Allocation View – for the specification of 
information distribution and ownership across the F-IDE 
architecture. 

• Adaptor Design View – for the detailed design and 
implementation of the tool interfaces of the F-IDE. 

The next subsection presents further details of the OSLC 
standard, which then leads to its reflection by the proposed 
meta-model. Based on this OSLC meta-model, three views 
are then derived in Section V.B. The proposed graphical 
notation of each view is presented through examples from 
the use case of Section III. Finally, Section V.C details the 
open-source modelling tool developed to realize the 
proposed approach. 

A. The Meta-model 

The OASIS OSLC standard consists of a Core 
Specification and a set of Domain Specifications. The OSLC 
Core Specification [12] defines the set of resource services 
that can be offered by a tool. Figure 3 illustrates the structure 
of an OSLC interface and its services. A Service Provider is 
the central organizing entity of a tool, under which artefacts 
are managed. Typical examples of a Service Provider are 
project, module, product, etc. It is within the context of such 
an organizing concept that artefacts are managed (created, 
navigated, changed, etc.). For a given Service Provider, 
OSLC allows for the definition of two Services (Creation 

Factory & Query Capability) that provide other tools with 
the possibility to create and query artefacts respectively. In 
addition, OSLC defines Delegated UI (Selection and 
Creation) services that allow other tools to delegate the user 
interaction with an external artefact to the Service Provider 
under which the artefact is managed. The structure of Figure 
3 allows for the discoverability of the services provided by 
each Service Provider, starting with a Service Provider 
Catalog, which acts as a catalog listing all available Service 
Providers exposed by a tool. 

OASIS OSLC also defines Domain Specifications, which 
include domain vocabularies (or information models) for 
specific lifecycle domains. For example, the Quality 
Management Specification [13] defines resources and 
properties related to the verification phase of development 
such as test plans, test cases, and test results. The 
standardized Domain Specifications are minimalistic, 
focusing on the most common concepts within a particular 
domain, while allowing different implementations to extend 
this common basis. 

 
Figure 3.  OSLC Core Specification concepts and relationships [12] 

Using EMF [18], we define the meta-model that reflects 
the structure and concepts of the OASIS OSLC standard, as 
illustrated in Figure 4. A Toolchain consists of (1) a set of 
AdaptorInterfaces and (2) a set of DomainSpecifications (for 
legacy reasons grouped under a Specification element):  

• An AdaptorInterface represents a tool’s OSLC 
interface, and reflects the Core standard structure as 
illustrated in Figure 3.  

• A DomainSpecification reflects how an OSLC Domain 
Specification defines vocabularies. It models the resources 
types, their properties and relationships, based on the Linked 
Data constraint language of Resource Shapes [14]. Resource 
Shapes is a mechanism to define the constraints on RDF 
resources, whereby a Resource Shape defines the properties 
that are allowed and/or required of a type of resource; as well 
as each property’s cardinality, range, etc.  

B. The Modelling Views 

Based on the OSLC meta-model, we define the following 
three views: 
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Figure 4.  The underlying meta-model of the OASIS OSLC standard, reflecting the Core and Domain Specifications. 

Domain Specification View From this perspective, the 
toolchain architect defines an information model that details 
the types of resources, their properties and relationships, 
using mechanisms compliant with the OSLC Core 
Specification [12] and the Resource Shape constraint 
language [14]. Figure 5 exemplifies the proposed graphical 
notation of the Domain Specification view for the resources 
needed in our case study. 

The top-level container, DomainSpecification, groups 
related Resources and Resource Properties. Such grouping 
can be associated with a common topic (such as 
requirements or test management), or reflects the structure of 
the organization managing the F-IDE. This view ought to 
support standard specifications, such as Friend of a Friend 
(FOAF) [15] and RDF Schema (RDFS) [16], as well as 
proprietary ones. In Figure 5, three Domain Specifications 
are defined: Software, Communication and Variability, 
together with a subset of the standard domains of Dublin 
Core and RDF. 

As required by the OSLC Core, a specification of a 
Resource type must provide a name and a Type URI. The 
Resource type can then also be associated with its allowed 
and/or required properties. These properties could belong to 
the same or any other DomainSpecification. A Resource 
Property is in turn defined by specifying its cardinality, 
optionality, value-type, allowed-values, etc. Figure 6 

illustrates an example property specification highlighting the 
available constraints that can be defined. A Literal Property 
is one whose value-type is set to one of the predefined literal 
types (such as string or integer); while a Reference Property 
is one whose value-type is set to either “resource” or “local 
resource”. In the latter case, the range property can then be 
used to suggest the set of resource types the Property can 
refer to. 

In RDF, Resource Properties are defined independently, 
and may well be associated with multiple Resource types 
(Unlike, for example UML Classes, where a class attribute is 
defined within the context of a single class). For this reason, 
Resource Properties are graphically represented as first-class 
elements in the diagram. So, borrowing from the typical 
notation used to represent RDF graphs, Resource types are 
represented as ellipses, while Properties are represented as 
rectangles (A Reference Property is represented with an 
ellipse within the rectangle.). 

The association between a Resource type and its 
corresponding Properties is represented by arrows for 
Reference Properties, while Literal Properties are listed 
graphically within the Resource ellipse. Such a 
representation renders the diagram almost similar – visually - 
to the UML class diagram of Figure 2. This makes the 
diagram intuitive and familiar for the modeler, yet with the 
more appropriate Linked Data semantics behind the view. 
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Figure 5.  Domain Specification View 

While the possibility to represent Properties as first-class 
elements was appreciated, it was experienced that they (The 
squares in Figure 5) cluttered the overall model, and did not 
make efficient usage of the available modeling space. An 
alternative representation is available, in which Property 
definitions are collected within a single sub-container, 
confined within its containing DomainSpecification. Figure 7 
presents this alternative diagram for a subset of the domain 
specification of Figure 5, focusing on the Communication 
Domain Specification. Such a notation still ensures that 
Properties are defined independently of Resources, while 
making the graphical entities more manageable for the 
modeler. 

Moreover, typical RDF graphs notations represent all 
associations between resources and properties by arrows, 
irrespective of whether they are Literal or Reference 
Properties. If desired, such a representation can be chosen as 
well. Figure 8 presents this alternative for a subset of the 
domain specification of Figure 5, focusing on the Software 
Domain Specification. Such a representation is intuitive for a 
small specification. However, it is experienced that for large 
specifications, the many associations between Resources and 

their associated Literal Properties cluttered the diagram. 
Furthermore, common Literal Properties, such as 
dcterms:subject, can be associated to many resources across 
many domains, leading to many cross-domain arrows that 
further clutter the diagram. 

 
Figure 6.  The specification of the rdf:type predicate, in the Domain 

Specification View [1] 
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Figure 7.  An alternative Domain Specification View, with Property definitions collected within a single sub-container. 

The three alternative representations of Resource 
Properties and their associations with Resources are made 
available through filtering mechanisms to suite the 
preferences of the modeler. It is important to recall that these 
alternatives are semantically similar, and are based on the 
same meta-model of Figure 4. 

Resource Allocation View provides the overall 
architecture of the F-IDE, where the toolchain architect 
allocates resources to data sources. It gives the architect an 
overview of where the resources are available in the F-IDE, 
and where they are consumed. For each data source, the 
architect defines the set of Resources it exposes; as well as 
those it consumes. These Resources are graphically 
represented as “provided” and “required” ports on the edge 
of the AdaptorInterface element, as illustrated in Figure 9 for 
our case study. For example, the Communication Specifier 
interface exposes the Message resource, which is then 
consumed by the Requirements Specifier. 

 
Figure 8.  An alternative Domain Specification View, representing all 

associations between resources and properties by arrows. 

In the Resource Allocation view, the interaction between 
a provider and consumer of a given resource is presented as a 
solid edge between the corresponding ports. In addition, any 
dependencies between resources that are managed by two 
different data sources are also represented in this model – as 
a dotted edge. For example, the resource ECUSoftware, 
managed by the Code Repository, has a property has_io_port 
that is a reference to resource IO_port (which is in turn 
managed through the data source Modarc). Hence, for a 
consumer of ECUSoftware, it is beneficial to identify the 
indirect dependency on the Modarc tool, since any 
consumption of an ECUSoftware resource, is likely to lead to 
the need to communicate with Modarc in order to obtain 
further information about the property has_io_port. 

 
Figure 9.  Resource Allocation View 
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Adaptor Design View is where the toolchain architect 
(or the tool interface developer) designs the internal details 
of the tool interface – according to the OSLC standard. This 
can be performed for any of the Tool entities in the Resource 
Allocation view. The Adaptor Design view is a realization of 
the OSLC interface structure of Figure 3. Sufficient 
information is captured in this view, so that an almost 
complete interface code, which is compliant with the 
OSLC4J software development kit (SDK) can be generated, 
based on the Lyo code generator [17] (See next subsection 
for further details.). 

An example of the proposed notation from our case study 
is presented in Figure 10, in which the Core Repository 
provides query capabilities and creation factories on all three 
resources. The Adaptor Design view also models its 
consumed resources (In Figure 10, no consumed resources 
are defined.). Note that the provided and required resources - 
as defined in this view - remain synchronized with those at 
the interface of the Tool entity in the Resource Allocation 
view. 

 
Figure 10.  Adaptor Design View [1] 

There is no particular ordering of the above views, and in 
practice, the three views can be developed in parallel. 
Consistency between the views is maintained since they all 
refer to the same model. For example, if the toolchain 
architect removes a resource from the Adaptor Design view, 
the same resource is also removed from the Resource 
Allocation view.  

C. Architecture of Modelling Tool 

An open-source Eclipse-based modelling tool was 
developed to realize the proposed approach, whose main 
components are presented in Figure 11. Central in the 
architecture is the Toolchain Meta-model component that 
realizes the meta-model of Figure 4, based on the Eclipse 
Modeling Framework (EMF) [18]. The Graphical Modelling 
Editor then allows the end-user to graphically design a 
toolchain based on the three views presented in Section V.B. 
(The figures presented in that section are snapshots of the 
graphical editor.) A toolchain design model is ultimately an 
instance of the toolchain meta-model. This model can then 
be inputted into the Lyo Code Generator [17] to generate 
almost-complete code for each of the tool interfaces in the 
toolchain. 

 

Lyo OSLC4J SDK 

Technology-specific Generators 

SQL 

4OSLC 

Toolchain Meta-model 

 

… EMF 

4OSLC 
Graphical 

Modelling 

Editor 

 

           Lyo Code Generator 

 
Figure 11.  The layered architecture of the modelling tool, building upon 

the Lyo OSLC4J SDK, to provide a model-based development approach. 

The Lyo code generator runs as a separate Eclipse 
project, and assumes a minimal set of plug-in dependencies. 
It is based on Acceleo [19], which implements the OMG 
MOF Model-to-Text Language (MTL) standard [20]. The 
code generator is designed to be independent of the 
Graphical Modelling Editor, and hence its input tool meta-
model instance can be potentially created by any other EMF 
mechanism. This facilitates the extension of the generator 
with additional components as later described in this section. 

The code generator builds upon the OSLC4J Software 
Development Kit (SDK) from the Lyo [21] project. While 
the OSLC4J SDK targets the implementation phase of 
adaptor implementation, our tool complements it with a 
model-based development approach, which allows one to 
work at a higher level of abstraction, with models used to 
specify the adaptor design, without needing to deal with all 
the technical details of the OSLC standard (such as Linked 
Data, RDF, etc.). 

The generator produces OSLC4J-compliant Java code. 
Once generated, the java code has no dependencies to either 
the code generator, or the input toolchain model. The 
generated code can be further developed – as any OSLC4J 
adaptor – with no further connections to the generator.  

Moreover, it is possible to modify the toolchain model 
and re-generate its code, without the loss of any code 
manually introduced between generations. For example, a 
JAX-RS class method may need to perform some additional 
business logic before - or after - the default handling of the 
designated web service. The generator ensures that such 
manual code remains intact after subsequent changes in the 
model and code generations. This promotes the incremental 
development of the toolchain, where the specification model 
and implementation can be gradually developed. 

Upon generation, an adaptor is – almost – complete and 
ready-to-run, and needs not be modified nor complemented 
with additional manual code. Only a set of methods that 
communicate with the source tool to access its internal data 
need to be implemented (the dotted arrows in Figure 1). This 
communication is reduced to a simple set of methods to (a) 
get (b) create (c) search and (d) query each serviced 
resource. This manual code is packaged into a single class, 
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with skeletons of the required methods generated. It remains 
the task of the developer to manual code these methods. 

However, for specific tool technologies, a full adaptor 
implementation can be generated. For example, targeting 
EMF-based modelling tools in general, an additional 
EMF4OSLC component was developed [22] to complement 
the code generator with the automatic generation of the 
necessary code to access and manipulate the data in the 
backend tool. This leads to the complete generation of the 
adaptor. EMF4OSLC moreover generates the actual interface 
specification model based on a predefined mapping between 
EMF and OSLC. Similarly, an additional component – 
EMF4SQL – is being developed to handle SQL-based tools. 
It is anticipated that much code reuse can be gained between 
EMF4OSLC and EMF4SQL, while ensuring that both 
components build on top of the Lyo code generator. 

The modelling tool and supporting documentation are 
available as open-source under the Eclipse Lyo [21] project. 

VI. DISCUSSION 

Compared to the original approach practiced by Scania 
engineers of using a UML class diagram (see Figure 2) to 
represent the F-IDE resources, the proposed model may 
seem to add a level of complexity by distributing the model 
information into three views. However, upon further 
investigation, it becomes clear that the class diagram was 
actually used to superimpose information for both the 
Domain Specification and Resource Allocation views into 
the same diagram. For example, classes were initially color-
coded to classify them according to their owning tool. 
However, the semantics and intentions behind this 
classification soon become ambiguous, since the distinction 
between tool and domain ownership is not identified 
explicitly. In the original approach, different viewers of the 
same model could hence draw different conclusions when 
analyzing the model, depending on their implicit 
understanding of the color codes. 

Through a multi-view modelling approach, and by 
describing the information  model from the two orthogonal 
views of managing domains and managing tools, the 
information  model is no longer expected to be developed in 
a top-down and centralized manner. Instead, a more 
distributed process is envisaged, in which resources are 
defined within a specific domain and/or tool. Only when 
necessary, such sub-models can then be integrated, avoiding 
the need to manage a single centralized information model. 
Moreover, these two orthogonal views of the F-IDE allow 
the toolchain architect to identify dependencies within the F-
IDE, from both the organizational as well as the deployment 
perspective:  

• In the Resource Allocation View of the model, the 
toolchain architect can obtain an overview of the 
coupling/cohesion of the tools of the F-IDE. One could 
directly identify the direct producer/consumer relations, as 
well as the indirect dependencies, as detailed in Section V.B. 

• In the Domain Specification view, the toolchain 
architect views the dependencies between the different 
domains (irrespective of how the resources are deployed 
across tools). Such dependencies reveal the relationship 

between the organizational entities involved in maintaining 
the overall information model. This explicit modelling of 
domain ownership helps lift important organizational 
decisions, which otherwise remain implicit.  

Semantically, the usage of a class diagram is not 
compatible with the open-world view of Linked Data. 
Instead, a dedicated domain-specific language (DSL) that 
follows the expected semantics can be better used uniformly 
across the whole organization.  We here illustrate two 
examples where our DSL helped communicate the correct 
semantics, which were previously misinterpreted or not used: 

• A Resource Property is a first-class element that ought 
to be defined independently of Resource definitions within a 
Domain Specification. A Property can then be associated 
with multiple Resource types, which in turn can belong to 
the same or any other Domain Specification. For example, 
the allowedValues property (with range KeyValuePair) is 
defined within the Variability domain, and its definition 
ought not to be dependent on any particular usage within any 
Resource. This same Property is then being associated to the 
CalibrationParameter & RtdbVariable resources. 
Previously, two separate Properties were unnecessarily 
defined within the context of each Resource, which is not 
appropriate when adopting Linked Data and its RDF data 
model.  

• Certain Resources can only exist within the context of 
another parent Resource, and hence ought not to have their 
own URI. For example, Range is defined as a simple 
structure of three properties (min, max and step). The 
CalibrationParameter resource contains the allowedRange 
property whose value-types is set to Local Resource, 
indicating that property value is a resource that is only 
available inside the CalibrationParameter instance. Our 
DSL helped communicate the capability of defining Local 
Resources. A class diagram does not provide a 
corresponding concept that can be correctly used to convey 
the same semantics.  

Adopting a class diagram may have been satisfactory at 
the early stages of development, where focus was on the 
information specification. However, it became apparent that 
the diagram is not sufficient in supporting the later phases of 
development, when the tool interfaces need to be designed 
and implemented. Furthermore, no complements to the UML 
class diagram can provide all necessary information 
according to the OSLC standard. Instead, the third Adaptor 
Design View serves this need satisfactorily. In addition, by 
sharing a common meta-model with the other two views, it is 
ensured that the detailed designs remain consistent with the 
specification and architecture of the F-IDE. Furthermore, 
given that the complete model (with its three views) can lead 
to the generation of working code, the model’s completeness 
and correctness is confirmed. 

While the need for a dedicated DSL is convincing, the 
proposed notations are not necessarily final, and there 
remains room for improvements. The alternative 
representations of the Domain Specification View (discussed 
in Section V.B) highlight some of the refinements that need 
to be dealt with. 
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VII. RELATED WORK 

There exists a large body of research that in various ways 
touches upon information modeling and tool integration. 
(See for example [2] and [23]). Our work - and the related 
work of this section - is delimited to the Linked Data 
paradigm, and its graphical modelling. 

The most relevant work found in this area is the 
Ontology Definition Metamodel (ODM) [24]. ODM is an 
OMG specification that defines a family of Meta-Object 
Facility (MOF) metamodels for the modelling of ontologies. 
ODM also specifies a UML Profile for RDFS [16] and the 
Web Ontology Language (OWL) [25], which can be realized 
by UML-based tools, such as Enterprise Architect's ODM 
diagrams [26]. However, as argued in [14], OWL and RDFS 
are not suitable candidates to specify and validate 
constraints, given that they are designed for another purpose 
- namely for reasoning engines that can infer new 
knowledge. The work in this paper builds upon the Resource 
Shape constraint language suggested in [14], by providing a 
graphical model to specify such constraints on RDF 
resources. The constraint language is part of the OSLC 
standard, making for its easy adoption within our work. On 
the other hand, SHACL [27] is an evolving W3C working 
draft for a very similar constraint language, which can also 
be supported in the future. 

Earlier work by the authors has also resulted in a 
modelling approach to toolchain development [28]. In this 
earlier work, even though the information was modelled 
targeting an OSLC implementation, the models were directly 
embedded in the specific tool adaptors, and no overall 
information model is readily available. The models did not 
support the tool and domain ownership perspectives 
identified in this paper. 

In general, there are inspiring works done for defining a 
visual language for the representation of ontologies. Even if 
ontologies are not directly suitable for the specification of 
constraints, such languages can be used as inspiration for the 
graphical notation presented in this paper. One example is 
the Visual Notation for OWL Ontologies (VOWL) [29] that 
is based on only a handful of graphical primitives forming 
the alphabet of the visual language. In this visual notation, 
classes are represented as circles that are connected by lines 
and arrowheads representing the property relations. Property 
labels and datatypes are shown as rectangles. Information on 
individuals and data values is displayed either in the 
visualization itself or in another part of the user interface. 
VOWL also uses a color scheme complementing the 
graphical primitives. It defines colors for the visual elements 
to allow for an easy distinction of different types of classes 
and properties. In addition to the shapes and colors, VOWL 
also introduces dashed lines, dashed borders and double 
borders for visualizing class, relation or data properties. 

OWLGrEd [30] is another graphical OWL editor that 
extends the UML class diagram to allow for OWL 
visualization. The work argues that the most important 
feature for achieving readable graphical OWL notation is the 
maximum compactness. The UML class diagram is used to 
present the core features of OWL ontologies. To overcome 

the difference between UML’s closed-world assumption and 
OWL’s open-world assumption, the authors changed the 
semantics of the UML notation and added new symbols. 
OWLGrEd introduces a colored background frame for the 
relatively autonomous sub-parts of the ontology. 
Furthermore, the editor contains a number of additional 
services to ease ontology development and exploration, such 
as different layout algorithms for automatic ontology 
visualization, search facilities, zooming, and graphical 
refactoring. Finally, GrOWL [31] is a visual language that 
attempts to accurately visualize the underlying description 
logic semantics of OWL ontologies, without exposing the 
complex OWL syntax. 

Lanzenberger et al. [32] summarize the results of their 
literature study on tools for visualizing ontologies as: “A 
huge amount of tools exist for visualizing ontologies, 
however, there are just a few for assisting with viewing 
multiple ontologies as needed for ontology alignment. … 
Finally, in order to support an overview and detail approach 
appropriately, multiple views or distortion techniques are 
needed.” We identified the need to support multiple views in 
this study, in order to support the different stakeholders of 
the same language. 

VIII. CONCLUSION 

In this paper, an MDE approach to F-IDE development 
based on Linked Data and the OSLC standard is presented. 
The proposed set of modelling views supports the toolchain 
architect with the early phases of toolchain development, 
with a particular focus on the specification of the information 
model and its distribution across the tools of the toolchain. 
Additionally, such views are tightly integrated with a design 
view supporting the detailed design of the tool interfaces. 
The modelling views are designed to be a digital 
representation of the OASIS OSLC standard. This ensures 
that any defined toolchain complies with the standard. It also 
helps lower the threshold of learning as well as 
implementing OSLC-compliant toolchains.  

An open-source modelling tool was developed to realize 
the proposed modelling views. The tool includes an 
integrated code generator that can synthesis the specification 
and design models into a running implementation. This 
allows one to work at a higher level of abstraction, without 
needing to deal with all the technical details of the OSLC 
standard (such as Linked Data, RDF, etc.). The Eclipse-
based modelling tool and supporting documentation are 
available as open-source under the Eclipse Lyo project. 

It is envisaged that the modelling support will be 
extended to cover the complete development lifecycle, 
specifically supporting the requirements analysis phase, as 
well as automated testing. The current focus on data 
integration needs to be also extended to cover other aspects 
of integration, in particular control integration [33]. 
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Abstract—In many applications such as Air Traffic Management
(ATM), clustering trajectories in groups of similar curves is
of crucial importance. When data considered are functional in
nature, like curves, dedicated algorithms exist, mostly based
on truncated expansion on Hilbert basis. When additional con-
straints are put on the curves, as like in applications related
to air traffic where operational considerations are to be taken
into account, usual procedures are no longer applicable. A
new approach based on entropy minimization and Lie group
modeling is presented here and its implementation is discussed
in detail, especially the computation of the curve system density
and the entropy minimization by a gradient descent algorithm.
This algorithm yields an efficient unsupervised algorithm suitable
for automated traffic analysis. It outputs cluster centroids with
low curvature, making it a valuable tool in airspace design
applications or route planning.

Keywords–curve clustering; probability distribution estimation;
functional statistics; minimum entropy; Lie group modeling; air
traffic management.

I. INTRODUCTION

Clustering aircraft trajectories is an important problem in
Air Traffic Management (ATM). It is a central question in
the design of procedures at take-off and landing, the so called
sid-star (Standard Instrument Departure and Standard Terminal
Arrival Routes). In such a case, one wants to minimize
the noise and pollutants exposure of nearby residents while
ensuring runway efficiency in terms of the number of aircraft
managed per time unit.

The same question arises with cruising aircraft, this time
the mean flight path in each cluster being used to opti-
mally design the airspace elements (sectors and airways).
This information is also crucial in the context of future air
traffic management systems where reference trajectories will
be negotiated in advance so as to reduce congestion. A special
instance of this problem is the automatic generation of safe and
efficient trajectories, but in such a way that the resulting flight
paths are still manageable by human operators. Clustering is
a key component for such tools: major traffic flows must be
organized in such a way that the overall pattern is not too
far from the current organization, with aircraft flying along
airways. The classification algorithm has thus not only to
cluster similar trajectories but at the same time makes them
as close as possible to operational trajectories. In particular,
straightness of the flight segments must be enforced, along with

a global structure close to a graph with nodes corresponding
to merging/splitting points and edges the airways. Moreover,
the clustering procedure has to deal with trajectories that are
very similar in shape but are oriented in opposite directions.
These flight paths should be sufficiently separate in order to
prevent hazardous encounters. Using the approach developed
in [1], a Lie group modeling is proposed to take into account
the direction and the position of the aircraft trajectories. The
main computational complexity of such a clustering algorithm
focuses on the computation of the curve system density. This
computational cost can be reduced by choosing appropriate
kernel functions.

This paper is organized as follows. First, previous related
works is presented. Next, in Section III, the notion of spatial
curve density and the related entropy are introduced for dealing
with curve systems. Then, the modeling of trajectories with a
Lie group approach and the statistical estimation of Lie group
densities are presented. In Section IV, the unsupervised entropy
clustering approach developed in [2] is extended to the new
setting of Lie group modeling. In Section V, a discussion on
fast implementation and algorithms presented in [1] is detailed.
Finally, results on synthetic examples and real trajectory data
are given and a conclusion is drawn.

II. PREVIOUS RELATED WORK

Several well established algorithms may be used for per-
forming clustering on a set of trajectories, although only a few
of them were eventually applied to air traffic analysis. The
spectral approach relies on trajectories modeling as vectors
of samples in a high dimensional space, and uses random
projections as means of reducing the dimensionality. The huge
computational cost of the required singular values decompo-
sition is thus alleviated, allowing use on real recorded traffic
over several months. It was applied in a study conducted by the
Mitre corporation on behalf of the Federal Aviation Authority
(FAA) [3]. The most important limitation of this approach is
that the shape of the trajectories is not taken into account
when applying the clustering procedure unless a resampling
procedure based on arclength is applied: changing the time
parametrization of the flight paths will induce a change in
the classification. Furthermore, there is no means to put a
constraint on the mean trajectory produced in each cluster:
curvature may be quite arbitrary even if samples individually
comply with flight dynamics.
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Another approach is taken in [4], with an explicit use of an
underlying graph structure. It is well adapted to road traffic as
vehicles are bound to follow predetermined segments. A spatial
segment density is computed then used to gather trajectories
sharing common parts. For air traffic applications, it may be of
interest for investigating present situations, using the airways
and beacons as a structure graph, but will misclassify aircraft
following direct routes which is quite a common situation,
and is unable to work on an unknown airspace organization.
This point is very important in applications since trajectory
datamining tools are mainly used in airspace redesign. A
similar approach is taken in [5] with a different measure of
similarity. It has to be noted that many graph-based algorithms
are derived from the original work presented in [6], and
exhibit the aforementioned drawbacks for air traffic analysis
applications.

An interesting vector fieldbased algorithm is presented in
[7]. A salient feature is the ability to distinguish between close
trajectories with opposite orientations. Nevertheless, putting
constraints on the geometry of the mean path in a cluster
is quite awkward, making the method unsuitable for our
application.

Due to the functional nature of trajectories, that are basi-
cally mappings defined on a time interval, it seems more appro-
priate to resort to techniques based on times series as surveyed
in [8], [9], or functional data statistics, with standard references
[10], [11]. In both approaches, a distance between pairs of
trajectories or, in a weaker form, a measure of similarity must
be available. The algorithms of the first category are based on
sequences, possibly in conjunction with dynamic time warping
[12], while in functional data analysis, samples are assumed
to come from an unknown underlying function belonging to a
given Hilbert space. However, it has to be noticed that apart
from this last assumption, both approaches yield similar end
algorithms, since functional data revert for implementation
to usual finite dimensional vectors of expansion coefficients
on a suitable truncated basis. For the same reason, model-
based clustering may be used in the context of functional data
even if no notion of probability density exists in the original
infinite dimensional Hilbert space as mentioned in [13]. A nice
example of a model-based approach working on functional
data is funHDDC [14].

III. DEALING WITH CURVE SYSTEMS: A PARADIGM
CHANGE

When working with aircraft trajectories, some specific
characteristics must be taken into account. First of all, flight
paths consist mainly of straight segments connected by arcs
of circles, with transitions that may be assumed smooth up to
at least the second derivative. This last property comes from
the fact that pilot’s actions result in changes on aerodynamic
forces and torques and a straightforward application of the
equations of motion. When dealing with sampled trajectories,
this induces a huge level of redundancy within the data, the
relevant information being concentrated around the transitions.
Second, flight paths must be modeled as functions from a
time interval [a, b] to R3 which is not the usual setting for
functional data statistics: most of the work is dedicated to
real valued mappings and not vector ones. A simple approach
will be to assume independence between coordinates, so that
the problem falls within the standard case. However, even

with this simplifying hypothesis, vertical dimension must be
treated in a special way as both the separation norms and
the aircraft maneuverability are different from those in the
horizontal plane.

Finally, being able to cope with the initial requirement of
compliance with the current airspace structure in airways is
not addressed by general algorithms. In the present work, a
new kind of functional unsupervised classifier is introduced,
that has in common with graph-based algorithms an esti-
mation of traffic density but works in a continuous setting.
For operational applications, a major benefit is the automatic
building of a route-like structure that may be used to infer new
airspace designs. Furthermore, smoothness of the mean cluster
trajectory, especially low curvature, is guaranteed by design.
Such a feature is unique among existing clustering procedures.
Finally, our Lie group approach makes easy the separation
between neighboring flows oriented in opposite directions.
Once again, it is mandatory in air traffic analysis where such
a situation is common.

A. The entropy of a system of curves
Considering trajectories as mappings γ : [t0, t1] → R3

induces a notion of spatial density as presented in [15]. As-
suming that after a suitable registration process all flight paths
γi, i = 1, . . . , N , are defined on the same time interval [0, 1] to
Ω a domain of R3, one can compute an entropy associated with
the system of curves using the approach presented in [16]. Let
a system of curves γ1, . . . , γN be given, its entropy is defined
to be:

E(γ1, . . . , γN ) = −
∫

Ω

d̃(x) log
(
d̃(x)

)
dx,

where the spatial density d̃ is computed according to:

d̃ : x 7→
∑N
i=1

∫ 1

0
K (‖x− γi(t)‖) ‖γ′i(t)‖dt∑N

i=1 li
. (1)

In the last expression, li is the length of the curve γi and K
is a kernel function similar to those used in nonparametric
estimation. A standard choice is the Epanechnikov kernel:

K : x 7→ C
(
1− x2

)
1[−1,1](x),

with a normalizing constant C chosen so as to have a unit
integral of K on Ω. In multivariate density estimation, a
common practice is to build a multivariate kernel function
by means of an univariate kernel K composed with a norm,
denoted by ‖.‖. The resulting mapping, x 7→ K(‖x‖) enjoys
some important properties:

• Translation invariance.
• Rotational symmetry.

In Section V, the translation invariance will be used to cut the
computational cost of kernel evaluation.

Since the entropy is minimal for concentrated distributions,
it is quite intuitive to figure out that seeking for a curve system
(γ1, . . . , γN ) giving a minimum value for E(γ1, . . . , γN ) will
induce the following properties:

• The images of the curves tend to get close one to
another.
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• The individual lengths will be minimized: it is a direct
consequence of the fact that the density has a term in
γ′ within the integral that will favor short trajectories.

Using a standard gradient descent algorithm on the entropy
produces an optimally concentrated curve system, suitable for
use as a basis for a route network. In Section V, this algorithm
is applied on a curve system produced by an automated
trajectory planner.

The displacement field for trajectory j is oriented at each
point along the normal vector to the trajectory, with norm given
by:∫

Ω

γj(t)− x
‖γj(t)− x‖

∣∣∣∣
N
K ′ (‖γj(t)− x‖) log

(
d̃(x)

)
dx‖γ′j(t)‖

(2)

−
(∫

Ω

K (‖γj(t)− x‖) log
(
d̃(x)

)
dx

)
γ′′j (t)

‖γ′j(t)‖

∣∣∣∣∣
N

(3)

+

(∫
Ω

d̃(x) log(d̃(x))dx

)
γ′′j (t)

‖γ′j(t)‖

∣∣∣∣∣
N

, (4)

where the notation v|N stands for the projection of the vector
v onto the normal vector to the trajectory. An overall scaling
constant of:

1∑N
i=1 li

,

where li is the length of trajectory i, has to be put in front of the
expression to get the true gradient of the entropy. In practice,
it is not needed since algorithms will adjust the size of the step
taken in the gradient direction. Another formulation using the
scaled arclength in the entropy can be found in [2]. While
being equivalent to the one presented above, since it relies on
a reparametrization, only the term related to the kernel gradient
remains in the final expression. As a consequence, there is no
need to project moves onto the normal to the curves. However,
it introduces a constraint that must be taken into account in
numerical implementations. So far, the principle retained is
to resample the curves after the update so as to ensure that
the defining property (constant velocity) of the arclength is
preserved.

B. A Lie group modeling

While satisfactory in terms of traffic flows, the previous
approach suffers from a severe flaw when one considers flight
paths that are very similar in shape but are oriented in opposite
directions. Since the density is insensitive to direction reversal,
flight paths will tend to aggregate while the correct behavior
will be to ensure a sufficient separation in order to prevent
hazardous encounters. Taking aircraft headings into account in
the clustering process is then mandatory when such situations
have to be considered.

This issue can be addressed by adding a penalty term
to neighboring trajectories with different headings but the
important theoretical property of entropy minimization will be
lost in the process. A more satisfactory approach will be to take
heading information directly into account and to introduce a
notion of density based on position and velocity.

Since the aircraft dynamics is governed by a second order
equation of motion of the form:(

γ′(t)
γ′′(t)

)
= F

(
t;

γ(t)
γ′(t)

)
,

it is natural to take as state vector:(
γ(t)
γ′(t)

)
.

The initial state is chosen here to be:(
0d
e1

)
,

with e1 the first basis vector, and 0d the origin in Rd. It is
equivalent to model the state as a linear transformation:

0d ⊗ e1 7→ T (t)⊗A(t)(0d ⊗ e1) = γ(t)⊗ γ′(t),

where T (t) is the translation mapping 0d to γ(t) and A(t) is
the composite of a scaling and a rotation mapping e1 to γ′(t).
Considering the vector (γ(t), 1) instead of γ(t) allows a matrix
representation of the translation T (t):(

γ(t)
1

)
=

(
Id γ(t)
0 1

)(
0d
1

)
.

From now, all points will be implicitly considered as having
an extra last coordinate with value 1, so that translations are
expressed using matrices. The origin 0d will thus stand for the
vector (0, . . . , 0, 1) in Rd+1. Gathering things yields:(

γ(t)
γ′(t)

)
=

(
T (t) 0

0 A(t)

)(
0d
e1

)
. (5)

The previous expression makes it possible to represent a
trajectory as a mapping from a time interval to the matrix Lie
group G = Rd×Σ×SO(d), where Σ is the group of multiples
of the identity, SO(d) the group of rotations and Rd the group
of translations. Please note that all the products are direct. The
A(t) term in the expression (5) can be written as an element
of Σ ⊗ SO(d). Starting with the defining property A(t)e1 =
γ′(t), one can write A(t) = ‖γ′(t)‖U(t) with U(t) a rotation
mapping e1 ∈ Sd−1 to the unit vector γ′(t)/‖γ′(t)‖ ∈ Sd−1.
For arbitrary dimension d, U(t) is not uniquely defined, as it
can be written as a rotation in the plane P = span(e1, γ

′(t))
and a rotation in its orthogonal complement P⊥. A common
choice is to let U(t) be the identity in P⊥ which corresponds in
fact to a move along a geodesic (great circle) in Sd−1. This will
be assumed implicitly in the sequel, so that the representation
A(t) = Λ(t)U(t) with Λ(t) = ‖γ′(t)‖Id becomes unique.

The Lie algebra g of G is easily seen to be Rd × R ×
Asym(d) with Asym(d) is the space of skew-symmetric d × d
matrices. An element from g is a triple (u, λ,A) with an
associated matrix form:

M(u, λ,A) =

 0 u
0 0

0

0 λId+A

 . (6)

The exponential mapping from g to G can be obtained in a
straightforward manner using the usual matrix exponential:

exp((u, λ,A)) = exp(M(u, λ,A)).



263

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The matrix representation of g may be used to derive a
metric:

〈(u, λ,A), (v, µ,B)〉g = Tr
(
M(u, λ,A)tM(v, µ,B)

)
.

Using routine matrix computations and the fact that A,B being
skew-symetric have vanishing trace, it can be expressed as:

〈(u, λ,A), (v, µ,B)〉g = nλµ+ 〈u, v〉+ Tr
(
AtB

)
. (7)

A left invariant metric on the tangent space TgG at g ∈ G
is derived from (7) as:

〈〈X,Y, 〉〉g = 〈g−1X, g−1Y 〉g,

with X,Y ∈ TgG. Please note that G is a matrix group acting
linearly so that the mapping g−1 is well defined from TgG to
g. Using the fact that the metric (7) splits, one can check that
geodesics in the group are given by straight segments in g: if
g1, g2 are two elements from G, then the geodesic connecting
them is:

t ∈ [0, 1] 7→ g1 exp
(
t log

(
g−1

1 g2

))
,

where log is a determination of the matrix logarithm. Finally,
the geodesic length is used to compute the distance d(g1, g2)
between two elements g1, g2 in G. Assuming that the transla-
tion parts of g1, g2 are respectively u1, u2, the rotations U1, U2

and the scalings exp(λ1), exp(λ2) then:

d(g1, g2)2 = (λ1 − λ2)
2

+ (8)

Tr
(

log
(
U t1U2

)
log
(
U t1U2

)t)
+ ‖u1 − u2‖2. (9)

An important point to note is that the scaling part of an
element g ∈ G will contribute to the distance by its logarithm.

Based on the above derivation, a flight path γ with state
vector (γ(t), γ′(t)) will be modeled in the sequel as a curve
with values in the Lie group G:

Γ: t ∈ [0, 1] 7→ Γ(t) ∈ G,

with:
Γ(t).(0d, e1) = (γ(t), γ′(t)).

In order to make the Lie group representation amenable
to statistical thinking, we need to define probability densities
on the translation, scaling and rotation components that are
invariant under the action of the corresponding factor of G.

C. Nonparametric estimation on G
Since the translation factor in G is the additive group Rd, a

standard nonparametric kernel estimator can be used. It turns
out that it is equivalent to the spatial density estimate of (1),
so that no extra work is needed for this component.

As for the rotation component, a standard parametrization
is obtained recursively starting with the image of the canonical
basis of Rd under the rotation. If R is an arbitrary rotation and
e1, . . . , ed is the canonical basis, there is a unique rotation
Re1 mapping e1 to Re1 and fixing e2, . . . , ed. It can be
represented by the point Re1 = r1 on the sphere Sd−1.
Proceeding the same way for Re2, . . . Red, it is finally possible
to completely parametrized R by a (d−1)-uple (r1, . . . , rd−1)
where ri ∈ Si−1, i = 1, . . . , d. Finding a rotation invariant
distribution amounts thus to construct such a distribution on the
sphere. In directional statistics, when we consider the spherical

polar coordinates of a random unit vector u ∈ Sd−1, we deal
with spherical data (also called circular data or directional
data) distributed on the unit sphere. For d = 3, a unit vector
may be described by means of two random variables θ and ϕ
which respectively represent the co-latitude (the zenith angle)
and the longitude (the azimuth angle) of the points on the
sphere. Nonparametric procedures, such as the kernel density
estimation methods are sometimes convenient to estimate the
probability distribution function (p.d.f.) of such kind of data
but they require an appropriate choice of kernel functions.

Let X1, . . . , Xn be a sequence of random vectors taking
values in Rd. The density function f of a random d-vector may
be estimated by the kernel density estimator [17] as follows:

f̂(x) =
1

n

n∑
i=1

KH (x−Xi) , x ∈ Rd,

where KH(x) =| H |−1 K(H−1x), K denotes a multivariate
kernel function and H represents a d-dimensional smoothing
matrix, called bandwidth matrix. The kernel function K is a d-
dimensional p.d.f. such as the standard multivariate Gaussian
density K(x) = (2π)d/2 exp

(
− 1

2x
Tx
)

or the multivariate
Epanechnikov kernel. The resulting estimation will be the sum
of “bumps” above each observation, the observations closed
to x giving more important weights to the density estimate.
The kernel function K determines the form of the bumps
whereas the bandwidth matrix H determines their width and
their orientation. Thereby, bandwidth matrices can be used to
adjust for correlation between the components of the data.
Usually, an equal bandwidth h in all dimensions is chosen,
corresponding to H = hId where Id denotes the d×d identity
matrix. The kernel density estimator then becomes:

f̂(x) =
1

nhd

n∑
i=1

K
(
h−1(x−Xi)

)
, x ∈ Rd.

In certain cases when the spread of data is different in
each coordinate direction, it may be more appropriate to use
different bandwidths in each dimension. The bandwidth matrix
H is given by the diagonal matrix in which the diagonal entries
are the bandwidths h1, . . . , hd.

In directional statistics, a kernel density estimate on Sd−1

is given by adopting appropriate circular symmetric kernel
functions such as von Mises-Fisher, wrapped Gaussian and
wrapped Cauchy distributions. A commonly used choice is the
von Mises-Fisher (vMF) distribution on Sd−1 which is denoted
M(m,κ) and given by the following density expression [18]:

KVMF (x;m,κ) = cd(κ) eκm
T x, κ > 0, x ∈ Sd−1, (10)

where

cd(κ) =
κd/2−1

(2π)d/2Id/2−1(κ)
(11)

is a normalizing constant with Ir(κ) denoting the modified
Bessel function of the first kind at order r. The vMF kernel
function is an unimodal p.d.f. parametrized by the unit mean-
direction vector µ and the concentration parameter κ that
controls the concentration of the distribution around the mean-
direction vector. The vMF distribution may be expressed by
means of the spherical polar coordinates of x ∈ Sd−1 [19].
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Given the random vectors Xi, i = 1, . . . , n, in Sd−1, the
estimator of the spherical distribution is given by:

f̂(x) =
1

n

n∑
i=1

KVMF (x;Xi, κ) (12)

=
cd(κ)

n

n∑
i=1

eκX
T
i x, κ > 0, x ∈ Sd−1. (13)

The quantity x−Xi which appears in the linear kernel density
estimator is replaced by XT

i x which is the cosine of the
angles between x and Xi, so that more important weights
are given on observations close to x on the sphere. The
concentration parameter κ is a smoothing parameter that plays
the role of the inverse of the bandwidth parameter as defined
in the linear kernel density estimation. Large values of κ
imply greater concentration around the mean direction and lead
to undersmoothed estimators whereas small values provide
oversmoothed circular densities [20]. Indeed, if κ = 0,
the vMF kernel function reduces to the uniform circular
distribution on the hypersphere. Note that the vMF kernel
function is convenient when the data is rotationally symmetric.

The vMF kernel function is a convenient choice for our
problem because this p.d.f. is invariant under the action on
the sphere of the rotation component of the Lie group G.
Moreover, this distribution has properties analogous to those
of multivariate Gaussian distribution and is the limiting case
of a limit central theorem for directional statistics. Other
multidimensional distributions might be envisaged, such as the
bivariate von Mises, the Bingham or the Kent distributions
[18]. However, the bivariate von Mises distribution being a
product kernel of two univariate von Mises kernels, it is more
appropriate for modeling density distributions on the torus and
not on the sphere. The Bingham distribution is bimodal and
satisfies the antipodal symmetry property K(x) = K(−x).
This kernel function is used for estimating the density of
axial data and is not appropriate for our clustering approach.
Finally, the Kent distribution is a generalization of the vMF
distribution, which is used when we want to take into account
the spread of data. However, the rotation-invariance property
of the vMF distribution is lost.

As for the scaling component of G, the usual kernel
functions such as the Gaussian and the Epanechnikov kernel
functions are not suitable for estimating the radial distribution
of a random vector in Rd. When distributions are defined over
a positive support (here in the case of non-negative data), these
kernel functions cause a bias in the boundary regions because
they give weights outside the support. An asymmetrical kernel
function on R+ such as the log-normal kernel function is
a more convenient choice. Moreover, this p.d.f. is invariant
by change of scale. Let R1, . . . , Rn be univariate random
variables from a p.d.f. which has bounded support on [0; +∞[.
The radial density estimator may be defined by means of a sum
of log-normal kernel functions as follows:

ĝ(r) =
1

n

n∑
i=1

KLN (r; lnRi, h), r ≥ 0, h > 0, (14)

where

KLN (x;µ, σ) =
1√

2πσx
e−

(ln x−µ)2

2σ2 (15)

is the log-normal kernel function and h is the bandwidth
parameter. The resulting estimate is the sum of bumps de-
fined by log-normal kernels with medians Ri and variances
(eh

2 −1)eh
2

R2
i . Note that the log-normal (asymmetric) kernel

density estimation is similar to the kernel density estimation
based on a log-transformation of the data with the Gaussian
kernel function. Although the scale-change component of G is
the multiplicative group R+, we can use the standard Gaussian
kernel estimator and the metric on R.

IV. UNSUPERVISED ENTROPY CLUSTERING

The first thing to be considered is the extension of the
entropy definition to curve systems with values in G. Starting
with expression from (1), the most important point is the
choice of the kernel involved in the computation. As the
group G is a direct product, choosing K = Kt.Ks.Ko with
Kt, Ks, Ko functions on respectively the translation, scaling
and rotation part will yield a G-invariant kernel provided the
Kt, Ks, Ko are invariant on their respective components.
Since the translation part of G is modeled after Rd, the
Epanechnikov kernel is a suitable choice. As for the scaling
and rotation, the choice made follows the conclusion of Section
III-C: a log-normal kernel and a von-Mises one will be used
respectively. Finally, the term ‖γ′(t)‖ in the original expression
of the density, that is required to ensure invariance under re-
parametrization of the curve, has to be changed according
to the metric in G and is replaced by 〈〈γ′(t), γ′(t)〉〉1/2γ(t). The
density at x ∈ G is thus:

dG(x)) =

∑N
i=1

∫ 1

0
K (x, γi(t)) 〈〈γ′i(t), γ′i(t)〉〉

1/2
γi(t)

dt∑N
i=1 li

(16)

where li is the length of the curve in G, that is:

li =

∫ 1

0

〈〈γ′i(t), γ′i(t)〉〉
1/2
γi(t)

dt. (17)

The expression of the kernel evaluation K (x, γi(t)) is split
into three terms. In order to ease the writing, a point x in G will
be split into xr, xs, xo components where the exponent r, s, t
stands respectively for translation, scaling and rotation. Given
the fact that K is a product of component-wise independent
kernels it comes:

K (x, γi(t)) = Kt

(
xt, γti (t)

)
Ks (xs, γsi (t))Ko (xo, γoi (t))

where:

Kt(x
t, γti (t)) =

2

π
ep
(
‖xt − γti (t)‖

)
(18)

Ks(x
s, γsi (t)) =

1

xsσ
√

2π
exp

(
− (log xs − log γsi (t))

2

2σ2

)
(19)

Ko(x
o, γoi (t)) = C(κ) exp

(
κTr

(
xoT γoi (t)

))
(20)

with ep : x ∈ R+ 7→ (1 − x2)1[0,1](x) and C(κ) the normal-
izing constant making the kernel of unit integral. Please note
that the expression given here is valid for arbitrary rotations,
but for the application targeted by the work presented here, it
boils down to a standard von-Mises distributions on Sd−1:

Ko(x
o, γoi (t)) = C(κ) exp

(
κxoT γoi (t)

)
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with normalizing constant as given in (11). In the general case,
it is also possible, writing the rotation as a sequence of moves
on spheres Sd−1,Sd−2, . . . and the distribution as a product of
von-Mises on each of them, to have a vector of parameters κ:
it is the approach taken in [21] and it may be applied verbatim
here if needed.

The entropy of the system of curves is obtained from the
density in G:

E(dG) = −
∫
G
dG(x) log dG(x)dµG(x) (21)

with dµG the left Haar measure. Using again the fact that G is a
direct product group, dµ is easily seen to be a product measure,
with dxt, the usual Lebesgue measure on the translation part,
dxs/xs on the scaling part and dxo on Sd−1 for the rotation
part. It turns out that the 1/xs term in the expression of dxs/xs
is already taken into account in the kernel definition, due to the
fact that it is expressed in logarithmic coordinates. The same
is true for the von-Mises kernel, so that in the sequel only the
(product) Lebesgue measure will appear in the integrals.

Finding the system of curves with minimum entropy re-
quires a displacement field computation as detailed in [16].
For each curve γi, such a field is a mapping ηi : [0, 1]→ TG
where at each t ∈ [0, 1], ηi(t) ∈ TGγi(t). Compare to the
original situation where only spatial density was considered,
the computation must now be conducted in the tangent space
to G. Even for small problems, the effort needed becomes
prohibitive. In Section V, we will present in detail an efficient
implementation of this algorithm. First, note that the structure
of the kernel involved in the density can help in cutting the
overall computations needed. Since it is a product, and the
translation part is compactly supported, being an Epanechnikov
kernel, one can restrict the evaluation to points belonging to its
support. Density computation will thus be made only in tubes
around the trajectories. Second, for the target application that
is to cluster the flight paths into a route network and is of pure
spatial nature, there is no point in updating the rotation and
scaling part when performing the moves: only the translation
part must change, the other two being computed from the
trajectory. The initial optimization problem in G may thus
be greatly simplified. Finally, binning techniques [22] will
be used to reduce the computational cost of the translation,
rotation and scale components in the kernel K.

Let ε be an admissible variation of curve γi, that is a
smooth mapping from [0, 1] to TG with ε(t) ∈ Tγi(t)G and
ε(0) = ε(1) = 0. We assume furthermore that ε has only a
translation component. The derivative of the entropy E(dG)
with respect to the curve γi is obtained from the first order
term when γi is replaced by γi + ε. First of all, it has to be
noted that dG is a density and thus has unit integral regardless
of the curve system. When computing the derivative of E(dG),
the term

−
∫
G
dG(x)

∂γidG(x)

dG(x)
dµG(x) = −

∫
G
∂γidG(x)dµG(x)

will thus vanish. It remains:

−
∫
G
∂γidG(x) log dG(x)dµG(x).

The density dG is a sum on the curves, and only the i-th term
has to be considered. Starting with the expression from (16),

one term in the derivative will come from the denominator. It
computes the same way as in [16] to yield:

γt′′i (t)

〈〈γ′i(t), γ′i(t)〉〉G

∣∣∣∣
N
E(dG) (22)

Please note that the second derivative of γi is considered only
on its translation component, but the first derivative makes use
of the complete expression. As before, the notation |N stands
for the projection onto the normal component to the curve.

The second term comes from the variation of the numerator.
Using the fact that the kernel is a product KtKsKo and that
all individual terms have a unit integral on their respective
components, the expression becomes very similar to the case
of spatial density only and is:

−
(∫
G
K (x, γi(t)) log dG(x)dµG(x)

)
γt′′i (t)

〈〈γ′i(t), γ′i(t)〉〉
1/2
G

∣∣∣∣∣
N

(23)

+

∫
Rd
e(t)Kt′ (xt, γti (t)) log dG(x)〈〈γ′i(t), γ′i(t)〉〉

1/2
G dxt

(24)

with:
e(t) =

γti (t)− xt

‖γti (t)− xt‖

∣∣∣∣
N
.

V. IMPLEMENTATION

Two computational bottlenecks are associated with the
implementation of the clustering algorithm. The first one is the
computation of the curve system density and the second one is
the entropy minimization, which relies on gradient iterations.
These two aspects will be separately treated in the sequel.
Please note that the algorithms introduced are mainly tailored
for the application in air traffic and may not be adequate to
problems with different state spaces.

A. Density evaluation
Assuming that the original trajectories are planar, the

overall dimension of the Lie group G is 4. The method requires
the evaluation of the integral

E(dG) = −
∫
G
dG(x) log dG(x)dµG(x) (25)

that has potentially a very high computational cost. However,
as mentioned in Section III-B, G is a direct product, so that the
Haar measure µG splits into three terms: one that is the usual
Lebesgue measure on R2, the second one that is the Lebesgue
measure on the unit circle and the last being of the form ds/s.
Let a point x in G be represented as (x1, x2, θ, s) with (x1, x2)
the spatial component in R2, θ be the angle giving the position
on the unit circle (with the usual identification 2π = 0) and s
be the scale factor. The integral (25) becomes:

E(dG) = (26)

−
∫
R2

∫ 2π

0

∫
R+

dG(x1, x2, θ, s) (27)

log dG(x1, x2, θ, s)dx1dx2dθ
ds

s
(28)

In computer implementation, multi-dimensional integrals
can be evaluated either using polynomial approximations on
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a discrete grid [23] or Monte-Carlo methods when the di-
mensionality of the problem induces an intractable computa-
tional cost. In the present case, where the integration has to
be conveyed in four dimensions, grid based approaches can
still be applied. Extension to trajectories with values in R3

will increase the dimension to 6 which mandates the use of
stochastic approximations. In any case, it must be noted that a
high accuracy in the result is not needed, so that randomized
algorithms may be used without impairing the convergence of
the subsequent gradient iteration.

The computation of the density itself is more constraining
as its original definition involves for each point where its value
is needed a summation of integrals over all trajectories which
may quickly become prohibitive. In a previous work [16]
where the density was two-dimensional, a grid based approach
was selected, which allows a very simple discrete convolution
formulation. Here, due to the higher dimensionality, a crude
extension of the method seems to yield an unacceptable
increase of both the computational cost and memory footprint.
However, it turns out that the problem is less complex than
expected as a result of the product form of the kernel. Starting
with the expression (16), the critical point in the evaluation of
the density at a given point x = (x1, x2, θ, s) is the sum:

N∑
i=1

∫ 1

0

K (x, γi(t)) 〈〈γ′i(t), γ′i(t)〉〉
1/2
γi(t)

dt. (29)

Using any classical quadrature formula, the integral may be
reduced to a finite sum, yielding a double sum:

N∑
i=1

Mi∑
j=1

wijK (x, γi(tij)) 〈〈γ′i(tij), γ′i(tij)〉〉
1/2
γi(tij)

(30)

where Mi is the number of sample points tij chosen on
trajectory i and the wij are the quadrature weights. The
expression (30) is fully general, but a simpler choice is made
in practice: the sampling points tij are selected to be evenly
spaced and the weights all equal to 1. It is nothing but the
rectangle quadrature formula, whose accuracy is sufficient for
the application in mind. Switching to a higher order formula
is straightforward. In (30), the evaluation of the kernel has the
highest cost since the norm 〈〈γ′i(tij), γ′i(tij)〉〉

1/2
γi(tij)

does not
depend on x and can be computed once for all. To compute the
density at a single point, the total number of kernel evaluations
is
∑N
i=1Mi, with typical values of N = 100,Mi = 20 for the

analysis of a control sector to N = 10000,Mi = 100 in the
case of a country sized airspace. While acceptable in the first
case, a direct application of the formula is not efficient enough
in the second.

Recalling that the kernel K is a product of three elementary
kernels K = KtKoKs, it is clear that K will vanish outside
of the support of any of the three. As mentioned before, Kt is
selected to be an Epanechnikov kernel which is compactly
supported, so that K itself will vanish when the distance
between the translation components of x and γi(tij) is large
enough. The sum (30) will thus have almost all terms vanishing
if the bandwidth of Kt is adequately selected. Finally, using
the t superscript to denote the translation part of the points:

Kt(x
t, γti (tij)) =

2

π
ep
(
‖xt − γti (tij)‖

)

with ep : x ∈ R+ 7→ (1− x2)1[0,1](x).
The final step towards efficient evaluation of the density

is to reduce the computation to points located on a evenly
spaced grid. This procedure is known in the non-parametric
statistics community as binning [22]. First of all, the domain
of interest in the translation component is assume to be of the
form [a1, b1]× [a2, b2], which fits almost all possible cases in a
real world application. For the air traffic clustering problem, it
is a box covering the investigated airspace. Letting L1, L2 be
the respective number of grid points desired in each direction,
an evenly spaced grid is constructed by taking as vertices the
points:

xtk,l =

(
a1 +

k(b1 − a1)

L1 − 1
, a2 +

l(b2 − a2)

L2 − 1

)
with k ∈ {0, . . . L1−1}, l ∈ {0, . . . , L2−1} and L1 > 1, L2 >
1. Please note that the vertices xk,l define implicitly bins that
are rectangular cells [xk,l, xk+1,l]× [xk,l, xk,l+1]. The density
will be evaluated at the vertices of the grid only, resulting
in a final approximation made of L1 × L2 discrete values.
Furthermore, sample points γi(tij) will be considered equal
to the grid vertex xk,l that is closest to it (the case of ties up
to machine precision is unlikely to appear, but can be solved by
either randomly drawing the vertex among those equally close
or splitting the observation between ex-aequo vertices). Due
to this approximation, the norm ‖xt−γti (tij)‖ can only take a
finite number of values, namely the distances between any pair
of vertices and can thus be precomputed. Furthermore, since
the kernel Kt is compactly supported, the number of non-zeros
values is in practice much lower than the size of the grid.

Binning is used also for the rotation and scale components
with respective kernels Ko and Ks. In both cases, the support
of the kernel is identical to the domain of variation itself, so
that cutting the computation cost using the previous trick is
quite difficult. For the specific application to air traffic analysis,
two remarks can be made:

• Within the frame of the current airspace organization,
aircraft are bound to follow quite narrow paths. Even
in the future, a complete free flight cannot be imagined
unless humans are removed from the loop, which is
not intended. As a consequence, one can assume a
quite small bandwidth for the von-Mises kernel Ko.

• The main use of the rotation and scale components
is to disambiguate between flows that are spatially
closed, but with otherwise very different behaviors:
opposite headings, different speed categories. In theses
cases, a fine representation of the rotation and scale
components is not needed, as the observed values are
expected to be well separated.

Gathering things together, a coarse grid was selected for
binning the rotation and scale components. In the experiments
conducted so far, a 10× 10 was enough to ensure the desired
behavior. Since the translation component is discretized on a
100×100, the overall bins number is 1e6, which is well within
acceptable limits for memory footprint (around 10MB with
current implementation).

In the first of the complete density computation algorithm,
the density grid is created as a block matrix M of size m1 ×
m2, where m1,m2 are the respective number of bins desired
in each component and each block is of size p×q, with p (resp.
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q) the number of bins in the rotation (resp. scale) component.
The domain of variation for the translation component is a
rectangle [a1, b1]× [a2, b2], the interval [0, 2π] for the rotation
and [s1, s2] for the scale. An elementary cell in the grid where
a given point (x1, x2, θ, s) lies can be determined using the
following procedure:

• The block coordinates (i, j) is found from the couple
(x1, x2) as:

i = (m1 − 1)
x1 − a1

b1 − a1
, j = (m2 − 1)

x2 − a2

b2 − a2
.

• Within the block Mi,j , the respective rotation and
scale indices (k, l) are obtained pretty much by the
same way:

k = (p− 1)
θ

2π
, l = (q − 1)

s− s1

s2 − s1
.

Please note that all indices are zero-based, so thatM0,0 is the
first block in the matrixM. Actual elements inM are referred
to using quadruples (i, j, p, q), with the first two components
designing the block and the remaining two locating the element
in the block.

As mentioned above, a benefit of the binning procedure
is the ability to pre-compute the kernel values, since the
difference between any two grid points is known. As an
example, for the translation component, the value for the kernel
Kt can be stored as a m1m2 ×m1m2 matrix Kt with entries
Kt(i,j),(k,l) = Kt

(
d(i,j),(k,l)

)
and:

d(i,j),(k,l) =

√(
k − i
b1 − a1

)2

+

(
l − j
b2 − a2

)2

.

The storage size is m2
1 × m2

2 and seems prohibitive, but it
turns out that most of the element values are redundant. It is
assumed that the matrix Kt is stored in a lexicographic order,
that is couples (i, j) are stored in increasing i then increasing
j order. Kt is clearly symmetric, and all the elements on the
diagonal have the same value Kt(0). Furthermore, since the
distance d(i,j),(k,l) is based only on the differences k − i and
l − j, it is invariant if the same shift (p, q) is applied to both
couples. It implies that the matrix Kt has a block structure that
is represented as:

A0 A1 . . . . . . Am2

A1 A0 . . . . . . Am2−1

...
...

...
...

...
Am2 . . . . . . A1 A0

 .

Each block Ai is symmetric and within a given block, all the
diagonals are equal, thanks again to the integer shift invariance
property. Therefore, the storage really required is just m1×m2

that is no more than the number of grid points. Please note that
it is due entirely to the shift invariance property, that comes
from the translation invariance of the distance: using more
general kernels that do not exhibit invariance properties will
require storing the full Kt matrix: in practical implementations,
it is thus highly desirable to stick to distance based kernels.

A further reduction of complexity comes from the fact that
Kt is compactly supported: for distance greater than a given
threshold, Kt will be identically 0. It means that only a subset
of the blocks Ai will not vanish. Within the blocks themselves,

when the bandwidth parameter is low enough, only a subset
of the diagonals will be non zero. As a consequence, the real
needed storage is only a fraction of the original one and is
well below m1 ×m2. In practice, the most convenient way is
to store data in a u× v matrix Kt with entries:

Kt
ij = Kt

√( i

b1 − a1

)2

+

(
j

b2 − a2

)2
 .

The size of Kt is of course depending on the kernel bandwidth,
but is generally in the order of one tenth to one fifth of the
size of M in each coordinates.

On the rotation and scale components, there is no particular
vanishing property that can be used. Except when dealing
with very small bandwidths, there is no interest in having less
kernel values stored that possible distances. In the sequel, the
corresponding vectors will be denoted as Ko (resp. Ks) with
size p (resp. q).

The density computation can then be performed using the
Algorithm 1. On completion, the block matrix M contains
as entries the density up to a scalar. Normalizing it so that
all its elements sum to 1 yields the final density estimate.
In practical implementations, the matrix M will have all its
elements stored contiguously.

Algorithm 1 Density computation

1: M← 0
2: for i = 0 . . . N − 1 do
3: for j = 0 . . .Mi − 1 do
4: x← γti (tj)
5: (k, l,m, n)← coordinate of cell containing x
6: UPDATE(k,l,m,n)
7: end for
8: end for
9: procedure UPDATE(k,l,m,n)

10: for i = −u . . . u do
11: if k + i ≥ 0|k + i < N then
12: for j = −v . . . u do
13: if l + j ≥ 0|l + j < Mi then
14: kt← Kt

|i||j|
15: UPDATEINNERBLOCK(kt, k+i,l+j,m,n)
16: end if
17: end for
18: end if
19: end for
20: end procedure
21: procedure UPDATEINNERBLOCK(kt, k,l,m,n)
22: for i = 0 . . . p do
23: ir ← (m+ i) mod p
24: kθ ← Kθ

ir
25: for j = 0 . . . q do
26: js← n+ j
27: if js < q then
28: ks← Ks

js
29: Mk,l,ir,js ←Mk,l,ir,js + kt ∗ kθ ∗ ks
30: end if
31: end for
32: end for
33: end procedure
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B. Moving density computation to GPUs
There is an increasing interest in the numerical analysis

community for GPU computation. These massively parallel
processors, first intended to perform tasks related to 3D scenes
display, have proved themselves very efficient in problems
where it is possible to formulate the solution has a set of
asynchronous and independent tasks. Due to the high number
of processing units available, GPUs excel in many algorithms
coming from the field of linear algebra, simulation, PDE
solving. In the clustering application described here, GPU
computing can leverage the efficiency of density computation
that leads naturally to parallel processing. Some care must be
taken however as simultaneous accesses to common memory
locations may impair the overall performance.

First of all, one can note that computation within a M
block, that is updating the rotation and scale part of the density
requires only the knowledge of the samples with translation
coordinates falling within the corresponding grid cell and is
independent of the computation made on another block. This
gives access to the first level of parallelism. On most GPU
architectures, the computation may be organized in thread
blocks. It is the case within the CUDA programming model
of NVIDIA, and a thread block size of 16× 16 was selected.
The size of the kernel grids in rotation and scale components
were chosen accordingly. To maximize the performance, the
corresponding block in the matrix M is first copied to local
memory (designed as ”shared memory” in CUDA), then all
computation are performed on it within the given thread
block. At the end of the updating phase, the local memory is
transferred back to the global one. The storage needed for the
local block is 256 times the size of a float, which yields a total
of 1Ko, well below the 48Ko limit of the CUDA architecture.

At the beginning of the density computation, a global
memory block representing the whole of matrixM is allocated
on the device and set to 0. One thread block (256 threads) is
dedicated to a single block inM, for a total of m1×m2×256
threads. Depending on the hardware and the choice made on
m1,m2, this value can exceed the maximum number of threads
allowed on a particular GPU. In such a case, the update is
performed on submatrices of the original matrix M. With the
typical values given previously, the maximal number of threads
of the GTX980 used for the development is not reached.

Using the GPU to affect the sample points γi(tij) to the
right block in M will not improve the performance. A better
choice is to use the CPU to perform the task, then to send the
processed array of samples to the GPU device.

A second level of parallelism will be to consider updates
of submatrices of blocks in M instead of single blocks. The
expected gain is small, except when more that one GPU are
present in the system. The implementation details are not given
here, trying to improve the overall algorithm being still a work
in progress.

C. Implementing the gradient descent algorithm
Once the density grid M has been computed, the im-

plementation of the gradient move is quite straightforward
and requires only the ability to estimate the first and second
derivative on each trajectory. A very classical finite differences
scheme gives a sufficient accuracy to obtain convergence on
most situations. It takes the form of the product of a matrix

Di with theNi×4 matrix of samples (γi(ti1), . . . , γi(tiNi)) to
yield the matrix of derivative estimates (γ′i(ti1), . . . , γ′i(tiNi)).
Please note that the coordinates are put in columns, while
the samples are in row. Iterating the product with Di will
give rise to the second derivative. Generally speaking, Di is
obtained from the Lagrange interpolation polynomial and can
be constructed using the algorithm 2 (in the sequel d is the
degree of the interpolating polynomial).

Algorithm 2 Computation of the derivation matrix Di

1: Di ← 0
2: for k = 0 . . . Ni do
3: offset = GETOFFSET(k)
4: for j = 0 . . . N1 do
5: Di[k, j + offset] =LAGRANGE(j,k,offset)
6: end for
7: end for
8: function GETOFFSET(i)
9: if i < d/2 then

10: o← 0
11: else if i > Ni − d/2− 1 then
12: o← Ni − d
13: else
14: o← i− d/2
15: end if
16: return o
17: end function
18: function LAGRANGE(k,j,offset)
19: w ← 1.0
20: for a = 0 . . . d do
21: if a 6= k then
22: w ← w ∗ (ti,k+offset − ti,a+offset)
23: end if
24: end for
25: s← 0.0
26: for a = 0 . . . d do
27: if a 6= k then
28: p← 1.0
29: for b = 0 . . . d do
30: if b 6= k ∧ b 6= a then
31: p← p ∗ (ti,j − ti,b+offset)
32: end if
33: end for
34: s← s+ p
35: end if
36: end for
37: return s/w
38: end function

As mentioned before, integrals are computed using a
quadrature formula, that was chosen to the simplest one, with
all weights equal.

D. Results
In Figures 1 and 2, the problem of automatic conflict

solving is addressed. From an initial flight plan, we have
generated a conflicting set of trajectories that are converging
to a single unsafe point. The median of the initial flows
correspond to the flight plan showed in Figure 1. Next, an
automated planner has proposed a solution by generating a
set of safe trajectories that are relatively complex and may
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fail to be manageable by air traffic controllers. In Figure 2,
the minimization entropy criterion has deformed the proposed
flight paths and produced straighten trajectories with route-
like behavior. The median of the initial and the final flows are
represented in Figures 1 and 2.

Figure 1. Initial flight plan.

Figure 2. Entropy minimal curve system from the initial flight plan.

However, because the spatial density is not sensitive to the
directional information, the entropy based procedure will tend
to aggregate flight paths that should be sufficiently separated
such that trajectories with opposite directions. The Lie group
modeling will take into account the direction and the position
of the curves and the algorithm works as expected, avoiding
going too close to trajectories with opposite directions as
indicated on Figure 3. Note that using the Lie approach
properly separates the two left flight paths that have similar
shape but opposite directions.

In a more realistic setting, arrivals and departures at
Toulouse Blagnac airport were analyzed. The dataset used was
a a record of approximately 1700 trajectories between Paris
Orly and Toulouse Blagnac. The projection used focuses on
Blagnac and exaggerates the lateral deviation to enlighten the
fluxes separation. The algorithm performs well as indicated
on Figure 4. Four clusters are identified, with mean lines
represented through a spline smoothing between landmarks.
It is quite remarkable that all density-based algorithms were
unable to separate the two clusters located at the right side
of the picture, while the present one clearly show a standard

Figure 3. Clustering using the Lie approach.

approach procedure and a short one.

Figure 4. Mean cluster trajectories at Toulouse airport (nautical miles). Red
arrivals and grey departures.

An important issue still to be addressed with the extended
algorithm is the increase in computation time that reaches 20
times compared to the approach using only spatial density en-
tropy. In the current implementation, the time needed to cluster
the traffic presented in Figure 3 is in the order of 0.01s on a
XEON 3Ghz machine and with a pure java implementation.
For the case of Figure 4, 5 minutes are needed on the same
machine for dealing with the set of 1784 trajectories.

Finally, a similar procedure was used to obtain the so-called
bundled traffic. Here the purpose of the algorithm is not to
cluster flight paths, but instead simplify the picture so that an
operator is able to extract quickly the interesting features. The
heading information was not used in the experiments, since
the main goal was to extract the major flows followed by the
aircraft so as to dimension the airspace sectoring. One picture
represents one day of recorded traffic over France, with all low
altitude flights removed: they correspond to general aviation
and are not to be considered in the design of the airspace.
Roughly 8000 trajectories are processed for one day. Since
there is no heading information, the execution time is greatly
reduced. Furthermore, the software was implemented here in
C++, resulting in a total processing time of 5 seconds on the
same machine as above.
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Figure 5. Recorded trajectories for one day traffic over France.

Figure 6. Bundled trajectories.

VI. CONCLUSION AND FUTURE WORK

The entropy associated with a system of curves has proved
itself efficient in unsupervised clustering application where
shape constraints must be taken into account. For using it in
aircraft route design, heading and velocity information must be
added to the state vector, inducing an extra level of complexity.
In our algorithm, we cannot enforce the regulatory separation
norms, just construct clusters with low interactions. Please note
that we can consider the current algorithm as a preprocessing
phase. In a second step, we could imagine running an algorithm
based on, for instance, optimal control in order to keep in line
with the minimum separation norms. The present work relies
on a Lie group modeling as an unifying approach to state
representation. It has successfully extended the notion of curve
system entropy to this setting, allowing the heading/velocity to
be added in a intrinsic way. The method seems promising, as
indicated by the results obtained on simple synthetic situations,

but extra work needs to be dedicated to algorithmic efficiency
in order to deal with the operational traffic datasets, in the
order of tens of thousand of trajectories.

Moreover, the choice of the kernel bandwidth parameters
should be explored in the next step of this work. Indeed, as
it is noted in [2], kernel bandwidth values will influence the
effect of the minimization entropy procedure on the curve
straightening: straightening is preeminent for low values, while
gathering dominates at high bandwidths. An automatic proce-
dure in the choice of bandwidth parameter is then desirable and
an adaptive bandwidth procedure may be of some interest.

Generally speaking, introducing a Lie group approach to
data description paves the way to new algorithms dedicated
to data with a high level of internal structuring. Studies are
initiated to address several issues in high dimensional data
analysis using this framework.
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Abstract— The Dynamic Adaptive System Infrastructure (DA-

iSI) is a platform which supports dynamic adaptive system. 

DAiSI can change its behavior at runtime. Behavioral changes 

can be caused by user’s needs, or based on context information 

if the system environment changes. It is a run-time infrastruc-

ture that operates on components that comply with a DAiSI-

specific component model. The run-time infrastructure can 

integrate components into the system that were not known at 

design-time. Communication between components in DAiSI is 

supported by services. Services of components are described by 

domain interfaces, which have to be specified by the compo-

nent developer. Components can use services of other compo-

nents, if the respective required and provided domain interfac-

es of components are compatible. However, sometimes services 

that have been developed by different developers can do the 

same thing, e.g., provide the same data or operations, but they 

are represented by different syntactic. Therefore, in a previous 

article, we present an approach which enables the use of syn-

tactically incompatible service by using an ontology-based 

adapter that connects services, which provide the same data in 

different format. In this paper we use an existing ontology to 

semantically describe interfaces of components and present an 

improved algorithm using SPARQL and reasoning to discover 

interfaces in triplestore. In addition, we propose to use the 

historical data to predict the best suitable interface.  

Keywords—component models; self-adaptation; dynamic 

adaptive systems; ontology. 

I. INTRODUCTION 

An increasing interest in dynamic adaptive systems could 
be observed in the last two decades. A platform for such 
systems has been developed in our research group for more 
than ten years. It is called Dynamic Adaptive System Infra-
structure (DAiSI). DAiSI is a component based platform that 
can be used in self-managed systems. Components can be 
integrated into or removed from a dynamic adaptive system 
at run-time without causing a complete application to fail. To 
meet this requirement, each component can react to changes 
in its environment and adapt its behavior accordingly. 

Components are developed with a specific use-case in 
mind. Thus, the domain interfaces describing the provided 
and required services tend to be customized to very specific 
requirements of an application. This effect limits the re-use 
of existing components in new applications. The re-use of 
existing components is one key aspect in software engineer-
ing for minimize re-developing existing components. One 
measure to aspect is to increase reusability. However, re-
using components in other application contexts than they 

have been originally developed for is still a big challenge. 
This challenge gets even bigger, if such components should 
be integrated into dynamic adaptive systems at run-time. 

A valid approach to tackle this challenge is adaptation. 
Because of the nature of DAiSI platform, in DAiSI applica-
tions, DAiSI components are considered as black boxes.  
Capabilities and behavior of DAiSI components are specified 
by interfaces that describe required and provided services. In 
this approach, we suggest a solution to couple provided and 
required services that are syntactically incompatible but 
semantically compatible. To be able to utilize specific pro-
vided services that offer the needed data or operations on a 
semantical level, we suggest constructing an adapter that 
enables interaction between services that are only compatible 
on some semantical level [1].  

The goal of an adapter is to enable communication be-
tween two formerly incompatible components. In order to 
achieve a common understanding between components, a 
common knowledge-base is needed. In this work we use 
ontology as the common knowledge-base to represent ser-
vices and the schema of data. Ontology and run-time infor-
mation represented by an ontology language are stored in 
triplestore. Required interfaces can discover/map the repre-
sentation of provided interfaces in the database by using a 
Query Engine. To illustrate that this approach is suitable for 
adaptive systems, we extend our DAiSI infrastructure by an 
ontology-based adapter engine for service adaptation.  

To strengthen the dynamic adaptive nature of the DAiSI, 
we generate these adapters at run-time. We argue that these 
adapters cannot be generated at compile time, because the 
different components that should interact with each other are 
not known at compile time, but only at integration time, 
which is the same requirement just like dynamic adaptive 
systems.  

In this work, we improve the algorithm for discovery of 
the provided interfaces with using semantic query language 
and reasoning. Programming interfaces with semantic nota-
tion are translated firstly into triplestore readable semantic 
format and then stored into the triplestore. Required interfac-
es can discover the required interfaces with help of their 
semantic description and relation of used ontologies. As 
opposed to by discovery one-to-one relation of entities of 
function, input- and output parameters between provided and 
required interfaces in OWL file, discovery of provide inter-
faces is supported by using SPARQL, which can represent 
the entire required interface based on the graph pattern in-
cluding filter function. Especially, in this work, we use the 
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historical data of output parameters of interface to predicate 
and filter for discovered provided interfaces.  

To illustrate this approach, we use a parking space exam-
ple to show how to create an adapter to enable interaction 
between semantical identical components that have been 
developed by different developers or for different applica-
tions.  

 The rest of this paper is structured as follows: In Section 
II, we describe the already sketched problem in more detail. 
Section III gives an overview of relevant related work. In 
Section IV, we give a short overview of the DAiSI compo-
nent model and a few hints for further reading. Section V 
explains structure of the adapter engine and adaptation pro-
cesses. In Section VI, we show Interface description with 
using ontology layer. Section VII explains the discovery 
process of provided services based on query engine and 
triplestore, before the paper is wrapped up by a short conclu-
sion in Section VIII. 

II. PROBLEM DESCRIPTION  

Specifications of interfaces between the components in a 
dynamic adaptive application are mostly the early stage of 
developing process. Specified interfaces could not be 
changed, whenever a dynamic adaptive application is devel-
oped. They are very domain specific and their definition is 
driven by the use cases of the future application in mind. To 
ensure many applications run in a shared context with other 
applications from different domains, all specified interfaces 
are centrally managed in a library that is so called interface 
pool.   

It is a tedious task to harmonize one large interface pool 
among different developers from different vendors that oper-
ate in different domains. It often causes results in a slow 
standardization process. This slows the development process 
down and, especially in dynamic adaptive systems, dimin-
ishes the chances for the development of new applications. 
Developers will in those cases often start their own interface 
pool. This, on the other hand, reduces the chances to re-use 
existing components from other domains.  

Additionally, the management of one central interface 
pool in a distributed system does not scale well. One way to 
mitigate this issue would be a de-centralization of manage-
ment of interfaces. To tackle these challenges, we propose to 
keep the domain interfaces in de-centralization and allow the 
domain interfaces between different domains un-
harmonized.  

To be able to harmonize services across domains, every 
interface pool is required to use ontology. By either merging 
these ontologies later, or by using distributed ontologies we 
ensure that interfaces from different interface pools base on a 
common knowledge. Based on common knowledge, on-the-
fly generated adapters enable to interaction syntactically 
incompatible services across domains.  

Services of components can be provided by implement-
ing domain interfaces, so called provided services. Desired 
services of components can be specified by other domain 
interfaces, so called required services. In this case, required 
and provided interfaces could not be the same domain inter-
face.  In order to build communication between provided and 

required services, they must stand in relation to each other, 
mapping between provided and required services are neces-
sary. In the graphical notation of DAiSI components, provid-
ed services are marked as filled circles, required services are 
noted as semi-circles (similar to the UML lollipop notation 
[2]) and the relation between those two services are depicted 
by interfaces notations in domain area and across the DAiSI 
components linking interface for provided and required ser-
vices (cf. Figure 1). 

 

Domain

<<interface>>
RequiredService

<<interface>>
ProvidedService

Component development

config 1

config 2

config 1

 

Figure 1. DAiSI components and domain specific interface definitions. 

 
We propose that services that are semantically compati-

ble, but lack compatibility on a syntactical level, should be 
usable. For example, an application wants to use parking 
spaces information, which is supported by different system 
providers. Each provider has its own service, they are mostly 
not compatible. The lack of compatibility can be covered by 
the following three types of incompatibility: Different Nam-
ing, Different Data Structure, and Different Control Struc-
ture. Adapters between the different services can be generat-
ed. We believe that we can connect all semantically compat-
ible but syntactically incompatible services using adaptation 
based on these three types. We illustrate the three types of 
incompatibility below with parking use case. 

A. Different Naming 

By “Different Naming” we denote cases in which the 
names of interfaces describing services or names of functions 
do not match. While they are syntactically different, their 
names share the same semantics and could be used synony-
mous.  

 

 
 

 

Figure 2. Example of two interfaces with Different Naming. 

<<Interface>> 
ParkingSpaceInterface 

 

getParkingSpaces (): ParkingSpace [] 

<<Interface>> 
ParkingSlotInterface 

 

getParkingSlots (): ParkingSpace [] 
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The first example, depicted in Figure 2, shows two inter-

faces: ParkingSlotInterface and Parking-

SpaceInterface. Each of them defines one of the fol-

lowing methods: getParkingSlots, and get-

ParkingSpaces respectively. The names of their input- 
and output parameter of the methods are identical. They are 
named differently, but offer the same service. 
 

B. Different Data Structure 

In this type of incompatibility, the names of the interfac-
es and their functions are the same. However, the parameters 
differ in their data types. Moreover, the encapsulated data is 
similar and the data structures can be mapped to each other. 
In Figure 3, in the Different Data Structure example an inter-

face ParkingSpaceInterfacePV is depicted. It con-

tains a function getParkingSlots which returns a 

parameter of the type ParkingSpace. In the interface 

ParkingSpaceInterfaceCS, there is a function get-

ParkinSlots, with the same name but different output 

parameter ParkingSlot.  

 

 
 

        
 

 

 
 
 

Figure 3. Example of two interfaces with a Different Data Structure. 

 

C. Different Control Structure  

In this case, the functions between provided interface and 
required interface have not one to one relation. One function 
could be mapped to many functions. To obtain valid results, 
the control structure has to be modified. In the example in 

Figure 4, two interfaces ParkingSpaceInterface and 

ParkingSpaceInterfaceTUC are given. By defini-
tion, an opening hour should be composed of the start– and 

the end time name of a parking space. As such, the two func-

tions getParkingSpaceOpenHour and get-

ParkingSpaceClosedHour from the Parking-

SpaceInterfaceTUC interface in comparison provide 

the same information as getParkingSpaceOpening-

Hour from the ParkingSpaceInterface interface. 
Therefore, workflow of functions as a composite process is 
needed. A composite process specifies control structure of 
functions involved in the composition, in this example, a 

sequence control workflow is need for getParking-

SpaceOpenHour and getParkingSpace-

ClosedHour to provide an integrated result to get-
ParkingSpaceOpeningHour. 

 

 
 

 

Figure 4. Example of two interface requiring Different Control Structures. 

 
To enable the mapping between interfaces, a common 

knowledge-base is needed. Because of the issues stated earli-
er, it should not be mandatory that both sets of interface 
definitions are of the same domain. A common knowledge 
base defined by ontologies can be generated using merging 
or other integration mechanisms on classical ontology lan-
guages or by using a distributed ontology language. Both 
interfaces do not need to contain information on how to 
interpret the data of each other. That means that interfaces 
can be developed independently, without knowing anything 
about a possible re-use in another system. 

 

III. RELATED WORK 

A dynamic adaptive system is a system that adjusts its 
structure and behavior according to the user’s needs or to a 
change in its system context at run-time. The DAiSI is one 
example of an infrastructure for dynamic adaptive systems 
[3][4][5][6]. It has been developed over more than a decade 
by a number of researchers. This work is based on DAiSI 
and extends the current run-time infrastructure.  

According to a publication of M. Yellin and R. Storm, 
challenges regarding behavioral differences of components 
have been tackled by many researchers [7]. The behavior of 
the interface of a component can be described by a protocol 
with the help of state-machines. The states of two involved 
components are stored and managed by an adapter. In further 
steps of this method, ontology is used as a language library 
to describe a component’s behavior. To automate the adapta-
tion of services, a semi-automated method has been devel-

<<Interface>> 
ParkingSpaceInterfacePV 

 

getParkingSlots(ParkCity:String): ParkingSpace[] 

<<class>> 
ParkingLocation 

 

+ city : String 

<<class>> 
ParkingSpace 

 

+ parkingLocation : ParkingLocation 
+ actualOccupancyStatus: boolean 

<<Interface>> 
ParkingSpaceInterfaceCS 

 

getParkingSlots(ParkCity:String): ParkingSlot[] 

<<Interface>> 
ParkingSpaceInterface 

 

getParkingSpaceOpeningHour (): OpeningHour 

<<Interface>> 
ParkingSpaceInterfaceTUC 

 

getParkingSpaceOpenHour (): dateTime 
getParkingSpaceClosedHour(): dateTime 

 

<<class>> 
ParkingSlot 

 
 

+ city : String 
+ actualOccupancyStatus: boolean 
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oped to generate adapters with the analysis of a possible 
behavioral mismatch [8][9].  

Another solution for the connection of semantically in-
compatible services is presented in [8]. They use buffers for 
the asynchronous communication between services and 
translate the contents of those buffers to match the syntacti-
cal representations of the involved services. The behavioral 
protocols of services can automatically be generated with a 
tool that is based on synthesis– and testing techniques [10]. 
Ontologies are used in their method to describe the behavior 
of components and to create a tool for automated adaptation 
[11]. Mapping-driven synthesis focuses on mapping of ac-
tions of the interfaces of services. Interfaces are identified by 
correspondence between actions of the interface of compo-
nent based on the ontology and reasoning [12]. The data 
mapping is still not considered in this approach. All Ap-
proaches mentioned above are based on state-machine. 
However, some components require a very complex state-
machine; the development of which can easily become very 
expensive. Thus, in this work, we present another way that 
does not rely on the consideration of dependencies within the 
behavior or the involved interfaces. 

The method of transformation of an ontology into inter-
faces is already integrated into Corba Ontolingua [13]. With 
this tool an ontology can be transformed into the interface 
definition language (IDL). A. Kalyanpur [14] has developed 
a method which allows automatic mapping from Web Ontol-
ogy Language (OWL) to Java. The Object Management 
Group (OMG) [15] has defined how to transform the Unified 
Markup Language (UML) into ontology. With their method, 
UML classes are first converted into a helper class and then 
transformed into ontology [16]. G. Söldner [17] has shown 
how to transform the UML itself into ontology. A downside 
of the above methods: The interface and the ontology have a 
strong relation. If a developer changes the ontology, all inter-
faces which are linked to this ontology have to be modified. 
In this work, we decouple this strong relation. Alternating a 
part of the ontology now only affects the interfaces directly 
linked to the specific part. 

Another approach for semantically described Web ser-
vice is pressed in [18][19]. Web Service Modeling Ontology 
(WSMO) is ontology that can be used to describe various 
aspect related to semantic Web Services. Web Ontology 
Language for Services (OWL-S) is an ontology for describ-
ing Web services. It consists of three elements, ServicePro-
file, ServiceModel, and ServiceGrounding. Because of the 
similar structure of Web service and program interface, we 
consider OWL-S useful for semantic representation of pro-
gramming interface of DAiSI components. 

Matching and merging existing ontologies is still a big 
challenge regarding speed and accuracy. To simplify this, 
many application interfaces (APIs) have been developed, 
e.g., Agreement Maker [20] and Blooms [21]. Most of them 
follow a survey approach [22], or use data available on the 
Internet [23]. Many methods are used to match entities to 
determine an alignment, like testing, heuristics, etc. To im-
prove accuracy, many of them use third-party vocabularies 
such as WordNet or Wikipedia. However, we simply use 

ontology merging in our approach and we did not conduct 
further research on the challenges mentioned. 
 

IV. THE DAISI COMPONENT MODEL  

The DAiSI component model can best be explained with 
a sketch of a DAiSI component. Figure 5 shows a DAiSI 
component. The blue rectangle in the background represents 
the component itself. The provided and required services are 
depicted with full– and semi circles, as stated earlier. The 
dependencies between these two kinds of services are de-
picted by the yellow bars. They are called component con-
figurations. At run-time, only one component configuration 
can be active. Being active means that all connected, re-
quired services are present and consumed (the dependencies 
could be resolved), and the provided services are being pro-
duced. To avoid conflicts, the component configurations are 
sorted by quality with the best component configuration 
noted at the top (Conf1 in Figure 5) and the least favorable 
one noted at the bottom (Conf2 in our example). The follow-
ing paragraphs explain the DAiSI component model, depict-
ed in Figure 5. 

 

Conf2

comp1

Conf1

 

Figure 5. A DAiSI component. 

 
The component model is the core of DAiSI and has been 

covered in much more detail in [24]. The component config-
urations (yellow bars) are represented by class with the same 

name. It is associated to a RequiredServiceRefer-

enceSet, which is called a set to account for cardinalities 
in required services. The provided services are represented 

by the ProvidedService class. Interface roles, repre-

sented by InterfaceRole, allow the specification of 
additional constraints for the compatibility of interfaces that 
use run-time information, bound services and the internal 
state of a component, and are covered.  

To be able to narrow the structure of a dynamic adaptive 
system down, blueprints of possible system configurations 

can be specified. The classes Application, Template, 

RequiredTemplateInterface, and ProvidedTem-

plateInterface are the building blocks in the compo-
nent model that are used to realize application architecture 

conformance. One Application contains a number of 

Templates, each specifying a part of the possible applica-

tion. A Template defines (needs and offers) Re-

quiredTemplateInterfaces and ProvidedTem-

plateInterfaces which refer to DomainInterfac-

es and thus form a structure which can be filled with actual 
services and components by the infrastructure. More details 
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about templates and application architecture conformance in 
the DAiSI can be found in [24]. 

 

 

Figure 6. The DAiSI component model. 

 
The DAiSI infrastructure is composed of the DAiSI 

component model, a registration service, which works like a 
directory for running DAiSI components, and a configura-
tion service which manages how provided– and required 
services are connected to each other and what component 
configurations are marked as active. The configuration ser-
vice constantly checks (either periodically, or event-driven), 
if the current system configuration (active component con-
figurations, component bindings, etc.)) can be improved. 

For the adaptation of syntactical incompatible services, 
we added a new infrastructure service: The adapter engine. 
The adapter engine keeps track of all provided and required 
services in the system. Whenever a new DAiSI component 
enters the system, the adapter engine analyzes its provided 

services and generates adapter components (which are DAiSI 
components themselves) to all syntactically incompatible, 
but semantically compatible services. We will describe this 
process in the following in more detail.  

V. DAISI KOMPONENT FOR ADAPTATION 

In this section, we show the basic concept of adapter 
generation based on Java programming language and struc-
ture of the adapter engine. In the end we present process for 
adaptation in DAiSI platform.  

A. Basic principle of the adapter 

 

 

Figure 7 Interfaces of service and their implement. 

 

 

Figure 8. Basic principle of the adapter between two interfaces. 

 

 

Figure 9. Provided interface and connection of adapter. 

 

//Interface of provided service 
public interface ParkingSpaceInterfacePV { 
 ArrayList<ParkingSpace> getParkingSpaces(String 
parkCity); 
} 

//Implement of provider interface 
public class ParkingSpacePV  

implements ParkingSpaceInterfacePV{ 
  public ArrayList<ParkingSpace>  
             getParkingSlots(String parkCity) { 
 } 
 

//Interface of Required Service 

public interface ParkingSpaceInterfaceCS { 
  ArrayList<ParkingSlot> getParkingSlots(String park-
City); 
} 

 

// generated adapter 
public class generatedAdapter  

implements ParkingSpaceInterfaceCS { 
public ArrayList<ParkingSlot>  

getParkingSlots(String parkCity)  
  { 

        ParkingSpaceInterfacePV ps; 
        ArrayList<ParkingSpace> arrParkingSpace;  
        ArrayList<ParkingSlot> arrParkingSlots;  

        arrParkingSpace =   
ps.getParkingSlots(parkCity); 

        arrParkingSlots =  
adapterEngine.mapping(arrParkingSpace); 

        return arrParkingSlots; 
      } 
} 

//Usage of generated adapter of required component 
public class requiredComp { 
 generatedAdapter adapter; 
 ParkingSpaceInterfaceCS cs = adapter; 

} 
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Adapter is a DAiSI component, which uses provided in-
terface of provided component and implements required 
interface for required component to manage communications 
between provided interface and required interface. Required 
interface of required component uses provided interface of 
adapter to access provided interface of provided component. 
Figure 8 shows an example adapter component. The provid-

ed service of the adapter component class generate-

dAdapter implements the required interface Parking-

SpaceInterfaceCS that is shown in Figure 7. The im-

plementation of function getParkingSlots of provied 

interface in the adapter calls the function get-

ParkingSlots, which provided by provided interface of 

provided component. The return of function get-

ParkingSlots of required interface are mapped to func-
tion of required interface the through the function adapter 
Engine mapping. Fehler! Verweisquelle konnte nicht ge-
funden werden. shows connection of the adapter and the 
component with required interface. 

 

B. Structure of the adapter engine 

Figure 10 shows the structure of the adapter engine. The 
task of adapter engine is generating adapter based on seman-
tic description of provided and required interfaces at run-
time.  

The information collector aggregates the information 
from provided– and required services (e.g., interface, meth-
ods, parameters, and return types) and then translates into 
knowledge representation language such as Resource De-
scription Framework (RDF) and Web Ontology Language 
(OWL). In this approach, semantic descriptions of interfaces 
and related ontology are managed by a central triplestore 
which is a database for storage RDF triples.  

The component Service Discovery discovers provided in-
terfaces for a required interface in triplestore through 
SPARQL queries and screen out best candidates.   

The component Mapper compares the discovered re-
quired and provided interface based on sematic descriptions 
of both interfaces and exports an assignment list, which 
maps the information from provided services to required 
services. Mapping of many-to-many relationship of functions 
is not supported by this work.  

 

 

Figure 10. Structure of the adapter engine. 

The Service Generator receives the assignment lists from 
the Mapper and generates a new DAiSI component, which 

can use the provided interface and implements the required 
interface. The Adapter Manager is a DAiSI component. It 
keeps track of the lifecycle of every DAiSI component 
adapter. Whenever a DAiSI component (provided or re-
quired) leaves the system, the adapter Manager destroys all 
generated adapters related to the DAiSI component and 
thereby removes them from the system. 

 

C. Adaptation of DAiSi component    

Figure 11 shows the process for involved DAiSI compo-

nent. The component comp.b contains a configuration 
config1, which requires an interface A. The configuration 

config1 of component comp.b runs at state 
NOT_RESOLVED as long as it cannot find an interface with 
same syntax or semantically compatible interface in the 

system. When the component comp.a enters the system, 
semantic descriptions of provided services are registered into 
the knowledge-base, this means, the description of service B 
can be found in the knowledge-base. After this, the service B 
is provided in the system. Adapter engine can now discover 
description of service B in triplestore. If service B and ser-
vice A is syntactically and/or semantically compatible, the 
adapter engine could check another candidate, which wants 

to use service B, if number of components which service B 
can only serve are limit. As long as a free place is provided 
by service B, thus, it generates an adapter – a DAiSI compo-

nent called adapter, which requires the service B and pro-

vides service A. The DAiSI configuration service connects 

comp.b to adapter and adapter to comp.a. The dependen-

cy of comp.b could be resolved. 
  

 

Figure 11. Adaptation process with adapter engine. 

 

VI. SEMANTIC DESCRIPTION OF DAISI COMPONENTS 

INTERFACE 

Description of a machine-readable interface with all 
relevant semantical information is a key aspect of our 
concept. In this section we show how to describe a interface 
semantically.  

There are two abstract semantic levels in our system, 
software level, which contains programming code and in-
stance of parameter (data), semantic level, which provides 
semantic representation of programming code and data. 
Required Interface can discover provided interface in triple-
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store based on his semantic representations. Figure 12 shows 
interface GetParkingSlot noted with Parking Ontology is 
represented by ParkingSpace Interface in T-Box. Instances 
of parameters of interface GetParkingSlot is descripted in A-
Box with TUCParkSSE, which link to ParkingSpaceInterface 
in T-Box.  

For our system, we use a four-layer ontolgy structure for 
the construction of the knowledge-base. The four layers are 
part of two groups A-Box and T-Box. T-Box describes the 
concepts of domain in terms of controlled vocabularies, e.g., 
classes, properties and relationship of classes. A-Box con-
tains the knowledge of instance of domain concepts, e.g., 
instance of classes. The basic knowledge is defined in the T-
Box group. Such knowledge can be divided in different up-
per ontologies. Corresponding of ontologies can be merged, 
if different dynamic adaptive systems are being associated. 
Merging ontologies is a different research area on which we 
do not focus, however, the available results are sufficient for 
our work. 
 
 

 
Figure 12. Overview of relation of semantic level and software level. 

 
Figure 13 shows the four-layer ontology structure. The 

Basic Thing and Domain independent Ontologie, called 
Upperontolgoy layer, define the basic knowledge, which can 
be widely used in different domains and has already got 
agreement by many committees, such as OWL-S, 
schema.org, Dbpedia, etc. Domain ontology describes the 
domain related vocabularies. Every application or domain 
can define its own domain ontology. In the Domain 
Ontology, which is the second, or middle layer, all necessary 
definitions can be found that are relevant for an application. 
In our approach, we develop a parking ontolgoy for our 
application to extentent the vocabularies for the parking 
relevant services. The layer of the Application dependent 
ontology is the lowest level in T-Box. It represents the code 
of domain interfaces, more precisely their names, methods, 
parameters and return types. The domain dependent and 
independant ontology could be used in the application 
ontology in order to enriche the represention of services. 
This three-layer ontology in T-Box has the main advantage 
that every part can be developed separately. Every fragment 
of a layer can be merged with other fragments using ontolgy-
merging and ontolgy-mapping. In addition, data, e.g., 
instance of java class or vaule of parameter, can be 
semantically represented in the A-Box.  

 

 

Figure 13. Layers ontology structure. 

 

 

Figure 14. Data structure of the example. 

 
Figure 14 shows the layout of the ontologies for the 

parking use case. We used upmost ontologies, OWL-S, 
Dbpedia and Schema.org. The Parking ontolgoy is delevoped 
based on the Dbpedia and schema.org. To describe interfaces, 
OWL-S is needed to define relations for representation of the 
interfaces, like methods, relation between parameters and 
methods. Paramter and return tpyes are created as new 
ontolgoy and directly mapped to the existing ontolgoy like 
Parking Ontolgoy, Dbpedia, etc. Represention of interface 
has no limit to usage of ontologies. Every information in any 
of the ontologies can be used in any interface. Semantic 
description of interface and java Interface can be bi-
directional translated. Each description of interface could 
have an ontology item, in order to facilitate management of 
the ontology data in datastore such as updata, remove, 
modification. Run-time information such as instance of input 
and output parameters, so called datatyp object, could be 
descripted with owl instance of owl class, which can be 
found in T-Box. In our approach, we use historical datatyp 
objects to increase accuracy of services discovery. The fol-
lowing examples show how the Ontology is defined. 

A. Domain independent ontology 

Domain independent ontologies could be used for differ-
ent domains. They are independent on domains and com-
monly are upper ontology to define basic vocabularies and 
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data schema, e.g., schema.org, which is schemas for struc-
tured data on the Internet, Semantic Sensor Network Ontolo-
gy (SSN), which can be used to describe sensor, observations 
and related concepts. In our approach, Domain independent 
ontology can be used to directly describe interface and to 
link to the domain dependent ontology. Especially, OWL-S 
is an important part for description of interfaces.   

OWL-S is one ontology for describing Web services. The 
essence of semantic Web Servic description is to realize 
automatic web Service discovery, which shares the same 
goals of automatic adaptation of DAiSI components in our 
approach. Three elements of OWL-S, ServiceProfile, 
ProcessModel and ServiceGrounding, can be well mapped to 
DAiSI services. ServiceProfile uses for publishing and 
discovering services. ProcessModel describes in detail for 
the operation of a service. ServiceGrounding provides details 
of how the message service interoperability. In particular, 
because of similarity of ServiceProfile and interface, 
ServiceProfile can be used to describe programming 
interface.   

Figure 15 shows relation of OWL-S and programming 
interface. Interface name can be descripted with Ontology 
Serviceprofile, which are depicted by anelliptical shape. 
Function name corresponds to process and input and output 
parameter corresponds to process:input and process:ouput. 
 

<<Interface>>
interfacename

functionname(InputParameter): OutParameter

Process

&process:#Input

&process;#Output

Service Profile

hasInput

hasOutput

hasProcess

 

Figure 15. Relationship of programming interface and process in OWL-S. 

 

B. Application Ontology Parking Ontolgoy  

Unfortunately, domain independent ontology cannot cov-
er requirements of vocabularies in every individual domain. 
We need to develop domain ontologies to meet the demand. 
Domain ontology can use the independent domain ontology 
to increase its reusability. 

In our approach, we define a Parking Ontology. Parking 
Ontology is an ontology, which describes Parking space 
relevant issues, such as location, usage, ticket, opening hours, 
etc.  Figure 16 shows a fragment of Parking Ontology, which 
contains relevant parts for the example in this paper. 
ParkingSpace is the main part, it relates to ParkingLocation 
with OWL objectproperty parkingLocation and Sta-
tusOfParkingSpot with statusOfParkingSport. ParkingLoca-
tion is static information.Static means, the information is not 
modified in run-time, mostly the value is stored in database 
or local in device. StatusOfParkingSpot is run-time infor-
mation, which’s value can be changed at run-time. 
 

ps:EVChargingStation xsd:boolean
ps:ADASpaces xsd:boolean
ps:usageForVehicleType ps:VehicleTypeOfUsage
ps:suitedVehicleType gs:VehicleType

ps: ParkingSpace

ps:ParkingLocation

Ps:centralPositon schema:GeoCoordinates
Ps:city dbpedia:City
Ps:street rdfs:LIteral

Ps:parkingLocationps:statusOfParkingSpot

ps:StatusOfParkingSpot

ps:actualState gs:ActualStateOfParkingSpot
ps:LastOccupancyStateChange xsd:dateTime

ps:LastChangeTime xsd:dateTime
 

Figure 16. Relationship of programming interface and process in OWL-S. 

 

C. Descrption of Interface  

To semantically understand programming interfaces, they 
should be translated into semantic technology supported data 
format. In fact, the chosen sematic language has big influ-
ence for interface discovery. On the one hand, translation 
between semantic data formats is supported mostly only in 
one direction, e.g., JSON-LD can be translated into 
RDF/XML, but it is difficult to translate it back to its original 
format. On the other hand, format of results of the transla-
tions from different language of same programming interface 
are usually not identical. Therefore, in our approach, we use 
only semantic Language RDF/XML, so that the system is 
kept more harmonious. 

In this work, we use OWL-S (implemented in RDF/XML) 
to descript an interface. The descriptions are separated into 3 
parts, description interface, description function, description 
parameters.   

1) Interface description 
Figure 17 shows an interface description. An interface 

contains many methods, which are described by processes.  
In this example, an interface is described by the process 
GetParkingProcess with Service:describedBy. 

 

 

Figure 17. interface description. 

 

2) Function description 
Figure 18 shows the structure of a method description. A 

method is described by AtomicProcess and constants of 
input and output parameters. The parameter can use existing 

ontology, e.g., for input ParkingCity use Ontology from 

Ddpeida db;#City, or use self-defining parameter 
THIS;#ParkingSlot, which we will show below.  
 

<service:Service rdf:ID="ParkingSlotService"> 

<service:presents 

rdf:resource="&Parking_profile;#Profile_Parkin

gSlot_Service"/> 

<service:describedBy 

rdf:resource="&Parking_process;#GetParkingProc

ess"/> 
</service:Service> 
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Figure 18. Function description. 

 

3) Input and Output Parameter 
 
Figure 19 shows the self-defining parameter description.  

Self-defining datatype is described by owl-class and relate to 
the developed Parking Ontology. Linking to existing Ontol-
ogies ensures the relations between the elements of different 
parameters can be also discovered. Each relations for this 
class should be described by owl:objectproperty or 
owl:dataproperty and relate to existing ontology on demand.    

 

 

Figure 19. Two example interfaces with annotations. 

 

D. Java-Annotations for the Interface and Class Description 

Programming interface and semantic interface descrip-
tion should be bilateral transformable. In this approach, Java 
is used to implement DAiSI framework. We use an aspect 
oriented method – annotations in Java as a link between the 
ontology and the actual implementation.  

In an interface, every element has at least one label that 

links it to the ontology. Every label has an attribute has-

Name to reference the ontology. Ontology names can be 
found in the application layer. Interface names, for example, 

need only one label: @Interfacename. Functions have 

three types of labels: @Activity, @OutputParam and 

@InputParameter. The label for input or output is used 
only if a function has input– or output parameters. With the 
help of annotations, the definition of elements of an interface 
is decoupled from the actual ontology. This measure was 
taken to ease the changes of either an interface or the ontolo-
gy, without the necessity to alter both. The code-snippets in 
Figure 20 present two Java interfaces as examples.  

 

 

Figure 20. Example interface with annotations. 

 

VII. DISCOVERY AND MAPPING 

Discovery and Mapping play an important role in adapt-
er. In this approach, discovery process bases on database, 
which stores semantic information of services. Mapper uses 
results from discovery process to create the alignment be-
tween required and provided DAiSI services. In this section, 
we present the details below.  

A. Storage of Semantic Information. 

Semantic descriptions of all interfaces should storage in 
dynamic adaptive systems. Management of huge information 
in memory is a big challenge for the device. Therefore, we 
store semantic information in permanent storage to tackle 
this issue. Triplestore is a kind of database for storing RDF 
triples. It can build on relational database or non-relational 
such as Graph-base databases. Querying of semantic infor-
mation in these databases is partly supported by the 
SPARQL. 

The ontology layers, which mentioned above, are not 
forced to be stored in one triplestore. They could be distrib-
uted in different databases and expose their ontology through 
a Web service end-point, typically urls in an ontology, so 
that increase the reusability of the ontology. SPARQL engine 
supports partly discovery in using such external urls. In order 
to reduce management difficulty, we save domain ontology, 
application ontology and corresponding instance of parame-
ters in a database.  

Input and output parameters contain two kinds of 
information, static value and dynamic value. Static value is 
value of parameter, which usually save in local database and 
do not change in the run-time. Accordingly, dynamic value 
changes at run-time. However, because of huge amount of 
data, it is difficout even impossible to store all historical 
datat in database. Therefore, in our appraoch, we store last 
few historical data. 

<process:AtomicProcess rdf:ID=getParkingProcess"> 

<process:hasInput> 

<process:Input rdf:ID="ParkingCity"> 

<process:parameterType 

rdf:datatype="&xsd;#string">&db;#City</pro

cess:parameterType> 

    </process:Input> 

</process:hasInput> 

<process:hasOutput>  

<process:Output 

rdf:ID="ExpressParkingSpace"> 

<process:parameterType 

rdf:datatype="&xsd;#anyURI">&THIS;#Parking

Slot</process:parameterType> 

    </process:Output> 

</process:hasOutput> 
</process:AtomicProcess> 

<owl:Class rdf:ID="ParkingSlot"> 

<owl:equivalentClass   

rdf:resource="&ps;#ParkingSpace"/> 

</owl:Class> 

 

<owl:ObjectProperty rdf:about="parkingLocation"> 

<owl:equivalentProperty 

rdf:resource="&ps;#parkingLocation"/> 

<rdfs:range rdf:resource="#ParkingLocation"/> 

<rdfs:domain rdf:resource="#ParkingSlot"/> 

</owl:ObjectProperty> 

 

<owl:ObjectProperty           

rdf:about="actualOccupancyStatus"> 

<owl:equivalentProperty 

rdf:resource="&ps;#ActualState"/> 

<rdfs:range 

rdf:resource="#ActualStatueOfParkingSpot"/> 

<rdfs:domain rdf:resource="#ParkingSlot"/> 

</owl:ObjectProperty> 

@Interfacename(hasName = " ParkingSlotService") 
public interface ParkingSpaceInterfacePV{ 

@Activity(hasName = "GetParkingProcess") 

@OutputParam(hasName= "ParkingSpace") 

public ParkingSpace []getParkingSlots (  

@Inputparam(hasName = "&db;#City")  

ParkCity:String); 

} 
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B. Discovery 

SPARQL is a set of specifications that define a query 
language for RDF data, concerning explicit object and prop-
erty relations, along with protocols for querying, and seriali-
zation formats for the results. Reasoner can infer new triples 
by applying rules on the data, e.g., RDFS reasoner, OWL 
reasoner, transitive reasoner and general purpose rule engine. 
By using reasoner more required information can be found, 
e.g., equivalent classes, classes with parents relation, etc. 
SPARQL engine can use reasoner in forward chaining, 
which proceed to add any inferred triples to data set in data 
store, and backward chaining, which reasoning between a 
SPARQL endpoint and the data store. Backward chaining is 
used when ontologies are constantly updated. DAiSI is an 
adaptive system, components frequently enter and discharge 
a system, this issue causes regularly addition of new ontolo-
gies for service of components in data store. Hereby, change 
backward chaining is most suitable for DAiSI.   

Discovery has two steps, first step is discovery with defi-
nition of interface’s information, that means only with inter-
face name, input and output parameter name; second step is 
using static instance information of class to filter results. 
E.g., application wants to look for services, which could 
provide parking space in Clausthal in Germany. In the first 
step, all semantic compatible interfaces, which could provide 
parking spaces in different locations, are found. Locations of 
parking spaces are static information which saved mostly in 
database. Such location information can be used to filter the 
mount of discovered interfaces to find interfaces which can 
provide parking spaces in Clausthal. Using static information 
avoids accessing each interface, so that it avoids the side 
effect, -component state changed with calling function.   

  

 

Figure 21. Example SPARQL query. 

 
Figure 21 shows the SPARQL query example. To find 

interface we need description required input and output pa-
rameters in query. Query could be created directly from 
semantic noted programming interface.  

C. Mapping 

 Discovery result is the interface name of component. In 
order to create an adapter we need create details relation 
between required and provide interface. Mapping of each 
parameter in input and output parameter can be restructured 
with help of his sematic annotation. According to the results 
of mapping, an adapter (new DAiSI component) will be 
created. 

 

VIII. CONCLUSION 

This paper is an extended version of the work published 
in [1]. In first approach, we presented the enhancement to the 
DAiSI: A new infrastructure service. Syntactically incompat-
ible services can be connected with the help of generated 
adapters, which are created by the adapter engine. The 
adapter engine is prototypically implemented with Java. Re-
use of component across different domains is enabled with 
this approach. In this paper, we extend our previous work by 
detail of the layered structure of ontologies, an improved 
discovery process based on SPARQL and triplestore. The 
new layer structure supports description of instance of pa-
rameters and it increases the re-use of ontology. By using 
triplestore and SPARQL, it facilitates discovery service in a 
huge number of components. Semantic description hat still 
strength influence on discovery results. In further steps, we 
will reduce the closed related relation between semantic 
description and discovery.  
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Abstract—Developing a compiler and an IDE for a programming
language is time consuming and it poses several challenges,
even when using language workbenches like Xtext that provides
Eclipse integration. A complex type system with powerful type
inference mechanisms needs to be implemented efficiently, other-
wise its implementation will undermine the effective usability of
the IDE: the editor must be responsive even when type inference
takes place in the background, otherwise the programmer will
experience too many lags. In this paper, we will present a real-
world case study: N4JS, a JavaScript dialect with a full-featured
Java-like static type system, including generics, and present some
evaluation results. We will describe the implementation of its type
system and we will focus on techniques to make the type system
implementation of N4JS integrate efficiently with Eclipse. For the
implementation of the type system of N4JS we use Xsemantics,
a DSL for writing type systems, reduction rules and in general
relation rules for languages implemented in Xtext. Xsemantics is
intended for developers who are familiar with formal type systems
and operational semantics since it uses a syntax that resembles
rules in a formal setting. This way, the implementation of formally
defined type rules can be implemented easier and more directly
in Xsemantics than in Java.

Keywords–DSL; Type System; Implementation; Eclipse.

I. INTRODUCTION

In this paper, we present N4JS, a JavaScript dialect imple-
mented with Xtext, with powerful type inference mechanisms
(including Java-like generics). In particular, we focus on the
implementation of its type system. The type system of N4JS is
implemented in Xsemantics, an Xtext DSL to implement type
systems and reduction rules for DSLs implemented in Xtext.

The type system of N4JS drove the evolution of Xseman-
tics: N4JS’ complex type inference system and the fact that it
has to be used in production with large code bases forced us
to enhance Xsemantics in many parts. The implementation of
the type system of N4JS focuses both on the performance of
the type system and on its integration in the Eclipse IDE.

This paper is the extended version of the conference
paper [1]. With respect to the conference version, in this paper
we describe more features of Xsemantics, we provide a full
description of the main features of N4JS and we describe its
type system implementation in more details. Motivations, re-
lated work and conclusions have been extended and enhanced
accordingly.

The paper is structured as follows. In Section II we
introduce the context of our work and we motivate it; we also
discuss some related work. We provide a small introduction to
Xtext in Section III and we show the main features of Xseman-
tics in Section IV. In Section V, we present N4JS and its main
features. In Section VI, we describe the implementation of the
type system of N4JS with Xsemantics, with some performance
benchmarks related to the type system. Section VII concludes
the paper.

II. MOTIVATIONS AND RELATED WORK

Integrated Development Environments (IDEs) help pro-
grammers a lot with features like syntax aware editor, compiler
and debugger integration, build automation and code comple-
tion, just to mention a few. In an agile [2] and test-driven
context [3] the features of an IDE like Eclipse become essential
and they dramatically increase productivity.

Developing a compiler and an IDE for a language is usually
time consuming, even when relying on a framework like
Eclipse. Implementing the parser, the model for the Abstract
Syntax Tree (AST), the validation of the model (e.g., type
checking), and connecting all the language features to the
IDE components require lot of manual programming. Xtext,
http://www.eclipse.org/Xtext, [4], [5] is a popular
Eclipse framework for the development of programming lan-
guages and Domain-Specific Languages (DSLs), which eases
all these tasks.

A language with a static type system usually features
better IDE support. Given an expression and its static type,
the editor can provide all the completions that make sense
in that program context. For example, in a Java-like method
invocation expression, the editor should propose only the
methods and fields that are part of the class hierarchy of the
receiver expression, and thus, it needs to know the static type
of the receiver expression. The same holds for other typical
IDE features, like, for example, navigation to declaration and
quickfixes.

The type system and the interpreter for a language imple-
mented in Xtext are usually implemented in Java. While this
works for languages with a simple type system, it becomes
a problem for an advanced type system. Since the latter is
often formalized, a DSL enabling the implementation of a
type system similar to the formalization would be useful. This
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would reduce the gap between the formalization of a language
and its actual implementation.

Besides functional aspects, implementing a complex type
system with powerful type inference mechanisms poses sev-
eral challenges due to performance issues. Modern IDEs and
compilers have defined a high standard for performance of
compilation and responsiveness of typical user interactions,
such as content assist and immediate error reporting. At the
same time, modern statically-typed languages tend to reduce
the verbosity of the syntax with respect to types by imple-
menting type inference systems that relieve the programmer
from the burden of declaring types when these can be inferred
from the context. In order to be able to cope with these high
demands on both type inference and performance, efficiently
implemented type systems are required.

In [6] Xsemantics, http://xsemantics.sf.net,
was introduced. Xsemantics is a DSL for writing rules for
languages implemented in Xtext, in particular, the static se-
mantics (type system), the dynamic semantics (operational
semantics) and relation rules (subtyping). Given the type
system specification, Xsemantics generates Java code that can
be used in the Xtext implementation. Xsemantics specifications
have a declarative flavor that resembles formal systems (see,
e.g., [7], [8]), while keeping the Java-like shape. This makes it
usable both by formal theory people and by Java programmers.

Originally, Xsemantics was focused on easy implemen-
tation of prototype languages. While the basic principles of
Xsemantics were not changed, Xsemantics has been improved
a lot in order to make it usable for modern full-featured
languages and real-world performance requirements [9]. In
that respect, N4JS drove the evolution of Xsemantics. In
fact, N4JS’ complex type inference system and its usage
in production with large code bases forced us to enhance
Xsemantics in many parts. The most relevant enhanced parts in
Xsemantics dictated by N4JS can be summarized as follows:

• Enhanced handling of the rule environment, simplify-
ing implementation of type systems with generics.

• Fields and imports, simplifying the use of Java utility
class libraries from within an Xsemantics system
definition.

• The capability of extending an existing Xsemantics
system definition, improving the modularization of
large systems.

• Improved error reporting customization, in order to
provide the user with more information about errors.

• Automatic caching of results of rule computations,
increasing performance.

Xsemantics itself is implemented in Xtext, thus it is com-
pletely integrated with Eclipse and its tooling. From Xseman-
tics we can access any existing Java library, and we can even
debug Xsemantics code. It is not mandatory to implement
the whole type system in Xsemantics: we can still implement
parts of the type system directly in Java, in case some tasks
are easier to implement in Java. In an existing language
implementation, this also allows for an easy incremental or
partial transition to Xsemantics. All these features have been
used in the implementation of the type system of N4JS.

A. Related work

In this section we discuss some related work concerning
both language workbenches and frameworks for specifying
type systems.

Xsemantics can be considered the successor of Xtypes [10].
With this respect, Xsemantics provides a much richer syntax
for rules that can access any existing Java library. This implies
that, while with Xtypes many type computations could not
be expressed, this does not happen in Xsemantics. Moreover,
Xtypes targets type systems only, while Xsemantics deals with
any kind of rules.

XTS [11] (Xtext Type System) is a DSL for specifying
type systems for DSLs built with Xtext. The main difference
with respect to Xsemantics is that XTS aims at expression
based languages, not at general purpose languages. Indeed, it
is not straightforward to write the type system for a Java-like
language in XTS. Type systems specifications are less verbose
in XTS, since it targets type systems only, but XTS does not
allow introducing new relations as Xsemantics, and it does
not target reductions rules. Xsemantics aims at being similar
to standard type inference and semantics rules so that anyone
familiar with formalization of languages can easily read a type
system specification in Xsemantics.

OCL (Object Constraint Language) [12], [13] allows the
developer to specify constraints in metamodels. While OCL
is an expression language, Xsemantics is based on rules.
Although OCL is suitable for specifying constraints, it might
be hard to use to implement type inference.

Neverlang [14] is based on the fact that programming
language features can be plugged and unplugged, e.g., you can
“plug” exceptions, switch statements or any other linguistic
constructs into a language. It also supports composition of
specific Java constructs [15]. Similarly, JastAdd [16] sup-
ports modular specifications of extensible compiler tools and
languages. Eco [17], [18] is a language composition editor
for defining composed languages and edit programs of such
composed languages. The Spoofax [19] language workbench
provides support for language extensions and embeddings.
Polyglot [20] is a compiler front end for Java aiming at Java
language extensions. However, it does not provide any IDE
support for the implemented extension. Xtext only provides
single inheritance mechanisms for grammars, so different
grammars can be composed only linearly. In Xsemantics a
system can extend an existing one (adding and overriding
rules). These extensibility and compositionality features are not
as powerful as the ones of the systems mentioned above, but
we think they should be enough for implementing pluggable
type systems [21].

There are other tools for implementing DSLs and IDE
tooling (we refer to [22], [23], [24] for a wider com-
parison). Tools like IMP (The IDE Meta-Tooling Plat-
form) [25] and DLTK (Dynamic Languages Toolkit),
http://www.eclipse.org/dltk, only deal with IDE
features. TCS (Textual Concrete Syntax) [26] aims at providing
the same mechanisms as Xtext. However, with Xtext it is easier
to describe the abstract and concrete syntax at once. Morever,
Xtext is completely open to customization of every part of the
generated IDE. EMFText [27] is similar to Xtext. Instead of
deriving a metamodel from the grammar, the language to be
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implemented must be defined in an abstract way using an EMF
metamodel.

The Spoofax [19], language workbench mentioned above,
relies on Stratego [28] for defining rule-based specifications for
the type system. In [29], Spoofax is extended with a collection
of declarative meta-languages to support all the aspects of
language implementation including verification infrastructure
and interpreters. These meta-languages include NaBL [30] for
name binding and scope rules, TS for the type system and
DynSem [31] for the operational semantics. Xsemantics shares
with these systems the goal of reducing the gap between the
formalization and the implementation. An interesting future
investigation is adding the possibility of specifying scoping
rules in an Xsemantics specification as well. This way, also the
Xtext scope provider could be easily generated automatically
by Xsemantics.

EriLex [32] is a software tool for generating support
code for embedded domain specific languages and it supports
specifying syntax, type rules, and dynamic semantics of such
languages but it does not generate any artifact for IDE tooling.

An Xsemantics specification can access any Java type,
not only the ones representing the AST. Thus, Xsemantics
might also be used to validate any model, independently from
Xtext itself, and possibly be used also with other language
frameworks like EMFText [27]. Other approaches, such as,
e.g., [33], [34], [35], [36], [37], [32], [14], instead require the
programmer to use the framework also for defining the syntax
of the language.

The importance of targeting IDE tooling when implement-
ing a language was recognized also in older frameworks,
such as Synthesizer [38] and Centaur [33]. In both cases, the
use of a DSL for the type system was also recognized (the
latter was using several formalisms [39], [40], [41]). Thus,
Xsemantics enhances the usability of Xtext for developing
prototype implementations of languages during the study of
the formalization of languages.

We just mention other tools for the implementation of
DSLs that are different from Xtext and Xsemantics for the
main goal and programming context, such as, e.g., [42], [43],
[44], which are based on language specification preprocessors,
and [45], [46], which target host language extensions and
internal DSLs.

Xsemantics does not aim at providing mechanisms for
formal proofs for the language and the type system and it
does not produce (like other frameworks do, e.g., [47], [29]),
versions of the type system for proof assistants, such as
Coq [48], HOL [49] or Isabelle [50]. However, Xsemantics
can still help when writing the meta-theory of the language.
An example of such a use-case, using the traces of the applied
rules, can be found in [9].

We chose Xtext since it is the de-facto standard frame-
work for implementing DSLs in the Eclipse ecosystem, it
is continuously supported, and it has a wide community,
not to mention many applications in the industry. Xtext is
continuously evolving, and the main new features introduced in
recent versions include the integration in other IDEs (mainly,
IntelliJ), and the support for programming on the Web (i.e., an
Xtext DSL can be easily ported on a Web application).

Finally, Xtext provides complete support for typical Java
build tools, like Maven and Gradle. Thus, Xtext DSLs also
automatically support these build tools. In that respect, Xse-
mantics provides Maven artifacts so that Xsemantics files
can be processed during the Maven build in a Continuous
Integration system.

III. XTEXT

In this section we will give a brief introduction to Xtext. In
Section III-A we will also briefly describe the main features of
Xbase, which is the expression language used in Xsemantics’
rules.

It is out of the scope of the paper to describe Xtext and
Xbase in details. Here we will provide enough details to make
the features of Xsemantics understandable.

Xtext [5] is a language workbench (such as MPS [51]
and Spoofax [19]): Xtext deals not only with the compiler
mechanisms but also with Eclipse-based tooling. Starting from
a grammar definition, Xtext generates an ANTLR parser [52].
During parsing, the AST is automatically generated by Xtext as
an EMF model (Eclipse Modeling Framework [53]). Besides,
Xtext generates many other features for the Eclipse editor for
the language that we are implementing: syntax highlighting,
background parsing with error markers, outline view, code
completion.

Most of the code generated by Xtext can already be
used as it is, but other parts, like type checking, have to
be customized. The customizations rely on Google-Guice, a
dependency injection framework [54].

In the following we describe the two complementary
mechanisms of Xtext that the programmer has to implement.
Xsemantics aims at generating code for both mechanisms.

Scoping is the mechanism for binding the symbols (i.e.,
references). Xtext supports the customization of binding with
the abstract concept of scope, i.e., all declarations that are
available (visible) in the current context of a reference. The
programmer provides a ScopeProvider to customize the
scoping. In Java-like languages the scoping will have to
deal with types and inheritance relations, thus, it is strictly
connected with the type system. For example, the scope for
methods in the context of a method invocation expression
consists of all the members, including the inherited ones, of
the class of the receiver expression. Thus, in order to compute
the scope, we need the type of the receiver expression.

Using the scope, Xtext will automatically resolve cross
references or issue an error in case a reference cannot be
resolved. If Xtext succeeds in resolving a cross reference,
it also takes care of implementing IDE mechanisms like
navigating to the declaration of a symbol and content assist.

All the other checks that do not deal with symbol res-
olutions, have to be implemented through a validator. In a
Java-like language most validation checks typically consist in
checking that the program is correct with respect to types. The
validation takes place in background while the user is writing
in the editor, so that an immediate feedback is available.

Scoping and validation together implement the mechanism
for checking the correctness of a program. This separation into
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two distinct mechanisms is typical of other approaches, such
as [38], [47], [16], [30], [29], [55].

A. Xbase

Xbase [56] is a reusable expression language that integrates
completely with Java and its type system. Xbase also imple-
ments UI mechanisms that mimic the ones of the Eclipse Java
Development Tools (JDT).

The syntax of Xbase is similar to Java with less “syntactic
noise” (e.g., the terminating semicolon “;” is optional) and
some advanced linguistic constructs. Although its syntax is
not the same as Java, Xbase should be easily understood by
Java programmers.

In this section we briefly describe the main features of
Xbase, in order to make Xsemantics rules shown in the paper
easily understandable for the Java programmers.

Variable declarations in Xbase are defined using val or
var, for final and non-final variables, respectively. The type
is not mandatory if it can be inferred from the initialization
expression.

A cast expression in Xbase is written using the infix
keyword as, thus, instead of writing “(C) e” we write
“e as C”.

Xbase provides extension methods, a syntactic sugar mech-
anism: instead of passing the first argument inside the paren-
theses of a method invocation, the method can be called with
the first argument as its receiver. It is as if the method was
one of the argument type’s members. For example, if m(E)
is an extension method, and e is of type E, we can write
e.m() instead of m(e). With extension methods, calls can
be chained instead of nested: e.g., o.foo().bar() rather
than bar(foo(o)).

Xbase also provides lambda expressions, which have the
shape [param1, param2, ... | body]. The types of
the parameters can be omitted if they can be inferred from the
context. Xbase automatically compiles lambda expressions into
Java anonymous classes; if the runtime Java library is version
8, then Xbase automatically compiles its lambda expressions
into Java 8 lambda expressions.

All these features of Xbase allow the developer to easily
write statements and expressions that are much more readable
than in Java, and that are also very close to formal specifica-
tions. For example, a formal statement of the shape

“∃x ∈ L . x 6= 0”

can be written in Xbase like

“L.exists[ x | x != 0 ]”.

This helped us a lot in making Xsemantics close to formal
systems.

IV. XSEMANTICS

Xsemantics is a DSL (written in Xtext) for writing type
systems, reduction rules and in general relation rules for
languages implemented in Xtext. Xsemantics is intended for
developers who are familiar with formal type systems and

judgments {
type |− Expression expression : output Type

error "cannot type " + expression
subtype |− Type left <: Type right

error left + " is not a subtype of " + right
}

Figure 1. An example of judgment definitions in Xsemantics.

operational semantics since it uses a syntax that resembles
rules in a formal setting (e.g., [7], [57], [8]).

A system definition in Xsemantics is a set of judgments,
that is, assertions about the properties of programs, and a set
of rules. Rules can be seen as implications between judgments,
i.e., they assert the validity of certain judgments, possibly on
the basis of other judgments [7]. Rules have a conclusion and
a set of premises. Typically, rules act on the EMF objects
representing the AST, but in general they can refer to any
Java class. Starting from the definitions of judgments and rules,
Xsemantics generates Java code that can be used in a language
implemented in Xtext for scoping and validation.

A. Judgments

An Xsemantics judgment consists of a name, a judgment
symbol (which can be chosen from some predefined symbols)
and the parameters of the judgment. Parameters are separated
by relation symbols (which can be chosen from some prede-
fined symbols).

Currently, Xsemantics only supports a predefined set of
symbols, in order to avoid possible ambiguities with expression
operators in the premises of rules.

Judgment symbols are

||- |- ||∼ |∼ ||= |= ||> |>

Relation symbols are

<! !> <<! !>> <∼! !∼>
: <: :> << >> ∼∼
<| |> <∼ ∼> \/ /\

All these symbols aim at mimicking the symbols that are
typically used in formal systems.

Two judgments must differ for the judgment symbol or for
at least one relation symbol. The parameters can be either input
parameters (using the same syntax for parameter declarations
as in Java) or output parameters (using the keyword output
followed by the Java type). For example, the judgment def-
initions for an hypothetical Java-like language are shown in
Figure 1: the judgment type takes an Expression as input
parameter and provides a Type as output parameter. The
judgment subtype does not have output parameters, thus
its output result is implicitly boolean. Judgment definitions
can include error specifications (described in Section IV-F),
which are useful for generating informative error information.

B. Rules

Rules implement judgments. Each rule consists of a name,
a rule conclusion and the premises of the rule. The conclusion
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consists of the name of the environment of the rule, a judgment
symbol and the parameters of the rules, which are separated
by relation symbols. To enable better IDE tooling and a
more “programming”-like style, Xsemantics rules are written
in the opposite direction of standard deduction rules, i.e.,
the conclusion comes before the premises (similar to other
frameworks, like [29], [31]).

The elements that make a rule belong to a specific judgment
are the judgment symbol and the relation symbols that separate
the parameters. Moreover, the types of the parameters of a
rule must be Java subtypes of the corresponding types of
the judgment. Two rules belonging to the same judgment
must differ for at least one input parameter’s type. This is a
sketched example of a rule, for a Java-like method invocation
expression, of the judgment type shown in Figure 1:

rule MyRule
G |− MethodSelection exp : Type type

from {
// premises
type = ... // assignment to output parameter
}

The rule environment (in formal systems it is usually
denoted by Γ and, in the example it is named G) is useful
for passing additional arguments to rules (e.g., contextual
information, bindings for specific keywords, like this in a
Java-like language). An empty environment can be passed
using the keyword empty. The environment can be accessed
with the predefined function env.

Xsemantics uses Xbase to provide a rich Java-like syntax
for defining rules. The premises of a rule, which are specified
in a from block, can be any Xbase expression (described in
Section III-A), or a rule invocation. If one thinks of a rule
declaration as a function declaration, then a rule invocation
corresponds to a function invocation, thus one must specify
the environment to pass to the rule, as well as the input and
output arguments.

In a rule invocation, one can specify additional envi-
ronment mappings, using the syntax key <- value (e.g.,
’this’ <- C). When an environment is passed to a rule
with additional mappings, actually a brand new environment
is passed, thus the current rule environment will not be
modified. If a mapping with the same key exists in the current
environment, then in the brand new environment (and only
there) the existing mapping will be overwritten. Thus, the rule
environment passed to a rule acts in a stack manner.

The premises of an Xsemantics rule are considered to be
in logical and relation and are verified in the same order they
are specified in the block. If one needs premises in logical or
relation, the operator or must be used to separate blocks of
premises.

If a rule does not require any premise, we can use a special
kind of rule, called axiom, which only has the conclusion.

In the premises, one can assign values to the output
parameters, as shown in the previous rule example. When
another rule is invoked, upon return, the output arguments will
have the values assigned in the invoked rule. Alternatively,

an expression can be directly specified instead of the output
parameter in the rule conclusion.

If one of the premises fails, then the whole rule will fail,
and in turn the stack of rule invocations will fail. In particular,
if the premise is a boolean expression, it will fail if the
expression evaluates to false. If the premise is a rule invocation,
it will fail if the invoked rule fails. An explicit failure can be
triggered using the keyword fail.

At runtime, upon rule invocation, the generated Java system
will select the most appropriate rule according to the runtime
types of the passed arguments (using the polymorphic dis-
patch mechanism provided by Xtext, which performs method
dispatching according to the runtime type of arguments).
Note that, besides this strategy for selecting a specific rule,
Xsemantics itself does not implement, neither it defines, any
other strategy. It is Xtext that decides when a part of a program
has to be validated or a symbol has to be bound. This is
consistent with the nature of frameworks, which dictate the
overall program’s flow of control.

C. Auxiliary Functions

Besides judgments and rules, one can write auxiliary
functions. In type systems, such functions are typically used as
a support for writing rules in a more compact form, delegating
some tasks to such functions (for example, see [8]). Predicates
can be seen as a special form of auxiliary functions.

D. Checkrules

In an Xsemantics system, we can specify some special
rules, checkrules, which do not belong to any judgment. They
are used by Xsemantics to generate a Java validator for the
Xtext language. A checkrule has a name, a single parameter
(which is the AST object to be validated) and the premises
(but no rule environment). The syntax of the premises of a
checkrule is the same as in the standard rules.

The Java validator generated by Xsemantics will automati-
cally generate error markers for failed rules. Error markers will
be automatically generated according to the error information
found in the trace of a failure, which is computed and handled
automatically by Xsemantics. When generating error markers
the validator will use only the error information related to
elements in the AST. The error marker will be generated
in correspondence to the innermost failure, because this is
usually the most informative error message. A custom error
specification can be attached to a judgment or to a single rule,
as described in Section IV-F.

E. Fields and Imports

Fields can be defined in an Xsemantics system. Such fields
will be available to all the rules, checkrules and auxiliary
functions, just like Java fields in a class are available to all
methods of the class. This way, it is straightforward to reuse
external Java utility classes from an Xsemantics system. This
is useful when some mechanisms are easier to implement in
Java than in Xsemantics.

Xsemantics also supports Java-like import statements, in-
cluding Java static imports. This way, external Java classes’
static methods can be used from within Xsemantics premises
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without the fully qualified name. In particular, the Xsemantics
Eclipse editor supports automatic insertion of imports during
code completion. This mimics what the Eclipse Java editor
does. Both fields and static imports can be further decorated
with the extension specification. This will enable the exten-
sion methods mechanism of Xbase (described in Section III-A)
making Xsemantics code less verbose and more compact.

F. Error Information

Custom error information can be specified on judgments,
rules and auxiliary functions. This can be used for providing
error information that is useful in specific scenarios.

When specifying a custom error information, using the
keyword error followed by a string describing the error,
the developer can also specify the source element in the
program that will be marked with error. Additional data can
be attached to the error information that can be later reused in
case of custom error handling.

Moreover, when using the explicit failure keyword fail,
a custom error information can be specified as well. This use
of fail is useful together with or blocks to provide more
information about the error.

For example, consider the boolean premise

args.size() == params.size()

that checks that the number of arguments is equal to the
number of parameters in a Java-like method invocation. If that
premise fails, the default error message will show the original
expression text, specifying that it failed. This would not be
useful for the user (it would show an error with implementation
details). To generate a better error message we can write

args.size() == params.size()
or
fail error "expected " + params.size() +
" arguments, but was " + args.size()

There might be cases when we want to show errors
containing more information about the cause that made a rule
invocation fail, especially when the failure took place because
of a rule invocation that is deep in the rule invocation stack.
For such cases, the implicit variable previousFailure is
available. This is automatically handled by Xsemantics at run-
time: in case of a rule failure, it provides the developer with
all the problems that took place when applying the rule. This
allows us to build informative error messages as shown in
Section VI-A.

G. Caching

In a language implemented with Xtext, types are used in
many places by the framework, e.g., in the scope provider,
in the validator and in the content assist. Besides that, some
type computation rules, some subtyping checks and some
auxiliary functions are also used more than once from the
type system implementation itself. For example, the subtyping
relation between the same two classes can be checked by many
checkrules for the same sources.

For the above reasons, the results of type computations
should be cached to improve the performance of the compiler
and, most of all, the responsiveness of the Eclipse editor.
However, caching usually introduces a few levels of complex-
ity in implementations, and, in the context of an IDE that
performs background parsing and checking, we also need to
keep track of changes that should invalidate the cached values.
Xsemantics provides automatic caching mechanisms that can
be enabled in a system specification. These mechanisms inter-
nally use at run-time a cache that stores its values in the scope
of a resource (a resource is an abstraction of a source file).
The cached values will be automatically discarded as soon as
the contents of the program changes. When caching is enabled
in an Xsemantics system specification, then Xsemantics will
generate Java code that automatically uses the cache, hiding
the details from the programmer.

The programmer can enable caching, using the keyword
cached on a per-judgment basis. The rationale behind this
granularity is that caching should be enabled with care, other-
wise it could decrease the performance. In fact, the caching is
based on the Java hashing features, thus it makes sense only
when used with actual object instances, not with references. In
fact, in the AST of a program there might be many different
references to the same object, and using such references as
cache keys will only lead to many cache misses. Thus, it
is responsibility of the programmer to be aware of which
judgments and auxiliary functions to cache, depending on the
nature of the involved input parameters.

The use of caching for the implementation of the N4JS’
type system is described in Section VI-B.

H. Extensions

When defining a system in Xsemantics it is also possible
to extend another Xsemantics system, using extends. Just
like in Java class inheritance, an extended system implicitly
inherits from the “super system” all judgments, rules, check
rules and auxiliary functions. In the extended system one
can override any such element; the overriding follows the
same Java overriding rules (e.g., the types of input parameters
must be the same and the types of output parameters can
be subtypes). For example, an axiom in a super system can
be turned into a rule in the extended system and vice versa.
Similarly, we can override a judgment of the super system
changing the names of parameters and error specifications.
Since an Xtext grammar can inherit from another grammar,
Xsemantics system extensions can be used when the language
we inherit from already implements a type system using
Xsemantics. Moreover, we used system extension to quickly
test possible modifications/improvements to an existing type
system, e.g., for testing that caching features do not break the
type system implementation.

V. N4JS—A TYPED JAVASCRIPT

We have used Xsemantics to implement the type system
of a real-world programming language called N4JS. In this
section, we give an overview of the syntax and semantics of
N4JS, before presenting the Xsemantics-based implementation
of the N4JS type system in Section VI.
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Figure 2. The N4JS IDE, showing the editor with syntax highlighting, the outline with type information, and the integrated test support.

A. Overview and Background

Before going into technical details of the language itself,
let us provide some context. NumberFour AG is developing
a platform for applications specifically tailored towards small
businesses that will, on the client side, target JavaScript and the
browser (among other targets such as iOS). Due to a large over-
all code base, high reliability requirements, interoperability
with statically typed languages and their ecosystems, such as
Scala or ObjectiveC, and for maintenance reasons, an explicit
declaration of types together with static type checking was
deemed a necessity across all targets, in particular JavaScript.
This set of requirements led us to the development of the N4JS
language.

N4JS is an extension of JavaScript, also referred to as
ECMAScript, with modules and classes as specified in the
ECMAScript 2015 standard [58]. Most importantly, N4JS
adds a full-featured static type system on top of JavaScript,
similar to TypeScript [59] or Dart [60]. N4JS compiles to
plain JavaScript and provides seamless interoperability with
JavaScript. In fact, most valid ECMAScript 2015 code is
valid N4JS code (not considering type errors), but some
recent features of ECMAScript 2015 are not supported
yet. N4JS is still under development, but has been used
internally at NumberFour AG for more than two years
now, and was released as open source in March 2016,
https://numberfour.github.io/n4js/.

Roughly speaking, N4JS’ type system could be described
as a combination of the type systems provided by Java,
TypeScript and Dart. Besides primitive types, already present
in ECMAScript, it provides declared types such as classes
and interfaces, also supporting default methods (i.e., mixins),
and combined types such as union types [61]. N4JS supports
generics similar to Java, that is, it supports generic types and
generic methods (which are supported by TypeScript but not
by Dart) including wildcards, requiring the notion of existential
types (see [62]).

Beyond its type-system-related features, the implementa-
tion of N4JS provides a transpiler that transforms N4JS code
into ECMAScript 2015 code and a full featured IDE, shown
in Figure 2. This IDE provides some advanced editing features
such as

• live code validation, i.e., type errors and other code
issues are shown and updated in the editor while the
programmer is typing,

• a project explorer for managing large, multi-project
code bases (left-hand side of the screenshot),

• convenience UI features such as an outline view
showing the classes, interfaces, their fields and meth-
ods together with their signature and other elements
defined in the currently active editor (right-hand side
of the screenshot).
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Since this IDE is based on the Eclipse framework, it
inherits many features from Eclipse and readily available
Eclipse plugins, without the need of any N4JS-specific im-
plementation, for example, a seamless integration of the git
version management system.

At NumberFour AG, N4JS and its IDE are being devel-
oped using agile development methodologies, in particular
the Scrum process and test-driven development, aiming for a
high test coverage with around 110.000 tests, at the moment,
including a comprehensive test suite to ensure compatibility
with ECMAScript 2015 syntax. Apache Maven is used as build
tool and Jenkins for continuous integration.

The main frameworks being used are Xtext and Xse-
mantics, as introduced above. Most tests, especially those
related to the type system, are written using the Xpect frame-
work, http://www.xpect-tests.org/, which allows
the developer to formulate test cases in the language being
developed, i.e., N4JS in this case. For example, a test case for
asserting that a number cannot be assigned to a variable of
type string could be written as follows:

/* XPECT_SETUP N4JSSpecTest END_SETUP */

let x: string;
/* XPECT errors ---

"int is not a subtype of string." at "123"
--- */
x = 123;

All information for testing is provided in ordinary N4JS
comments, enclosed in /* */. The second to last line in the
above code example shows an Xpect test expectation using
a so-called Xpect test method called errors that asserts a
particular error message at a particular location in the source
(the integer literal 123 in this example) and fails if no error
or a different error occurs. There are other test methods for
checking for warnings or asserting the correct type of an
element or expression.

In addition to N4JS, there exist other JavaScript dialects
augmenting the language by static types with compile-time
type checking, most notably TypeScript [59]. All these lan-
guages are facing the same, fundamental challenge: dynamic,
untyped languages and statically typed languages follow two
clearly distinct programming paradigms, leading in practice
to different programming styles, idioms, and ecosystems of
frameworks and libraries. Thus, when adding a static type
system on top of an existing dynamic language there is a risk
of breaking established programming idioms and conventions
of the dynamic language. This is where an important differ-
ence between N4JS and, for example, TypeScript lies. While
TypeScript aims for as much type safety as possible without
sacrificing typical JavaScript idioms and convenience, N4JS
would rather risk getting in the way of the typical JavaScript
programmer from time to time than sacrificing type safety.
N4JS aims at providing type soundness as its sole primary
priority without compromises for the sake of programmer
familiarity or convenience. In other words, TypeScript is
designed primarily with existing JavaScript programmers in
mind, whereas N4JS is more tailored to developers accustomed
to statically typed languages, mainly Java and C# (though the
needs of pure JavaScript developers and support for legacy
JavaScript code bases have been considered as far as possible).

interface NamedEntity {
get name(): string;

}
class Person implements NamedEntity { // class

implementing an interface
// three field declarations:
public firstName: string;
public lastName: string;
protected age: number;
// a method
public marry(spouse: Person) {

let familyName = this.lastName + ’-’ +
spouse.lastName;

this.lastName = familyName;
spouse.lastName = familyName;

}
// a getter (required by interface)
@Override get name(): string {

return this.firstName + ’ ’ + this.lastName;
}

}
class Employee extends Person { // a class extending

another class
private _salary: number;
// a getter/setter pair:
get salary(): number {

return this._salary;
}
set salary(amount: number) {

if(amount>=0) {
this.salary = amount;

}
}

}

Figure 3. Defining classes, interfaces and their members in N4JS.

Language features where this difference in priorities can
be observed include TypeScript’s flexible yet unsafe default
handling of built-in type any as well as TypeScript’s use of bi-
variant function subtyping and method overriding, which has
been identified by recent studies [63] as a form of unsoundness
in the name of convenience and flexibility without clear
usability benefits in practice (the latest TypeScript version has
an optional compiler flag for activating a more rigid handling
of any). In comparison, any, function subtyping and method
overriding are handled in N4JS in a strictly type-safe manner
according to how these concepts are commonly defined in
the literature on object-oriented programming and type theory
in general (e.g., strict observance of the Liskov substitution
principle [64]). A more detailed comparison of N4JS with
other typed JavaScript dialects is, however, beyond the scope
of this article.

After this brief overview of why and how N4JS is being
developed, we will now, for the remainder of Section V, focus
on the syntax and semantics of the language itself.

B. Basic Language Features

N4JS provides the typical language features expected from
an object-oriented language, such as declaration of classifiers
(i.e., classes and interfaces), inheritance, polymorphism, etc.
We do not aim for a full description of the language here, but
Figure 3 is provided to give an impression of the syntax of the
most common constructs.
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In addition to fields and methods, classifiers may have
so-called getters and setters members, which are similar to
methods but are invoked as if the containing classifier had a
field of that name. For example, the getter/setter pair salary
of class Employee in Figure 3 would be invoked as follows:

let e = new Employee();
e.salary = 42;
console.log(e.salary);

Line 2 invokes setter salary with a value of 42 as
argument and line 3 invokes the getter. Providing only either a
getter or setter amounts to a read-only / write-only field from
outside the type.

For the remainder of this section we focus on language
features of N4JS that are less common and are most relevant
from a type system perspective.

C. Union and Intersection Types

As a first advanced feature, N4JS allows the programmer
to combine two or more existing types to form a new type
that represents the union or intersection of the combined types.
Given types T1, ...,Tn, the union U of these types is a supertype
of another type T ′ if and only if T ′ is a subtype of at least
one of the combined types and is a subtype of T ′ if and only
if T ′ is a subtype of all the combined types.

More formally, given types T1, ...,Tn and the union U of
these types, for all types T ′ we have

T ′ <: U ⇐⇒ T ′ <: T1∨ ...∨T ′ <: Tn (1)
U <: T ′⇐⇒ T1 <: T ′∧ ...∧Tn <: T ′ (2)

In N4JS source code, the union of two types A and B is
written as A|B. The following N4JS code snippet provides an
example:

function foo(param: string | number) {
let str: string;
str = param; // ERROR

}
foo(’hello’); // ok
foo(42); // ok

Function foo can be invoked with strings and with num-
bers as argument, because string is a subtype of the union
string|number and also number is a subtype of this
union. However, the assignment inside function foo fails,
because union string|number is not a subtype of string
(and also not a subtype of number).

Intersection types are defined accordingly: the intersection
is a subtype of all its combined types. The notation for the
intersection of two types A and B in N4JS source code is
A&B.

Intersection types are actually more common in mainstream
languages than union types. Java has support for intersection
types, but they can only be used in very few places, for
example, when declaring the upper bound of a type parameter:

public interface I {}
public interface J {}
public class G<T extends I & J> {

/* ... */
}

Here, type parameter T has the intersection type I & J as its
upper bound; Java developers often view this as parameter T
having two upper bounds I and J.

From a practical point of view, union types are particu-
larly important in N4JS, because N4JS—just as ECMAScript
2015—does not allow method overloading. So, union types are
a means to provide methods than can handle different types
of arguments in much the same way as done in Java using
method overloading.

D. Nominal and Structural Typing

The fundamental notion for reasoning about types is the
subtype relation. According to the Liskov substitution princi-
ple [64], given two types S,T we call S a subtype of T if and
only if every property that can be observed from the outside
for T , does also apply to S, and we can thus use instances of
S wherever instances of T are expected.

One of the primary responsibilities of a type system is to
decide whether a given type is, in the above sense, a subtype
of another type. N4JS provides support for different strategies
of checking whether two types are subtypes of one another,
namely nominal and structural typing [8]. Additionally, it
provides certain variations of structural typing to support
typical use cases of ECMAScript.

In the context of a programming language, a type S is a
subtype of type T if, roughly speaking, a value of type S may
be used as if it were a value of type T . Therefore, if type S
is a subtype of T , denoted as S <: T , a value that is known
to be of type S may, for example, be assigned to a variable
of type T or may be passed as an argument to a function
expecting an argument of type T . There are two major classes
of type systems that differ in how they decide on such type
compatibility:

• Nominal type systems, as known from most object-
oriented programming languages, e.g., Java, C#.

• Structural type systems, as more common in type
theory and functional programming languages.

Since N4JS provides both forms of typing, we briefly
introduce each approach in the following sections before we
show how they are combined in N4JS.

1) Nominal Typing: In a nominal, or nominative, type
system, two types are deemded to be the same if they have
the same name and a type S is deemed to be an (immediate)
subtype of a type T if and only if S is explicitly declared to
be a subtype of T .

In the following example, Employee is a subtype of
Person because it is declared as such using keyword
extends within its class declaration. Conversely, Product
is not a subtype of Person because it lacks such an “extends”
declaration.

class Person {
public name: string;

}

class Employee extends Person {
public salary: number;

}
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class Manager extends Employee { }

class Product {
public name: string;
public price: number;

}

The subtype relation is transitive and thus Manager is not
only a subtype of Employee but also of Person. Product
is not a subtype of Person, although it provides the same
members.

Most mainstream object-oriented languages use nominal
subtyping, for example, C++, C#, Java, Objective-C.

2) Structural Typing: In a structural type system, two types
are deemed the same if they are of the same structure. In
other words, if they have the same public fields and methods
of compatible type/signature. Similarly, a type S is deemed a
subtype of a type T if and only if S has all public members (of
compatible type/signature) that T has (but may have more).

In the example from the previous section, we said
Product is not a (nominal) subtype of Person. In a
structural type system, however, Product would indeed be
deemed a (structural) subtype of Person because it has all
of Person’s public members of compatible type (the field
name in this case). The opposite is, in fact, not true: Person
is not a subtype of Product because it lacks Product’s
field price.

3) Comparison: Both classes of type systems have their
own advantages and proponents [65]. Nominal type systems
are usually said to provide more type safety and better main-
tainability whereas structural typing is mostly believed to be
more flexible. As a matter of fact, nominal typing is structural
typing extended with an extra relation explicitly declaring one
type a subtype of another, e.g., the extends clause in case
of N4JS. So the real question is: What are the advantages and
disadvantages of such an explicit relation?

Let us assume we want to provide a framework or library
with a notion of indentifiable elements, i.e., elements that can
be identified by name. We would define an interface as follows:

export public interface Identifiable {
public get name(): string

static checkNom(identifiable: Identifiable):
boolean {
return identifiable.name !== ’anonymous’;

}
static checkStruct(identifiable: ∼Identifiable):

boolean {
return identifiable.name !== ’anonymous’;

}
}

A nominal implementation of this interface could be de-
fined as

import { Identifiable } from ’Identifiable’;

class AN implements Identifiable {
@Override
public get name(): string { return ’John’; }

}

whereas here is a structural implementation of above inter-
face:

class AS {
public get name(): string { return ’John’; }

}

A client may use these classes as follows:

Identifiable.checkNom(new AN());
Identifiable.checkNom(new AS()); // ERROR "AS is not

a (nominal) subtype of Identifiable"
Identifiable.checkStruct(new AN());
Identifiable.checkStruct(new AS());

Let us now investigate advantages and disadvantages of the
two styles of subtyping based on this code; we will mainly
focus on maintainability and flexibility.

Maintainability. As a refactoring, consider renaming name
to id in order to highlight that the name is expected to be
unique. Assume you have thousands of classes and interfaces.
You start by renaming the getter in the interface:

export public interface Identifiable {
public get id(): string
// ...

}

With structural typing, you will not get any errors in your
framework. You are satisfied with your code and ship the new
version. However, client code outside your framework will no
longer work as you have forgotten to accordingly rename the
getter in class AS and so AS is no longer a (structural) subtype
of Identifiable.

With nominal typing, you would have gotten errors in your
framework code already at compile time: “Class AN must
implement getter id.” and “The getter name must implement a
getter from an interface.” Instead of breaking the code on the
client side only, you find the problem in the framework code.
In a large code base, this is a huge advantage. Without such
a strict validation, you probably would not dare to refactor
your framework. Of course, you may still break client code,
but even then it is much easier to pinpoint the problem.

Flexibility. Given the same code as in the previous example,
assume that some client code also uses another framework pro-
viding a class Person with the same public members as AN,
AS in the above example. With structural typing, it is no prob-
lem to use Person with static method checkStruct()
since Person provides a public data field name and is thus a
structural subtype of Identifiable. So, the code inside the
method would work as intended when called with an instance
of Person.

This will not be possible with nominal typing though. Since
Person does not explicitly implement Identifiable,
there is no chance to call method checkNom(). This can be
quite cumbersome, particularly if the client can change neither
your framework nor the framework providing class Person.

4) Combination of Nominal and Structural Typing: Be-
cause both classes of type systems have their advantages and
because structural typing is particularly useful in the context of
a dynamic language ecosystem such as the one of JavaScript,
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N4JS provides both kinds of typing and aims to combine them
in a seamless way.

N4JS uses nominal typing by default, but allows the
programmer to switch to structural typing by means of special
type constructors using the tilde symbol. The switch can be
done with either of the following:

• Globally when defining a type. This then applies to
all uses of the type throughout the code, referred to
as definition-site structural typing

• Locally when referring to an existing nominal type,
referred to as use-site structural typing.

For the latter we have already seen an example in the signature
of static method checkStruct(). For its parameter elem
we used a (use-site) structural type by prefixing the type
reference with a ∼ (tilde), which means we are allowed, when
invoking checkStruct(), to pass in an instance of AS
or Person even though they are not nominal subtypes of
Identifiable.

This way, N4JS provides the advantages of nominal typing
(which is the default form of typing) while granting many of
the advantages of structural typing, if the programmer decides
to use it. Additionally, if you rename name to id, the tilde
will tell you that there may be client code calling the method
with a structural type.

The full flexibility of a purely structurally typed language,
however, cannot be achieved with this combination. For exam-
ple, the client of an existing function or method that is declared
to expect an argument of a nominal type N is confined to
nominal typing. They cannot choose to invoke this function
with an argument that is only a structural subtype of N (it
would be a compile time error). This could possibly be exactly
the intention of the framework’s author in order to enable
easier refactoring later.

5) Field Structural Typing: N4JS provides some variants of
structural types. Usually two structural types are compatible, if
they provide the same properties, or in case of classes, public
members. In ECMAScript we often only need to access the
fields. In N4JS, we can use ∼∼ to refer to the so-called field
structural type. Two field structural types are compatible, if
they provide the same public fields. Methods are ignored in
these cases. Actually, N4JS provides even more options. There
are several modifiers to further filter the properties or members
to be considered:

• ∼r∼ only considers getters and data fields,

• ∼w∼ only considers setters and data fields,

• ∼i∼ is used for initializer parameters: for every setter
or (non-optional) data field in the type, the ∼i∼-type
needs to provide a getter or (readable) data field.

E. Parameterized Types

Generics in N4JS are a language feature that allows for
generic programming. They enable a function, class, interface,
or method to operate on the values of various (possibly
unknown) types while preserving compile-time type safety.
There are some differences with respect to Java generics, which
we shall describe below.

1) Motivation: Several language elements may be declared
in a generic form; we will start with focusing on classes,
generic methods will be discussed after that.

The standard case, of course, is a non-generic class. Take
the following class, for example, that aggregates a pair of two
strings:

export public class PairOfString {
first: string;
second: string;

}

This implementation is fine as long as all we ever want
to store are strings. If we wanted to store numbers, we would
have to add another class:

export public class PairOfNumber {
first: number;
second: number;

}

Following this pattern of adding more classes for new types
to be stored obviously has its limitations. We would soon end
up with a multitude of classes that are basically serving the
same purpose, leading to code duplication, bad maintainability
and many other problems.

One solution could be having a class that stores two values
of type any (in N4JS, any is the so-called top type, the
common supertype of all other types).

export public class PairOfWhatEver {
first: any;
second: any;

}

Now the situation is worse off than before. We have lost
the certainty that within a single pair, both values will always
be of the same type. When reading a value from a pair, we
have no clue what its type might be.

2) Generic Classes and Interfaces: The way to solve our
previous conundrum using generics is to introduce a type
variable for the class. We will then call such a class a generic
class. A type variable can then be used within the class
declaration just as any other ordinary type.

export public class Pair<T> {
first: T;
second: T;

}

The type variable T, declared after the class name in angle
brackets, now represents the type of the values stored in the
Pair and can be used as the type of the two fields.

Now, whenever we refer to the class Pair, we will provide
a type argument, in other words a type that will be used
wherever the type variable T is being used inside the class
declaration.

import { Pair } from ’Pair’;

let myPair = new Pair<string>();
myPair.first = ’1st value’;
myPair.second = ’2nd value’;
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By using a type variable, we have not just allowed any
given type to be used as value type, we have also stated that
both values, first and second, must always be of the same type.
We have also given the type system a chance to track the types
of values stored in a Pair:

import { Pair } from ’Pair’;

let myPair2 = new Pair<string>();
myPair2.first = ’1st value’;
myPair2.second = 42; // error: ’int is not a subtype

of string.’

console.log(myPair2.first.charAt(2));
// type system will know myPair2.first is of type

string

The error in line 3 shows that the type checker will make
sure we will not put any value of incorrect type into the pair.
The fact that we can access method charAt() (available on
strings) in the last line indicates that when we read a value
from the pair, the type system knows its type and we can use
it accordingly.

Generic interfaces can be declared in exactly the same way.

3) Generic Functions and Methods: With the above, we
can now avoid introducing a multitude of classes that are
basically serving the same purpose. It is still not possible,
however, to write code that manipulates such pairs regardless
of the type of its values may have. For example, a function
for swapping the two values of a pair and then return the new
first value would look like this:

import { PairOfString } from ’PairOfString’;

function swapStrings1(pair: PairOfString): string {
let backup = pair.first; // inferred type of ’

backup’ will be string
pair.first = pair.second;
pair.second = backup;
return pair.first;

}

The above function would have to be copied for every value
type to be supported. Using the generic class Pair<T> does
not help much:

import { Pair } from ’Pair’;

function swapStrings2(pair: Pair<string>): string {
let backup = pair.first; // inferred type of ’

backup’ will be string
pair.first = pair.second;
pair.second = backup;
return pair.first;

}

The solution is not only to make the type being manipulated
generic (as we have done with class Pair<T> above) but to
make the code performing the manipulation generic:

import { Pair } from ’Pair’;

function <T> swap(pair: Pair<T>): T {
let backup = pair.first; // inferred type of ’

backup’ will be T
pair.first = pair.second;
pair.second = backup;

return pair.first;
}

We have introduced a type variable for function swap()
in much the same way as we have done for class Pair in
the previous section (we then call such a function a generic
function). Similarly, we can use the type variable in this
function’s signature and body.

It is possible to state in the declaration of the function
swap() above that it will return something of type T when
having obtained a Pair<T> without even knowing what type
that might be. This allows the type system to track the type of
values passed between functions and methods or put into and
taken out of containers, and so on.

Generic methods can be declared just as generic functions.
There is one caveat, however: Only if a method introduces
its own new type variables it is called a generic method. If
it is merely using the type variables of its containing class
or interface, it is an ordinary method. The following example
illustrates the difference:

export public class Pair<T> {

public foo(): T { }
public <S> bar(pair: Pair2<S>): void { /*...*/ }

}

The first method foo is a non generic method, while the
second one bar is.

A very interesting application of generic methods is when
using them in combination with function type arguments:

class Pair<T> {

<R> merge(merger: {function(T,T): R}): R {
return merger(this.first, this.second);

}
}

var p = new Pair<string>();
/* ... */
var i = p.merge( (f,s)=> f.length+s.length )

You will notice that N4JS can infer the correct types for the
arguments and the return type of the arrow expression. Also,
the type for i will be automatically computed.

4) Differences to Java: Important differences between
generics in Java and N4JS include:

• Primitive types can be used as type arguments in
N4JS.

• There are no raw types in N4JS. Whenever a generic
class or interface is referenced, a type argument has to
be provided - possibly in the form of a wildcard. For
generic functions and methods, an explicit definition
of type arguments is optional if the type system can
infer the type arguments from the context.

F. Use-site and Definition-Site Variance

In the context of generic types, the “variance of a generic
type G〈T1, ...,Tn〉 in Ti, i∈ {1, ...,n},” tells how G behaves with
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respect to subtyping when changing the type argument for type
parameter Ti. In other words, knowing X <: Y , does this tell us
anything about whether either G〈X〉<: G〈Y 〉 or G〈Y 〉<: G〈X〉
holds?

More formally, given a type G〈T1, ...,Tn〉 and i ∈ {1, ...,n},
we say

• G is covariant in Ti if and only if

∀X ,Y : X <: Y ⇒ G〈X〉<: G〈Y 〉 (3)

• G is contravariant in Ti if and only if

∀X ,Y : X <: Y ⇒ G〈Y 〉<: G〈X〉 (4)

If neither applies, we call G invariant in Ti. For the sake of
conciseness, the case that both applies is not discussed, here.

In N4JS, the variance of a generic type G can be declared
both on use-site, e.g., when referring to G as the type of a
formal parameter in a function declaration, or on definition-
site, i.e., in the class or interface declaration of G, and these
two styles of declaring variance can be combined seamlessly.

For further investigating these two styles and for showing
how they are integrated in N4JS, we first introduce an exem-
plary, single-element container class G as follows:

class G<T> {
private elem: T;

put(elem: T) { this.elem = elem; }
take(): T { return this.elem; }

}

In addition, for illustration purposes, we need three helper
classes C <: B <: A:

class A {}
class B extends A {}
class C extends B {}

1) Use-site Variance: N4JS provides support for wildcards,
as known from Java [66]. In the source code, a wildcard is
represented as ? and can be used wherever type arguments are
provided for the type parameters of a generic type. Further-
more, wildcards can be supplied with upper or lower bounds,
written as ? extends U and ? super L, with U,L being
two types, here used as upper and lower bound, respectively.

Figure 4 shows three functions that all take an argument
of type G, but using a different type argument for G’s type
parameter T .

The effect of the different type arguments becomes ap-
parent when examining invocations of these functions. Using
helper variables

let ga: G<A> = /* ... */ ;
let gb: G<B> = /* ... */ ;
let gc: G<C> = /* ... */ ;

we start with fun1 by invoking it with each helper
variable. We get:

fun1(ga); // ERROR: "G<A> is not a subtype of G<B>."
fun1(gb); // ok
fun1(gc); // ERROR: "G<C> is not a subtype of G<B>."

function fun1(p: G<B>) {
let b: B = p.take(); // we know we get a B
p.put(new B()); // we’re allowed to put in a B

}
function fun2(p: G<? extends B>) {

let b: B = p.take(); // we know we get a B
p.put(new B()); // ERROR: "B is not a subtype of

? extends B."
}
function fun3(p: G<? super B>) {

let b: B = p.take(); // ERROR: "? super B is not
a subtype of B."

p.put(new B()); // we’re allowed to put in a B
}

Figure 4. Three functions illustrating the use of different wildcards.

In the first case, we get an error because the G〈A〉 we pass
in might contain an instance of A. The second invocation is
accepted, of course. The third case, however, often leads to
confusion: why are we not allowed to pass in a G〈C〉, since
all it may contain is an instance of C which is a subclass of
B, so fun1 would be ok with that argument? A glance at the
body of fun1 shows that this would be invalid, because fun1
is, of course, allowed to invoke method put() of G to store
an instance of B in G. If passing in an instance gc of G〈C〉
were allowed, we would end up with a B being stored in gc
after invoking fun1(gc), breaking the contract of G.

Similarly, when invoking fun2 and fun3, we notice that
in each case one of the two errors we got in the previous listing
will disappear:

fun2(ga); // ERROR: "G<A> is not a subtype of G<?
extends B>."

fun2(gb); // ok
fun2(gc); // ok, G<C> is a subtype of G<? extends B>

fun3(ga); // ok, G<A> is a subtype of G<? super B>
fun3(gb); // ok
fun3(gc); // ERROR: "G<C> is not a subtype of G<?

super B>."

By using a wildcard with an upper bound of B in the
signature of fun2, we have effectively made G covariant in
T , meaning

C <: B⇒ G〈C〉<: G〈? extends B〉 (5)

Checking the body of fun2, we see that due to the wild-
card in its signature, fun2 is no longer able to invoke method
put() of G on its argument p and put in a B. Precisely
speaking, fun2 would be allowed to call this method, but
only with a value that is a subtype of the unknown type ?
extends B, which is never the case except for values that
are a subtype of all types. In N4JS this is only the case for
the special values undefined and null (similar to Java’s
null); hence, fun2 would be allowed to clear the element
stored in p by calling p.put(undefined).

Accordingly, the above three invocations of fun3 show
that by using a wildcard with a lower bound of B in the
signature of fun3, we can effectively make G contravariant in
T and can thus invoke fun3 with an instance of G〈A〉 (but no
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longer with an instance of G〈C〉, as was the case with fun2).
Consequently, while fun3 is now allowed to put an instance
of B into p, it can no longer assume getting back a B when
calling method take() on p.

Using an unbounded wildcard in the signature of fun1
would leave us, in its body, with a combination of both
restrictions we faced in fun2 and fun3, but would make
all of the three invocations valid, i.e., both of the errors shown
for the invocations of fun1 would disappear.

2) Definition-Site Variance: Many more recent program-
ming languages did not take up the concept of wildcards
as introduced by Java, but instead opted for a technique of
declaring variance on the definition-site, e.g., C#, Scala.

In N4JS this is also possible, using the keywords out and
in when declaring the type parameter of a generic class or
interface. As an example, let us create two variations of type
G introduced above (beginning of Section V-F), first starting
with a covariant type GR:

class GR<out T> {
private elem: T;

// ERROR "Cannot use covariant (out) type variable
at contravariant position."

// put(elem: T) { this.elem = elem; }
take(): T { return this.elem; }

}

We have prefixed the declaration of type parameter T with
keyword out, thus declaring GR to be covariant in T . Trying
to define the exact same members as in G, we get an error
for method put(), disallowing the use of covariant T as the
type of a method parameter. Without going into full detail, we
can see that just those cases that had been disallowed in the
body of function fun2 (i.e., when using use-site covariance)
are now disallowed already within the declaration of GR.

Given a modified version of fun1, using the above GR〈T 〉
as the type of its parameter, defined as

function funR(p: GR<B>) {
let b: B = p.take(); // we know we get a B

// p.put(new B()); // ERROR "No such member: put."
}

and helper variables

let gra: GR<A>;
let grb: GR<B>;
let grc: GR<C>;

we can invoke funR as follows:

funR(gra); // ERROR "GR<A> is not a subtype of GR<B
>."

funR(grb);
funR(grc);

Note how having an error in the first and none in the last
case corresponds exactly to what we saw above for use-site
covariance through wildcards with upper bounds.

For completeness, let us see what a contravariant version
of G would look like:

class GW<in T> {
private elem: T;
put(elem: T) { this.elem = elem; }

// ERROR "Cannot use contravariant (in) type
variable at covariant position."

// take(): T { return this.elem; }
}

Now, using T as the return type of a method is disallowed,
meaning we cannot include method take().

A comparison of GR and GW shows that in the first case
methods with an information flow leading into the class are
disallowed while methods reading information from the type
are allowed, and vice versa in the second case. Therefore,
read-only classes and interfaces are usually covariant, whereas
write-only classes and interfaces are usually contravariant
(hence the “R” and “W” in the names of types GR, GW ).

3) Comparison: Use-site variance is more flexible, because
with the concept of wildcards any type can be used in a
covariant or contravariant way if some functionality (e.g.,
our example functions above) is using instances purely for
purposes that do not conflict with the assumptions of co-
/contravariance, for example, only reading from a mutable
collection (covariance), or only computing its size or only
reordering its elements (co- and contravariance). And this is
possible even if the implementor of the type in question did
not prepare this before-hand.

On the other hand, if a particular type can only ever be used
in, for example, a covariant way, e.g., a read-only collection
type, declaring this variance on definition-site has the benefit
that implementors of functions and methods using this type do
not have to take care of the extra declaration of wildcards.

G. Conclusion

We would like to conclude this section by highlighting
that we here do not aim to make claims as to whether
structural or nominal typing or their combination is ultimately
preferable, nor as to whether use- or definition-site variance
or its combination is preferable on a general level. This would
require an extensive analysis and empirical study, which is
outside the scope of this article. We provided the above brief
discussions of advantages and disadvantages merely for the
sake of understandability of the respective language features.
Also, full introduction to N4JS, its syntax and semantics, is
not intended.

Our main goal for this brief overview of N4JS and its main
typing-related features is to illustrate that we have used Xse-
mantics to implement a fearure-rich, real-world programming
language that requires a comprehensive, complex type system.

VI. CASE STUDY

In this section we will describe our real-world case study:
the Xsemantics implementation of the type system of N4JS,
a JavaScript dialect with a full-featured static type system
(described in Section V). We will also describe some perfor-
mance benchmarks related to the type system and draw some
evaluations.
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Figure 5. Interactions among the modules of the N4JS implementation.

A. Type System

The Xsemantics-based type system is not only used for
validating the source code and detecting compile-time errors,
but also for implementing scoping (see Section III), e.g., in
order to find the actually referenced member in case of member
access expressions:

class A {
public method() {}

}
class B {

public method() {}
}

let x: B;
x.method();

To know which method we are referring to in the last line,
the one in class A or the one in class B, we need to first infer
the type of x, which is a simple variable in this case, but, in
general, it could be an arbitrary expression according to N4JS’
syntax.

The relationship and interactions of the different modules
of the N4JS implementation can be depicted as in Figure 5.
Note that the interaction between scoping and the type system
is bidirectional since, during the type inference some symbols
may have to be resolved, and for symbol resolution, type
inference is needed. Of course, the implementation of the type
system takes care of avoiding possible cycles and loops.

The core parts of the N4JS type system are modeled by
means of nine Xsemantics judgments, which are declared in
Xsemantics as shown in Figure 6. The judgments have the
following purpose:

• “type” is used to infer the type of any typable AST
node.

• “subtype” tells if one given type is a subtype of
another.

• “supertype” and “equaltype” are mostly delegating to
“subtype” and are only required for convenience and
improved error reporting.

• “expectedTypeIn” is used to infer a type expectation
for an expression in a given context (the container).

• “upperBound” and “lowerBound” compute the lower
and upper type bound, respectively. For example,

given a wildcard ? extends C (with C being a
class) the “upperBound” judgment will return C and
for wildcard ? super C it will return the top type,
i.e., any.

• “substTypeVariables” will replace all type variables
referred to in a given type reference by a replacement
type. The mapping from type variables to replace-
ments (or bindings, substitutions) is defined in the rule
environment.

• “thisTypeRef” is a special judgment for the so-called
this-type of N4JS, which is not covered in detail,
here.

This set of judgments does not only reflect the specific
requirements of N4JS but arguably provides a good overview
of what an Xsemantics-based type system implementation of
any comprehensive Object-Oriented programming language
would need.

These judgments are implemented by approximately 30 ax-
ioms and 80 rules. Since, with Xsemantics, type inference rules
can often be implemented as a 1:1 correspondence to inference
rules from a given formal specification, many rules are simple
adaptations of rules given in the papers cited in Section V.
For example, the subtype relation for union and intersection
types is implemented with the rules shown in Figure 7. Note
that we use many Xbase features, e.g., lambda expressions and
extension methods (described in Section III-A).

In the implementation of the N4JS type system in Xseman-
tics we made heavy use of the rule environment. We are using
it not only to pass contextual information and configuration to
the rules, but also to store basic types that have to be globally
available to all the rules of the type system (e.g., boolean,
integer, etc.). This way, we can safely make the assumption that
such type instances are singletons in our type system, and can
be compared using the Java object identity. Another important
use of the rule environment, as briefly mentioned above when
introducing judgment “substTypeVariables”, is to store type
variable mappings and to pass this information from one rule
to another. Finally, the rule environment is the key mechanism
for guarding against infinite recursion in case of invalid source
code such as cyclicly defined inheritance hierarchies.

To make the type system more readable, we
implemented some static methods in a separate Java
class RuleEnvironmentExtensions, and imported such
methods as extension methods in the Xsemantics system:

import static extension RuleEnvironmentExtensions.∗

These methods are used to easily access global type instances
from the rule environment, as it is shown, for example, in the
rule of Figure 8.

Other examples are shown in Figures 9 and 10. In particu-
lar, these examples also show how Xsemantics rules are close
to the formal specifications. We believe they are also easy to
read and thus to maintain.

Since the type system of N4JS is quite involved, creating
useful and informative error messages is crucial to make the
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judgments {

type |− TypableElement element : output TypeRef
error "cannot type " + element?.eClass?.name + " " + stringRep(element)
source element

subtype |− TypeArgument left <: TypeArgument right
error stringRep(left) + " is not a subtype of " + stringRep(right)

supertype |− TypeArgument left :> TypeArgument right
error stringRep(left) + " is not a super type of " + stringRep(right)

equaltype |− TypeArgument left ∼∼ TypeArgument right
error stringRep(left) + " is not equal to " + stringRep(right)

expectedTypeIn |− EObject container |> Expression expression : output TypeRef

upperBound |∼ TypeArgument typeArgument /\ output TypeRef

lowerBound |∼ TypeArgument typeArgument \/ output TypeRef

substTypeVariables |− TypeArgument typeArg ∼> output TypeArgument

thisTypeRef |∼ EObject location ∼> output TypeRef
}

Figure 6. Declarations of Xsemantics judgments from the N4JS type system.

rule subtypeUnion Left
G |− UnionTypeExpression U <: TypeRef S

from {
U.typeRefs.forall[T|

G |− T <: S
]
}

rule subtypeUnion Right
G |− TypeRef S <: UnionTypeExpression U

from {
U.typeRefs.exists[T|

G |− S <: T
]
}

rule subtypeIntersection Left
G |− IntersectionTypeExpression I <: TypeRef S

from {
I.typeRefs.exists[T|

G |− T <: S
]
}

rule subtypeIntersection Right
G |− TypeRef S <: IntersectionTypeExpression I

from {
I.typeRefs.forall[T|

G |− S <: T
]
}

Figure 7. N4JS union and intersection types implemented with Xsemantics.

rule typeUnaryExpression
G |− UnaryExpression e: TypeRef T

from {
switch (e.op) {

case UnaryOperator.DELETE: T= G.booleanTypeRef()
case UnaryOperator.VOID: T= G.undefinedTypeRef()
case UnaryOperator.TYPEOF: T= G.stringTypeRef()
case UnaryOperator.NOT: T= G.booleanTypeRef()
default: // INC, DEC, POS, NEG, INV

T = G.numberTypeRef()
}
}

Figure 8. Typing of unary expression.

rule typeConditionalExpression
G |− ConditionalExpression expr : TypeRef T

from {
G |− expr.trueExpression : var TypeRef left
G |− expr.falseExpression : var TypeRef right
T = G.createUnionType(left, right)
}

Figure 9. Typing of conditional expression.

language usable, especially in the IDE. We have 3 main levels
of error messages in the implementation:

1) default error messages defined on judgment declara-
tion,
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rule typeArrayLiteral
G |− ArrayLiteral al : TypeRef T

from {
val elementTypes = al.elements.map[

elem |
G |− elem : var TypeRef elementType;
elementType;

]

T = G.arrayType.createTypeRef(
G.createUnionType(elementTypes))

}

Figure 10. Typing of array literal expression.

Figure 11. The N4JS IDE and error reporting.

2) custom error messages using fail,
3) customized error messages due to failed nested judg-

ments using previousFailure (described in Sec-
tion IV-F).

Custom error messages are important especially when
checking subtyping relations. For example, consider checking
something like A<string> <: A<number>. The declared
types are identical (i.e., A), so the type arguments have to be
checked. If we did not catch and change the error message pro-
duced by the nested subtype checks string <: number
and number <: string, then the error message would be
very confusing for the user, because it only refers to the type
arguments. In cases where the type arguments are explicitly
given, this might be rather obvious, but that is not the case
when the type arguments are only defined through type variable
bindings or can change due to considering the upper/lower
bound. Some examples of error messages due to subtyping
are shown in Figure 11.

Figure 12 shows an excerpt of the subtype rule for pa-
rameterized type references, in order to illustrate how such
composed error messages can be implemented. The excerpt
shows the part of the rule that checks the type arguments
given on left and right side for compatibility. If one of these
subtype checks fails, it creates an error message composed
from the original error message of the failed nested subtype
check (obtained via special property “previousFailure”) and an

additional explanation including the index of the incompatible
type argument. Note that such a composed error message is
only created in certain cases, in this example only if there are at
least two type arguments. Otherwise the default error message
of judgment “subtype” (Figure 6) is being issued automatically
by using the keyword fail.

The Xsemantics code in Figure 12 also shows that when-
ever some more involved special handling is required and
the special, declarative-style syntax provided by Xsemantics
is not suitable, all ordinary, imperative programming language
constructs provided by Xbase can be integrated seamlessly into
an Xsemantics rule.

B. Performance

N4JS is used to develop large scale ECMAScript ap-
plications. For this purpose, N4JS comes with a compiler,
performing all validations and eventually transpiling the code
to plain ECMAScript. We have implemented a test suite in
order to measure the performance of the type system. Since
we want to be able to measure the effect on performance
of specific constructs, we use synthetic tests with configured
scenarios. In spite of being artifical, these scenarios mimic
typical situations in Javascript programming. There are several
constructs and features that are performance critical, as they
require a lot of type inference (which means a lot of rules are
to be called). We want to discuss three scenarios in detail,
Figure 13 summarizes the important code snippets used in
these scenarios.

Function Expression: Although it is possible to specify the
types of the formal parameters and the return type of functions,
this is very inconvenient for function expressions. The function
definition f (Figure 13) is called in the lines below the
definition. Function f takes a function as argument, which
itself requires a parameter of type C and returns an A element.
Both calls (below the definition) use function expressions. The
first call uses a fully typed function expression, while the
second one relies on type inference. Generic Method Calls:
As in Java, it is possible to explicitly specify type arguments
in a call of a generic function. Similar to type expressions,
it is more convenient to let the type system infer the type
arguments, which actually is a typical constraint resolution
problem. The generic function g (Figure 13) is called one time
with explicitly specified type argument, and one time without
type arguments. Variable Declarations: The type of a variable
can either be explicitly declared, or it is inferred from the
type of the expression used in an assignment. This scenario
demonstrates why caching is so important: without caching,
the type of x1 would be inferred three times. Of course, this
is not the case if the type of the variable is declared explicitly.

Table I shows some performance measurements, using the
described scenarios to set up larger tests. That is, test files are
generated with 250 or more usages of function expressions,
or with up to 200 variables initialized following the pattern
described above. In all cases, we run the tests with and without
caching enabled. Also, for all scenarios we used two variants:
with and without declared types. We measure the time required
to execute the JUnit tests.

There are several conclusions, which could be drawn from
the measurement results. First of all, caching is only worth in
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rule subtypeParameterizedTypeRef
G |− ParameterizedTypeRef left <: ParameterizedTypeRef right

from {
// ...
or
{

left.declaredType == right.declaredType
// so, we have a situation like A<X> <: B<Y> with A==B,
// continue checking X, Y for compatibility ...

val len = Math.min(Math.min(left.typeArgs.size, right.typeArgs.size), right.declaredType.typeVars.size);
for(var i=0;i<len;i++) {

val leftArg = left.typeArgs.get(i)
val rightArg = right.typeArgs.get(i)
val variance = right.declaredType.getVarianceOfTypeVar(i)

G |∼ leftArg /\ var TypeRef leftArgUpper
G |∼ leftArg \/ var TypeRef leftArgLower
G |∼ rightArg /\ var TypeRef rightArgUpper
G |∼ rightArg \/ var TypeRef rightArgLower

{
// require leftArg <: rightArg, except we have contravariance
if(variance!==Variance.CONTRA) {

G2 |− leftArgUpper <: rightArgUpper
}
// require rightArg <: leftArg, except we have covariance
if(variance!==Variance.CO) {

G2 |− rightArgLower <: leftArgLower
}
}
or
{

if(len>1 && previousFailure.isOrCausedByPriorityError) {
fail error stringRep(left) + " is not a subtype of " + stringRep(right)

+ " due to incompatibility in type argument #" + (i+1) + ": "
+ previousFailure.compileMessage

data PRIORITY ERROR
} else {

fail // with default message
}
}
}
}
or
// ...
}

Figure 12. Implementing advanced, composed error messages in Xsemantics.

some cases, but these cases can make all the difference. The
first two scenarios do not gain much from caching, actually
the overhead for managing the cache even slightly decreases
performance in case of generic methods calls. In many cases,
types are to be computed only once. In our example, the types
of the type arguments in the method call are only used for
that particular call. Thus, caching the arguments there does not
make any sense. Things are different for variable declarations.
As described above, caching the type of a variable, which
is used many times, makes a lot of sense. Increasing the
performance by the factor of more than 100 is not only about
speeding up the system a little bit—it is about making it work

at all for larger programs. Even if all types are declared, type
inference is still required in order to ensure that the inferred
type is compatible with the declared type. This is why in
some cases the fully typed scenario is even slower than the
scenario which uses only inferred types. While in some cases
(scenario 1 and 3) the performance increases linearly with
the size, this is not true for scenario 2, the generic method
call. This demonstrates a general problem with interpreting
absolute performance measurements: it is very hard to pinpoint
the exact location in case of performance problems, as many
parts, such as the parser, the scoping system and the type
system are involved. Therefore, we concentrate on relative
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// Scenario 1: function expression
function f ({function (C): A} func) { ... };
// typed
f( function (C p): A { return p.getA() || new A(); }

)
// inferred
f( function (p) { return p.getA() || new A(); } )

// Scenario 2: generic method call
function <T> g (T p): T { ... }
// typed
var s1 = <string>g("");
// inferred
var s2 = g("");

// Scenario 3: variable declarations and references
// typed
var number y1 = 1;
var number y2 = y1; ...
// inferred
var x1 = 1;
var x2 = x1; var x3 = x2; ...

Figure 13. Scenario snippets used in performance tests

TABLE I. PERFORMANCE MEASUREMENTS (RUNTIME IN MS)

Scenario without caching with caching
size typed inferred typed inferred

Function Expressions
250 875 865 772 804
500 1,860 1,797 1,608 1,676

1000 4,046 3,993 3,106 3,222
2000 9,252 9,544 8,143 8,204

Generic Method Calls
250 219 273 223 280
500 566 644 548 654

1000 1,570 1,751 1,935 1,703
2000 6,143 6,436 6,146 6,427

Variable Declarations
50 19 580 18 39

100 27 3,848 26 102
200 44 31,143 36 252

performance between slightly modified versions of the type
system implementation (while leaving all other subsystems
unchanged).

We observe that it is not feasible to compare, on a more
global level, the overall performance of N4JS to other lan-
guages implemented with more traditional approaches (without
the use of Xsemantics), because there are too many factors
that should be taken into consideration, starting from the
complexity of the type system and its type inference up to
the specific programming language and frameworks used for
their compiler’s implementation.

Summarizing, we learned that different scenarios must be
taken into account when working on performance optimization,
in order to make the right decision about whether using caching
or not. Surely, when type information is reused in other parts of
the program over and over again, like in the variable scenario,
caching optimization is crucial. Combining the type system
with control flow analysis, leading to effect systems, may make

caching dispensable in many cases. Further investigation in this
direction is ongoing work.

VII. CONCLUSION

In this paper, we presented the implementation in Xseman-
tics of the type system of N4JS, a statically typed JavaScript,
with powerful type inference mechanisms, focusing both on
the performance of the type system and on its integration in
the Eclipse IDE. The N4JS case study proved that Xsemantics
is mature and powerful enough to implement a complex type
system of a real-world language, where types do not need to be
declared, thus requiring involved type inference mechanisms.

Thanks to Xtext, Xsemantics offers a rich Eclipse tooling;
in particular, thanks to Xbase, Xsemantics is also completely
integrated with Java. For example, from the Xsemantics editor
we can navigate to Java types and Java method definitions,
see Java type hierarchies, and other features that are present
in the Eclipse Java editor (see, e.g., Figure 14). This also holds
the other way round: from Java code that uses code generated
from a Xsemantics definition we can navigate directly to the
original Xsemantics method definition.

Most importantly, the Xsemantics IDE allows the developer
to debug the original Xsemantics system source code, besides
the generated Java code. Figure 15 shows a debug session
of the N4JS type system: we have set a break point in
the Xsemantics file, and when the program hits Xsemantics
generated Java code the debugger automatically switches to
the original Xsemantics code (note the file names in the thread
stack, the “Breakpoint” view and the “Variables” view).

With respect to manual implementations of type systems in
Java, Xsemantics specifications are more compact and closer to
formal systems. We also refer to [67] for a wider discussion
about the importance of having a DSL for type systems in
language frameworks. In particular, Xsemantics integration
with Java allows the developers to incrementally migrate
existing type systems implemented in Java to Xsemantics [68].

Xsemantics has been developed with Test Driven
Development technologies, with almost 100% code
coverage, using Continuous Integration systems and
code quality tools, such as SonarQube (a report can
be found at http://www.lorenzobettini.it-
/2014/09/dealing-with-technical-debt-with-
-sonarqube-a-case-study-with-xsemantics).
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Figure 14. Accessing Java types from Xsemantics source code.

Figure 15. Debugging Xsemantics source code: a breakpoint was set in rule subtypeUnion_Left inside the Xsemantics editor (bottom right), stack trace
and local variables are shown on the top left and right, respectively.
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Abstract—As social software is becoming increasingly disruptive
to organizational structures and processes, Knowledge Manage-
ment (KM) initiatives that have hitherto taken the form of a
‘knowledge repository’ now need redefining. With the emergence
of Social Media (SM) platforms like Twitter, the hierarchical
boundaries within the organization are broken down and a lateral
flow of information is created. This has created a peculiar kind
of tension between KM and SM, in which one is perceived as
threatening the continued relevance of the other. Particularly,
with the advances of social media and social software, KM is more
in need of delivering measurable value to corporate organizations,
if it is to remain relevant in the strategic planning and positioning
of organizations. In view of this, this paper presents EMSoD
— Enterprise Mobility and Social Data — a conceptual social
framework which mediates between KM and SM to deliver
actionable knowledge and employee engagement. Meanwhile, given
that the main objective of this research is in the delivery of
KM value to corporate organizations, this paper devises some
mechanisms for measuring actionable knowledge and employee
engagement, both as parameters of KM value.

Keywords—social-media; tacit-knowledge; actionable-
knowledge; twitter; SMEs; employee-engagement; enterprise-
mobility; social-network-analysis; folksonomy.

I. INTRODUCTION

Social media have become viable sources of data from
which corporate organizations can discover knowledge and
insights for their strategic competitive advantage. In [1], a
case of a medium-sized enterprise that lacks a significant
social media presence, is explored with regards to how public
Twitter data is exploited to discover actionable knowledge
that propels the enterprise’s strategic competitive advantage.
The work utilises text analysis techniques to make sense of
the unstructured social media data harvested through Twitter’s
Streaming API.

The work in [1] is a cascading of our original research
exploring the question of how social media platforms like
Twitter can deliver Knowledge Management (KM) values to
corporate organizations. As a form of social machinery that
facilitates human interaction on the Web, social media enable
people to create new knowledge by sharing and synthesizing
knowledge from various sources [2]. Using this social infras-
tructure as leverage for corporate knowledge management is
the main objective of the framework presented in this paper.

In this paper, we discuss our motivation for exploring
the question of how social media platforms like Twitter can
deliver KM values to corporate organizations. We present

the Enterprise Mobility and Social [media] Data (EMSoD)
framework, our proposed conceptual social framework, with
KM value at its core. We provide an overview of our previous
work that culminates in an important measure of KM value
— actionable knowledge — upon which a significant business
decision is made by a case study organization. This is un-
derpinned by the fact that the real essence of knowledge is its
actionability, especially when it contributes to the advancement
of a proposed undertaking [3]. Measuring the value of such
contributions has been one of the main issues of disagreement
in Knowledge Management, which is why we devised a
mechanism for measuring the KM value which our framework
helps in delivering to corporate organizations.

Moreover, our framework identifies another important mea-
sure of KM values, which is employee engagement. Included
in this paper therefore, is a report on a social network analysis
of @unisouthampton, the Twitter handle for the University of
Southampton, with the aim of examining the impact of the
structure of the network on employee engagement.

The rest of this paper is organized as follows: Sections II
and III provide some background to this study, with the aim of
setting out the research motivation for our framework. Section
IV presents the EMSoD social framework, describes its basic
elements and discusses the central position of Knowledge
Management Value (KMV) as the cynosure around which other
basic components of the framework revolves, as well as its
(KM value) measurement. In Section V we re-present our
previous work on knowledge discovery that culminates in ac-
tionable knowledge as a measure of KM value. Also included
in this section are further insights from recent data on the same
subject. Sections VI and VII discuss actionable knowledge and
employee engagement as a measures of KM value, respectively,
with their measurement mechanisms. Section VIII concludes
the paper with recommendation for corporate organizations and
discusses indications for future work.

II. BACKGROUND AND RESEARCH MOTIVATION

KM within organizations has traditionally been through a
top-down, process approach [4, p.7][5] which precludes em-
ployees from collaborating and/or participating in the process
of creating and sharing valuable knowledge that are relevant
for the organizations competitive advantage. In making KM a
part of everyone’s job [6, p.107], the top-down approach to KM
is being broken down by current and emerging Web technolo-
gies like microblogs (e.g., Twitter), social media/networking
(e.g., YouTube/Facebook), and multimedia chat platforms (e.g.,
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Skype) [7]. These are pervasive technologies, and are most
profound in their capabilities to, in the words of Mark Weiser
of Xerox Lab in [8], weave themselves into the fabrics of
everyday life until they are indistinguishable from it, thanks
to the ubiquity (and consumerization) of mobile devices like
tablets and smartphones.

In recent times, these devices have woven themselves
around us in so much so that employees are compulsively using
them to keep in touch with friends and families even while at
work. Many organizations have therefore, already subscribed
to the theory and practice of enterprise mobility on the
grounds that, allowing employees to access corporate systems
and data over these devices (BYOD) enhances productivity
while also helping to maintain work and life balances [9].
It also enhances knowledge sharing within the organization
in its capacity for fostering discussions over documents and
thereby enabling organizations to build social environment or
communities of practice necessary for facilitating the sharing
of tacit knowledge [10] [6, p.26].

Tacit knowledge is usually in the domain of subjective,
cognitive and experiential learning; it is highly personal and
difficult to formalise [11, p.478], which is why Polanyi [12]
classifies it as one class of knowledge for which we cannot
tell as much as we know. How then do we capture and/or
engineer this tacit knowledge being inadvertently generated
by employees in the enterprise mobility and social media
space? This paper answers this question from a big social
data perspective, drawing insights from the literature, using a
conceptual social framework - EMSoD. Moreover, a vision of
a knowledge social machine is encapsulated in this framework,
which leverages the flow of tacit knowledge on existing social
interactions within the boundary of the organization as defined
by its enterprise mobility strategies. This social machine has
the organizations workforce as its user base, using their own
devices (BYOD) or using the company-owned devices that
have been personally enabled for them (COPE). The social
machine produces company-relevant insights and knowledge
as output, taking its input from a combination of internal
data (enterprise social media, transactional data, system/web
logs, etc.) and open/public data, together with the active
participation of the employees in the process of knowledge
management, as illustrated in Figure 1.

Meanwhile, the traditional top-down approach to KM men-
tioned earlier has also resulted in KM becoming a lacklustre
concept, considering the perceived lack of maturity and the
general state of apathy in the field, as evidenced in a recent
Knowledge Management Observatory survey referenced in
[13] and the 2015 follow up of same report [14]. More so,
there is hardly any sector in which organizations have not
embarked on a Knowledge Management program or project to
improve on their organization practice; research has shown that
knowledge-oriented management has a significant influence on
performance, in spite of the image problem suffered by KM
due to its overselling by vendors and consultants in the 1990s
[15].

To shake off this image problem and to douse the per-
ceived tension between KM and social media [16], participants
in a recent massive survey into the future of KM by the
Global Knowledge Research Network (GKRN - Network of
Researchers sharing an interest in undertaking joint research

Figure 1: Tacit Knowledge Flow

on knowledge management) published in [15], regard social
software as an advancement of the KM field. The research sug-
gestion in this regard, places clear emphasis on the economic,
organizational and human context factors related to the use and
implementation of this new social software technologies. This
organizational and human context factor is what culminates in
the concept of Enterprise Social Networking, fondly referred
to as Enterprise 2.0 - another concept made possible by the
advances in social media . Although, some of the proponents of
Knowledge Management were initially hostile towards the new
concept of Enterprise 2.0 as propagated by [17], describing
it as a new wine in an old bottle, Davenport’s [18] earlier
comment in a HBR (Harvard Business Review) blog post is
worth noting:

“If E2.0 can give KM a mid-life kicker, so much
the better. If a new set of technologies can bring
about a knowledge-sharing culture, more power to
them. Knowledge Management was getting a little
tired anyway.”

These new sets of technologies that can bring about a
knowledge sharing culture has been found in social media and
their social networking capabilities, as enabled and popularised
by the consumerization of mobile devices. KM can therefore,
be repositioned within these innovative technological trends of
enterprise mobility and social media analytics, which can be
exploited for rejuvenating the concept and practice of KM, in
consonance with Delic and Riley’s [19] assertion that,

“The field of knowledge management, having passed
several hypes and disappointments, has yet another
chance of reappearing in totally new technological
and social circumstances.”

The overarching issue recognised in the GKRN research
mentioned above is the challenge for KM in being able to
deliver measurable value for businesses. The conceptual social
framework (see Figure 3) presented in this paper places the
value proposition of KM at the centre of organizational knowl-
edge management processes. To the best of our knowledge,
this is the first framework of its kind that seeks to use the
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convergence of enterprise mobility and social (media) data as
leverage for corporate knowledge management in such a way
that corporate organizations can derive KM value from the
synergy. Meanwhile, we did not arrive at this framework on
the fly. The core elements of the framework have emanated
from a rigorous review of relevant literature, the process of
which is described in Section III.

III. THE MAKING OF THE SOCIAL FRAMEWORK

With regards to the image problem suffered by KM in
the 1990s [15], there has been an increasing effort by KM
consultants and academics, since the 2000s, to explore how
the growing trends of enterprise mobility — as manifest in the
surge in mobile devices and applications — can be exploited
for corporate Knowledge Management. This is evident in
Knowledge Management literature, which abounds with issues
and concerns about Enterprise Mobility.

Figure 2: A Word Cloud for Mobilization from the Literature

For this research, about 160 KM literature materials pub-
lished between 2004 and 2016 were examined. These include
books, book sections, conference papers, journal articles, re-
ports, thesis and web pages. The term, ‘mobilization’ — with
variants of mobile, mobility, mobilize — is topmost in the list
of Top 50 most frequently used words in these KM literature
(see Figure 2).

IV. EMSOD — THE CONCEPTUAL SOCIAL FRAMEWORK

Enterprise Mobility and Social [media] Data (EMSoD) is
a conceptual social framework that exploits the convergence
of enterprise mobility and social media data as leverage for
corporate Knowledge Management. The proposed framework
is presented cyclically in Figure 3 to emphasize the inter-
dependence of its five core elements — Managed Platform,
Social Media, Knowledge Discovery, Tacit Knowledge and,
KM Values. The cyclical illustration of the framework also
emphasizes that changing one element has an impact on other
elements and on the capability for the framework to deliver the
intended KM value at its core. Each of the five core elements
are examined in this section.

A. Managed Platform

This framework supports the vision of a knowledge social
machine, which serves as a leverage for the flow and conver-
sion of tacit knowledge, on existing social interactions within
the boundary of the organization, as defined by its enterprise
mobility strategies. This social machine has the organizations
workforce as its user base, using their own devices (BYOD

- Bring Your Own Devices) or using the Company-Owned
devices that have been Personally-Enabled for them (COPE).
With BYOD for example, the choice of the brand, functionality
and installed apps are entirely that of the employee and, when
these devices are allowed to be used in accessing the corporate
data from anywhere the employee may be located, it exposes
the organization to the risk of compromise of the privacy and
security of its corporate data. Also, because there are as many
different devices as there are employees, the organization is
faced with the challenge of how to integrate these disparate
devices into a platform for ease of support and interoperability.
To mitigate against these constraints of privacy, security and
interoperability, there is need for the organization’s enterprise
mobility strategy and social media data to be contained within
a managed platform.

Enterprise Mobility Strategies

“Given the plethora of devices, operating systems,
solution providers and overall mobility commoditi-
zation, how will technology leaders meet their em-
ployees needs and offer mobile access to corporate
system, data and information they crave, in order
to maximise the potential for productivity and the
competitive advantage that follows?”

The above quote is from Mihaela Biti, the Programme
Director of Enterprise Mobility Exchange, in her Foreward on
the Global State of Enterprise Mobility [20] as reported by the
company, following a global survey. The report shows that the
bulk of the respondents are IT, Mobility and Technology work-
ers, an industry where mobility is already widely embraced.
Also, about 30.1% of the respondents have their operations
globally, which presupposes they would have to mobilize any-
way. Nonetheless, the mobility agenda for these enterprises are
largely for automation aimed at operational performances and
not for the facilitation of social interactions among employees.
For example, when UPS successfully introduced the handheld
Delivery Information Acquisition mobile Device (DIAD) for
their drivers in 1991 [21], the question arose as to whether the
next move was for customers to be able to quickly look and
see real-time location of their driver and contact them directly.
An answer to this question is FEDEX Mobile Solutions which
allows customers to conveniently track their shipments, find the
nearest FedEx station or drop-box, etc. An enterprise mobility
strategy that is geared towards simple automation with mobile
devices is good for enhancing operational efficiency of an
enterprise. Of course, this is a source of competitive advantage,
but only up to the point where they are unique to the company
and as such, cannot easily be replicated (e.g., the Walmart
Satelite investment [22]).

However, the consumerization of mobile devices has meant
that the competitive advantage that a company derives, if any,
from automation or implementation of mobile solutions will
soon erode when competitors have adopted the same or similar
solutions. In essence, a true competitive advantage is attainable
when businesses and organizations proceed to the second - and
third - order of organizational change, which are to informate
and transform as highlighted in [23].

Therefore, the focus of this research is on mobile appli-
cations and devices that facilitate social interaction among
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Figure 3: EMSoD - A Conceptual Social Framework for Corporate Knowledge Management

employees from which organizational knowledge could be
gained. Such mobile devices as smart phones and tablets as
well as the mobile applications like social media that they
enable, which are in turn, enablers of social interaction within
the organization.

KM based on the management and facilitation of these
social interactions is potentially able to propel organization
to strategic competitive advantage, especially in this era of
knowledge economy where social media is playing a crucial
role.

Technically, custom-made mobile devices for single ap-
plications like those used in the FEDEX and UPS examples
can not be integrated with social interaction as the limitation
of their design and capabilities precludes this. Therefore,
employees cannot be expected to bring their own (BYOD),
neither could they be expected to choose (CYOD) or personally
enable (COPE) their own devices. Nonetheless, the newer tech-
nological trends of smart phones are already been used for the
same functions, which means, delivery drivers can track and
manage their delivery on their smart phones while also using
the smart phones to interact with their colleagues on social
media. They can, for example, tweet their locations or ask
for direction and get immediate response from colleagues. On
the same smart phone, they could make/receive calls to/from
friends, family or colleagues or even interact with friends and
family through social media on the smart phones. These are
healthy for work life balances which results in a satisfied work
force that is motivated to engage in social interaction and
as such, knowledge sharing. This is altogether a function of
the flexibility of the enterprise mobility management strategy
adopted by the organization. If the organization’s mobility
strategy is aimed only at operational efficiency without the
facilitation of social interaction, then the organization may

not be able to reap the benefits in employee insights and
knowledge for its strategic competitive advantage.

B. Tacit Knowledge

Inherent in humans is a tacit power by which all knowledge
is discovered, and this propels an active shaping of experience
performed in the pursuit of knowledge [12]. Our framework
places more emphasis on the externalization of tacit knowl-
edge, which, we believe, has become the dominant element of
the widely known Nonaka’s model of knowledge conversion
(see Figure 4). This is due to the impact of the current trends
of mobile devices and social media which allow an uninhibited
externalization of thoughts even at the spur of the moment [10]
except where the inhibiting factor is the individual motivation.

1) ‘Externalization’ Driven by Individual Motivation

The distinction between data and information is a given,
from Computer Science and Information Systems perspec-
tives. However, Information is often used interchangeably with
Knowledge, albeit erroneously. [24] have gone a step further in
attempting to create an understanding of data and information
as necessary tools [or resources] for knowledge, discarding the
notion that knowledge is data or information. [25, pp. 170-
172], [26] and [27] all agree on a DIKW pyramid, which
describes the configuration of data, information, knowledge
and wisdom while [28] attempts to highlight the important
differences between Knowledge Management and Information
Management. It is because of the explicit nature of information
that it has often been used interchangeably with knowledge
whereas, explicit knowledge is only one side of the coin to
knowledge. The other side of the coin is tacit knowledge,
which people have in their minds and are not represented in an
explicit way [29] because it is highly personal and difficult to
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formalise [5, 478]. One distinguishing factor between Knowl-
edge and Information is in the disposition of tacit knowledge
through its conversion to explicit knowledge (externalization)
on the one hand, and the exchange of explicitly codified
Knowledge on the other.

However, unlike the spiralling movement of tacit
knowledge as described by the SECI model of [30] (see
Figure 4), this framework considers the horizontal flow of
tacit knowledge between individuals within an organization.
This flow consists in each individuals ‘externalizing’ their
views, opinions, sentiments and know-hows, at the spur of the
moment [10], as enabled by the affordances of social media
and mobile devices like smart phones and are supported by the
current social interactions that exist within the organization.
Having established engagement as a measurable value for
organizations, the measurement of engagement is hinged upon
the analysis of the social network that serves as the platform
for the social interactions that exist within the organization.
The thesis in this work is in the potential for a vast amount
of data being generated by this social interaction, and from
which actionable knowledge of value for the organization can
be discovered.

2) Subsumption of SECI Model

[31] categorises KM processes into knowledge learning and
developing phases. The main task in the knowledge learning
phase is to learn new knowledge and increase employees’
tacit knowledge from other tacit knowledge (socialization)
or explicit knowledge (internalization). The main task in the
knowledge developing phase is to develop new knowledge by
transforming tacit knowledge into explicit knowledge (exter-
nalization) or by combining explicit knowledge with other ex-
plicit knowledge (Combination). In as much as tacit knowledge
remains the conduit that connects both phases, the main thrust
of this framework is to determine how the KM process can add
value to organizations by enhancing tacit to explicit knowledge
conversion within the construct of new technological trends
of social media and enterprise mobility. This implies that
this study is mostly concerned with the impact of the new
technological trends of social media and enterprise mobility
in supporting the “externalization” pane of SECI model. We
believe that this is the first framework that subsumes an aspect
of the SECI model into current technological circumstances.
By the same token, this is the very first attempt at positioning
an engaged workforce as the nucleus of an organizational
knowledge creation process.

Moreover, [32] argues that socialization results in
what he calls organization defensive routines with which
most individual employees behave consistently even as the
individuals move in and out of the organization. He concludes
therefore that because the actions used to create or to
trigger organizational defensive routines are used by most
people, their use cannot be attributed primarily to individual
psychological anxiety. In as much as knowledge conversion
occurs when individual employees cooperate voluntarily in
the process based on their own intrinsic motivation [33], the
organizational culture would determine how this cooperation
would engender positive knowledge sharing experience
[34]. In supporting the externalization and combination

Figure 4: Nonaka’s Model of Knowledge Conversion [30]

stages of SECI model, [29] observes the availability of
knowledge acquisition methodologies for expert systems,
discussion support systems or groupware in stimulating
people’s interaction. “However, these methods do not support
the people’s real-time discussion for knowledge acquisition”,
notes [29]. Mobile devices and social media trends enhance
real-time discussion and as such require a new methodology
in enabling them to support knowledge acquisition.

3) KM Process within New Trends

The tacit knowledge that exists within the socialization
pane of SECI model cannot be converted to explicit knowledge
if it existed solely at this pane, and therefore would not be
usable except in an apprenticeship or a mentoring situation
[31]. As mentioned above, the main thrust of the EMSoD
framework is in how social media and enterprise mobility
support employees in externalizing their tacit knowledge in
such a way that shared knowledge is created through a
combination of the explicit knowledge thus created with other
explicit knowledge.

This framework subsumes the entire SECI model into the
externalization of individuals’ tacit knowledge which is en-
hanced by the Enterprise Mobility strategies of the organization
coupled with the freedom of spontaneous expression offered
by social media [10]. Social media tools like blogs and wikis,
in addition to platforms like Twitter and Facebook, constitute
the new technological trends with which KM must contend
and subsist if it were to remain relevant [16, 17, 35, 36], ditto
the perceived tension between KM and Social Media [4].

It is worth noting that existing methodologies in Computer
Science do not sufficiently support the SECI model of knowl-
edge conversion [29], especially in this new era in which IT
has revolutionized the world [34]. Therefore, this framework is
all about repositioning KM in a way that it delivers measurable
value to organizations within these new trends.

C. Social Media

Social media are the collection of adaptable, scalable Web-
based tools and technologies that facilitate the creation and
sharing of user-generated contents [37, 38]. [39] describe them
as “ browser or mobile-based applications that allow users to
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easily create, edit, access and link to content and/or to other
individuals.”. “Perhaps the best definition of social media,
though, is content that has been created by its audience”, posits
[40]. They include blogs, wikis and other social networking
platforms like Facebook and Twitter [7, 16, 17, 35, 36],
collaborative platforms like Myspace,Wikipedia, Ushahidi and
Galaxy Zoo [2, 41]. Although, their origin can be traced back
to the era of “weblog” which coincided with the creation of
“Open Diary” which brought together online diary writers into
one community in the sixties, they have become a popular
trend that should be of interest to any company today [41].
Wikis are good for preserving the organization’s memory while
social networks like Facebook and micro-blogs like Twitter are
helpful in expertise identification and location within the orga-
nization [42]. When it comes to including customer insight in
an organization’s social media strategies as suggested by [10],
forums and message boards are probably the most common
platform for questions and answers about products and brands
[43], and can as well be included as a constituent source of
external (public) social media that serve as external data source
to the social data within the organization’s managed platform.

1) Social Interactions on Social Media

Despite the media richness and “lifelike immersive world”
that some social media platforms like Second Life provides,
interactions on social media still cannot be as effective as
face-to-face interactions [16], which has traditionally been the
means of knowledge creation and transfer [44, pp. 7]. In fact,
there has been a number of criticism with regards to the
authenticity of the interaction and communication exchange
over social media. One example pit forward by [45] is the story
of a daughter who attempted suicide while in an actual state
of distress whereas, she was at the same time using smiling
emoticons and positive expressions to communicate a state of
happiness to her mother. Perhaps this is why [46] believes
that social media allows “individuals to put on masks and
hold up shields”. Yet the common denominator between all the
Web-based social media tools and platforms is their ability to
facilitate social interactions and conversations between people
[17, 37, 39, 47, 48]. Moreover, it is not unusual for this online
social interactions to extend even to face-face interaction, as
it is found in [37] where an Informant comments that:

“ ...A lot of these people I have engaged in an
online fashion have become part of our offline social
functions and I formed real relationships with many.
Hundreds of people: my network exploded it grew
exponentially and it’s through Twitter. It’s through
connecting with people. They find me. They reach
out to me or I find them. I reach out to them. And
we engage in ongoing conversations online, meeting
up sometimes offline. These are real relationships.”

.

In understanding the nature of social interaction on social
media, [48] have aptly and succinctly provided some opera-
tional definitions of the following terms, which are reproduced
here, with kind permission from the publishers (Emerald
Insights):

1) Sociability

The ability to interact with others, or to socialize...
Websites use features, design standards or
technologies to encourage sociability. For example,
an online dating website uses profiles to encourage
users to interact with other users. Or, a blog with
user comments allows readers to respond to a topic
and socialize with both the author and other readers.

2) Social network theory
An interdisciplinary theoretical lens that emphasizes
the relationships between actors (or users) within the
network. The structure of the network is understood
to be more important than the individual users...
Social network theory, also called social network
analysis (SNA), examines how the structure of a
network affects users within the network.

3) Social networking sites
Websites that encourage social interaction through
profile-based user accounts. Social networking
sites are commonly defined as Web 2.0..., meaning
they mimic desktop applications. Popular social
networking sites include Facebook and MySpace.

4) Social websites
Websites and web technologies that promote social-
ization online. This term encompasses social net-
working sites as well as more traditional social
web technologies including bulletin boards, message
boards or web-based chat rooms. This will be the
primary term used in this paper to describe social
networking websites.

2) Folksonomy

Folksonomy is a term coined [49] as a linguistic contraction
of folk, which informally refers to “people in general”; and tax-
onomy, which, as a formal system of structured classification
of things and concepts, arose as a solution to the paramount
problem in information management and retrieval: lack of
organization [50]. Folksonomy is a practice in which individual
users save/define Web contents as bookmarks/keyword in a
social environment by attaching annotations in form of tags
[51].

While taxonomy is a structured, top-down tagging system
which the organization or a content creator imposed on the
content for ease of retrieval and organization, folksonomy is
an informal bottom-up approach to tagging where the user
assigns tags to contents depending on the system. These tags
are often used to create aggregated informal classifications (or,
folksonomy), and as a navigational/discovery method.

3) Social Network Analysis

“A social network is a social structure comprised of types
of interdependency between nodes. Nodes are most commonly
individuals or organizations. The configuration of individual
nodes into a larger web of interdependency creates a social
network”, explained [48], who also identify the two major
types of interaction that exists within the social Web as:

1) People focused, which emphasizes social interaction
through user-driven personal content centred around
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a personal individual profile (e.g., Facebook, Twitter).
2) Activity focused, which emphasizes social interac-

tion through site-specific content centred around a
thematic focus for a website with users providing
their own contributions to that specific theme (e.g.,
Youtube and Flickr for video and photo themes,
respectively).

According to the authors [48], this analysis of the social
web examines people focused websites and their strategies to
encourage sociability. It also entails studying the structure of
the connections and relationships within a social network like
Twitter with regards to the further depths and insights they
provide towards the pieces of knowledge discovered from the
network as suggested in [1].

D. Knowledge Discovery

Frawley et al. [52] describe knowledge discovery as a
nontrivial extraction of implicit, previously unknown, and
potentially useful information from data. The word, ’nontriv-
ial’ in the definition implies that a significant organizational
effort must come to bear on a knowledge discovery initiative.
Knowledge discovery has been a cause of significant concern
for corporate organizations since the 1980s when the total
number of databases in the world was an estimated five million
[52]. Nowadays, with the proliferation of mobile devices and
the social interactions enabled by them, there has been an
exponential increase in the amount of data being produced
— an amount that dwarfs the figure mentioned above.

As a result, corporate organizations are increasingly explor-
ing and exploiting insights from the big (social) data being
generated, for their competitive advantage [1]. Not only is
there a need for organizations to focus on knowledge discovery
from their private/corporate data, there are potential knowledge
and insights to be gained from public social data as this
would help organizations know their industry trends, know
their environments and know their customers better [10].

Therefore, knowledge discovery efforts must be geared
towards exploring and exploiting both public and pri-
vate/corporate data, using big (social) data analytics techniques

E. KM Value

A couple of decades ago, “discounted cash flow value”
may have been the best measure of value creation available
[53]. Recently however, organizations have not only been
regarding value in terms of the Returns on Investments, but
they have also been giving considerations to intangible as-
sets like organizational knowledge, patent and trademarks as
measure of an organization’s true value [54]. These indirect
assets, according to [54], include employee morale, customer
satisfaction and innovation; and, they are poised to “transform
the nature of business transactions by establishing the real
value of enterprises for all stakeholders”.

Knowledge Managers and/or CIOs have often struggled
to justify IT expenditure, especially, since when IT has been
viewed from a cost centre perspective. This has often resulted
in intangible field of practice like KM taking the hits from
budget cuts as a result of a lack of measurable value [55].
However, since each process of Nonaka’s SECI model (from

socialization through internalization), “is positively associated
with perceived knowledge satisfaction”, [56] argue that organi-
zations should focus more on perceived knowledge satisfaction
rather than an objective measure of knowledge effectiveness.
This is corroborated by “the Microsoft and Netscapes of the
world...” which, according to [54, p. 6], show that, “even
without a common yardstick for measuring Intellectual Capital,
the recognition of its presence by informed observers will
establish a value for a firm that dwarfs its balance sheet”.

Moreover, with regards to value being defined as outcomes
relative to cost, cost reduction without regard to the outcome
achieved is dangerous and self-defeating, according to [57],
who concludes that, outcomes, which are the numerator of the
value equation, are inherently condition-specific and multidi-
mensional. This position is strengthened by the NAO’s defi-
nition of Value for Money (VFM): “Good value for money is
the optimal use of resources to achieve the intended outcomes”
[58]. What are these intended outcomes by which KM value
can be measured and how can social media (the resources)
be optimally used to achieve them? These are some of the
issues encapsulated in the motivation for this research and the
question this paper attempts to answer.

Based on the above premises, this paper identifies two
intended outcomes from which knowledge satisfaction can be
perceived, and by which we assert our measure of KM value
to organizations: (i) the generation of actionable knowledge
and, (ii) the facilitation of employee engagement.

Although many organizations have turned to storytelling
and anecdotal success stories to show the value of their KM
investments, there is an increasing need for businesses to show
the business value of KM in terms of normalised quantitative
measures in developing a case for Return on Investments
[59]. This is what business managers and accountants, whose
perception of realities is largely in terms of numbers, are
looking for when they criticise KM for a want of measurable
values. The EMSoD social framework proposed in this paper
does not only deliver the KM value but also proffers solution
for the measurement.

Meanwhile, “Metrics fulfil the fundamental activities of
measuring (evaluating how we are doing), educating (since
what we measure is what is important; what we measure
indicates how we intend to deliver value to our customers),
and directing (potential problems are flagged by the size of
the gaps between the metrics and the standard)” [60]. It is
worth noting that the topic of metrics is viewed differently
from both Management and Academics, as Melnyk and others
[60] observe:

“The academic is more concerned with the validity
and generalisability beyond the original context, of
the results from such measurements that are defined,
adapted and validated in addressing specific research
questions. The manager, on the other hand, is more
than willing to use a befitting measure if it can
quickly provide useful information.”

In view of this, we devised a simple measurement mecha-
nism which, we believe, satisfies both academic and manage-
ment concerns. This is denoted by the formula:

KMV = AK ×EW (1)
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where

KMV = KM Value,
AK = Actionable Knowledge
EW = Engaged Work f orce.

Having laid out the EMSoD Framework, the next section
proceeds with an overview of our work on Knowledge Dis-
covery from Social Media Data... [1], with some additional
insights that strengthen the work. This, we hope, would help
the reader in making the connection between the background
and our strong cases for actionable knowledge and employee
engagement as measures of KM value, and the practical
application of the above Formula (1) in measuring the value
derived from KM through the EMSoD framework.

V. KNOWLEDGE DISCOVERY FROM SOCIAL MEDIA DATA

In [1], we demonstrate the discovery of actionable knowl-
edge from social media data with a case of Twitter data for
small and medium-sized enterprises (SMEs). This is not only
because SMEs are drivers of sustainable economic develop-
ment [61], but also because their role within an Economy is
so crucial that even the World Bank commits hugely to the
development of the sector as a significant part of its efforts in
promoting employment and economic growth [62].

Liaise Loddon is a medium-sized enterprise with about 220
employees, providing residential social care for adults with
autism and learning disabilities in Hampshire, United King-
dom. As typical in this sector, operational procedures result
in an enormous amount of documentation arising from daily
diaries, incident/activity reports and several other reporting in
compliance with regulatory requirements, analytical purposes
and decision making. Although the company has recently
deployed an enterprise mobility suite of mobile devices and
applications to replace the existing paper-based documentation
system, the research experiment explores how this enterprise
mobility agenda could be hardened with knowledge sharing
and knowledge extraction from the mass of social data freely
available on Twitter, for example, in such a way as it supports
the organization at the second level of organizational change.
This highlights the people dimension of a socio-technical
system [23, p.35-38].

As such, a total of 149,501 tweets based on categorical
keyword, autism, is harvested from Twitter streaming API.
Using textual analysis technique, extraneous elements are
filtered out in order to reduce the data, as it is in data mining
where one solution to the challenges of handling vast volumes
of data is to reduce the data for mining [63]. We narrowed
the investigation down to only the tweets emanating from the
United Kingdom and in English language, out of which we
discovered 1473 tweets containing meaningful contents within
our research context. The contents, as categorised in Table I,
are outlined in Subsection V-A below.

A. An Outline of Knowledge Contents from the Case Data

Despite the data collection being based on domain-specific
keywords of interest to the paper’s case study, the research is
an exploratory study in which there was not a preconceived
idea of the insights/knowledge inherent in the data. Out of

Table I: CONTENT CLASSIFICATION OF TWEET DATA

Contents No. of Tweets
(Including RTs)

Impact of Technology on Disability 15
Information Gathering 10

Political Opinions (#votecameronout) 132
Social Welfare Benefits 327

Living with Autism 989
Total Tweets 1473

an enormous amount of data, only a handful may contain
the valuable and actionable knowledge that propels an
organization towards strategic competitive advantage [63,
p.5]. As such, the bulk of the contents as seen in Table I, are
largely re-tweets (RT) of the original messages and so, may
be regarded as extraneous amplification of the original tweets.
Therefore, this section describes the categories observed in
the data and the next section follows with a discussion on the
value and actionability of the knowledge so discovered:

1) Impact of Technology on Disability

“RT @BILD tweets: Helping to unlock the secrets of
autism - a project using innovative technology aims to
change how we address autism http:...”

The above tweet provides an insight into a project using
innovative technology to change how we address autism. As
this paper’s case study organization is in the business of autism
support and also currently implementing mobile technologies
to enhance its operational performance, it is worth exploring
this piece of insight further.

Figure 5: Original Tweet with Link to Project on Innovative Technol-
ogy

Although the link to the actual URL of the story about
the project is missing from the tweet, we can easily follow up
with the original source of the tweet, as the above is a RT
(Re-Tweet) of @BILD tweets, which is the Twitter handle
for BILD (British Institute of Learning Disabilities). BILD
actually tweeted that piece of content on the 29th of April,
which is a day before our data capture began, as can be seen in
Figure 5. This explains why the original tweet was not captured
in our twitter streaming data capture of 30th April to 6th May.
From this original tweet, we have been able to extract the URL
link (bit.ly/1JRNhV0) to the story about the project on inno-
vative technology. This is about the National Autism Project,
which “aims to create a more strategic approach to addressing
the challenges of the condition”. This project highlights the
impact of iPads, picture dictionaries and interactive schedules
on the improvements of communication and vocabulary of
autistic people. Strategic competitive advantage requires an
alignment/tagging along with this project. Below are samples
of other tweets related to this content of Technology’s impact



312

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 6: Retracted Study Linking Vaccine to Autism

on disability while its pertinence, as an actionable piece of
knowledge, is discussed further in Section VI. Meanwhile, we
have derived further insights from Twitter data, that helps in
strengthening the position of this knowledge item (Impact of
Technology on Disability). This is discussed in Section V-B

“tech reducing the impact of disability - or are the lat-
est gadgets too pricey? Watch @SkyNewsSwipe at 2130
http://t.co/iHtX1spOqQ”

“Technology limits impact of disability but is it affordable?
@TwitterUser GT http://t.co/Az3nJejO32”

2) Information Gathering

Below is the first tweet about vaccines causing autism in
this category, which is a request for information.

“@TwitterUser @BBCNewsUS @BBCWorld Please direct
me to this research, the thing about vaccines causing
autism was admitted to be a fraud.”

Just as an enterprise micro-blogging tool could be used
within the organizational social network, public micro-
blogging tools like Twitter provide the platform to quickly seek
information, knowledge and/or ideas from a heterogeneous
audience defying the constraints of space, time and location.
Thus, the above tweet was almost instantly replied to by the
one below:

“@TwitterUser Here’s the original study that said that
vaccines cause autism, from a respected, peer-reviewed
journal: http://t.co/cmVVKpLQgh”

Even though the original study is from a ‘respected, peer-
reviewed journal’, as claimed by the sender of the above
tweet, we know from the link provided that the publication
of the research has been retracted as shown in Figure 6. The
ability for anyone to search, gather and distribute information
seamlessly in this manner provides an interesting dimension of
social media as “relatively inexpensive and widely accessible
electronic tools that enable anyone to publish and access
information...”[64].

Meanwhile, the following two tweets provide link to further
information that could help drive home the knowledge that the
research study in question has actually been rebuffed:

“RT @TwitterUser: @SB277FF vaccines do not cause
autism. They don’t. But if they did, what would you prefer?
Autism or incurable smallpox/po”

“RT @BILD tweets: There is ‘no link between MMR and
autism’, major study concludes. http://t.co/Re9L8fPfGV
via the @guardian #autism”

In as much as Twitter allows for an almost spontaneous
expression of opinions by anyone, it offers a good platform
for healthy debate on topical issues from which knowledge
could be mined, as exemplified by the question of preference
between autism and incurable smallpox posed by one of the
tweets above.

Moreover, the following tweet with a URL link to
Learning Disability Census is an example in knowledge
discovery (of an official census and regional data on Learning
Disabilities), which when actioned in conjunction with the
enterprise resource planning, could have an impact on the
company’s strategic planning:

“RT @dmarsden49: Learning disability census with
regional stats is out. Check http://t.co/Ja3tk7ZRDZ”

3) Political Opinions (#votecameronout)

The role of public opinion cannot be over-emphasized
insofar as it shapes and is shaped by government policies.
A recent and relevant example is the UK tax credits row
[65], which has seen the planned tax credit cuts, at the time
of writing this report, suspended by government because the
scheme proved unpopular to the public and thus defeated
in the House of Commons. Social media, especially Twitter,
provides a means of capturing and measuring the sentiments
and opinions of the electorate.

It is therefore, no coincidence that political opinions that
have been expressed, are included in the Twitter data gathered
over autism and disability keywords:

“#votecameronout Because he wants to get rid of Human
Rights Act which will affect: Maternity Rights; Workers
rights; Disability Rights”

“For the harassment of people struggling on sick &
disability benefits... #VoteCameronOut”

“5 more years of the Tories we will lose Social Care, NHS,
Human Rights, Workers Rights, Unions, Disability support.
#VoteCameronOut”

Using the hashtag #votecameronout in the run up to the UK
General Elections of 2015, the above tweets represent an active
campaign against the then incumbent Tory-led government
in which David Cameron is Prime Minister. It is interesting
to note that the bulk (129) of the political tweets in this
experiment’s Twitter data are a proliferated re-tweets (RT) of
the above 3 original tweets. The correlation between public
sentiments on social media and elections results and/or on gov-
ernment policies, is another growing area of interest in social
media research. In politics meanwhile, it is not uncommon for
opponents to whip up public sentiments by whatever means
possible. Social Welfare issues are quintessentially core, and
often politicised, concerns in the UK. A parallel category of
tweets in this work is that of social welfare benefits, which is
described in the next section. Although this research’s data-set
is based, as stated earlier, on categorical keywords that define
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Figure 7: Public Spending on Benefits in the UK

the business of the case study organization, the infiltrated
political opinions cannot be ignored in as much as these are
public opinions that shape political trends which potentially
impacts on businesses in terms of government policies. Akin
to this is the category on social welfare benefits, described in
the next section.

4) Social Welfare Benefits

Social Welfare simply implies the “Well being of the entire
society” [66], which promotes inclusivity for the disabled,
the sick, the elderly/pensioner, the unemployed and even the
low income earners. As this is the hallmark of an egalitarian
society, the UK government renders financial assistance to
these categories of people in form of a range of Social
Welfare Benefit payments. Figure 7 provides an insight into
public spending on social welfare benefits in the UK [67].
As indicated in the preceding section, social welfare issues
affect the fabrics of the society and any proposed significant
cut in social welfare benefits is a natural invitation for public
dissent. This category of tweets from this work represents
genuine sentiments and opinion of those expressing them,
without political motivations like the preceding category:

“Uproar at thought of @Conservatives cutting child
benefits if elected - I wish there was same media outrage
over disability cuts #GE2015”

“@George Osborne If only I could live until pensionable
age. You‘ve reduced my disability benefit well below living
standards!”

“39 yo woman killed herself after Department Work
and Pensions threats to cut off disability benefits
http://t.co/TkVQF2UYki...”

Again, the above are a few samples of sentiments and
opinions about Child Benefits and Disability Benefits, which
provide an initial understanding to the unassuming, that
social welfare benefits are not a one-size-fits-all affair but are

multifarious (see Figure 7), with some being exclusively non-
means tested (e.g, Child Benefit). These tweets provide some
insights into public sentiments towards government policies.
Since any of such social welfare benefit cuts would directly
and/or indirectly impact the service users and providers of
social care, it can be inferred that the case study organization
would also share these public sentiments.

5) Living with Autism

Autism is defined as a life-long neurodevelopmental condi-
tion interfering with the person’s ability to communicate and
relate to others [68]. How can this definition be juxtaposed
with one of the myths surrounding autism [69, item 8] that
autistic people do not interact? This myth is however, dispelled
by the tweet below, which is a re-tweet of an original tweet by
an actual autistic blogger who attempts to use his blog posts
to connect with the general public:

“@matt diangelo RT? It would be truly
amazing if u could view my blog about living
with Autism&amp;OCD. Would mean a lot-
http://t.co/JCGBBZz8fJ”

This category constitutes the bulk of the Twitter data for
this work as it contains multiple unique re-tweet of the same
tweet — over 900 times (see Table I). This is an indication of
the public interest/curiosity and positive sentiment towards the
subject of autism in general, and towards the autistic blogger
in particular. Despite the National Health Service (NHS)’s
attempts at educating the general public by diffusing some
of the myth surrounding the subject of Autism [70], among
several Autism Awareness initiatives, the story of autism as told
by an autistic person appears to garner more public support
and understanding. Measuring public opinion and sentiments
through social media impact, reach and networks is another
interesting research area in social media research towards
which this work can potentially be extended.

B. Further Insights from Twitter Data

As it has been over one year since we gathered the
data used for our previous study in [1] using the categorical
keyword of autism, we decided to do a quick check on the
current public conversation on the subject. We gathered 6118
tweets mentioning the categorical search keyword of autism
for just one day on the 5th of August, 2016. Of this, 3,290
are original posts by Twitter users, 2828 are a Re-tweets of the
original posts while the rest are replies-to. Although the day
opens with a tweet containing a pleasant human story about
the cure of autism (Figure 8), we found it pleasantly surprising
that some top issues as discovered from our data of over a year
ago, are still currently leading the conversations on the subject,
as shown in Figure 9. Considering (A) and (B) from Figure
9, the following tweet content, as tweeted by the CNN, led
the conversation at different times of the day, with 111 and 93
reactions, respectively:

“How pokemon go helps kids with autism
https://t.co/DZatqTX4sc #PokemonGo”

It is worth recalling that the theme of the impact of tech-
nology on disability, which was the most pertinent knowledge
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Figure 8: Tweet about Cure for Autism

item from our previous data, did inform a significant corporate
decision by the case study organization, as asserted in [1].
The above tweet on how the new Pokemon Go game helps
autistic kids, is an indication of the fact that the theme of
the impact of technology on disability, dominates the conver-
sations on the subject of autism for the second year running.
Although, not directly related to our actionable knowledge
gains, another issue that gained prominence in our previous
data was the debate over the causal relationship between vac-
cines and autism. The same debate still reappears prominently
in the recent newer data on the subject of autism as shown in
Figure 9 (C). The next section proceeds with a discussion on
actionable knowledge and presents our proposed mechanism
for placing a weighted measurement for KM value.

VI. ACTIONABLE KNOWLEDGE

Everyone agrees that Knowledge entails true belief [71],
but this is not always the case. Using the man, the job and
the coin analogy, Gettier [72] argues that it is possible for a
person to be justified in believing a proposition that is in fact,
false. This brings about the question of what actually counts as
knowledge. In light of our data, we shall examine this question
in our discussion on actionable knowledge, next.

A. Discussion on Actionable Knowledge

According to [73], propositions that are actionable are
those that actors can use to implement effectively their in-
tentions. A case in point is the enterprise mobility agenda of
the case study organization as presented in Section V. The
outcomes from an organization’s KM efforts cannot adequately
be measured from the report card perspective and indicator sys-
tems used in schools, for example. These systems, according to
[74], contribute far less than they could to school improvement.
Posner [74] highlights the following as the reasons for this
assertion:

1) Their purposes and intended audiences are often
diffuse or ill-defined.

2) They tend to focus too much on ranking and not
enough on exemplary practices and models for action.

3) Many data sets are overly tied to consumer choice
and not enough to citizen engagement.

4) Despite vast improvements, research remains inacces-
sible to many people, bringing knowledge online but
not infusing it into capitols, classrooms and kitchen-
table problem-solving

[74] therefore, suggests that information must be crafted
around organising and action, citing [75], who says, “Action-
able Knowledge is not only relevant to the world of practice,
it is the knowledge that people use to create that world”. The
action triggered by knowledge is of the essence in determining
the value that KM delivers to an organization. In fact, the real

essence of knowledge is its actionability, especially when it
contributes to the advancement of a proposed undertaking [3].

Each of the knowledge items discovered from the tweet
data, as highlighted in Section V-A, is capable of provid-
ing significant insights that informs decision making, which
impacts company’s proposed undertakings at one point or
another. However, as stated in [1], the first item, Impact of
Technology on Disability (No.1), is more pertinent to the
enterprise mobility agenda by which the company deploys
mobile application and devices to its operations. For example,
one of the shortened URLs contained in one of the tweets
(http://t.co/Az3nJejO32), leads to a Sky News supplement on
How Tech is Helping with Struggle of Disability.

We assert therefore that, to aspire to a leadership position in
the health and social care sector, the case study organization
cannot afford to be oblivious to such reports as this, which
could potentially shape the industry trends and direction. This
knowledge, coupled with the insights gained from the use
of iPads and pictorial dictionary mentioned in the Project
on Innovative Technology, resulted in an official resolution
by the company to extend the use of mobile devices to its
service users as well, and not only to help staff in operational
performances. It is worth noting that, although the piece of
actionable knowledge regarding the impact of technology on
disability was on the news prior to the extraction of data
for that research, it was neither known nor acted upon by
the company until the above decision was driven through a
presentation made by the authors of this paper.

Meanwhile, we also discovered further insights from recent
data, as discussed in Section V-B, which indicates that the
theme of the impact of technology on autism is still leading
the conversations on autism for the second year running. We
had earlier alluded to the criticism of Knowledge Management
as a field of practice, in spite of the gains — albeit intangible
— from Knowledge Management and knowledge discovery
efforts. This is due, in part, to the lack of a measurable value
of those gains. With Equation (1) in Section IV-E, this paper
proposes a measurement mechanism for KM Value delivered
by our EMSoD framework, which is the main objective of
this paper. The next section proceeds with a measurement
mechanism for actionable knowledge.

B. Value Measurement Mechanism for Actionable Knowledge
(AK)

The main objective of this paper is the delivery of KM
value to corporate organizations which, we believe, our EM-
SoD framework helps to deliver. We had earlier identified
actionable knowledge as a measure of KM value, in which
actionable knowledge is denoted as AK for measurement
purposes (see Equation 1 in Section IV-E).

To find the numerical value of (AK) in the equation
(KMV = AK ×EW ), we devise a simple measurement mech-
anism as denoted in Equation (2):

∑n Weightn
n×MaxWeight

(2)

where
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Figure 9: Top Issues from Newer Twitter Data

Table II: KNOWLEDGE CONTENTS AND THEIR WEIGHTS

Content Weight
Impact of Technology on Disability 5

Information Gathering 2
Political Opinions (#votecameronout) 2

Social Welfare Benefits 3
Living with Autism 2

n = total content items
MaxWeight = maximum assignable weight

As an example, we consider our knowledge content items
from our previous work as outlined in Subsection V-A and
displayed in Table I. The total content items (n) is 5 and
each one of them is given a weight of 2, 3 or 5, which
represent low, medium or high value, respectively. Please note
that the weights have nothing to do with the No. of Tweets
as displayed in the second column of Table I. However, the
weights represent the pertinence of the knowledge item to
the matter or issue at hand within the organization, where
the maximum weight (MaxWeight) of 5 represents a high
pertinence, 3 represents medium pertinence and the weight of 2
represents a low pertinence. High to low pertinence is directly
mappable to high to low value, respectively. We acknowledge
the probability and freedom for subjectivity in assigning these
weights. However, in order to reduce the level of subjectivity,
we recommend for this measurement activity to be carried
out only after the KM activity/event in question has been
concluded. In our example, the knowledge discovery from
social media data has been completed and we know which of
the knowledge items has had a high impact on management’s
decision making for us to assign a high weight of 5; and,
medium weight of 3 and low weight of 2 to items we consider
of medium and low values, respectively, as shown in Table II.

The item with the maximum weight (MaxWeight) of 5,
Impact of Technology on Disability, is of a high pertinence to
the enterprise mobility agenda by which the company deploys
mobile application and devices to its operations.

Therefore, going by Equation (2), the maximum value is
25, being a product of the total number of content items (n,
which in this case, is 5) and the maximum weight (5). The
total number of content items (n) could be any whole number,
which allows for AK to be representative of every knowledge
content item or categories that is considered relevant for
inclusion in the value measurement. Also, with the numerator
being a sum of all the Weightsn, the value of AK from Equation
(1) is given thus:

KMV = 0.56×EW (3)

A Note on Weights and Values Assignment

One may ask why the Impact of Technology on Disability
receives the maximum weight of 5? As stated earlier, it is
because of being of more pertinence to the enterprise mobility
agenda by which the company deploys mobile application and
devices to its operations? For example, one of the shortened
URLs from the tweets (http://t.co/Az3nJejO32) leads to a Sky
News supplement on ‘How Tech is Helping with Struggle of
Disability’. To aspire to a leadership position in the health and
social care sector, the case study organization cannot afford to
be oblivious to such reports as this, which could potentially
shape the industry trends and direction. This knowledge,
coupled with the insights gained from the use of iPads and
pictorial dictionary mentioned in the ‘Project on Innovative
Technology’ resulted in an official resolution by the company
to extend the use of mobile devices to its service users as well,
and not only to help staff in operational performances. It is
worth noting that, although the piece of actionable knowledge
regarding the impact of technology on disability was on the
news prior to the extraction of data for that research work, it
was neither known nor acted upon by the company until the
above decision was driven through a presentation made by the
authors of this paper.

The EMSoD framework presented in this paper is pred-
icated upon the capability of social media in delivering ac-
tionable knowledge to corporate organizations. We have thus,
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been able to place a measurable value on actionable knowledge
(AK). This is ordinarily sufficient as a measure of KM value
derived from such insights from social media data. However,
our framework — and the KM value it delivers to corporate
organizations — is further strengthened by an additional
measure of the KM value, which is employee engagement,
denoted as EW (Engaged Workforce) in Equation (1). The
next section discusses employee engagement in the light of the
social network that exists within the organization, the impact
of the structure of the network on employee engagement and
knowledge sharing as well as a measurement mechanism for
the KM value of employee engagement.

VII. EMPLOYEE ENGAGEMENT

It is worth reiterating our assertion of employee engagement
as a measure of KM value for business, given that “the level of
employee engagement is one of the most important indicators
of the likelihood of an organization succeeding financially and
delivering to its vision and mission statements” [76]. Also,
research has shown that, having a highly engaged workforce
not only maximises a companys investment in human capital
and improves productivity, but it can also significantly reduce
costs (such as turnover) that directly impacts the bottom line
[77].

Thus, the organization’s Enterprise Mobility Management
(see Managed Platform in Section IV-A) defines the organi-
zational boundary within which employees’ contributions are
gathered as a measure of their engagement and as a reference
point for the organizations Social Network Analysis, which
can serve as knowledge input to the organizations Intellectual
capital.

Based on the above premises, this work posits the preva-
lence of knowledge creation and knowledge sharing culture in
an organization with a truly engaged workforce. How then,
does the social network facilitate employee engagement? How
does the structure of the connections and relationships within a
social network provide further depth and insights to knowledge
discovered from such networks [1]? We explore this question
further, first in the light of the power of social networks and
an anatomy of the social network of an engaged workforce.

A. Power to Know, Power to Tell

“I shall reconsider human knowledge by starting from the
fact that we can know more than we can tell”, writes Michael
Polanyi [12], whose writings and philosophical thoughts pro-
vide an impetuous theoretical background for many scholars
and practitioners of Knowledge Management. This lends cre-
dence to Turban and others [11, p.478]’ idea of the difficulty
in formalising tacit knowledge. Embroiled in information
overload due to a deluge of data and exponential growth
in information systems, technologies and infrastructures, the
ability to know or tell as much as we know is limited by our
human cognitive capabilities. However, the same information
systems and technologies, which were not in existence during
the times of Polanyi, allow us to offload our cognition on to
them [78]. Such technologies (e.g., the Web) are enablers of
online social networks, which does not only allow us to offload
our cognition onto them but also allow us to benefit from
the problem-solving and decision-making situations offered

through the ”wisdom of the crowd” [79] amazed through the
cognition offloaded by several other individuals.

With several actors within a social network offloading their
cognition onto the social network through explicit expression
[10], a wealth of tacit knowledge is inadvertently built up,
albeit explicitly converted. This wealth of knowledge is, of
course, too massive for an individual to tell. It might even
be impossible for one individual to be expected to know of
the existence and/or extent of such knowledge, due in part, to
the limitations in human cognitive capabilities, as mentioned
earlier. It must be noted however, that this is only a limitation
applicable to a single individual, but not to a corporate organi-
zation. With the affordances of social network analysis (SNA),
a corporate organization is empowered to know more about,
and exploit, the wealth of knowledge that is built up within its
enterprise social network. The organization can tell, through
visualisation and network analysis, the structure of the social
network and its impact on employee engagement that propels
externalization of tacit knowledge. In essence, we can assume
that, if Polanyi [12] were to reconsider human knowledge
within the context of social networking trends today, he would
probably say that, “we can tell as much as we can know.”

B. Social Network Analysis

Social Network Analysis (SNA) is described as a detailed
examination of the structure of a network and its effect on
users (actors) within the network, wherein the structure of the
network is understood to be more important than the individual
users [48]. A core component of our EMSoD framework is
Social Media (see Section IV-C), which serve as platforms
for social interactions on the Web. With peculiar example
of Twitter, these social interactions are explained by the
relationship types of ‘mentions’, ‘replies to’ and just, ‘tweets’.
A mentions relationship exist when a message on Twitter
tweet mentions another user (@Username) while a replies to
relationship exist when a tweet is in reply to another user’s
tweet by preceding the tweet with the other user’s Twitter
ID (@Username). When a tweet is neither a reply to - or
contain a mention of - another Twitter user, the tweet creates
a relationship type of tweet, which exist as a self loop and
is indicated on a network visualisation as a node with an
arrow that projects and returns unto itself. These relationships
develop into a network of connections.

In SNA, the connections between people are considered
as the units of analysis that reveal the flow of information
and how these connections define the structure of the net-
work, which also refers to the presence of regular patterns in
relationship [80]. Gaining insights towards the understanding
of the components and structure of a social network requires
a vocabulary and techniques provided by Social Network
Analysis (SNA) and Visualisation [81]. This vocabulary and
techniques are described in our examination of two different
kinds of networks identified by Rossi and Magnani [82] as, (i)
the topical network, which is made up of relationships created
through tweets/activities that are aggregated over a topic or the
#hashtag and, (ii) the Twitter network, which is made up of all
the relationships between the users (followers and friends). We
believe that the relationship between the Twitter [structural]
network and the topical network can be likened to that of the
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Figure 10: Influencers Engagement Network Graph

physical and logical topologies of a communications network
infrastructure.

C. Understanding the Topical Network

A topical network is created when users are connected
by common topical issues, where individuals save/define Web
contents as bookmarks/keyword in a social environment by
attaching annotations in form of tags [51], normally preceded
by the hash symbol on most keyboards (#). The hashtag can be
said to be the democratic manifestation of taxonomic principles
in the social media era (see Section IV-C). Trant (2009) [83]
highlights the description of such tags as publicly shared user
generated keywords, which have been suggested for use as
a trivial mechanism for further improving the description of
online information resources and their access through broader
indexing.

An example of the topical network is shown in the Influ-
encers Engagement Network Graph presented in Figure 10.
This network has been aggregated over the search keyword
and hashtag of #autism, as found in our recent data on the
subject (see Section V-B). Both this topical network study and
the study that results in further insights on our previous study
from recent data, were performed on the University’s account
on the Pulsal Platform — an audience intelligence analytic
platform for social media.

D. Limitation of the Topical Network

The EMSoD social framework proposed in this research
operates within a managed platform (Section IV-A), which
defines the organizational boundary. Although the hashtag
phenomenon has been successful in aggregating online topical
discussions without boundaries, the relationships created over
mutual hash-tagged conversation is ephemeral [82], and so
is the network created. Unless the hashtag can be tamed, its
use on a public Twitter account can be so widespread that it
compromises the need, if there were, to keep the conversations
within the organizational boundary. Even with the use of
enterprise Twitter’s alternative like Yammer, aggregating events
and conversation over the hashtag cannot but include Yammer-
wide conversations and events from outside the organizational
boundary.

To illustrate, when one takes a look at the topical network
created over our recent data on the subject of autism in Figure
10. The nodes are not defined within a single geographical
boundary. The nodes in yellow colour represent those from
the United Kingdom. The location information for the nodes
in blue is unavailable. This means that users from various
countries other than the UK are aggregated over this topic.
In fact, the two most engaged influencers’s networks (CNN
and genevassky) are not from the UK. This may be good in
that it provides further reach and depth around the topic but not
for classified organizational conversation that needs to be kept
within the boundary of the organization’s network, assuming
the UK was a corporate entity in the business sense.

Specifying network boundaries in terms of hashtag or
keywords that connect people together in this manner is
more akin to the normalist approach of specifying a network,
which is based on the theoritical concerns of the researcher
[80], whereas the actors may not even know one another.
Contrarily, Wasserman and Faust [80] also describe a second
way of specifying network boundaries, the realist approach,
wherein the actors know one another, since membership of
such network is as perceived and acknowledged by members
themselves. In essence, employees would readily acknowledge
and engage with fellow colleagues as members of the same
network. The realist approach aligns with the Twitter network
as identified by Rossi and Magnani [82]. The next section
attempts to create an understanding of the Twitter network.

E. Understanding the Twitter Network

Considering its perceived ease of use and a broad coverage
of SNA metrics and visualisation features [84], we used
NodeXL — a network analysis and visualisation package
designed for the analysis of online social media on Microsoft
Excel [85] — to examine the egocentric network [86] of
relationships that develop over a one month period from
26/07/2016 to 25/08/2016. As stated earlier, relationships
emerge when a user (the source) mentions or replies to another
user (the destination) in their tweet. For example, the following
tweet of 29/07/2016, in which @unisouthampton mentions
@nature — the Twitter handle for the International Weekly
Journal of Science — creates a relationship (mentions) between
the two entities:

“Our #research places us top 50 globally
and 4th in the UK, in @nature Index
Rising Stars: https://t.co/XwXKR9N8Az
https://t.co/VGQDxPE74y”

A relationship also emerges when a tweet is self sufficient
without mentioning or replying to any other tweet by including
or preceding with another Twitter @username, respectively.
These are regarded as self loop and is indicated in Figure
11 by the red arrow proceeding and returning to the source
(@unisouthampton). As can be expected that a user could
tweet without having to mention or reply to any other user,
there are 68 such self loops, 102 unique Edges and 129 Vertices
(Nodes) within the network so generated (see Table III). The
connections made through the ‘replies to’ relationships are
represented with Edges (connections lines) of 60% opacity
than the connections made through the mentions relationship,
which are represented by Edges of 20% opacity.



318

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 11: A Directed Network Graph of @unisouthampton

Meanwhile, the network graph in Figure 11 is a directed
graph, or digraph for short, which represents directional re-
lations comprised of a set of nodes representing the actors in
the network and a set of arcs [lines] directed between pairs of
nodes representing directed ties between nodes [80]. A social
network graph is formally represented by a graph G = (V,
E), where V is the set of nodes (vertices) and E is the set
of edges (ties) [87]. However, a cursory look at the network
graph in Figure 11 would reveal that the @unisouthampton
account, represented with the large icon of the University of
Southampton logo, has only an Out-Degree connection with up
to the 129 nodes and 1 In-Degree connection, which is the self
loop unto itself. The directed relations through In- and Out-
Degree connections define the asymmetric relationship model
of ‘following’ in Twitter, which allows one to keep up with
the tweets of any other user without the need for the other user
to reciprocate [88].

Table III: GRAPH METRICS FOR FIGURE 11

Vertices 129

Unique Edges 102

Edges With
Duplicates 163

Total Edges 265

Self Loops 68

According to [80], “the concept of a network emphasizes
the fact that each individual has ties to other individuals, each
of whom in turn is tied to a few, some or many others. The
phrase, “social network” refers to the set of actors and the
ties among them. The network analyst would seek to model
these relationships to depict the structure of a group. One could
then study the impact of this structure on the functioning of
the group and/or the influence of this structure on individuals
within the group”.

However, the network as it is presented in Figure 11 is
not an ideal network that encourages knowledge sharing and
engagement among the actors. The three relationships that
develop were initiated by @unisouthampton’s tweets in which
other users were mentioned or replied to or in which the tweets
were sent wholly to create a tweet relationship. Querying
NodeXL with only the Twitter ID of a corporate or individual’s
Twitter account, as we did with @unisouthampton, would only
result in a visualisation of the list of connections, as Figure
11 reveals. Moreover, with over 40,000 nodes, a meaningful
visible visualisation of a network of such magnitude as the
@unisouthampton’s can be difficult because of the inherent
complexity of the relationships and limited screen space [89].
According to Wasserman and Faust [80], “The restriction to a
finite set or sets of actors is an analytic requirement.”

Therefore, we identified 93 Twitter users (Vertices or
Nodes) within the University of Southampton and examine
the network of connections that evolves around them. Table
IV presents the overall graph metrics.

Table IV: GRAPH METRICS FOR THE NETWORK GRAPH OF
93 VERTICES

Graph Metric Value Graph Metric Value

Graph Type Directed Connected
Components 9

Vertices 93 Single-Vertex
Connected Components 8

Unique Edges 303 Maximum Vertices in a
Connected Component 85

Edges with
Duplicates 15925 Maximum Edges in a

Connected Component 15758

Total Edges 16228 Maximum,Geodesic
Distance (Diameter) 3

Self-Loops 13628 Average Geodesic
Distance 1.962102

Reciprocated
Vertex Pair Ratio 0.221206581 Graph,Density 0.078073866

Reciprocated
Edge Ratio 0.362275449 NodeXL

Version 1.0.1.355

1) Grouping the Network on the Basis of Node Importance

Various metrics (Degree centrality, eigenvector centrality,
pagerank, etc) capture various ways in which each individual
node (user) acts as a centre of attraction through which
knowledge and information propagates within the network.
Sorting by Betweenness Centrality for example, sorts people
who have the quality of most broadly connecting across the
network to the top while Clustering coefficient measures how
closely connected each users connections connected to one
another [90]. As this work is focused on measuring and seeking
to facilitate employee engagement, we have used Betweeness
Centrality (BC) as our measure of ranking for node importance
based on the potential of such central points for binding
the network together by coordinating the activities of other
points, albeit, they may be viewed as structurally central to
the extent that they stand between others and can therefore
facilitate, impede or bias the transmission of messages [91].
Moreover, measuring proximities can help to characterise the
global structure of a network by showing how closely coupled
it is [92]
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Table V: Groups of Vertices with Metrics

Group Vertices Unique
Edges

Edges
with

Duplicates

Total
Edges

Self
Loops

MAX.
Geodesic
Distance

AVG.
Geodesic
Distance

Graph
Density

G1 41 90 7415 7505 6972 4 2.083 0.115
G2 21 1 2112 2113 2113 0 0.000 0.000
G3 19 2 2759 2761 2751 1 0.240 0.012
G4 12 21 2151 2172 1792 2 1.194 0.462

Accordingly, the 93 nodes (users, also referred to as
vertices) in the network are ranked and grouped on the basis
of their Betweeness Centrality, with each group disc sized
according to the number of nodes that make up the range of
measures for the group, as visualised in Figure 12 and the
group metrics in Table V.

2) Decomposing the Network Group of 93 Nodes

The smallest group in the network graph presented in
Figure 12 (Light Green, G4:12) is a group of 12 nodes with
the highest Betweeness Centrality ranging from 115.194 to
2494.640 (see Table VI), although the node with the highest
Betweeness Centrality (2494.640) is @unisouthampton, and
understandably with over 40,000 followers compared to only
558 followers of the next highest Betweeness Centrality node,
@sotonwsi (at BC score of 522.543), and 2390 followers for
@lescarr (with a betweeness centrality score of 425.512), in
that order.

The largest group (Dark Blue, G1 : 41) is comprised
of 41 nodes (vertices) with the second highest Betweeness
Centrality ranging from 11.408 to 99.715, with the highest
being @garethpbeeston (99.715), @lisaharris (94.079) and
@mark weal (93.573) in that order. Group 3 (Dark Green,
G3:19) is composed of nodes with the third highest betweeness
centrality ranging from 1.067 to 8.627.

Groups 4, 3 and 1 are subgroups of this directed graph, as
demonstrated by the direction of the arrows on all sides, and
as such, potentially represent an engaged network that could
possibly facilitate knowledge sharing. Group 2 (Light Blue,
G2:21) may be considered negligible as 16 out of the 21 nodes
have not a single score for Betweeness Centrality, and thus,
they would have little or no impact on the network. Expanding
the graph to show the nodes in each group (see Figure 13
reveals some of the nodes in group 2 (light green dots) are
actually outliers that have no tie with the network at all as they
have not engaged in any relationship with any other member
of the network, either by mentioning or replying to, other than
themselves by way of tweeting (self loop), hence, they have
each scored zero in the betweeness centrality measurement. We
can even spot 2 of them that have never tweeted within the
time-frame and as such, do not have the arrow-edged ring of
self loop (tweet) but are standing aloof. The top 20 nodes are
labelled 1 through 20 in order of their Betweeness Centrality
while the top 12 are colour coded light green. Essentially, the
groups are examples of subgroups in a one-mode network,
in which measurement is based on just a single set of actors
[80], albeit grouped according to their individual attributes of
Betweeness Centrality.

Meanwhile, the chart in Figure 14 reveals that the Red,
Dark Green and Green bars are in the top echelons of nodes
with the highest Betweeness Centrality (a total of 23 nodes)
while the bulk of the nodes in the entire graph - that is, a

Figure 12: Network graph of 93 Vertices Grouped According to
Betweenness Centrality

Figure 13: Expanded Group of Nodes According to Betweeness
Centrality

total of 70 nodes represented as Dark Blue bar on the chart
- are with the lower range of Betweeness Centrality. With
the highest Betweeness Centrality of 2,494.64 (Colour red on
the far right), the node representing the egocentric network
of @Unisouthampton, which is the official Twitter account
of the University of Southampton, has over 40,000 followers.
However, the measure of a node’s Betweeness Centrality is
not based on the number of followers but on the number
of shortest paths from all nodes to all other nodes that pass
through that node [91]. This explains why the node with only
558 followers (@sotonwsi) has the second highest betweeness
centrality (522.543). Although it could be argued that both
@unisouthampton and @sotonwsi are non-personal accounts,
it must be noted that the node with the next highest betweeness
centrality of 425.512 (@lescarr) has more follower count
(2390) than the previous (@sotonwsi). The top 20 nodes by
betweeness centrality can be visualised in the network graph
in Figure 13 (with each node labelled 1 through 20) while
Table VI presents the individual metrics for 12 of the top 20
nodes (users), according to betweeness centrality, within the
network. The Individual Node Metrics in Table VI provides
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Table VI: TOP 12 INDIVIDUAL NODE METRICS

No. Node Betweeness
Centrality

Eigenvector
Centrality

Page
Rank

Clustering
Coefficient

1 unisouthampton 2494.640 0.038 4.644 0.092
2 sotonwsi 522.543 0.037 2.764 0.198
3 lescarr 425.512 0.031 2.520 0.186
4 ecsuos 349.333 0.028 2.308 0.191
5 suukii 325.737 0.019 1.756 0.165
6 susanjhalford 206.940 0.029 2.065 0.227
7 damewendydbe 179.074 0.028 1.852 0.284
8 hughdavis 164.789 0.019 1.538 0.233
9 iliadsoton 150.258 0.015 1.646 0.174
10 webscidtc 146.866 0.026 1.784 0.268
11 richardgomer 134.370 0.14 1.321 0.180
12 sotonwais 115.194 0.015 1.176 0.233

another interesting aspect, which is that, another metric or a
combination of metrics may be used depending on the intended
purposes, although we have ranked these 12, out of 20 nodes,
according to their scoring highest in Betweeness Centrality.
For example, if the nodes were ranked in accordance with
their Eigenvector Centrality, @susanjhalfod (No.6) would have
ranked higher than @suukii (No.5). Eigenvector is a centrality
measure that considers the value of a node, not in terms
of its connections but in terms of the value of centrality of
such connections [87]. In essence, the ranking of a node is
based on the importance and/or ranking of the nodes it is
connected to, which means @suukii may serve as bridge to
propagate knowledge among a vast number of people than
@susanjhalford; the connections in themselves are not as
strong and vital within the network.

Figure 14: A Chart of Betweeness Centrality Spread among the 93
Vertices

F. Determination of an Engaged Workforce

With reference to our Knowledge Management Value mea-
surement in Formula (1), where KMV = AK ×EW (see KM
Value in Section IV-E), we hereby devise a mechanism to
determine the value of an engaged workforce (EW ). We have
established that the interactions that create the user network
is based on users’ activities in tweeting and/or mentioning
or replying-to another user within their own tweets, thereby
creating the relationships known as Edges in Table V. Each
node in the network has been assigned to the groups in Table V
based on individual node’s measure of Betweenness Centrality.
Table V also includes the graph density for each group. A sum

of all the groups’ graph densities equals 0.59, which indicates
a sparse graph, owing that a dense graph is always equals to
1.

Graph density is an indicator of connectedness of a net-
work, given as the number of connections in a graph divided by
the maximum number of connections [93]. This connectedness
is also a function of the interactions that create the relationships
upon which the network is formed, as mentioned earlier. We
therefore, measure engagement in terms of graph density.
Whatever value we get for AK is either maintained or negated
by the value of EW depending on whether the network is dense
or sparse, respectively. This allows for the determination of
Knowledge Management Value (KMV ) to be inclusive of both
values from AK and EW as indicated in Equation (4).

KMV = 0.56×0.59 = 0.33 (4)

This method can be used to compare Knowledge Man-
agement values derived from different KM activities/events or
expressed in percentage to determine the return on investments
on such activities/events.

VIII. CONCLUSION

This paper has presented EMSoD, a conceptual social
framework that mediates between KM and SM, with the aim
of delivering KM values to corporate organizations. The paper
identifies actionable knowledge and employee engagement as
parameters of KM values that the EMSoD framework helps
in delivering. As KM has suffered an image problem due,
in part, to the lack of measurable value, the paper devises a
mechanism for measurement of the KM value delivered by the
EMSoD social framework. Meanwhile, the paper has adopted
very simple approaches, making it easy for any organization of
any size to replicate the methods, not only for delivering KM
value, but also for measuring and evaluating the KM values
so delivered. Thus, the paper serves as basis and initial input
for integration and operationalization of the EMSoD social
framework within a corporate social software platform. To
this end, it is important to, first, consider the interdependence
and interactions between the core elements of the framework
(as emphasized by the cyclical presentation of the EMSoD
framework in Figure 3) as an iterative process that results in
KM value for organizations, within the construct of social
media. Then, the framework can further be modelled into
entity relationship for database and software developers to
operationalize by defining Entity classes that are independent
of a database structure and then, map the core elements to
the tables and associations of the database. This provides a
suggestion for future direction to which this paper could be
extended.
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Abstract— Content Management refers to the process of 
gaining control over the creation and distribution of 
information and functionality. Although there are several 
content management systems available they often fail in 
addressing the context specific needs of end-users. To enable 
more task specific and personalized support we present a 
content management solution developed for the domain of 
urban resilience. The introduced content management system 
is extended with a semantic layer that aims to support the 
management of heterogeneous and large content repository 
with domain specific annotation and categorization 
capabilities. In addition, the applied semantic intelligence 
allows better understanding of content items, linkages between 
unstructured information and tools, and provides more 
sophisticated answers to users’ various needs. 

Keywords- content management; semantic technologies; 
heterogeneous data repository 

I.  INTRODUCTION 
The field of Content Management (CM) refers to the 

process of gaining control over the creation and distribution 
of information and functionality. Concisely, an effective 
Content Management System (CMS) aims at getting the 
right information to the right people in the right way. 
Usually, CM is divided into three main phases namely 
collecting, managing, and publishing of content. The 
collection phase encompasses the creating or acquiring 
information from an existing source. This is then aggregated 
into a CMS by editing it, segmenting it into components, and 
adding appropriate metadata. The managing phase includes 
creating a repository that consists of database containing 
content components and administrative data (data on the 
system’s users, for example). Finally, in the publishing stage 
the content is made available for the target audience by 
extracting components out of the repository and releasing the 
content for use in the most appropriate way [1] [2]. 

Currently, there are several commercial and open-source 
technologies available that are applied to address different 
content management needs across various industries 
including healthcare [3], and education [4], for example. 
However, the standard versions of the existing solutions are 
not always capable of supporting end-users in their specified 
context to reach their particular goals in an effective, 
efficient and satisfactory way [5]. For instance, the included 
content retrieval mechanisms are often implemented using 
traditional keyword based search engines that are not adapted 
to serve any task specific needs [6][7][8]. 

One of the main issues to be resolved is how to convert 
existing and new content that can be understood by humans 
into semantically-enriched content that can be understood by 
machines [9]. The human-readable and unstructured content 
is usually difficult to automatically process, relate and 
categorize, which hinders the ability to extract value from it 
[10]. Additionally, it results in the restriction of development 
of more intelligent search mechanisms [9]. To address some 
of the above described deficiencies, semantic technologies 
are being increasingly used in CM. In particular, the 
utilization of domain specific vocabularies and taxonomies 
in content analysis enables accurate extraction of meaningful 
information, and supports task-specific browsing and 
retrieval requirements compared to traditional approaches 
[9]. Furthermore, semantic technologies facilitate creating 
machine-readable content metadata descriptions, which 
allows, for example, software agents to automatically 
accomplish complex tasks using that data. Moreover, 
semantically enhanced metadata helps search engines to 
better understand what they are indexing and providing more 
accurate results to the users [11].   

In this paper, we introduce the HARMONISE platform, 
developed in the FP7 EU HARMONISE [12] project. This 
paper is an extended version of work published in [1], where 
a semantic layer implemented on top of the HARMONISE 
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platform was introduced. We extend our previous work by 
providing more details about the technical realizations of the 
platform and the semantic layer. Moreover, an evaluation 
process carried out for the platform and the semantic layer is 
depicted in this paper.   

The HARMONISE platform is a domain specific CMS 
that provides information and tools for security-driven urban 
resilience in large-scale infrastructure offering a holistic 
view to urban resilience. A database contained by the system 
manages an extensive set of heterogeneous material that 
comes in different forms including tools, design guidance 
and specifications. The platform aims at serving as a ‘one-
stop-shop’ for resilience information and guidance and it 
contains a wealth of information and tools specifically 
designed to aid built environment professionals. While the 
platform and the hosted toolkit are aimed to be used by a 
variety of potential end-users from planners and urban 
designers to construction teams, building security personnel 
and service managers, the specialized problem domain and 
heterogeneous content repository poses significant 
challenges for users to effectively retrieve information to 
accomplish their tasks and goals.  

As earlier discussed, the HARMONISE platform is 
extended with a novel Semantic Layer for the HARMONISE 
(SLH) approach. The SLH is a semantic content 
management solution developed to address many of the 
above discussed challenges related to domain specific 
content management. It is implemented on top of the 
HARMONISE platform and it aims at offering more task 
specific and personalized content management support for 
end-users. Additionally, by utilizing domain specific 
annotation and categorization of content the SLH facilitates 
the management of heterogeneous and large content 
repository hosted by the HARMONISE platform.  

The semantic information modelling allows better 
understanding of platform content, linkages between 
unstructured information and tools, and more sophisticated 
answers to users’ various needs. Moreover, the semantic 
knowledge representations created by the layer help end-
users to combine different data fragments and produce new 
implicit knowledge from existing data sets. Finally, by 
utilizing Linked Data [13] technologies the SLH fosters 
interoperability and improves shared understanding of key 
information elements. The utilization of interconnected and 
multidisciplinary knowledge bases of the Linked Data cloud 
also enables applying the solution  in other problem areas 
such as health care or education. 

The rest of paper is organized as follows. Section II 
provides a through description of the HARMONISE 
platform and its application area. In Section III the 
architecture and different components of the SLH are 
described. Section IV provides a Use Case example 
demonstrating the functionality of the SLH. Finally, Section 
V concludes the paper. 

II. THE HARMONISE CONTENT MANAGEMENT 
PLATFORM 

At present, there exist a number of content management 
systems that enable publishing, managing and organizing 

electronic documents. For example, Drupal 1 [14] and 
WordPress 2  [15] are well-known, general-purpose CM 
solutions providing such basic CM features such as user 
profile management, database administration, metadata 
management, and content search and navigation 
functionalities [5]. These tools provide functionality to create 
and edit a website’s content often with easy-to-use templates 
for digital media content publishing.   

The HARMONISE platform is a web platform that 
provides information and tools specifically designed to aid 
urban decision makers in enhancing the resilience of large 
scale urban built infrastructure. The platform includes an 
innovative search process designed to promote holistic 
decision making at each stage of the resilience cycle, an 
automatic content recommendation mechanism to suggest 
most relevant contents for a user, educational elements that 
provide content and self-assessment tools that help end-users 
to assess the general resilience and security level of an 
existing or proposed large scale infrastructure. Moreover, the 
semantic layer developed within the platform enables better 
understanding of data, linkages between unstructured 
information and tools, and more sophisticated answers to 
users’ various needs. 

The platform is mainly composed by two macro-
components, the HARMONISE web site which represents 
the front-end of the platform to the user and the semantic 
layer that includes services for enhancing the overall 
functionality allowing more personalized user experience for 
stakeholders who utilize the platform their daily work. In 
Figure 1 the main elements of the HARMONISE platform 
are shown.  

  

 
 

Figure 1. The key elements of the HARMONISE platform 
 

As stated above, the HARMONISE platform is a CMS 
specifically tailored for the domain of urban resilience. The 
system provides information and tools for security-driven 
urban resilience in large-scale infrastructure and contains a 
variety of interactive elements allowing users to both import 
and export data to and from the platform and personalize the 
platform to their own needs. The core functionalities of the 
HARMONISE platform are implemented using ASP.NET 

                                                             
1 www.drupal.org 

2 https://wordpress.org/ 
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web application framework and it utilizes Microsoft SQL 
2012 database to store content items. 

The main features and functionalities are divided 
between three user profile categories defined for the 
HARMONISE platform. To begin with, a standard registered 
user can navigate through the different sections of the 
platform excluding the upload section, use the search 
functionalities and view all the platform contents. However, 
he cannot upload or edit any content. In contrast, an uploader 
who has been granted permission by the administrator can 
access the upload section and upload contents in addition to 
the functionalities available for the standard user. Moreover, 
the uploader can edit/delete the content he has uploaded. In 
order to become an uploader user has to insert a special 
password (i.e., uploader password) provided by the platform 
administrator. Finally, the administrator of the platform can 
edit/delete the content uploaded by an uploader. Moreover, 
he can manage the user assignment to a specific group and 
generate the uploader passwords. The main functionalities 
enabled for each user category are depicted in Figure 2.  

 

 
Figure 2. The user profiles and main features of the platform 

 
An important part of the HARMONISE content 

management platform is the Thematic Framework [16] that 
was created to structure information within the platform and 
to guide end-users through an innovative step-by-step search 
process. The Thematic Framework is set out in Figure 3. 

By unpacking resilience into a number of key layers the 
Thematic Framework provides the necessary taxonomy 
needed for realizing effective domain-specific content 
annotation and categorizing functionalities, as later 
discussed. The objective of the domain-specific annotation is 
to allow users to easily identify and access information and 

tools within the platform, and to search the platform 
according to their unique needs or interests. 

 

 
Figure 3. The Thematic Framework (adopted from [16]) 

 

III. THE SEMANTIC LAYER 
The HARMONISE content management platform hosts a 

large portfolio of urban resilience related content. However, 
finding relevant information and tools from such a 
knowledge base with conventional information retrieval 
methods is usually both tedious and time consuming, and 
tends to become a challenge as the amount of content 
increases [9]. Often users have difficulties in grouping 
together related material or finding the content that best 
serve their information needs, especially when content is 
stored in multiple formats [17].  

In general, the existing CMSs usually lack consistent and 
scalable content annotation mechanisms that allow them to 
deal with the highly heterogeneous domains that information 
architectures for the modern knowledge society demand 
[18]. The semantic layer described in this study aims at 
addressing the above mentioned challenges by integrating 
semantic data modelling and processing mechanisms to the 
core HARMONISE platform functionalities. For example, 
the application of semantic mark-up based tagging of web 
content enables expressively describing entities found in the 
content, and relations between them [9]. Moreover, by 
utilizing the Linked Data Cloud links can be set between 
different and heterogeneous content elements and therefore 
connect these elements into a single global data space, which 
further facilitates interoperability and machine-readable 
understanding of content [19]. 

The main features of the SLH are divided to four parts. 
First, the metadata enrichment part produces information-
rich metadata descriptions of the content by enhancing 
content with relevant semantic metadata. Second, the 
semantic metadata repository implements the necessary 
means for storing and accessing the created metadata. The 
third component of the SLH realizes a semantic search 
feature. In more detail the search service aims at returning 
more meaningful search results to the user by utilizing both 
keyword-based semantic search and “Search by theme” 
filtering algorithm that restricts the searchable space by 
enabling users to select certain categories from the Thematic 
Framework. The final part, content recommendation, 
combines information about users’ preferences and profile to 
find a target user neighborhood, and proactively 



326

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

recommends new urban resilience tools/resources that might 
be of potential interest to him/her. In Figure 4 the logical 
architecture of the SLH is represented. 

 

 
Figure 4. The logical architecture of the SLH 

 
The following sections describe the logical architecture 

in more detail.   

A. Semantic Layer REST API 
The Semantic Layer REST API provides the necessary 

interface for the HARMONISE Platform to interact with the 
SLH. It enables, for example, to transmit query requests 
from the platform to the SLH or retrieve content 
recommendations personalized for a particular user. 

B. Metadata Enrichment 
The purpose of the Metadata Enrichment service is to 

produce information-rich metadata descriptions of the 
content that is uploaded to the HARMONISE platform. 
Enhancing content with relevant semantic metadata can be 
very useful for handling large content databases [2]. A key 
issue in this context is improving the “findability” of content 
elements (e.g., documents, tools).  

The enrichment process is based on tagging. A tag 
associates semantics to a content item, usually helping the 
user searching or browsing through content. These tags can 
be used in order to identify the most important topics, 
entities, events and other information relevant to that content 
item. The tagging data is created by analyzing the uploaded 
content and the metadata manually entered by the user. This 
information consist e.g., title, keywords, Thematic 
Framework categories, topics, content types and phrases of 
natural language text.  

In the metadata analysis the following three technologies 
that provide tagging services are utilized: ONKI 3 [20], 
DBPedia 4 [21] and OpenCalais 5  [22]. The ONKI and 
DBPedia knowledge bases provide enrichment of the human 
defined keywords by utilizing Linked Data reference 
vocabularies and datasets. The Metadata Enrichment service 
utilizes the APIs of the above mentioned technologies to 
search terms that are somehow associated to the entities 

                                                             
3 http://onki.fi/ 

4 http://dbpedia.org/ 
5 http://www.opencalais.com/ 

defined by a user. The relationships between the enriched 
terms and the original entity are illustrated in Figure 5, in 
which examples of enriched concepts for the term ‘Building’ 
are represented. 

 

 
 

Figure 5. The enrichment of the human defined keywords 
 

As shown in Figure 5, the enriched terms fall into three 
categories: similar, broader and narrower. The similar terms 
are synonyms to the original entities whereas broader terms 
can be considered as more general concepts. The narrower 
terms represent examples of more specific concepts 
compared to the original entity. Each of the acquired terms 
contains a Linked Data URI that can be accessed to get more 
extensive description of that term. By enriching the human 
defined keywords with additional concepts and Linked Data 
URIs more comprehensive and machine-readable 
information about uploaded content items can be generated. 

The uploaded content items are also examined using the 
OpenCalais text analyzer tool. Using such mechanisms as 
natural language processing and machine learning the tool 
allows analyzing different text fragments contained by the 
uploaded content item. As a result, OpenCalais discovers 
entities (Company, Person etc.), events or facts that are 
related to the uploaded content element. 

In the final part of the metadata enrichment process the 
metadata elements created by different tools are merged as a 
single RDF (Resource Description Framework) metadata 
description and stored to the metadata database. 

C. Semantic Metadata Repository 
The database technology used for storing the semantic 

metadata of content is OpenLink Virtuoso [23]. Virtuoso is a 
relational database solution that is optimized to store RDF 
data. It provides good performance and extensive query 
interfaces [24] and was thus selected as the metadata storage 
to be used in the SLH. 

D. Semantic Search 
The Semantic Search service aims at producing relevant 

search results for the user by effectively utilizing the 
machine-readable RDF metadata descriptions created by the 
Metadata Enrichment service. Unlike traditional search 
engines that return a large set of results that may or may not 
be relevant to the context of the search, the Semantic Search 
analyses the results and orders them based on their 
relevancy. Thus, users are emancipated from performing the 
time-consuming work of browsing through the retrieved 
results in order to find the content they are looking for. 
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The Semantic Search service is implemented as a Java 
web application composed of three main components (see 
Figure 6): 
• RESTful Web Service: based on Apache CXF 

framework, it represents the semantic search service 
front-end. It receives the search queries from the 
HARMONISE platform and returns the list of search 
results provided by the underlying components; 

• Semantic Search Service Core (SSS Core): component 
based on Java/Maven project, customized to manage all 
the core processes (data indexing, content search, 
content retrieving, results formatting); 

• Semantic Search Engine: component based on Apache 
Solr [25] enterprise search platform, in charge of the 
indexing and the search processes. When a new content 
is uploaded to the HARMONISE platform it reads from 
the Virtuoso database the data produced by the semantic 
content enrichment service in order to create the index 
to query on. When a user submits a query the semantic 
search engine queries the index in order to find the 
documents that best match the user request parameters. 
 

 
 

Figure 6. Logical architecture of the semantic search service 
 

The Semantic Search service relies on the Solr search 
engine [26] in order to search across large amount of content 
metadata and pull back the most relevant results in the fastest 
way. The Solr component is a web application developed in 
Java and provided by the Solr open source enterprise search 
platform from the Apache Lucene project [25]. Solr is a 
document storage and retrieval engine and every piece of 
data submitted to it for processing is a document composed 
by one or more fields. Internally Solr uses Lucene’s inverted 
index to implement its fast searching capabilities. Unlike a 
traditional database representation where multiple documents 
would contain a document ID mapped to some content fields 
containing all of the words in that document, an inverted 
index inverts this model and maps each word to all of the 
documents in which it appears. Solr stores information in its 
inverted index and queries that index to find matching 
documents. 

According to the data structure of the contents uploaded 
to the Virtuoso database by the Metadata Enrichment 

service, the document fields shown in Table I have been 
defined for the construction of the Solr index. 

TABLE I.  SOLR INDEX FIELDS 

Field Description 
Id Content identifier on Virtuoso DB 
Upload 
date 

Date when the content has been uploaded 

Topics List of topics from the Thematic Framework 
Resilience 
Tasks 

List of Resilience Cycle tasks 

Permissions List of user groups allowed to view the 
document 

Title Title of the content 
Description Textual description of the content 
Keywords List of keywords (inserted by the uploader) 
Tags List of tags added by the metadata 

enhancement service. 
 
The search results provided by the Semantic Search 

service are ranked according to the relevancy scores that 
measure the similarity between the user query and all of the 
documents in the index. The results with highest relevancy 
scores appear first in the search results list. 

The scoring model is composed by the following scoring 
factors: 
• Term Frequency: is a measure of how often a particular 

term appears in a matching document. Given a search 
query, the greater the term frequency value, the higher 
the document score. 

• Inverse Document Frequency:  is a measure of how 
“rare” a search term is. The rarer a term is across all 
documents in the index, the higher its contribution to the 
score. 

• Coordination Factor: It is the frequency of the 
occurrence of query terms that match a document; the 
greater the occurrence, the higher is the score. 

• Field length: the shorter the matching field, the greater 
the document score. This factor penalizes documents 
with longer field values.    

• Boosting: is the mechanism that allows to assign 
different weights to those fields that are considered more 
(or less) important than others.    

E. Content Recommendation  
Similar to the Semantic Search, the Content 

Recommendation Service (CRS) is based on semantic 
modelling of content resources. The aim of the content 
recommendation service is to improve user experience in 
terms of the search functionality and the filtering of relevant 
information through the utilization of collaborative filtering. 
As the volume of content continues to increase, the 
development of recommendation systems (RS) have become 
essential to handle large volumes of data. They are widely 
used across diverse domains to predict, filter and extract 
content for users [27][28]. Examples of commercial 
applications of RS include Amazon, Twitter, Facebook and 
Ebay. A popular type of RS is collaborative filtering. This 



328

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

type of RS analyses information on users’ preferences and 
predicts content to present to users based on their similarity 
to other users of the system [29]. Due to the information 
stored for users in their user profile, collaborative filtering 
was a natural selection to predict content to users based on 
similarities in their profiles. The developed CRS utilizes user 
profiles which are created and maintained by the 
HARMONISE platform   

An overview of the CRS algorithm is provided in Figure 
7. Figure 7 illustrates how user preference and user profile 
similarity are fused together along with a weighted sum to 
provide a ranked list of recommendation tailored to the user. 

 

 
 

Figure 7. Overview of the CRS Algorithm 
 
Figure 7 details the various stages of the recommendation 

process which includes the extraction of user details from the 
HARMONISE system through to the list of 
recommendations presented to the user at the end. A detailed 
overview of the CRS algorithm can be found in [30]. The 
user profiles contain information about user’s preferences 
and favorite content. It also includes the content item IDs 
that have been already recommended for that particular user. 
This information is then utilized when content 
recommendations are created for different users. The CRS is 
triggered by the HARMONISE platform through the ‘get 
recommendation’ method provided by the Semantic Layer 
REST API. The ID of the user is transmitted as a method 
parameter. Once the recommendation service receives the 
ID, it retrieves the user profile of the user from the database 
and analyses the information it contains. Various pieces of 
information are stored in the profiles such as topics of 
interest, group membership, languages, lines of investigation. 
Furthermore, content that the user has marked as favorite is 
stored as user preferences. The CRS then combines all the 
information about users’ preferences and profile information 
to find a target user neighborhood, and recommend new 
urban resilience tools/resources that might be of potential 
interest to him/her. To do this, firstly the ordered weighted 
average and uniform aggregation operators are applied to 
fuse user information and obtain global degrees of similarity 
between them using the formula below: 

𝑠𝑖𝑚!
!,! = 𝑂𝑊𝐴!(𝑠𝑖𝑚!

!,! , 𝑠𝑖𝑚!
!,! , 𝑠𝑖𝑚!

!,!)  profile between 
users 𝑖 and 𝑗 , and 𝑠𝑖𝑚! , 𝑠𝑖𝑚! , 𝑠𝑖𝑚! are the profiles line of 
investigation, interests and groups respectively which are 
aggregated using ordered weighted sum.  

The similarity between the preferences of users 𝑢! and 𝑢! 
as 𝑠𝑖𝑚!

!,! ∈ [0,1] is also calculated using the Jaccard index 
𝐽!
!,! = 𝐽(𝐹! ,𝐹!)  among the sets 𝐹! ,𝐹! ⊂ 𝐼  where 𝐼  are the 

items marked favorite by 𝑢! and 𝑢! .This is schematically 
presented in Figure 8 from [30] below. 

 

 
Figure 8. Schematic overview of User Preferences approach from [30] 

 
When the profile similarity and preference similarity 

between users have been calculated, these are then fused 
together resulting in a global degree of similarity between 
the target user 𝑢! and the rest of users in the system. We 
apply a uniform aggregation function to obtain the global 
similarity 𝑠𝑖𝑚!,! ∈ [0,1] between 𝑢! and 𝑢!.   

The actual recommendation generation process is carried 
out by comparing the user profile data with the semantic 
content metadata descriptions. Similarly as in the search 
algorithm described in the previous section, the content items 
whose metadata is associated with e.g., terms, topics or 
research areas as contained by the user profile are included to 
the initial recommendation results. Of course, the content 
items that have already been recommended for the user are 
excluded from the results list. Subsequently, the 
recommendation results are analyzed using the ranking 
model introduced by the Semantic Search. Using K-nearest 
neighbors, the content items that gets the highest score is 
returned to the platform as the most highly recommended 
content item. This involves the generation of a 
recommendation list 𝑅! = {𝐶! ,… ,𝐶!} consisting of content 𝐶  
of size ℎ ∈ ℕ, ℎ ≪ 𝑛  is presented to users on the 
HARMONISE interface as illustrated in Figure 9. This list 
contains items 𝐶! = 𝑖! ∈ 𝐼  with the highest values for  
𝑝(𝑢! , 𝑖!). This results in the user receiving a list of content 
ordered by rating value.     

IV. USE CASE EXAMPLE 
The functionality of the SLH is demonstrated with a Use 

Case example in which a user uploads a document into the 
HARMONISE content management platform and tries to 
retrieve it with the search functionality. Additionally, the 
recommendation service is verified by creating a user profile 
that is interested in topics relevant to the uploaded content. 
The content item used in the Use Case example is an 
electronic manual that presents tools to help assess the 
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performance of buildings and infrastructure against terrorist 
threats and to rank recommended protective measures. This 
kind of guidance document is a typical representative of a 
content item managed by the HARMONISE platform. 

Once the user has provided necessary input in the upload 
form the content description is transmitted to the Metadata 
Enrichment component that processes the collected data and 
forms an RDF metadata description of the content. It was 
noted that the returned semantic content metadata contained 
five keywords that are enriched with 81 broader or narrower 
and 26 similar terms. Moreover, the content is annotated 
with several categories defined by the Thematic Framework.  

Once the enriched metadata is stored to the Semantic 
Metadata Repository, and indexed by the Semantic Search 
service, it can be tried to be retrieved with the search 
functionality. The content retrieval is tested with the 
‘Resilience Search Wizard’ feature provided by the SLH. 
The wizard allows to define keywords and to select those 
categories from the Thematic Framework that are 
considered as relevant to the uploaded content. The utilized 
search parameters are shown in the search wizard screenshot 
illustrated in Figure 9. 

 

 
Figure 9. Search parameter definition 

 
As earlier explained, the search functionality is able to 

sort the results based on their relevancy. Figure 10 represents 
the most highly ranked search results returned by the search 
service. As can be seen, the applied ranking algorithm 
identified the uploaded electronic manual document as the 
second relevant search result for the given search query.  In 
total, the search functionality found 24 results with the 
defined search parameters. 

In the final phase of the use case example, the Content 
Recommendation service is tested by creating a user profile 
and obtaining personalized recommendations. The user 
profile was created with 6 topics of interests of interest from 
a total of 13 topics namely: Point of Intervention, 
Management and Operation, Infrastructure type, Commercial 
Center, Hazard Type and Man Made Hazard. The user then 
marked 10 items of favorite content from a total of 156 items 
in the database. 

 

 
Figure 10. The ranking of search results 

 
These included content such as “Tools of Regional 

Governance” and “Flood management in Linares Town”.  
For the first step in the recommendation algorithm, Jaccard 
index is utilized to compute the degree of similarity between 
the favourite content and profile information of the user 
entered and all the users of the HARMONISE system. In the 
second step, a KNN algorithm is applied to identify the 5 
most similar neighbors. Based on neighbor users, we 
compute for each item not marked as a favorite by the user, a 
predicted rating. This is used to construct an ordered 
recommendation list to the target user, which in this case 
study was a list of 5 recommendations including documents 
based on “Key issues of Urban Resilience”, “Building urban 
resilience Details” and “Resilience: how to build resilience in 
your people and your organization”. 

V. A REVIEW OF EQUIVALENT TOOLS AND APPROACHES 
As earlier discussed, at present there exist no similar 

content management tools that would address the special 
requirements set by the domain of urban resilience. 
However, over the past few years approaches that provide 
equivalent functionalities as the HARMONISE platform and 
the SLH have been delivered by research community. 
Although these tools are designed for different application 
areas, they have many similar end-user requirements and 
technological characteristics. In this chapter a selection of 
these tools are being reviewed and analyzed. 

To start with, [31] introduces a platform for curation 
technologies that is intended to enable human experts to get a 
grasp and understand the contents of large and 
heterogeneous document collections in an efficient way so 
that they can curate, process and further analyze the 
collection according to their sector-specific needs. 
Furthermore, the platform aims at automating such tasks as 
looking for information related to and relevant for the 
domain, learning the key concepts, selecting the most 
relevant parts and preparing the information to be used. As in 
the HARMONISE project, the platform is extended with a 
semantic web-layer that provides linguistic analysis and 
discourse information on top of digital content.   

The target audience of the platform for curation 
technologies is knowledge workers who conduct research in 
specific domains with the goal of, for example, preparing 
museum exhibitions or writing news articles. Currently, the 
focus in the platform is on written documents but in future 
the aim is to improve the platform by improving its abilities 
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to convert non-textual data into text. Similarly as in 
HARMONISE platform, the semantic layer of the platform 
for curation technologies facilitates semantic annotation, 
enables connecting interlinked representation to external 
information sources, implements a semantic triple store and 
provides search functionalities.   

As discussed above, the platform for curation 
technologies provides similar functionalities compared to the 
HARMONISE platform and the SLH. Moreover, the 
platform uses many of the same technologies. However, the 
platform for curation technologies is not as well optimized to 
address the needs of a special domain. For example, it does 
not provide an application area specific taxonomy that is 
often needed for realizing effective domain-specific content 
annotation and categorizing functionalities. Moreover, the 
HARMONISE platform and the semantic layer provide more 
comprehensive support for the management of 
heterogeneous content. However, the abilities of the platform 
for curation technologies to support natural language and 
multilingual text processing are more advanced compared to 
the HARMONISE platform and the SLH.  

A second approach providing similar content 
management functionalities as the HARMONISE platform 
and the SLH is the Ondigita platform [32] that is developed 
for the management and delivery of digital documents to 
students enrolled in bachelor’s courses within the field of 
engineering. The platform implements a cloud-based 
repository to allow educational organizations to create a 
digital collection of their educational materials and enable 
students to store and access these resources in their 
computers, tablets, or mobile phones. Moreover, the 
Ondigita platform supports the managing of heterogeneous 
learning material including books, audio and video, for 
example, and enables students to manually annotate content 
elements by highlighting important text passages and adding 
textual notes. The resulting annotations can be shared with 
others students.  

The main components of the Ondigita platform include a 
course materials repository, an application server and a web 
application to access the content repository. The platform 
also offers adapters that enable integrating the infrastructure 
with such external file hosting services as Dropbox or 
Google Docs. Additionally, a mobile application available 
for Android OS is provided. When comparing to the 
HARMONISE platform and the SLH it can be concluded 
that the search services provided by the Ondigita platform 
are more constricted. Moreover, the Ondigita platform does 
utilize semantic technologies or include any domain specific 
taxonomies or ontologies. Also, the manual annotation of 
content items can be considered as relatively time-
consuming and labour-intensive. However, the Ondigita 
platform offers better support for interoperability with 
widely used file hosting services and allows utilizing its 
services through a mobile application. Both of the 
aforementioned features are currently missing from the 
HARMONISE platform. 

The final approach to be reviewed here is Sentic Album 
[33]. Sentic Album is a content-, concept-, and context-based 
online personal photo management system that exploits both 

data and metadata of online personal pictures to annotate, 
organize, and retrieve them. Sentic Album utilizes a multi-
tier architecture that exploits semantic web techniques to 
process image data and metadata at content, concept, and 
context level, in order to grasp the salient features of online 
personal photos, and hence find intelligent ways of 
annotating, organizing, and retrieving them.  

Similar to the HARMONISE platform and the SLH, 
Sentic Album includes semantic databases, automatic 
annotation features and a search and retrieval module. The 
search functionality provides users an UI that allows them to 
manage, search and retrieve their personal pictures online. 
Moreover, users are able to assign multiple categories to an 
image object, enabling classifications to be ordered in 
multiple ways. This makes it possible to perform searches 
combining a textual approach with a navigational one. The 
combination of key-word based search and content 
classification based search is similar to the search feature 
provided by the SLH. However, in HARMONISE platform 
the classifications are based on pre-defined domain 
knowledge which enables addressing more task specific 
needs and requirements. In general, the main difference 
between Sentic Album and the HARMONISE platform is 
their targeted group of end-users. The HARMONISE 
platform aims at serving a specific group of end-users 
including planners, urban designers and building security 
personnel, whereas Sentic Album is targeted to more 
heterogeneous group of end-users. 

VI. SYSTEM EVALUATION 
In order to test and demonstrate the viability and 

effectiveness of the HARMONISE Platform and the SLH, 
the developed system was applied in five different case study 
contexts under the project activities. The selected case study 
cities are Dublin, Ireland; London, United Kingdom; Genoa, 
Italy; Bilbao, Spain and Vantaa, Finland. Each of these case 
studies incorporates a large scale urban built infrastructure 
project, at different scales and contexts. Moreover, the case 
studies incorporate a combination of urban built 
infrastructure systems at various stages from completed, 
operational projects, to as yet unrealized proposals at design 
and planning stage. 

The actual evaluation process was started by testing the 
platform and the SLH with a range of built environment 
professionals (including architects, urban designers and town 
planners) from the HARMONISE project consortium 
organisations. Subsequently, the developed system was 
demonstrated and assessed in case study specific workshops 
where the platform and the SLH were presented to the key 
stakeholders including various urban resilience professionals 
and policy makers. Moreover, the workshop participants 
were invited to experiment and criticize the system.  

The evaluation process also included creating a set of 
standardised questionnaires. The questionnaires were to be 
used when interacting with the end-users in the case studies. 
The purpose of the questionnaires was to elicit feedback 
from users and associated stakeholders as to the performance 
(actual or intended) of the HARMONISE platform and the 
SLH being tested. Overall, this task aimed to discover ‘what 
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works’ on the ground in practice and learn about the user 
focussed process of implementation (what users want). 

The survey was designed to focus on both the technical 
aspects of the platform as well as on the usability of the 
system. Importantly, the adopted approach incorporated a 
balance between quantitative and qualitative feedback. The 
results from this survey were to be used as feedback to 
designers so that improvements can be made to the platform. 

The actual evaluation was divided into two phases: In 
phase 1 (between March and April 2015) a workshop was 
held in each case study area, led by the Case Study Leads 
(CSL’s). The purpose of these workshops was to present the 
HARMONISE concept and the platform to key stakeholders 
and to gather feedback on the work-in-progress version of 
the platform. Furthermore, the phase 2 (between mid-
October and early December 2015) a second workshop was 
held in each case study area. During these second 
workshops, an improved version of the platform was 
presented to stakeholders.  

For the first testing phase, the created questionnaires 
were circulated to each CSL’s in advance of the case study 
workshops as an online survey link. The survey was 
designed to be self-completed by the end user so each CSL 
then requested that all case study workshop participants 
complete this online questionnaire in their own time 
following the event. The survey was opened for responses 
for a period of one month following the workshop held in the 
case study location.  

However, in some cases more emphasis was placed on 
gathering feedback within the context of the stakeholder 
workshops (rather than using the online questionnaire after 
the workshop). As such, feedback was gathered in two ways:  

-‐ During the stakeholder workshops only – In this 
case, some questions from the online questionnaire 
were used to stimulate discussion among the 
stakeholders. The discussion was then recorded by 
the HARMONISE facilitators in a manner which 
closely matched the format of the questionnaire (to 
ensure that feedback could be analyzed in a 
relatively consistent manner).  

- During the stakeholder workshops and using the 
online questionnaire – In this case, stakeholders 
reported their ‘first thoughts’ during the workshops, 
with some also choosing to report more detailed 
feedback after the event through the use of the 
online questionnaire 

Following the completion of phase 1 of the testing 
process, many CSL’s reported that they had received the 
richest feedback during discussions as part of the workshops, 
with less feedback provided through the online survey. 
Indeed, many CSL’s reported that some stakeholders felt that 
the online survey was too lengthy, a factor which 
discouraged them from inputting feedback in a detailed 
manner.  As a result, the testing approach for the second 
phase of testing was adjusted in two minor ways – 1. The 
questionnaire survey was further edited (with stakeholders 
encouraged to focus on providing qualitative comments) 2. A 
soft copy version of the survey was circulated to each 
workshop participant during the various workshops – with a 

request for them to complete the survey during the 
workshop. 

As discussed above, the evaluation was divided into two 
phases. In both parts questionnaires and end-user discussions 
were used to collect information about the abilities of the 
system to support urban resilience professionals and policy 
makers. The questionnaire included questions, for example, 
about perceived ease-of-use and perceived usefulness of the 
tool. Perceived usefulness that is defined as "the degree to 
which a person believes that using a particular system would 
enhance their job performance" and perceived ease-of-use 
that is defined as "the degree to which a person believes that 
using a particular system would be free from effort" were 
considered as important factors as they can determine 
whether people will accept or reject an emerging information 
technology [34].  

The questionnaire used a five-level grading system where 
“Strongly agree” was the best and “Strongly disagree” the 
worst grade, with “Neither agree nor disagree” being 
average. Figure 11 summarizes the feedback on the platform, 
as gathered during evaluation phase 1. 

 

 
Figure 11. Questionnaire results from the first evaluation stage.  

 
In general, the first evaluation was useful and revealed 

some extremely interesting points about the constructed 
system and enhanced the discovery of which features users 
find useful and easy to use, and which parts of the 
application still need to be improved. As depicted by the 
questionnaire results presented above, the usability and 
graphical user interface of the system was found to require 
improvements. Moreover, it was perceived as difficult to 
navigate through the platform. The search feature was also 
identified as deficient. In general, the first evaluation stage 
indicated that the platform and the SLH still require further 
development to reach its full potential. 

The knowledge and experience gained from the first 
evaluation stage was utilized in the subsequent development 
of the HARMONISE platform and the SLH. The major 
improvements included, for example, re-designing the visual 
appearance, user interface and navigation of the platform. 
Moreover, the metadata management services of the SLH 
were completely redeveloped and optimized to better support 
the requirements set by the search feature. Finally, the 
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utilized search algorithm was improved and integrated with 
the Thematic Framework based content classification 
mechanism.  

The new versions of the HARMONISE platform and the 
SLH were tested in the second evaluation phase. Again, the 
actual testing was carried out in workshop sessions were 
end-users were allowed to test the system and fill in a 
questionnaire. Additionally, verbal feedback was collected 
from the workshop participants. Figure 12 summarizes the 
results from the second evaluation round.  

 

 
 
Figure 12. Questionnaire results from the second evaluation stage.  
 
It should be noted that the chart for testing period 2 is not 

directly comparable with the results of testing period 1 as 
most of the test participants were already somewhat familiar 
with the system in test period 2. Nevertheless, the chart for 
test period 2 provide a useful indication of progress in 
meeting stakeholder expectations of the platform, and in 
addressing some of the stakeholder concerns raised during 
testing stage 1. In more detail, the stakeholder feedback from 
testing stage 2 illustrates far greater user satisfaction with the 
various elements of the platform than was recorded during 
testing stage 1 – shown by the far higher percentage of 
stakeholders who ‘somewhat agreed’ or ‘strongly agreed’ 
with some of the key stated aims for the platform 
functionality.  

VII. CONCLUSION 
In this work, we introduce a content management 

platform for the domain of urban resilience. The platform 
aims at serving as a ‘one-stop-shop’ for resilience 
information and guidance offering a holistic view to urban 
resilience. Furthermore, the platform contains information 
and tools specifically designed to aid decision makers in 
enhancing the resilience of large scale urban built 
infrastructure. 

 The developed content management platform is 
extended with an additional information processing layer that 
utilizes semantic technologies to manage an extensive set of 
heterogeneous material that comes in different forms 
including tools, design guidance documentation and 

specifications. Moreover, the developed semantic layer 
enables the creation of machine-understandable and 
machine-process able descriptions of content items. This has 
resulted in an improved shared understanding of information 
elements and interoperability.  

With the effective utilization of Linked Data based 
analysis tools and domain specific content annotation 
mechanisms, the semantic layer offers task specific and 
personalized content management support for end-users. The 
enhanced intelligence has provided better understanding of 
urban resilience content, linkages between unstructured 
information and tools, and more sophisticated answers to 
users’ various needs. Furthermore, the recommendation 
service provides the functionality to predict relevant content 
to the user of the system using our collaborative filtering 
approach. This approach is able to avail of the rich user data 
available in terms of profile information and also content 
preference information resulting in a set of recommendations 
tailored to individual users.  

The developed HARMONISE platform and the SLH 
have been tested by HARMONISE project partners and other 
invited domain specialists. Additionally, several case study 
stakeholders have evaluated the system in terms of usability, 
perceived usefulness and the relevancy of received search 
and recommendation results. The performed evaluations 
have provided valuable information about the deficiencies 
and strengths of the HARMONISE platform and SLH. 

The future work includes further refining the 
HARMONISE platform and the SLH on the basis of the 
feedback received from the evaluation process. Additionally, 
the graphical appearance of the platform’s user interface as 
well as the usability of individual components will be 
improved. 
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Abstract—  This paper presents a case study of four software
companies in Denmark developing self-service applications for
the same self-service area. This study outlines the process of
how  the  four  companies  developed  their  self-service
applications and a usability study of the completed software
solutions.  In  this  study,  we  have analysed the customer and
end-user involvement and compared these results to the results
of the usability evaluations. The main findings show that the
usability varied in the four cases, and the ones who had the
most  customer  involvement  from  case  workers  showed  the
highest  number  of  usability  problems  in  the  self-service
solutions for the citizens.  We discuss the user-centred design
approaches used, the drawbacks and benefits of customer and
user  involvement,  and  case  workers  acting  as  citizen
representation during the development process of the software.

Keywords-Case  Study;  Self-Service  Applications;  Usability;
Development  Process;  User-Centred  Design;  Software
Development

I.  INTRODUCTION 

This paper is an extended version of the paper “A case
study of four IT companies developing usable public self-
service solutions” [1]. 

European countries are currently developing digital self-
service solutions for their citizens.  These efforts are being
launched  to  improve  citizens'  self-services  and  to  reduce
costs  [2].  Though  public  self-services  have  been  on  the
agenda in many countries for years, getting the end-users to
use these applications is not easily achieved. For citizens to
accept public digital services and websites, these sites need
to have a high degree of usability for the citizens to accept
the public digital services and websites [3]. Wangpipatwong
et  al.  found  that  public  digital  websites  in  Thailand  lack
usability due to poor design and they recommend focusing
more on the needs of the citizens to ensure that they will use
these websites continuously [4]. 

The  Digital  Economy  and  Society  Index  (DESI)
describes the level of digitalisation of the countries in EU
[2].  The  digitalisation  level  is  measured  in  five  areas,
connectivity, human capital, use of the Internet, integration
of digital technology, and digital public services, respectively
[2]. The level of digitalisation varies in the countries in EU,
from  Romania,  Bulgaria  and  Greece  at  the  bottom  to
Sweden, Finland, and Denmark at the top [2]. Denmark is
one of the top 3 countries in regards to all digitalisation areas

in EU and is one of the leading countries in the world in
regards to the level of digitalisation [2]. 

Denmark has a population of 5.6 million people and is
divided into 98 municipalities as a single point of contact for
citizens  in  regards  to  the  public  sector  [5].  In  2012,  a
digitalisation process was launched with the goal that by the
end of 2015, 80% of all communication between citizens and
the  municipalities  should  be  conducted  digitally.  This
digitalisation  also  included  digital  public  self-service
applications [6]. 

Until  2012,  a  contract  based  approach  was  used  for
developing  digital  public  services,  where  the  software
companies competed by bidding. As of 2012, the software
companies no longer had to put in a bid. Instead, they have
to  compete  with  other  companies  about  selling their  self-
service applications to the municipalities. For the individual
municipalities,  it  means  that  they  can  choose  between
competing designs for each digitalisation area for the citizen
self-service applications.

To support the Danish initiative, the joint IT organisation
of the municipalities in Denmark developed two set of user
centred guidance materials in 2012, to help the self-service
providers  in  developing  user-friendly  self-service
applications for the citizens [7]. Similar initiatives have been
taken  in  other  countries  like  the  United  States,  United
Kingdom, and South Africa [8] [9] [10].

Development of self-service applications for all citizens
involves a broad array of  different  stakeholders,  including
citizens,  public  institutions such as  municipalities,  support
organisations  like  the  joint  IT  organisation  of  the
municipalities,  IT companies  that  produce  the applications
and third party purveyors that the public institutions use to
provide services  to  the  citizens.  In  Denmark,  the joint  IT
organisation of the municipalities has created guidelines to
ensure  that  public  digital  self-service  applications  and
websites are usable for all citizens [6]. 

From the self-service providers' point of view, focus on
usability will increase the price of the product, making the
developed solution harder to sell [11]. But studies show that
the quality of the software and the cost are complementary,
e.g., [12] [13]. To get public self-service providers to focus
on usability, it has to be made a requirement. Both Jokela et
al.  [14]  and  Mastrangelo  [15]  describe  the  importance  of
usability  being  specified  in  the  requirements  specification
document. Mastrangelo describes that public administration
needs guidelines and guidance to get usability placed in the
requirements to get the intended impact [15]. 
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Jokela  et  al.  found that  to  acquire  usable  digital  self-
service solutions the specified usability requirements have to
be performance-based, as only these types of requirements
would  be  verifiable,  valid  and  comprehensive  [11].
Additionally,  the  usability  of  digital  self-service  solutions
should  be  validated  before  the  solutions  are  sold  to  the
municipalities [11]. 

According  to  Tarkkanen  et  al.,  formal  and  detailed
criteria  for  validation will  cause  usability workarounds  by
the  self-service  providers  as  they  will  focus  only  on  the
verification of their applications in regards to what is stated
in the usability requirements, instead of focusing on getting
the usability  of  the digital  self-service  solutions optimised
and, finding and fixing usability issues [16]. 

In  this  study, we  have  focused  on  analysing  the
development  of  public  self-service  applications,  based  on
analysing each case based on the following four themes

 the development process used
 the customer involvement (case workers)
 the end-user focus (citizens)
 the characteristics of the products developed

These  four  themes  were  found  by  conducting  a
descriptive  coding  on  all  collected  data  as  proposed  by
Saldana [17]. 

Additionally, we have analysed the number of usability
problems  found  in  each  of  the  self-service  solutions  and
compared it to the findings related to the four themes stated
above. 

In this paper, we have focused on analysing the customer
and  user  involvement  during  the  software  development
process. We discuss the user-centred design approaches used,
the  drawbacks  and  benefits  of  customer  and  user
involvement  found  in  these  four  cases,  and  describe  the
quality of each of the four self-service applications based on
the analysis and the conducted usability evaluation. 

 Section  II  describes  the  background  of  this  study.
Section III presents the method of this case study. Section IV
presents the results. Section V provides the discussion and
finally, Section VI presents the conclusion. 

II. BACKGROUND

In  opposition  to  the  traditional  development  process
based on a set of requirements and a fixed contract the joint
IT organisation of the municipalities in Denmark decided on
a new approach in 2012. According to the project manager at
the joint IT organisation of the municipalities,  the goal of
conducting this change was to ensure that the developed self-
service applications had a high degree of usability and that
all relevant stakeholders were involved in the development
process. The first wave was deployed in December 2012 and
the last  wave in 2015.  Each wave released  a new set  of
digital self-service applications. Table I shows the plan for
the deployment of the four waves. 

This study was conducted in 2013-14 mainly focusing on
the development of one application for the second wave. 

Since  2012  approximately  30  different  public  self-
service  application  areas  have  been  made  mandatory  for
citizens to use. Across these self-service areas, around 100

different  self-service  applications  have  been  sold  to  the
municipalities from more than twenty self-service providers
[18].

Table I. Plan for deployment of self-service applications [18]

Public self-service applications area

Wave 1
2012

- Address change
- National health service medical card
- European health insurance card
- Daycare 
- After school care 
- School registration

Wave 2
2013

- Aid for burial
- Free day care
- Assistive technologies for handicapped or elderly 
- Exit visa
- Unlisted name or address
- Reporting of rats
- Loan for real estate tax
- Letting out facilities 
- Changing medical practitioner
- Marriage certificate
- Passport
- Drivers license

Wave 3
2014

- Garbage handling for citizens
- Garbage handling for organisations
- Construction work
- Building permission
- Loan for deposit
- Registration in CPR
- Services in roads and traffic areas
- Notification of digging or work on pipelines
- Certificates for Lodging
- Parking permits

Wave 4
2015

- Personal supplement
- Sickness benefits
- Sickness supplement
- Extended sickness supplement

The municipalities' joint IT organisation developed two
sets  of  guidance  materials  supporting  a  user-centred
approach  in  the  development  of  public  self-service
applications  [19]  [21].  A User  Journey  and  a  set  of  24
Usability Criteria, respectively. 

The user journeys can be described as a person in a use
situation  described  in  a  scenario  [20]  using  graphical
illustrations.  An illustration showing six pictures from one
user journey is presented in Figure 1. The usability criteria
are a set of guidelines listing requirements for all developed
self-service  applications.  An  overview  of  the  usability
criteria  for  the  development  of  public  self-service
applications can be seen in Table II.
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Figure 1. Six pictures from one user journey [19]

Table II. 24 usability criteria [21]
Language and text

1 Texts should be short and precise without containing legalised or technical 
terms

2 Text should be action-oriented and guide the citizens to fill out the form

3 Citizens should be informed of which information will be needed, before 
filling out the form

4 Citizens can access additional information if needed when filling out the 
form

5 If an error is made it should be made very clear to the citizens what they did 
wrong

6 Error messages should be in Danish
Progress and flow

7 The form should be organised in logical steps 

8 Before filling out the form, the extent of the form should be clear to the 
citizens

9 When filling out the form, the citizen knows the progress made and how 
many steps are left

10 A receipt should be made after finishing filling out the form

11 The receipt should also be sent by email to the citizens

12 After submitting the form, the next steps should be clear to the citizen 
Data and information

13 If login is required, NemLogin (National Danish Identity Service) should be 
used

14 Existing data should be reused as much as possible; citizens should not 
provide the same information more than once

15 A summary is shown before submitting the form

16 Submitting a form should only be possible if all required information is 
provided

17 The solution should validate the information provided by the citizens when 
possible 

18 The solution should adapt questions to prior answers given, when possible 
Design and accessibility

19 It should be made clear to the citizens when are beginning to fill out a form

20 There should be a clear distinction between buttons like yes/no, 
forward/backwards, and the positioning should be continuous through the 
form

21 The authority behind the form should be clear

22 Navigating in the form should be possible both using mouse and keyboard

23 The form should be filled out by citizens who does not possess a high degree
of IT skills 

24 The solution meet relevant accessibility criteria for self-service solutions

The overall purpose of these materials was to provide the
IT self-service providers with tools to keep a focus on the
citizens and their needs to ensure that  the developed self-
service applications were usable for all citizens. The joint IT
organisation of the municipalities functioned in a supporting
role  during  the  development  process.  All  interested  IT
companies could decide which specific services they wanted
to develop. The services were developed and made available
for  all  of  the  98  municipalities  in  Denmark.  The
municipalities buy individual solutions and are not bound by
one self-service provider but can choose freely between all
developed solutions in each area.  

III. METHOD

We have conducted an empirical study of four competing
IT development companies implementing usable digital self-
service solutions for the same application area. Next, the four
cases are presented, and the data collection and analysis are
described in more detail.

A. The Cases

Below, the four companies are described. The companies
have  developed  similar  solutions  and  are  competitors
regarding  the  98  municipalities  in  Denmark  who  are  the
potential  customers.  The  SME  scale  (small  and  medium
scale enterprise) [22] has been used to categorise the size of
the four companies involved in this case study, in regards to
the number of employees and turnover.  The SME scale is
shown in Table III.

Table III. SME Scale [22]

The four companies were chosen because they were the
only  companies  developing  applications  for  this  particular
self-service  area,  and  the  companies  and  their  developed
self-service solutions were different in terms of maturity of
the  company  and  if  the  company  was  developing  a  new
solution  or  was  optimising  an  existing  solution.  The
applications  for  this  self-service  area  had  some degree  of
complexity, and the self-service area would be relevant to all
types of citizens, though mainly older citizens. Next, the four
companies are categorised. 

Case A is a micro/small company in regards to the SME
scale  and  the  turnover  and  number  of  employees.  The
company has not previously developed other public digital
self-service solutions, so it is categorised as immature. Their
digital  self-service  solution  is  categorised  as  new  for  the
same reason. This company is an independent consulting and
software company. 

Case B is a large company in regards to the SME scale.
The company is categorised as mature in regards to digital
self-service  solutions  in  general  as  they  have  developed
several public digital self-service solutions previously. This
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self-service  solution  is  categorised  as  new,  though  they
already  have  an  existing  solution,  as  they  redid  both  the
analysis and design phase, before developing this solution.
This  company  has  departments  all  over  Scandinavia  and
creates  and  sells  software  solutions  to  several  different
markets.

Case  C  is  a  large  company  on  the  SME  scale.  The
company  is  described  as  both  immature  and  mature  in
regards  to  digital  self-service  solutions,  as  they  are
experienced  in  regards  to  developing  self-service
applications.  This  area  of  application  is  relatively  new to
them, though having an existing solution in this self-service
area.  This  company has  departments  all  over  Scandinavia
and creates and sells software solutions to different markets.
Case D is a large company on the SME scale. The company
is  described  as  mature  in  regards  to  digital  self-service
solutions and has developed digital self-service applications
for years. For this self-service area, their self-service solution
is an optimisation of an existing self-service application. This
company  is  an  independent  consulting  and  software
company. Table IV shows the placement of the four cases in
regards to maturity and if the digital self-service solution was
new or an optimisation of an existing solution. 

Table IV. Categorisation of the four companies and self-solutions in
regards to maturity of the company and if the self-service solution is new or

an optimisation

We have defined the organisation's maturity according to
their  experience  developing  self-service  applications  in
general. We defined the self-service application as new if the
organisation had no existing self-service solution in this area
or had an existing solution,  but  the problem area  was re-
analysed before redesigning the system. Otherwise, the self-
service solution was defined as an optimisation of an existing
self-service application. 

The data used for this categorisation was collected from
each of the companies by the conducted interviews described
in the following section. 

B. Data Collection

This section describes the process of the data collection.
The first sub-section describes how we collected the data that
was analysed to determine the scope of this study in regards
to which self-service area to focus on, and which companies
it would be relevant to include in the study. The second sub-
section describes the data collection for this study, which is
the results documented in this paper. 

1) Exploratory Preparation
All  data  was  gathered  over  a  period  of  one  year.

Qualitative interviews were conducted by phone with project
managers  from  11  of  12  identified  digital  self-service
providers  for  all  self-service  providers  identified  for  the

second wave at this time. The primary objective was to learn
how  self-service  providers  were  accepting  and  using  the
user-centred  materials  and  learn  about  each  company  and
their  development  approach  [23].  Additional  data  was
gathered on how the user-centred requirements were used,
and  how existing  requirements  were  redesigned  [24].  All
interviews were transcribed and analysed by coding, using
Dedoose [25]. 

This analysis leads to narrowing the focus on one public
self-service area with four identified self-service providers.  

2) Gathering the Data
For this case study, we had one half-day meeting with

each of the four companies. The people present at the first
meeting  had  the  following  job  titles;  for  case  A;  CEO,
Project Manager, and Usability Expert. For case B; Product
Owner.  For  case  C,  Business  Developer  and,  Senior
Manager. For case D; Chief Consultant and, Chief Product
Owner. The agenda for these meetings was an introduction to
this  study  including  a  discussion  of  their  gain  of
participating,  as  we  offered  inputs  on  their  self-service
solution and conducting a usability evaluation at the end of
the process. The results of these activities would be usable to
improve the four companies self-service applications. 

Before the meetings, we had identified the roles of the
people we would like to interview, as these functions were
named differently in each company and some people would
have more than one of these roles. The identified roles were
the following; project manager, developer, interface designer,
and  the  person  responsible  for  the  user  experience  and
usability of the public self-service application. These roles
were  chosen  to  ensure  to  get  different  views  of  the
development process and end-product, in relation to the user
focus and involvement. 

After the introduction the interviewee presented his/her
company  overall  and,  more  specifically,  how  the
practitioners  were  developing  this  chosen  self-service
application,  including  describing  the  development  process
and  method,  collaboration  with  stakeholders  and  end-user
involvement.  The  product  owner  or  project  manager  also
gave a  demonstration  of  the  self-service  application in  its
current  state  and handed over relevant  internal  documents
describing  their  development  process  and  showing design
documents.  Lastly,  it  was  discussed  which  people  they
suggested for further interviews in the next part of our study
to ensure we would cover all perspectives. At the meetings,
we conducted a list of people covering the following roles
previously described. We interviewed 14 people distributed
across the four companies. 

The purpose of the interviews was to determine current
practice at each of the four companies in regards to customer
and citizen involvement, and how the end-users were taken
into  consideration  during  the  design  and  development
process.  We found that  interviewing people with different
roles and responsibilities would provide us with more data
on different perspectives and areas of expertise inside each
company. All interviews were conducted as semi-structured
qualitative  interviews  as  described  by  Kvale  [26].  The
interviews  were  conducted  by  phone  and  transcribed
afterwards. 
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Table  V shows  the  number  of  people  involved  in  this
study, from each of the four companies. 

Table V. Number of participants from each company in each phase

The number of participants from each company is shown
for all phases of this study.  The number in () represents new
people, who were not part of the previous step, e.g., case D
had two people present at the preparation meeting, and five
employees  were  interviewed.  Of  these  five  people,  three
were not present at the preparation meeting. At the workshop
with case D, two people were present, of these two, one had
not  been  present  at  the  preparation  meeting  and  was  not
interviewed. 

Table VI. Shows the data collection process of the exploratory preparation 
and for this study

The workshops were used to discuss the results from the
interviews in regards to their user-centred approach and how
the user-centred materials developed materials from the joint
IT organisation of the municipalities were used during the
development  process,  and  to  clarify  our  results  from  the
interviews and preparation meetings. 

3) Usability Evaluation of Products
To evaluate if the development process had resulted in

usable self-service applications for the citizens, a usability
evaluation  of  these  four  self-service  solutions  was
conducted. This evaluation was conducted as a think-aloud
usability evaluation in a usability laboratory, with eight test
persons.  For the evaluations,  all  test  persons received the
same instructions explaining what  they were meant  to  do
during the evaluation, e.g., conduct a set of tasks and think
aloud during  the  evaluation.  All  participants  received  the
same tasks,  and evaluated all  four systems,  but evaluated
them in a different order to even out any bias.

The test persons were chosen to represent a user segment
as large as possible. Our test persons ranged in age and had
different educational backgrounds. The test persons varied
in skill level and experience with computers, though all use
the  Internet  on  a  regular  basis.  Most  test  persons  had
experience with other  public  digital  self-service areas  but

not this specific area. An overview of the test persons can be
found in Table VII. 

All test persons received a small gift after participating in
the evaluation. After conducting the evaluations, the data was
analysed  using  the  method  Instant  Data  Analysis,  as  this
method  is  also  used  på  practitioners  (IDA)  [27].  The
usability  problems  were  categorised  after  the  criteria
described  in  Table  8.  The  problems  were  categorised  in
regards  to  levels  of  confusion  and  frustration  of  the
participants, and whether they were able to fill out the forms
correctly.  These criteria and categorisations were described
further by Skov and Stage [28]. 

Table VII.    Overview of the demography of the test persons

Test
person

Gender Age Education Experience with
public services

TP1 F 44 High school degree
(early retirement 
because of health 
issues)

Yes, also for this 
application type, and 
done digitally

TP2 F 31 PhD-student in
Social science

Yes, for other service 
areas, and done digitally

TP3 M 52 Accountant Yes, for other service 
areas, and done digitally

TP4 F 64 Retired school 
teacher

Yes, for other service 
areas, but not digitally

TP5 F 66 Technical Assistant Yes, also for this service
area, and done digitally

TP6 M 30 Msc. Engineering Yes, for other service 
areas, and done digitally

TP7 M 65 Retired computer 
assistant

Yes, for other service 
areas, and done digitally

TP8 M 22 Bachelor student in 
computer science

No experience

Table VIII.  Defining the Severity of the Usability Problems in the Digital
Self-Service Solutions [28]

Slowed 
down

Understanding Frustration or 
confusion

Test monitor

Critical Hindered 
in solving 
the task

Does not 
understand how 
the information 
in the system 
can be used for 
solving the task

Extensive level
of frustration or
confusion – can
lead to a full 
stop

Receives 
substantial 
assistance, 
could not have 
solved the task 
without it

Serious Delayed 
in solving 
the task

Does not 
understand how 
a specific 
functionality 
operates or is 
activated

Is clearly 
annoyed by 
something that 
cannot be done 
or remembered 
or something 
illogical that 
one must do

Receives a hint,
and can solve 
the task 
afterwards

Cosmetic Delayed 
slightly in 
solving 
the task

Do actions 
without being 
able to explain 
why (you just 
have to do it)

Only small 
signs of 
frustration or 
confusion

Is asked a 
question that 
makes him 
come up with 
the solution
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C. Data Analysis

The  data  was  analysed  with  regard  to  the  different
perspectives of each interviewee and their job function to get
an idea of what each company did during the development
process. 

The aim of these activities was to study the development
process  of the four companies  developing the digital  self-
service solutions in this specific self-service area, into more
detail. The cases were analysed exploratively.

We completed a content analysis of relevant documents
from the companies. Both, interviews and documents were
analysed using descriptive coding [17], and Dedoose [25] as
a  tool.   All  coding  was  conducted  by one  researcher  and
categories were discussed and verified by another researcher.

IV. RESULTS

In this section, we present our results. Our findings are
divided into four subsections for each case, focusing on the
development process, customer involvement, end-user focus
and the final product, then the results are compared between
the four cases for each focus area.  All results are reported
from the perspectives of the companies and their interviewed
employees and the documents we got from them.   

A. Case A 

1) Development Process
Company  A  uses  an  agile  development  method  and

primarily in accordance with Scrum [29]. They describe their
development process as flexible. “Our development method
is agile, primarily Scrum. We use a pragmatic approach and
a flexible model, meaning we can add features quite late in
the  process.”  They  describe  choosing  this  approach  as  it
makes the development  process  easier  and more dynamic,
also,  needing  fewer  people  working  on each  project,  e.g.,
they  primarily  have  a  project  manager  involved  in  the
development  process,  who  is  also  the  designer  and  the
developer.  This  is  doable  because  they can  make changes
quite late in the process and they feel that correcting errors
are not a big deal. “We are not afraid of making mistakes; we
don't  have  a  great  need  to  get  everything  right  the  first
time”. One municipality was involved giving the company a
greater understanding of the entire field of application.

2) Customer Involvement
The  company  collaborated  with  one  municipality  as  a

customer and stakeholder. It was insisted that the involved
personnel should be case workers who understood their own
and the citizens'  needs and not necessarily people with IT
skills. From the case workers,  they have learned about the
field  of  application.  “We  held  a  new  workshop  with  the
municipality every couple of weeks; here we created mock-
ups  that  we  used  to  design  a  new  prototype,  which  was
evaluated and redesigned at the next workshop, [...] until we
were satisfied with the final  prototype”.  The Interviewees
were confident that they had developed a solution that lives
up to the wishes and needs of their on-site customer but is
less  confident  that  their  solution  is  covering  the  needs  of
other municipalities. “We have discussed if we should have
created  a  standardised  solution  covering  the  needs  of  as

many  municipalities  as  possible.”  It  was  described  as  a
problem  as  they  were  not  aware  of  the  fact  that  the
interpretations  of  legislation  are  not  the  same  in  all
municipalities. 

3) End-User Focus
The citizens are not involved in the development process,

but the company describes taking them into consideration by
ensuring that the procedures for sending an application are as
simple  as  possible.  “We  have  created  the  solution  so  it
should be understandable for all types of people. We have a
good feeling here and our self-service application have been
verified several times (by case workers)”. They have built an
application that in the simple cases can send a decision back
to the applicant right away without a case worker having to
go  through  the  application  first.  One  interviewee  also
described that their primary focus is on the customer and not
the  citizens.  “We  have  been  focusing  on  the  customers'
needs and work procedures; it has been important for us to
understand  what  they  wanted  the  citizens  to  do”.  This
perspective  was chosen  because  the municipalities  are the
paying customers and not the citizens. 

4) Products
It was perceived as a strength that they have developed a

“whole solution” covering both the necessities for the case
workers and the citizens. “Our solution has a good flow for
the citizens with understandable  screen  displays.  It  is  not
heavy on wording, and we only ask for information that is
relevant for the municipalities to keep things as simple as
possible.”

The company also identified some weaknesses in regards
to their digital self-service application. They described that
the fact  that  they only collaborated with one municipality
might have been an issue, although they did not see it as a
real option for them to have involved 3-5 municipalities in
the development process. The company also recognises that
there  might  be  usability  issues  in  the  digital  self-service
application but argues that this is substantiated in what the
municipalities are willing to pay for. “Reality is just different
than theory. If you want to pay for it, you can get the great
solutions  focused  on  usability,  but  that  is  not  what  the
municipalities want to pay for”.  One interviewee described
that if the customers do not care about usability they will not
focus on that either.  

B. Case B

1) Development Process
Company  B  uses  Scrum  [29]  as  their  development

method,  and  they  use  an  adjusted  version  of  the  project
management method PRINCE2 [30]. 

One  interviewee  described  that  the  company  develops
one solution to fit all municipalities.  “Our aim is to make
one solution to fit all,  [...] We only create products were we
keep the property rights [...], so we can sell the same product
to several  customers”.  All  digital  self-service  applications
are  built  in  a  module-based  platform.  This  approach  is
chosen to give a certain amount of flexibility in regards to
changing the design during the development process or when
the  system  is  tested  by  municipalities.  Municipalities  are
involved early in the process.
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2) Customer Involvement
The primary focus of the digital self-service application is

on the back-end of the system, and to ease the workload of
the  case  workers.  “Our  primary  focus  is  to  simplify  the
working  procedures  for  the  case  workers.  Otherwise,  this
would  never  be  a priority  for  the  municipalities”. Before
developing  this  solution,  the  company  hosted  workshops
with five municipalities that are already customers, with the
purpose  of  analysing  the  working  procedures,  used  for
creating a specification of requirements and a business case.
“On  the  first  workshop  we  are  not  presenting  anything,
typically we say – we don't know anything, tell us about your
work […] we use these workshops to learn how we digitally
can support the digital workflow.” This information is used
in  the  development  phase,  where  the  first  iteration  is
developed,  and  a  prototype  is  created.  The prototype  was
presented  at  the  next  workshop to case  workers  from the
municipalities  involved  in  the  development  process.  The
prototype shows the mapping when a citizen fills in a form
and until it lands with the case worker. One interviewee also
described  sending  emails  to  all  municipalities  that  are
existing  customers,  asking  the  case  workers  to  answer
questions in regards to their workflow. 

3) End-User Focus
The  company  does  not  involve  citizens  in  the

development  process,  but  two  interviewees  described
involving  the  municipalities  and  case  workers  as  a
representation  of  the  citizens'  needs.  “The  municipalities
give us feedback in regards to what is not working for the
citizens,  e.g.,  parts  of  the  application  that  citizens
consistently fill out wrong”. Though the focus is not directly
on  the  citizens,  it  was  stated  by  one  interviewee  that  an
optimisation of the back-end also brings value to the citizens
as  this  will  give  a  better  flow with  the  handling  of  their
applications. It  was stated that focusing on accessibility of
the system is more important than focusing on usability for
the citizens. 

Two  interviewees  did  describe  testing  the  application
with  users  before  launching  the  digital  self-service
application.  “We have  some pilot  municipalities  […] they
are  part  of  a  test  phase  where  we  assemble  data  for
statistics”.  For  the  municipalities  and  case  workers,  the
focus is on improving the efficiency of the workflows. 

4) Products
The company perceives  it  as a strength of  their digital

self-service application that different kinds of professionals
were involved in the development process. It was stated that
the role of the product owner creates more value as he or she
also  has  to  ensure  that  the  digital  self-service  application
follows the legislations even if it changes. Two interviewees
showed confidence  in  that  they  were  ensuring  to  develop
usable and intuitive digital self-service applications.

Late changes are described as being possible because the
application  is  built  in  modules  making  changes  less
expensive. A perceived weakness is creating one solution to
fit all needs. This approach was chosen as updating or testing
would be too expensive if municipalities wanted something
changed. 

C. Case C

1) Development Process
Company C uses its own process, which is not a name

given development method. “We use our own method which
is built on several different methods. It also varies if we work
agile, it depends on the project and the customers and if they
wish  to  be  and  have  the  skills  to  be  involved  in  the
development  process.  In  regards  to  the public  self-service
solutions, we are not working agile”. The digital self-service
applications are developed by the company without text and
descriptions  in  the  form  the  citizens  are  filling  in.  The
municipalities  have  to  write  that  information  themselves.
This approach was chosen to give the case workers at the
municipalities the flexibility to get the information they think
they  need  in  a  digital  self-service  application  from  their
citizens  and  to  be  able  to  sell  the  same  solution  to  all
municipalities.  The  thought  behind  this  is  that  all
municipalities  have  different  needs.“There  is  a  great
difference  between  designing  a  solution  for  a  large
municipality or if  it  is a very small  one. There is a great
difference  in  usage  and  working  procedures”.  One
interviewee described that providing each municipality with
the flexibility for adjusting as a key element in regards to the
digital self-service applications they are developing.

2) Customer Involvement
The focus of the company is creating a solution that all

municipalities can use. “It makes a very big difference if you
are designing something for a large or small municipality.
There is a very big difference in relation to how things are
done or used.”  One interviewee described  developing an
application that fits all types of municipalities, by developing
a blank form that the municipalities can set up as they wish
to  get  the  citizens'  to  provide  the  information  that  each
municipality  finds  important.  This  also  means  that  each
municipality  buying this  solution has  to  write  all  the  text
going into this digital self-service application. 

Case workers  at  the municipalities  are involved in the
development  process  by  a  forum  for  the  exchange  of
experience that the company is hosting for the municipalities
that  are  existing  customers.  These  workshops  are  hosted
several times a year. “In regards to this specific solution we
already have a solution that the citizens can access to fill out
other  applications  or  to  get  an  overview  of  their  own
records, so this new application will be developed to be part
of  this  existing  system.”  Existing  customers  have  been
involved through these previously held workshops, but  no
customers are directly involved in the development of this
digital self-service application. 

3) End-User Focus
The  company  does  not  involve  citizens  in  the

development process. Two interviewees described creating a
system that the municipalities can change to fit their needs.
“We  have  structured  it  so  the  municipalities  can  make
adjustments  where  and  if  they  see  fit,  e.g.,  in  regards  to
rewriting  phrasings  or  functions  that  can  be  added  or
removed”.  The  municipalities  and  case  workers  were
involved  before  the  design  and  development  phase.  The
design  and  workflow  were  designed  at  workshops  held
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before  the redesign  of  this  digital  self-service  application.
The  company  focuses  on  usability  by  having  usability
specialists hired.

4) Products
It is perceived as a strength of their digital self-service

application that  they have developed a solution where the
citizens can do everything in one place.  “The citizens never
leave their medical file when they need to fill  in the self-
service application”. Two interviewees also perceive it as a
strength that they have tried to cover all aspects of the needs
that both citizens and case workers have. 
A perceived weakness is that an interviewee feels they might
not have spent enough time on usability when developing the
digital  self-service  application  for  the  citizens.  “The  self-
service application might be kind of crude. People need to
have prior knowledge to be able to use it.” The interviewees
also raised a concern about if less IT skilled citizens would
be able to fill out the application. 

D. Case D

1) Development Process
Company D use a staged development method but have

implemented some agile techniques in the past years. They
described  involving customers  as  much as  possible in  the
development  process.  “We  use  agile  processes  evolving
around the customers. If we involve customers earlier in the
process,  we  will  learn  earlier  if  there  are  processes  we
haven't understood”.  One interviewee did describe that this
approach has been implemented in recent years and that the
company  earlier  had  the  philosophy  that  they  were  the
experts and not the customers. 

The  company  have  a  department  of  User  Experience
Designers  who  are  involved  in  designing  and  testing  the
front-end of the systems. Though they are isolated from the
development teams and are mainly involved at the end of the
development  process  by  conducting  summative  usability
evaluations. 

The municipalities are involved several times during the
development  process,  by  conducting  online  meetings
discussing prototypes. Two interviewees find this valuable as
the company are developing one solution to fit all. The data
collected  from  involving  the  municipalities  are  used  for
creating  user-stories.  “We  always  start  by  creating  user-
stories.  [...]  The user-stories  are  primarily  used when the
system has been developed”.  The company described using
the user-stories to check if the developed system lives up to
the needs specified in the user-stories.  

2) Customer Involvement
The primary focus of this company is on the back-end of

the  digital  self-service  application.  The  company  has
involved  municipalities  by  conducting  a  workshop  with
people  from  municipalities  who  are  already  customers.
Representatives from six municipalities participated as on-
site  customers.  The  company  hosted  a  workshop to  learn
about the number of applications and generating of ideas. At
the end of this workshop, a specification of requirements was
generated. 

The case workers from the municipalities were involved
several  times  during  the  development  process  but  mainly

through online meetings or email. This approach was chosen
as a consideration for the employees. “Every time we have to
pull the employees away from doing their regular job in the
municipalities  [...]  Online  meetings  still  gives  them  the
ability to provide inputs. [...] Whenever we have a question
we send an email asking if we are doing the right thing.”
One  interviewee  described  that  involving  the  customers
during the development process is a relatively new procedure
and that they now see this as best practice as it means they
can do changes during the development process as changes
late in the process are expensive and complicated. 

3) End-User Focus
For  this  digital  self-service  solution,  two  interviewees

described  focusing  on  the  citizens'  needs  and  their  flow
through  the  application.  “We  know  that  this  system  is
developed  mainly  for  senior  citizens,  meaning  that  this
system needs to be as simple as possible. This includes that
all  descriptions  and  wordings  need  to  be  easily
understandable”.  One interviewee described that there had
been a discussion about if they spent too much time on the
citizen  angle.  “The  end-user  is  not  the  one  buying  our
product, it is the municipalities, [...] what matters is if they
think  our  self-service  solution  is  good”.  The  digital  self-
service  application  is  described  as  being  part  of  a  larger
health care system, where citizens will have access to, e.g.,
former  applications  and  the  municipality  will  have
everything in regards to one citizen in one record. For this
digital self-service application, senior citizens without much
experience with computers, have been involved in filling out
a  digital  self-service  application.  In  regards  to  the  case
workers and municipalities, they described focusing on full
automatic digital self-service applications when possible.

4) Products
It  was described  as  a  perceived  strength that  they had

integrated this application in their general healthcare record
solution. “The  citizens  can  see  the  full  catalogue  of  the
services the municipality offers and, after they have applied
for something once, it is possible to make a reorder without
starting  over  with  the  application.”  One  interviewee
described that they have simplified processes that otherwise
might be difficult for less IT skilled citizens. For the case
workers the solution is perceived as a strength in regards to,
when  an  application  ends  up  with  the  case  worker,  the
system has already validated that the citizens are entitled to
what they have applied for. 

It is perceived as both a strength and weakness that they
always make applications that follow the legislation though
some  municipalities  might  have  other  requests.  It  is
perceived as a weakness that they have been bound by an
existing  design  on  the  general  healthcare  record  solution.
They feel this application might lack usability and that some
written information might be too small for the application. 

E. Summary of Results

1) Development Process
Case A and B describes using a module-based platform as

this  provides  flexibility  to  make changes,  also  late  in  the
development process. Case D tries to avoid late changes by
involving the customers early in the process. The cases A, B,
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and D finds customer involvement to be a key element. Case
C  only  work  agile  and  involve  customers  if  they  find  it
relevant. Case B, C, and D describe making one solution to
fit all municipalities, though case C describes developing a
solution that is flexible so the municipalities can set it up as
they  wish,  in  regards  to  getting  the  information  each
municipality needs from the citizens.

2) Customer Involvement
Cases A, B and D asked on-site customers to participate

during both design and development process. Cases A and B
held continuously design workshops, where case D held one
at the beginning and later primarily had remote access to the
involved municipalities.  Case C gathered information from
workshops  before  the  design  phase  but  had  no  customer
involvement  besides  that.  Cases B and D stated  that  they
mainly focused on the back-end of the system to be used by
the case workers. Cases B, C, and D all stated that they were
aware  of that  the municipalities have different  needs as it
depends  on  the  size  of  the  municipality  and  their
interpretation  of  legislation.  Case A described  that  they
learned  eventually  that  the  municipalities  have  different
needs, though learning this quite late in the process. 

3) End-User Involvement
Neither of the companies has citizens directly involved in

the design or development process, although cases B and D
described  testing  their  developed  public  self-service
application  on  citizens  after  the  development  has  been
completed. Cases A and D implemented automatic decisions
when possible, benefiting for both citizens and case workers.
Cases A, B, C, and D all described that focusing on the needs
of the citizens has not been made a priority, only the needs of
the municipalities as customers.  Case D described that they
needed  to  focus  less  on  the  citizens  and  more  on  the
municipalities as customers.

Cases A and D have mainly focused on the target user-
group  in  regards  to  keeping  the  design  simple  for  the
citizens.  Case B focused primarily on the flow of the end-
users  in  their  solution,  and  case C  has  used  usability
specialists to check if the design was usable for the citizens. 

4) Products
Cases A and D highlight simplified processes as strengths

in regards to their public self-service applications.  Cases  B
and  D  find  the  fact  that  they  focus  on  developing
applications that follow the legislation as a strength. Cases C
and  D both  describe  it  as  a  strength  that  the  self-service
application is integrated into one healthcare solution for all
public  healthcare  applications.  Cases A, C, and D believe
that  a  weakness  of  the  citizen-centred  self-service
applications is lacking usability. Usability has not been made
a priority by the companies as it was not a priority for the
municipalities.

The applications from Case C and to some extent Case D
were  significantly  smaller  and  less  complex  than  the
applications  developed  by  cases A  and  B,  e.g.,  the
application from case C was created as a paper application.

F. Usability of the self-service Solutions

In the previous sections,  we have focused on how the
four self-service applications have been developed and how

it  was ensured  that  these applications were usable for  the
citizens,  and would save time for the caseworkers.  In this
section  we  look  at  the  state  of  the  finished  self-service
applications and whether  these  applications are  usable for
citizens. 

Of the identified problems, 11 were found across all four
digital public self-solutions. Among these general problems
was a lack of understanding of the purpose and flow of the
self-service  solutions,  problems  with  attaching  files.  Also,
test persons getting annoyed or confused by not being able to
understand helping texts and the descriptions of the rules and
regulations of the application area,  leading to test  persons
filling  in  the  wrong  information  in  the  text  fields.  And,
misunderstanding data fields, also leading to the test persons
filling  in  the  wrong  information  in  the  text  fields. An
overview of the usability problems is shown in Table IX. 

Table IX. Usability Problems in Each Digital Self-Service Solution

Company A Company B Company C Company D

Critical 2 5 0 1

Serious 17 18 11 15

Cosmetic 17 14 6 13

Total 36 37 17 29

The self-service applications developed by case A and B
were  much  more  comprehensive  than  the  applications
develop by cases C and D. The self-service applications from
cases C and D were both part of a larger healthcare system,
meaning that less information had to be filled out manually
by  the  participants.  Especially  the  self-service  application
from case C was very simple compared to the self-service
applications developed by cases A and B. 

Two  critical  problems  were  found  in  the  self-service
application  from case  A.  one  was  about  test  persons  not
understanding which information to put in where and ending
up writing the wrong information at  the wrong place.  The
other  critical  problem was  about  file  attachment.  The test
persons experienced problems because the helping text was
not optimised for the browser and when they tried following
the written steps the test persons got confused and stopped as
what they read did not match the options they had. 

Five  critical  problems  were  found  in  the  self-service
application from case B. Examples of these problems could
be in regards to file attachment, as the test persons do not
realise when a file  has been attached.  Another  problem is
about test persons not understanding the search function and
how to enter search parameters.

No  critical  problems  were  found  in  the  self-service
application from case C, and one critical problem was found
in the public self-service application from case D. With this
problem the test persons got into a full stop. They had to
click a drop-down menu on the left side of the screen at all
test persons experienced a lot of trouble trying to figure out
what to do. Test persons mainly figured out what to do when
they started clicking different menu options and then got the
right one. 
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V. DISCUSSION

In this section, the results are discussed. First, the results
are  discussed  for  each  case,  and  then  the  user-centred
approach is discussed.

A. Discussing the results for each case

For supporting the  discussion of  the results  from each
case, we have made an overview of the results from the four
cases in Table X. 

1) Case A
In  case  A,  the  company  is  micro/small  in  the  SME

classification and considered immature, since this is the first
time  they  developed  public  self-service  applications.  The
product is classified as new since the company does not have
other existing products to base this product on. Their product
is module based, so it is easy to make changes quite quickly
to the product  if  needed.  Their  key  features  are  that  they
frequently  collaborated  with  one  municipality  through
workshops and evaluating prototypes gathering information
on the needs and getting feedback from case workers  (the
customer), but not the citizens (the end-users). The result of
the usability evaluation showed 36 usability problems, but
only two serious problems.  

The high number of usability problems could be because
the  development  team  has  not  gained  experience  in
developing  products  for  this  kind  of  customers.  Another
issue  could  be  that  they  only  involved  one  single
municipality  in  their  process,  though  having  98
municipalities as potential customers. 

Table X. An overview of the four companies in regards to the focus areas.

The company focused on easing the work process of the
case  workers  and  therefore  involved  the  caseworkers  as
much as possible in the development process. This was done
under the assumption that  the caseworkers understood the
citizens and their needs,  but  the high number of usability
problems indicate that this is not the case, which means that
citizens have to be involved in the development process to
represent themselves and their own needs. 

2) Case B
In contrast,  to case A, case B is a large company and

mature in developing public self-service applications, though
this application is classified as new. Their product is module
based on making it easy to conduct changes quite quickly to
the product if needed. In case B, the developers collaborated
with five municipalities through workshops, prototypes and
emails,  but  did not collaborate  with the citizens,  although
testing  was  done with  citizens  in  pilot  releases.  The self-
service application from case B had 37 usability problems,
which was the highest amount of usability problems found in
each of the four self-service applications. This self-service
application also had the highest number of critical usability
problems.  This  is  surprising  since  it  is  a  large,  mature
company and collaborated with several municipalities. Like
in  case  A,  case  B  also  developed  a  solution  focused  on
making the case workers activities more efficient. The fact
that  case  B  collaborated  with  five  municipalities  and
experienced  approximately  the  same  amount  of  usability
problems in their self-service application indicate that it is
not the number of municipalities, and case workers involved
that makes a difference. 
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It also indicates that citizens should be involved in the
development process, as stated in the previous section. 

3) Case C
Case C is a large company developing a solution that is

an optimisation of existing software.  They are grouped as
mature  since  they  have  been  developing  self-service
applications,  but  also  as  immature  since  this  area  of
application  is  new  to  them.  They  involved  all  existing
customers  while  developing  this  solution  but  also  hired
specialists  for  gathering  feedback  on  their  solution.  Their
solution showed 17 usability problems, which was the lowest
of the four evaluated self-service applications. None of the
usability problems were critical problems. The reason could
be the specialist's advice, and involvement made the solution
usable.  Another  reason  could be that  the solution is more
limited  than  the  solution  from  case  A  and  B  as  this
application is part of a larger healthcare system, meaning that
much less information has to be put in when filling in this
application. Also, it was decided to make the solution from
case  C  very  simple,  with  actually  little  support  for  the
caseworkers, so they still had to do some activities manually.
Where case A and B are trying to optimise workflows and
activities,  which  also  makes  the  self-service  applications
more complex for the citizens and raises the risk of usability
problems than  transforming paper  applications  into  digital
self-service applications.

4) Case D
Case D is also a large company developing a solution

that is an optimisation of existing software. It is grouped as
mature since the company has been developing public self-
service  applications  for  years.  They  involved  six
municipalities  in  the  development,  did  some  testing  with
citizens and hired specialists to give advice. Still, there were
29 usability problems found, but only one critical problem.
This might be the biggest surprise in the results since this
company  is  using  user-centred  design  processes  and  is
experienced.  This  system  is  part  of  a  larger  healthcare
system, meaning that much less information has to be filled
in when filling in this application. So the solution is rather
limited, but still, contains many usability problems. In case D
usability  professionals  are  a  bit  isolated  from  the
development team and are mostly involved in a summative
evaluation  at  the  end  of  the  development.  This  approach
could have resulted in higher number of usability problems
in the solution than if the usability professionals had been
more integrated into the development process. But this also
indicate that it is not a matter of how many municipalities,
caseworkers or usability specialist's that is involved in the
development  process,  but  it  might  make  a  difference  if
citizens are involved in the development process. 

B. Discussing the User-Centred Approaches used 

The  Danish  digitalisation  effort  has  been  launched  to
support  the  development  process  and  provide  each
municipality  with  more  digital  self-service  solutions  to
choose from, and enhancing usability in these solutions. For
this purpose, two sets of guidance materials were created, a
user journey and a set of 24 usability criteria, respectively.
The aim was that this approach would facilitate competition

between the self-service providers,  resulting in  better  and
more user-centred self-service applications for the citizens.
All four companies involved the municipalities in the design
process both in regards to the back-end of the system meant
for  the  case  workers  and  in  regards  to  the  self-service
applications meant for the citizens. Two of the companies
described  involving  citizens  quite  late  in  the  process  for
testing of the features, either by going live in a few “pilot-
municipalities” or conducting a usability evaluation. 

Though  a  user-centred  approach  has  been  taken,  our
results correspond with the findings of Wangpipatwong et
al.  who  found  that  e-government  websites  are  lacking
usability due to poor design and non-employment of user-
centred design methodologies [7]. The reason for this is that
the  municipalities  according  to  the  companies  are  only
focusing on this to a small extent and are not willing to pay
more  than  the  bare  minimum.  This  shows  a  mismatch
between what the joint IT organisation of the municipalities
and the municipalities are trying to achieve. The public self-
service providers  are  focusing on what  the municipalities
are willing to pay for and want the citizens to do and not
taking the user-centred approach with a citizens' perspective
unless this is being requested by the municipalities. If the
user-centred approach should be a success, it is important to
involve the municipalities as well. They need to understand
that quality and cost are complementary [12][13] and why
usability needs to be a focus area and why a usable system
will be a sound investment though it might be a bit more
expensive  to  develop.  Bruun  and  Stage  have  found  that
redesigning  a  digital  self-service  application  focusing  on
usability, can reduce the amount of time the case worker has
to spend on each application, with more than 50% [31]. 

Jokela  et  al.  [11]  and  Mastrangelo  [15]  describe  the
importance of usability being specified in the requirements.
It is questionable whether this approach will be successful
unless  the  municipalities  learn  the  values  of  these
requirements  and  get  the  understanding  that  focusing  on
usability will reduce cost over time. The municipalities have
some responsibility in this whole process also. If they are
demanding that their solutions are assisting caseworkers in
doing  their  job  digitally  in  a  fast  and  easy  process,  the
software companies have more motivation for focusing on
usability. The companies will not focus much on usability
unless the municipalities are demanding usable products.

As  described  in  Section  IV.f  we  found  11  usability
problems  across  self-service  applications  from  different
companies;  this  shows  that  self-service  providers  have
problems  understanding  the  end-users  needs  in  general,
though  usability  has  been  on  the  agenda  for  more  than
twenty years. If we compare the general problems we found
with Nielsen's usability heuristics from 1995, we found that
the  self-service  providers  have  violated  three  of  these
heuristics.  Number 2,  Match  between the system and the
real world. Number 6, Recognition rather than recall. And,
number  10,  Help  and  documentation  [32].  This  lack  of
understanding  shows  that  the  self-service  providers  have
trouble  understanding  the  basics  of  usability  theory,  and
even more trouble understanding the needs of the end-users
in general. 
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C. Benefits and Drawbacks of Customer and User 
Involvement

This paper documents the development process of four
different  self-service solutions and shows the use of  three
different approaches to digitalise self-service applications. 

One approach used by case  A and B was having case
workers  from  the  municipalities  as  onsite  customers  to
represent both their own and the citizen's needs. This lead to
self-service solutions that tried to simplify the caseworkers
work processes and thereby ease their workload. 

The second approach used by case C was not having an
onsite  customer  but  involving  the  caseworkers  before
starting the development process. This lead to a self-service
solution  less  focused  on  easing  the  workload  of  the  case
workers, and this self-service application was closer to being
a simple digitalised version of the paper applications used in
the past. 

The third  approach  used  by case  D was  not  having  a
direct  onsite  customer  but  involving  caseworkers  when  it
was felt to be needed. This approach leads to a self-service
solution that was simple in some aspects but also trying to
solve some tasks to ease the workload of the caseworkers. 

From a citizen's point of view, the self-service solution
from case C would be the most usable of these four, with 17
documented  usability  problems.  Where  the  self-service
solutions  from  case  D  had  29  documented  usability
problems, and the self-service solutions from case A and B
had 36 and 37 usability problems, respectively. But looking
at  this  from a  caseworkers  point  of  view,  the  self-service
solution from case C would not be the optimal choice as this
will not in any way ease their work processes or workload.
Though it  can  be  an  argument  that  neither  does  the self-
service solutions from case A, B or D at this time, as citizens
experiencing  problems filling out,  self-service  applications
will mean that they are making mistakes. These mistakes will
have to be corrected by the caseworkers later in the process,
as documented by Bruun and Stage [31]. 

Both  case  A  and  B,  and,  partly  case  D  all  used
caseworkers as onsite customers. Our results show that this
approach  is  not  sufficient  when  developing  self-service
solutions  for  the  citizens,  with  the  purpose  of  easing  the
workload of the caseworkers. The caseworkers simply do not
understand the needs of the citizens to a degree where this
approach  would  be  sufficient.  This  means  that  to  get  an
understanding  of  citizen's  needs,  citizen's  have  to  be
involved. 

VI. CONCLUSION

In this study, we focused on analysing the customer and
user involvement during the software development process,
and the characteristics of the four products developed, and
the  results  of  usability  evaluations  thereof.  We  have
discussed  user-centred  design  approaches  used,  the
drawbacks and benefits of customer and user involvement
found in these four cases. 

Our results show that citizens were not involved in the
development process and that case workers were expected
to  represent  and  understand  the  citizen's  interests.  We

conclude that this approach has not been successful as our
usability  evaluation  of  the  four  self-service  application
showed 17 – 37 usability problems experienced by the test
persons. Several problems leading to a full stop or a high
level of frustration for the test persons. 

This  lead  us  to  conclude  that  case  workers  are  not
suitable for citizen's representation and if the goal is to ease
the  workload  of  the  case  workers,  citizens  have  to  be
involved in the development process too.  

We recognise that it is a limitation that four companies
were involved,  in regards to drawing conclusions in a broad
term about the entire  development  process  of self-service
solutions. As future work, it  would be interesting to learn
the perspectives of the municipalities from themselves, and
not only through the self-service providers. And if the focus
was  contrasted  to  more  structured  opinions  coming from
developers side. As future work, accessibility could also be
a focus area. 
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Abstract— GeoProfile is a Unified Modeling Language (UML) 

profile proposed to standardize the conceptual modeling of 

geographic databases (GDB). GeoProfile can be used along with 

the Model Driven Architecture (MDA) added with integrity 

restrictions specified through the Object Constraint Language 

(OCL). Several Computer-Aided Software Engineering (CASE) 

tools provide support to those computational artifacts already 

consolidated by the UML infrastructure. Some CASE tools can 

be configured to automate the transformation of schemas at 

different levels of the MDA approach. The transformations in 

those tools occur from the Platform-Independent Model (PIM) 

abstraction level until to the generation of Structured Query 

Language (SQL) source codes. This study aimed to describe the 

evaluation process of a set of CASE tools with support to UML 

Profile technology based on specific requirements to use MDA 

approach, OCL restrictions, and other elements that aid in 

conceptual GDB modeling. This paper also describes an 

experience in using GeoProfile with one of the CASE tools 

evaluated, taking into account the tool’s transformation 

language to allow for automated transformations among the 

different levels of the MDA approach.  

Keywords- CASE tools; Enterprise Architect; MDA 

transformations; OCL; Geographical Database. 

I. INTRODUCTION 

Based on the study developed in [1], this paper describes 

the assessment of CASE tools and the steps to reach vertical 

interoperability among schemas in the UML GeoProfile at the 

different levels of the Model Driven Architecture (MDA). 

GeoProfile is a Unified Modeling Language (UML) profile 

proposed by [2], employed in the conceptual modeling of 

Geographic Databases (GDB), which can use all of UML’s 

infrastructure, which includes Object Constraint Language 

(OCL) to define integrity constraints and MDA for the 

transformation between its different abstraction levels [2][3]. 

Moreover, one of the advantages of using a UML profile is 

that it can be used in different CASE tools. However, not all 

tools offer the same features, making difficult to choose one. 

Examples of CASE tools with UML support include 

Enterprise Architect, Papyrus, StarUML, Visual Paradigm, 

and IBM Rational Software Architect. 

In order to compare these tools and in the context of this 

study, some characteristics or features were prioritized such 

as the support to the UML Profile definition, validation of 

OCL constraints, and application of the MDA approach. The 

key aspect is that the tools need to allow models to be created 

using UML GeoProfile, the transformation among the 

different levels established by the MDA approach, the 

syntactic and semantic validation of spatial OCL constraints, 

and that the models should be implemented from scripts 

generated for a selected database management system. 

This paper aims to describe the evaluation of a set of 

CASE tools considering important requirements from the 

conceptual project to the implementation of the geographical 

database. This paper also reports on an experience of using 

the CASE Enterprise Architect tool, which had the best result, 

and on the challenges of the development of a vertical 

transformation mechanism for geographic databases using 

UML GeoProfile. 

The remaining of the paper is structured as follows. 

Section II briefly explains the representation of geographical 

data, the UML GeoProfile, the MDA approach and the syntax 

to specify OCL expressions and the Oracle Spatial 

Geographic Database Management System (GDBMS). 

Section III presents a description of each CASE tool analyzed 

according to the goal of this study. Section IV shows the 

requirements, the methodology and the result of the tool 

evaluations. Section V presents the MDA transformation 

applied to GeoProfile in the CASE Enterprise Architect tool. 

Section VI describes the SQL code generation step in the 

Enterprise Architect tool for the Oracle Spatial GDBMS. 

Section VII presents the conclusions and future works. 

II. GEOGRAPHICAL DATABASE MODELING CONCEPTS 

This section presents a literature review identifying the 

main concepts that contribute to the conceptual GDB 

modeling.  

A. Representing Geographical Information in Computers 

The representation of geographical space in computers is 

a challenge faced by researchers. According to Longley et al. 

[4], the world is infinitely complex and computing systems 

are finite, thus, it is up to the designer to limit the amount of 

details to be captured from the environment mapped. The two 

main approaches on computing are the continuous (fields) 

and discrete (objects) representations. Another representation 

also employed is in the form of networks, which takes into 

account graph theory. 
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Figure 1 shows part of a city with a sports center and 

represents part of this city focusing on the roads and the 

stadium. The GDB of Figure 1(b) must be conceptually 

modeled containing all structures of interest in the system 

while leaving aside other information such as the type of 

vegetation, vacant plots, terrain, and other characteristics that 

may be abstracted from Figure 1(a). 

In order to design the conceptual data schema, first the 

vector structures used to represent the boundaries of each 

geographic entity must be understood, which is normally 

specified through basic geometric shapes: point, line and 

polygon (area) [5]. Figure 1(b) presents the use of these three 

types of vector structures. For instance, the stadium may be 

spatially represented as a point or as a polygon (multiple 

spatial representation); the main east road, as a line; and the 

sports center, as a polygon. 

Additionally, presenting the structures, Figure 1(b) 

illustrates the relationship among the vector objects, which 

shows the stadium “is within” the sports center, the sports 

center “touches” the road to the stadium, the main west road 

“is near” the sports center, but does not “touch” it.  

Such relationships are known as topological relationships 

and have been discussed by [6] and [7] and used by [8]. 

 

 
Figure 1.  (a) Photograph of part of a city with a sports center between 

roads.  (b) Spatial representation of this area. Source: Adapted from [9]. 

B. Model-Driven Architecture (MDA) 

According to Kleppe et al. [10], MDA is a framework 

standardized by the [11] for the development of software 

employing a Model-Driven Development (MDD) view. 

The MDA approach consists of three abstraction levels, 

namely, CIM, PIM and PSM. Computation-Independent 

Model (CIM) does not show details of the system’s structure, 

but rather the environment in which the system will operate. 

Platform-Independent Model (PIM) is an independent model 

of any implementation technology containing the software 

requirements. Platform-Specific Model (PSM) specifies 

details about the platform in which it will be implemented. 

The artifacts produced by the MDA approach are formal 

models that can be processed by computers and, after 

undergoing transformations, will get to a final source-code 

step (top-down approach) or to high levels of abstraction 

(bottom-up approach). Figure 2 illustrates the action of 

transformation tools at MDA levels. 

 
Figure 2.  Use of transformation tools in the MDA approach. Source: 

Adapted from [10]. 

C. Object Constraint Language (OCL) 

Conceptual modeling makes the problem easier to be 

understood through abstraction, thus enabling risk 

management and contributing to error correction early in the 

project, which minimizes the cost of maintenance [12]. 

However, Warmer and Kleppe [13] state that conceptual 

models may not be able to represent all requirements, resulting 

in problems to those who interpret them. 

The OCL, adopted by OMG [14] since version 2.0, was 

defined as a formal language to complement the conceptual 

modeling using UML. Using OCL ambiguity-free integrity 

constraints can be created, which makes it possible to specify 

the data consistency wanted in the system at a high level of 

abstraction. Since it is a formal language, it can be processed 

by CASE tools until the source-code generation, which 

enables more powerful and satisfactory data consistency [13]. 

OCL is currently at version 2.4 [15].  

The OCL expressions represent constraints that are needed 

in the system and not how they should be implemented. The 

evaluation of a constraint on the data always yields a Boolean 

value [13]. The syntax of a typical expression in OCL that 

represents a condition has the format presented by Code in 

Figure 3. 

 

 
Figure 3.  Syntax of a typical expression in OCL. 

 
Code in Figure 4 illustrates a hypothetical example of 

OCL constraint that specifies that a Brazilian municipality 

must be larger than 3,000 km² (note: The smallest Brazilian 

municipality, Santa Cruz de Minas, MG, is 3,565 km²). A 

detailed specification of the OCL can be found in [13] [15]. 

 

 
Figure 4.  Hypothetical example of the use of OCL restrictions. 

<context> 
       inv:<expression>              

 

context Municipality 

    inv:self.area > 3000      
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D. UML GeoProfile 

In order to provide elements for specific domains without 
becoming excessively complex, UML has an extension 
mechanism called Profile. A UML Profile consists of: a 
metamodel; a set of stereotypes presented through texts in the 
form of <<text>> or through graphical icons called 
pictograms; tagged values; and constraints; all grouped in a 
stereotyped package called <<profile>>, thus formalizing the 
UML builder extension [16]. 

GeoProfile is a UML profile proposed for the geographical 
data modeling comprising the main characteristics of the 
existing models in the field [17]. GeoProfile is employed at 
the CIM and PIM levels of the MDA approach, using OCL 
constraints as a resource to validate the conceptual scheme 
generated by the designer [18].   

The GeoProfile stereotypes are extensions of the 
Association and Class metaclasses. The stereotypes extended 
from the Class metaclass allow representing the geographic 
space in the discrete view (e.g., points, lined and polygons), in 
the continuous view (e.g., large cells and triangular networks), 
and through networks (nodes and arcs). The temporal aspects 
can also be represented with the stereotypes made up of tagged 
values that store instant and range values. The extended 
stereotypes of the Association metaclass allow representing 
topological relationships (e.g., touches and within) among the 
geographical stereotypes, and the temporal relationship 
(Temporal) among the temporal objects. 

For the extended stereotypes of the Class metaclass, the 
abstracted stereotypes have been defined: <<Network>>, to 
group network stereotypes; <<GeoObject>>, to group the 
discrete view stereotypes; <<GeoField>>, to group the 
continuous view stereotypes; and <Arc>>, to group the 
<<UnidirectionalArc>> and <<BidirecionalArc>> 
stereotypes that represent the possible links between the nodes 
of a network. 

E. Oracle Spatial 

Oracle Spatial is a database management system by 

Oracle Corporation that supports geographic information 

through the Spatial module. According to [9], Oracle 

supports three primitive geometry types (point, line, and 

polygon) and a collection made up of other primitive 

geometries. Figure 5 presents an example of Structured 

Query Language (SQL) involving the creation of tables with 

support to spatial data. 

 

 
Figure 5.  Table creation with spatial data support. 

Unlike a conventional table, the code shown in Figure 5 

has a geom attribute with the SDO_GEOMETRY data type. 

According to [9], this data type is exclusive to Oracle 

GDBMS and is formed by five attributes that specify the 

geometry of the piece of data to be stored at the moment of 

its insertion, namely: SDO_GTYPE, SDO_SRID, 

SDO_POINT, SDO_ORDINATES, and 

SDO_ELEM_INFO. Further details on the use of each type 

of attribute can be obtained in [9].  

III. CASE TOOLS ANALYZED 

The tools analyzed in this study were chosen according to 
the ease of access to the software and documentation. These 
tools are open source and commercial with some support to 
the UML profile and are well known by the software 
development community. The sub-sections below describe 
the results of the analysis made on the following CASE tools, 
exploring the resources they offer compared to the 
GeoProfile: Enterprise Architect (EA) version 12.0, Papyrus 
UML2 Modeler (Papyrus) version 1.12.3, StarUML–
UML/MDA Platform (StarUML) version 5.0.2.1570, Visual 
Paradigm for UML (VP) version 10.2 and IBM Rational 
Software Architect (RSA) version 9.0. 

A. Enterprise Architect (EA) 

Enterprise Architect (EA) [19] is a commercial CASE tool 
licensed by Sparx Systems that allows the visual creation of 
UML profiles and insertion with syntactic validation of OCL 
expressions. EA does not offer resources for semantic 
validation of OCL expressions.  

Additionally, being a modeling tool, it acts as an MDA 
transformation tool, with its own language for transformation 
between the model levels. This language can be modified so 
that the users are able to reach the last MDA approach level, 
the source code [20]. Since the modeling in this paper refers 
to GDB, the last MDA step is the Data Definition Language 
(DDL) source code, which EA is able to generate. 

The GeoProfile stereotypes in the EA tool can be 

represented graphically  or textually <<point>>. The tool 
also offers resources for multiple stereotype representation, 
e.g., depending on the scale, a city may be modeled as a point 
or a polygon <<point, polygon>>.  

The advantage at using EA is that it makes possible to 
specify some constraints. For example, it does not allow the 
insertion of extended stereotypes of the Class metaclass in 
Association elements and vice versa. The problem is that it 
allows the use of abstract stereotypes in conceptual models, 
e.g. the abstract GeoProfile stereotypes: <<Arc>>, 
<<GeoField>>, <<GeoObject>>, <<Network>> and 
<<NetworkObj>>. 

B. Papyrus UML2 Modeler 

Papyrus UML2 Modeler [21] is an open-source tool based 
on the Eclipse environment and licensed by Eclipse (Eclipse 
Public License). It has a visual environment to insert UML 
profiles, thus providing support to insertion and syntactic 
validation of OCL constraints. However, it does not 
semantically validate these constraints. 

CREATE TABLE <table name> 

{ 

attribute_1 NUMBER, 

      attribute_2 VARCHAR (25), 

      geom        SDO_GEOMETRY 

   

};                                      
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Adding graphical icons to the stereotypes is possible. 
Thus, a class or association can be represented by stereotypes 
as follows: only text, only graphical icon, or graphical icon 
and text. The Papyrus tool allows multiple representation to 
be specified through stereotypes, but, in case the graphical 
representation is used, only the first stereotype used by the 
designer is presented.  

Additionally, restricting the use of abstract GeoProfile 
stereotypes in conceptual models, in this CASE tool other 
GeoProfile stereotypes can only be used with correct UML 
elements, i.e., an extended stereotype of the Association 
metaclass cannot be used in a class defined by the Class 
metaclass.  

The Papyrus tool does not support the MDA approach, the 
transformation language and DDL code generation.  

C.  StarUML 

StarUML [22] is an open-source tool whose profile 
insertion is done through an Extensible Markup Language 
(XML) document. This tool does not support OCL and, 
despite being considered MDA, the features offered are 
incomplete. What it allows is transforming a model (PIM) into 
source code without going through the PSM. The source codes 
can be generated for the languages Java, C++ and C#. 
StarUML does not have a transformation language and the 
conceptual models produced from GeoProfile cannot be 
transformed into DDL source code.  

Although multiple stereotype representation is not 
supported by the tool, the designer can choose between 
graphical and text representation, but only text is supported in 
associations. Therefore, the possible class stereotype 
representations are: textual, graphical, and textual and 
graphical. The tool can also restrict the use of abstract 
stereotypes at the same time that the others can be properly 
used with UML elements. 

D. Visual Paradigm for UML (VP) 

With an intuitive modeling environment, the commercial 
tool Visual Paradigm for UML [23] supports the visual 
creation of UML profiles. The stereotypes can be presented 
graphically or textually, with support for multiple 
representation with the graphical ones. 

The tool does not allow the use of extended stereotypes of 
different metaclasses, as described in Section III.A, however, 
it does allow abstract GeoProfile stereotypes to be used during 
conceptual modeling.   

The tool allows incomplete MDA approach, transforming 
PIM straight into source code. Nevertheless, it does not 
support DDL code generation from UML class diagrams, just 
only from those created through the ER model. Thus, the 
GeoProfile conceptual models cannot be transformed into 
DDL code. 

Also, this tool does not support the syntactic and semantic 
validation of OCL constraints on conceptual models created 
from GeoProfile. 

E. Rational Software Architect (RSA) 

RSA [24] is a commercial CASE tool licensed by IBM that 
allows the visual creation of UML profiles. This tool supports 

the use of profiles and is designed to allow syntactic and 
semantic validation of OCL constraints applied to UML 
diagrams. 

The representations by the stereotypes in an association or 
class may take place as follows: only textual stereotype, only 
graphical stereotype, and representation by the textual and 
graphical stereotypes. However, the multiple representation 
by the stereotypes can take place in two ways: All stereotypes 
applied to the class or association must be in textual format or 
the first stereotype applied takes on the graphical format and 
the others on textual format. 

The tool does not allow inserting extended stereotypes of 
the Class metaclass in association elements and vice versa, 
and the stereotypes defined as abstract in GeoProfile cannot 
be used in the UML elements. 

 RSA has incomplete support to MDA since it does not 
natively allow DDL source-code generation. Although there 
is a transformation mechanism in which the origin, target, and 
some settings regarding the mapping in the transformation 
from model into source code can be determined, RSA does not 
have an MDA transformation language. Therefore, with 
RSA’s native features and mechanisms, these transformations 
cannot be performed on models created from the GeoProfile. 

IV. RESULTS OF THE CASE TOOLS COMPARISON 

This section initially presents a set of requirements the 
CASE tools must meet to support conceptual GDB modeling 
based on the GeoProfile. Next, it presents the method used in 
the evaluation, the results and the final classification of the 
CASE tools analyzed. 

This method originally proposed by Rosario and Santos 
Neto [25] was used in exploratory research involving software 
project management tools. This method was also applied by 
Câmara et al. [26] on comparison of development 
environments for systems of Volunteered Geographic 
Information (VGI). 

A. Requirements Survey 

Based on the literature and on the descriptions of each 
CASE tool, this paper proposes requirements to evaluate 
which tool has the greatest number of features to support the 
GeoProfile use, aiming the transformation of data models at 
the different MDA levels and to specify integrity constraints 
at conceptual level using OCL. Table I lists these 
requirements. 

B. Evaluation Method of CASE Tools 

In the context of this study, the requirements were 
classified as follows:  

 Requirements that are Essentials: Weight 3; 

 Requirements that are Important: Weight 2; 

 Requirements that are Desirable: Weight 1. 
Additionally, to the weight attributed to requirements, a 

scale must be defined for how well the tools satisfy each one. 
They may not satisfy (NS), partially satisfy (PS), or satisfy (S) 
a requirement. Therefore, the following scales can be 
attributed: 

 Does not satisfy the requirement: A scale with value 
0 is attributed; 
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 Partially satisfies the requirement: A scale with value 
1 is attributed; 

 Satisfies the requirement: A scale with value 2 is 
attributed. 

Based on this evaluation, the classification of each tool 
was calculated by adding up the products of the importance 
weight (W) and the satisfaction scale (S) for each requirement 
(n), represented in Figure 6. Access [25] for more details for 
this method. 

Figure 6.  Formula used to calculate and sort CASE tools.  

TABLE I.  REQUIREMENTS TO EVALUATE CASE TOOLS 

 Requirement description 

Rq 01 Correct attribution of GeoProfile stereotypes in the UML 

elements 

Rq 02 Restriction to the use of abstract stereotypes in elements of 

the model 

Rq 03 Support to syntactic validation of OCL constraints 

Rq 04 Support to semantic validation of OCL constraints 

Rq 05 Support to MDA transformations 

Rq 06 Support to transformation language 

Rq 07 Support to graphical exhibition of profile stereotypes  

Rq 08 Support to multiple representation through stereotypes 

Rq09 Support to visual profile creation 

Rq 10 Support to DDL code generation 

Rq 11 Open-source tool 

C. Evaluation of the CASE Tools 

In order to evaluate each CASE tool and its practical 
capacity regarding the theoretical functionalities predicted for 
a UML profile, particularly GeoProfile, the requirements 
presented in Table I were classified according to the following 
criteria: 
 

 The requirements considered essential are those that 
support MDA; 

 Requirements that aid in transformations between 
MDA models are considered important; 

 Requirements that care for quality of the GDB models 
are considered important; 

 Requirements that facilitate understanding and 
contribute to the adoption of the tool are considered 
desirable. 

Table II presents the classification of the requirements 
regarding their importance level, which are Essential, 
Important or Desirable. Table III presents the way each CASE 

tool satisfies the requirements of Table I. At the end, the 
summary of the evaluation based on Formula (4) is presented 
using the data from Tables II and III. 

TABLE II.  CLASSIFICATION OF THE REQUIREMENTS BASED ON THE 

IMPORTANCE LEVEL. 

Importance Requirements 

Essential Rq05 

Important Rq 01, Rq 03, Rq 04, Rq 06, Rq 08, Rq 10 

Desirable Rq 02, Rq 07, Rq 09, Rq 11 

 
Table III shows the level of satisfaction for each of the 

CASE tools analyzed, considering each of the 11 
requirements. A CASE tool may or may not support a 
requirement, or provide partial support. For example, EA 
offers full support for Rq 01. The assigned scale for this level 
of satisfaction is 2. Meanwhile, Rq 01 was classified as 
“important” in Table II, therefore receiving weight 2. So, 
when Formula (3) is applied, the sum of (scale x weight) is 
calculated for all requirements. Thus, the total sum for EA is 
30. The same method was used for all the other tools. 

An analysis of Table III shows that the Enterprise 
Architect tool was the one that best satisfied the requirements 
for the transformation of conceptual models so that the OCL 
constraints can be used in the tool. Since it has a customizable 
transformation language, the OCL constraints can be 
transformed into integrity constraints along with the SQL 
code generated in the last MDA level.  

Another situation that can be observed in Table III is that 
the CASE tool RSA provides the best features to use the OCL 
constraints since it allows for both syntactic and semantic 
validations.  

V. MDA TRANSFORMATION APPLIED TO 

GEOPROFILE IN THE CASE ENTERPRISE ARCHITECT 

TOOL 

Based on the evaluation described in the previous section 

and using the Enterprise Architect (EA) CASE tool version 

11.0.1106, this study sought to reproduce the different 

abstraction levels specified by the MDA approach. 
Although GeoProfile, in its definition, works with the 

modeling of a CIM, the transformations from CIM into PIM 
were considered unnecessary for this research since, during 
the creation of the diagrams, abstract and specific concepts 
were found to mix in the EA tool. The diagram created with 
GeoProfile in that tool can be considered a CIM due to the 
abstraction and use of textual stereotypes, while it can be 
considered a PIM for allowing the specification of the types 
of data of the class attributes. By classifying its diagrams as 
PIM, in Figure 7, the classes City and Deposit are polygon 
spatial objects. The CoalMine class has multiple spatial 
representations as a point and polygon, however, only one 
stereotype can be represented graphically. The CoalCompany 
class is a class with no geographic representation. 
 

                     𝑋 = σ 𝑆𝑖. 𝑊𝑖
𝑛
𝑖 = 1  
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TABLE III.  CLASSIFICATION OF THE CASE TOOLS 

CASE Enterprise Architect Rational Software Architect Visual Paradigm Papyrus StarUML 

Requirement 
S PS NS S PS NS S PS NS S PS NS S PS NS 

Rq 01 X 
  

X 
  

X 
  

X 
  

X 
  

Rq 02 
  

X X 
    

X X 
  

X 
  

Rq 03 X 
  

X 
    

X X 
    

X 

Rq 04 
  

X X 
    

X 
  

X 
  

X 

Rq 05 X 
   

X 
  

X 
   

X 
 

X 
 

Rq 06 X 
    

X 
  

X 
  

X 
  

X 

Rq 07 X 
  

X 
  

X 
  

X 
  

X 
  

Rq 08 X 
  

X 
  

X 
  

X 
    

X 

Rq 09 X 
  

X 
  

X 
  

X 
    

X 

Rq 10 X 
    

X X 
    

X 
  

X 

Rq 11 
  

X 
  

X 
  

X X 
  

X 
  

Total 30 25 19 20 12 

 
 

 

 
Figure 7.  Diagram built in the Enterprise Architect tool based on UML 

GeoProfile, representing the PIM of the MDA approach. 

After the PIM was obtained, the next step was to obtain 

the PSM. To that end, the tool provides transformation 

models in the Tools/Model Transformation (MDA) menu 

that spawn PSMs for C#, EJB, Java, DDL and other 

languages. However, since those are generic transformations, 

they only support data types common to those languages and 

not the specificities related to the use of stereotypes. 
A transformation model into PSM closer to the generation 

of a database schema was the Data Definition Language 
(DDL) since it features transformation from class diagrams 
into table diagrams and allows for the transformation of data 
types according to the GDBMS selected. However, by default, 
DDL does not perform the transformation of class stereotypes, 

but the Settings/Transformations Templates menu features 
source codes in a stereotypes language for the transformation 
models that can be modified for specific transformation tasks 
of the GeoProfile diagrams. 

In addition to modifying the codes of the templates, one 

may also create new transformation models. For a new MDA 

transformation model from PIM into GeoProfile PSM, codes 

from the DDL transformation model were reused for the 

transformation of classes into tables, transformation of the 

relationships, and creation of primary and foreign keys. The 

code referring to the creation of packages, common to all 

transformation models, was also reused and only the name of 

the package to be created was changed. 

The code presented in Figure 8 illustrates the creation of 

the GeoProfile_PSM package and must be run whenever the 

GeoProfile transformation model is requested. The 

transformation of stereotypes was performed based on 

conditionals that assess the geographic type of a stereotype 

(point, line, polygon, etc.). Every geographic stereotype in a 

class diagram must become a column in its respective table. 

The code presented in Figure 9 illustrates the transformation 

of the stereotypes Point and Polygon and is similar to the 

transformation for the stereotype Line. For the Point 

stereotype, the column names are formed from the 

combination of the class name with the string Point, and the 

data type, which did not exist up until then (empty), 

converted into GM_Point. The same occurs for the type 

Polygon, which is formed by a combination with the string 

Polygon, and the data type GM_Polygon. Those are types of 

spatial data of Oracle GDBMS. 
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Figure 8.  Code to create the GeoProfile_PSM package. 

 
Figure 9.  Code to transform classes with geographic stereotype.

 

Although the EA CASE tool allows the use of multiple 

stereotypes, they cannot all be processed during the 

transformation. It can be observed that, in Code 9, the first 

line has an if command to compare a variable classStereotype 

with a string (Point). That variable has only a string of the 

first stereotyped class and no solution has been found so far 

to capture the others. Figure 10 illustrates the CoalMine class, 

with multiple geographic representations, and the stereotype 

point separated by a comma from the stereotype Polygon. 

Figure 4 also presents the properties of that class, with special 

attention to the place where, despite being a combo box, it 

contains only the first stereotype (Point), also stored in the 

variable classStereotype. 

Moreover, a code was developed for the transformation 

of the data types provided by the tool at the PIM level, e.g., 

Character and Integer, into data types recognized by the 

Oracle Spatial GDBMS. In case some type is different from 

those specified in the transformation, they are forwarded to 

the PSM as empty fields. The code presented in Figure 11 

illustrates the transformation of the data type Character into 

Varchar. 

 
 

 
 

Figure 10.  Issues in the geographic multirepresentation. 

Package 

{  

       name = “GeoProfile_PSM” namespaceroot = “true” 

       %list=“Namespace” @separator=”\n\n” @indent= “ “% 

}                                       

 

%IF classStereotype == ”Point”%          

 COLUMN  

 { 

  name = %q%% CONVERT_NAME (className,“Pascal Case”, “Camel Case”)%Point%qt% 

  typ= %qt%%CONVERT_TYPE(genOptDefaultDatabase,GM_Point”)%%qt% 

 } 

 %endIf% 

  

 %IF classStereotype == ”Polygon”%                                         

  COLUMN  

  { 

     name = %qt%%CONVERT_NAME(className, “Pascal Case”, Camel Case)%Polygon%qt% 

     typ= %qt%%CONVERT_TYPE(genOptDefaultDatabase,GM_Polygon”)%%qt% 

 

  } 

  %endIf% 
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Figure 11.  Issues in the geographic multirepresentation.

However, there was no need to develop a code to attribute 

field sizes such as Varchar2(30) and Number(8,2) since the 

tool can be pre-configured to attribute values to those data 

types, as shown in Figure 12. 

 

 
Figure 12.  Customization of the data types of the attributes used during the 

transformation from PIM into PSM. 

After following the steps (see the tutorial on the 

GeoProfile project’s site 

<http://www.dpi.ufv.br/projetos/geoprofile>) for its 

incorporation into the EA tool and the concepts that have 

been presented so far, the Tools/Model Transformation 

(MDA) menu can be used and the GeoProfile_PSM 

transformation can be selected so that the PSM of Figure 13 

can be generated from the PIM of Figure 7. 

After following the steps described for PSM generation 

and comparing the diagram illustrated in Figure 7 (PIM) with 

the diagram in Figure 13 (PSM), it can be seen that, for 

semantic relationships, i.e., those that do not involve 

topological relationships among the geographic objects, the 

foreign keys are automatically created in the classes. For 

example, for the semantic relationship between the classes 

City and CoalMine, the foreign key cityID was created in the 

last class. 

The relational model today no longer poses great 

challenges regarding the transformation between the PIM and 

PSM models. However, the spatial characteristics, which 

involve new data types and topological relationships, add 

difficulties during this transformation, which requires the 

investigation of an extension of the rule set for the relational 

model. Another difficulty is the lack of standardization 

concerning the implementation of those data types and 

relationships in the different GDBMSs. 

Consequently, it is helpful that the new transformation 

rules can be specified in the CASE tools, which is available 

in the EA tool from the possibility of customizing or creating 

a new transformation language. Figure 12 shows that new 

data types can be created during the transformation into a 

particular GDBMS type, which helps specify spatial 

attributes. Nonetheless, some complications can occur when 

the types temporal, network, and field view are taken into 

account since the concept itself is different from the 

conventional types. 

Furthermore, the transformation of topological 

relationships into PSM is also more complex since they 

specify integrity restrictions among the spatial types involved 

and such task cannot simply be performed by creating foreign 

keys. 
 

Column                                             

{ 

   %TRANSFORM_CURRENT(“type”,stereotype”),“collection”,“constant”,“containment”,       

                     “ordered”,“static”, “volatile”)%  

   $type1 = %attType%  

    

   %if $type1 == “Character”  

       %Type = %qt%%                                                                                                                                                              

       CONVERT_TYPE(genOptDefaultDatabase,“Varchar2”)%%qt%  

   %endIf% 
} 
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Figure 13.  PSM generated from MDA transformations. 

VI. SQL CODE GENERATION FOR ORACLE SPATIAL 

GDBMS 

The SQL code with the table structure creation script, 

relationships, and integrity restrictions is the last step of the 

MDA so that the implementation of what was initially 

specified at high abstraction level (CIM) can be automated. 

The EA tool natively provides the generation of the SQL 

script for the classes with the stereotype Table present in the 

PSM. In order to perform this task, one must select the 

properties of the GeoProfile_PSM package and then use the 

transformation option Generate DDL so that the options for 

SQL code generation are provided. Figure 7 shows that, 

besides generating the table with the respective columns, the 

EA tool provides some options for SQL code generation. The 

steps are: 

 In Figure 14, select the tables to be transformed into 

SQL codes; 

 Indicate the place where the source code will be stored 
(in Single File); 

 Select the options for SQL code generation, such as: 
Primary Key, Foreign Key, and Stored Procedures; 

 Run the transformation of PSM into SQL code using 
the button Generate. 

 
 

Figure 14.  Window to generate SQL code in the GeoProfile_PSM package. 
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Figures 15 and 16 show the SQL codes generated in the 

EA tool as the last artifact of the MDA approach. Both the 

code presented in Figure 15 and the one presented in Figure 

16 originate in the PSM presented in Figure 13, however, 

they have been separated for better understanding and 

adequacy to the present study.  

Figure 15 presents the SQL script responsible for the 

creation of the database tables, in this case, Oracle Spatial. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                   

 

 

 

 

 

Figure 15.  DDL code for table creation. 

The code presented in Figure 16 shows the changes made 

to the tables created for the inclusion of Primary Keys and 

Foreign Keys.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16.  DDL code for table alteration. 

As shown in Figure 7 (representing the PIM), Figure 13 

(representing the PSM), and by codes 15 and 16 (representing 

the SQL source code), the MDA transformation can be 

performed in the PIM, PSM, and spatial SQL source code 

steps using GeoProfile in the EA tool. However, the tool 

enforces some restrictions; in the example at hand, the 

transformation of the multiple geographic representation of 

USE DATABASE Oracle; 

DROP TABLE Deposit CASCADE CONSTRAINTS; 

DROP TABLE CoalMine CASCADE CONSTRAINTS; 

DROPTABLE CoalCompany CASCADE CONSTRAINTS; 

DROP TABLE City CASCADE CONSTRAINTS; 

 

CREATE TABLE Deposit 

( 

   used            BOOLEAN, 

   depositID       NUMBER(8,2) NOT NULL, 

   DepositPolygon  GM_Polygon 

); 

 
CREATE TABLE CoalMine 

( 

   Active          BOOLEAN, 

   explorationType NUMBER(8,2), 

   name            VARCHAR(1), 

   coalMineID      NUMBER(8,2) NOT NULL, 

   cityID          NUMBER(8,2), 

   coalCompanyID   NUMBER(8,2), 

   depositID       NUMBER(8,2), 

   CoalMinePoint   GM_Point 

); 

 
CREATE TABLE CoalCompany 

( 

   compName       VARCHAR(30), 

   production     NUMBER(8,2), 

   productivity   FLOAT(126), 

   workersNum     NUMBER(8,2), 

   coalCompanyID  NUMBER(8,2) NOT NULL, 

   cityID         NUMBER(8,2) 

); 

 
CREATE TABLE City 

( 

   cityArea         FLOAT(126), 

   cityName         VARCHAR(30), 

   functionalClass  NUMBER(8,2), 

   history          VARCHAR(30), 

   cityID          NUMBER(8,2) NOT NULL, 

   CityPolygon      GM_Polygon 

);    

ALTER TABLE Deposit  

      ADD CONSTRAINT PK_Deposit  

 PRIMARY KEY (depositID)  

      USING INDEX ; 

ALTER TABLE CoalMine  

      ADD CONSTRAINT PK_CoalMine  

 PRIMARY KEY (coalMineID)  

      USING INDEX; 

ALTER TABLE CoalCompany  

      ADD CONSTRAINT PK_CoalCompany  

 PRIMARY KEY (coalCompanyID)  

      USING INDEX; 

ALTER TABLE City  

      ADD CONSTRAINT PK_City  

 PRIMARY KEY (cityID)  

      USING INDEX; 

ALTER TABLE CoalMine  

      ADD CONSTRAINT FK_CoalMine_City  

FOREIGN KEY (cityID)  

REFERENCES   City (cityID); 

 

ALTER TABLE CoalMine  

      ADD CONSTRAINT  

          FK_CoalMine_CoalCompany  

 FOREIGN KEY  

          (coalCompanyID) 

      REFERENCES  

          CoalCompany(coalCompanyID); 

 

ALTER TABLE CoalMine  

      ADD CONSTRAINT  

          FK_CoalMine_Deposit  

 FOREIGN KEY  

         (depositID)  

      REFERENCES Deposit (depositID); 

 

ALTER TABLE CoalCompany  

      ADD CONSTRAINT  

          FK_CoalCompany_City  

FOREIGN KEY (cityID)  

REFERENCES City (cityID); 
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the CoalMine class. Since the SQL code is generated from 

the PSM model presented in Figure 6, the CoalMine table 

does not have the spatial features Polygon and Point initially 

specified in the PIM model. Despite this hurdle, the tool is 

able to generate an SQL code for implementation in the 

Oracle Spatial GDBMS. 

The source code can be generated in the EA tool in several 

ways, however, the DDL model provides no customization 

option either for the PSM or SQL code generation. 

Customization for PSM generation was only achieved by 

using customizable templates, but, for now, SQL code 

generation used only direct transformation of the tool through 

the option Generate DDL. 

It is evident that the option in the Settings/Code 

Generation Templates menu will also provide customizable 

languages and even the possibility of developing a new 

specific language to transform the PSM diagram of 

GeoProfile into a text file with the SQL source code for 

database creation. 

VII. CONCLUSIONS AND FUTURE WORK 

From this paper, it is possible to observe that the tools 

evaluated do not have features to meet all the theoretical 

needs of UML, mainly regarding the use of profiles, MDA 

and OCL. However, they all support conceptual GDB 

modeling using GeoProfile. 

The results of the comparison show that at the time this 

paper was written the EA could be considered the best CASE 

tool regarding transformations at the different MDA levels of 

models created using the GeoProfile. The RSA can be 

considered the tool that best supports OCL constraints due to 

its semantic validation, which makes the conceptual models 

less prone to errors. Among the free-software tools, Papyrus 

stood out compared to StarUML for supporting the 

GeoProfile. 

Based on the results in this paper, a designer intending to 

use GeoProfile can know which CASE tool currently best 

meets the needs of the GDB project. However, it is important 

to point out that all tools analyzed are being constantly 

improved, which can change the results of this comparison at 

any moment. 

This study also showed that diagrams created based on 

GeoProfile in the CASE Enterprise Architect tool can be 

subjected to MDA transformations from the PIM up to the 

SQL source code using customizable transformation 

languages. Despite some momentary issues, such as a lack of 

resources for the transformation of multiple stereotypes into 

a class, the tool provides interesting resources to automate the 

generation of all models of the MDA approach, which 

ensures higher fidelity between what is specified at a high 

level and what is actually implemented in the GDBMS. 

The method employed, originally proposed by Paranhos 

and Santos Neto [33], can be used for different comparisons 

so that designers can establish their own requirements and 

assign importance weights and satisfaction scales to each one.  

Proposals for future works include enhancing the 

transformation language presented to enable the 

transformation of all GeoProfile stereotypes, which included 

the temporal, network, field view, and topological 

relationships aspects. In addition, it must be observed that, 

from the PSM model, the transformation must consider the 

data types used by the different GDBMSs both for the 

conventional attributes and geographic and temporal ones.  

Other work to be developed involves studies which are 

being done and aim to reach interoperability of conceptual 

geographical data models created from different conceptual 

metamodels specific for geographical databases, whose 

transformation base is the GeoProfile metamodel. 
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Abstract—The paper introduces a novel ensemble method for
semi-supervised learning. The method integrates the regularized
classifier based on data 1-D representation and label boosting in
a serial ensemble. In each stage, the data set is first smoothly
sorted and represented as a 1-D stack, which preserves the data
local similarity. Then, based on these stacks, an ensemble labeler
is constructed by several 1-D regularized weak classifiers. The
1-D ensemble labeler extracts a newborn labeled subset from the
unlabeled set. United with this subset, the original labeled set is
boosted and the enlarged labeled set is utilized into the next semi-
supervised learning stage. The boosting process is not stopped
until the enlarged labeled set reaches a certain size. Finally, a 1-D
ensemble labeler is applied again to construct the final classifier,
which labels all unlabeled samples in the data set. Taking the
advantage of ensemble, the method avoids the kernel trick that is
the core in many current popular semi-supervised learning meth-
ods such as Transductive Supported Vector Machine and Semi-
Supervised Manifold Learning. Because the proposed algorithm
only employs relatively simple semi-supervised 1-D classifiers, it
is stable, effective, and applicable to data sets of various types.
The validity and effectiveness of the method are confirmed by the
experiments on data sets of different types, such as handwritten
digits and hyperspectral images. Comparing to several other
popular semi-supervised learning methods, the results of the
proposed one are very promising and superior to others.

Keywords–Data smooth sorting; one-dimensional embedding;
regularization; label boosting; ensemble classification; semi-
supervised learning.

I. INTRODUCTION

In this paper, we introduce a novel ensemble method for
semi-supervised learning (SSL) based on data 1-D represen-
tation and label boosting, which is abbreviated to ESSL1dLB.
A preliminary discussion of the topic has been present in the
conference presentation [1]. The purpose of this paper is to
provide an extension with some new developments.

A standard SSL problem can be briefly described as fol-
lows: Assume that the samples (or members, points) of a given
data set X = {~xi}ni=1 ⊂ Rm belong to c classes and B =
{b1, · · · , bc} is the class-label set. Let the labels of the samples
in X be y1, y2, · · · , yn, respectively. When X is observed, only
the samples of a subset, say, X` = {~x1, ~x2, · · · , ~xn0

} ⊂ X
have the known labels Y` = {y1, y2, · · · , yn0

} ⊂ B, while
the labels of the samples in its complementary set Xu =
{~xn0+1, ~xn0+2, · · · , ~xn} = X \X` are unknown. A function

f : X → B is called a classifier (or labeler) if it predicts the
labels for all samples in Xu. The classification error usually
is measured by the number of the misclassified samples:

E(f) = |{~xi ∈ X| f(~xi) 6= yi, 1 ≤ i ≤ n}| ,

where |S| denotes the cardinality of a set S. Then, the quality
of a classifier is measured by the classification error rate
(CErrRate) E(f)/|X|. The task of SSL is to find a classifier
f with the CErrRate as small as possible.

In a SSL problem, if the samples of X only belong to
two classes, say, Class A and Class B, it is called a binary
classification problem. In this case, we may assign the sign-
labels 1 and −1 to Classes A and B, respectively. In a
binary classification problem, the error of a classifier f can
be estimated by the `0 error:

E(f) =

n∑
k=1

sign(|f(~xi)− yi|).

It is worth to point out that the binary classification is
essential in SSL. When the samples of X belong to more
than two classes, we can recursively apply binary classification
technique to achieve multi-classification [2], [3]. In a binary
classification model, the classifier f on X usually is designed
to a continuous real-valued function. The sign f(~x) then gives
the class label of ~x so that the decision boundary is determined
by the level-curve f(~x) = 0

SSL models make use some assumptions. The main one
is the smoothness assumption, which asserts that the samples
in the same class are similar while those in different classes
are dissimilar. It enables us to design classifiers in a smooth
function space, say, Soblev space. Its special case is the
cluster assumption, which asserts that the data tend to form
discrete clusters, and points in the same cluster are most
likely in the same class. Clustering models are based on this
assumption. When the dimension of data is high, due to the
curse of dimensionality [4], [5], most computations on the data
become inaccurate and unstable. According to the manifold
assumption, the high-dimensional data lie approximately on a
manifold of much lower dimension. Therefore, the dimension-
ality reduction technique should be utilized in SSL models.

Many statistical and machine learning methods for SSL
were proposed in the last two decades. The monograph [6]
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and the survey paper [7] gave a comprehensive review of
various SSL methods. Geometrically, the main difficult in
SSL is the nonlinearity of the decision boundary. In gen-
eral, it is a combination of several disjoint surfaces in Rm.
To overcome the difficult, many popular methods, such as
transductive support vector machines, manifold regularization,
and various graph-based methods, utilize so-called kernel trick
to linearize the decision boundary [8], [9]. That is, in such
a model, with the help of a kernel function, one constructs
a reproducing kernel Hilbert space (RKHS) [10], where the
classifier is a linear function so that it can be constructed
by a regularization method. The success of a kernel-based
method strongly depends on the exploration of data structure
by the kernel. However, it is often difficult to design suitable
kernels, which precisely explore the data features. Therefore,
recently researchers try to establish new SSL models, in which
classifiers are constructed without kernel technique. These
models include the data-tree based method [11], [12], SSL
using Gaussian fields [13], and others.

In most of the models above, a single classifier is con-
structed for a given SSL task. However, when a data set
has a complicate intrinsic structure, a single classifier usually
cannot complete the task satisfactorily. The multiple classifier
systems (MCSs) offer alternatives. The ensemble methodology
in MCSs builds a single strong classifier by integrating several
weak classifiers. Although each weak classifier is slightly
correlated with the true classification, the strong classifier is
well-correlated with the true one. MCSs perform informa-
tion fusion at different levels to overcome the limitations of
the traditional methods [14]–[16]. In MCSs two canonical
topologies, parallel and serial ones, are employed in the
ensemble (see Fig. 4 in [15]). In the parallel topology, all
weak classifiers are built on the same data set and the strong
classifier is made by a combination of their outputs. On the
other hand, in the serial topology, the weak classifiers are
applied in sequence, such that the output of the predecessor
turns to be the input of the successor, and the final label
prediction comes from the last weak classifier. Originally,
ensemble algorithms are developed for supervised learning. A
well-known parallel ensemble algorithm is bagging (bootstrap
aggregating) [14], [17]. Boosting algorithms, such as AdaBoost
[18], LPBoost, LSBoost, RobustBoost, and GentleBoost, apply
serial ensemble. Due to the flexibility, MCSs open a wide door
for developing various ensemble SSL algorithms.

The novelty of the introduced ensemble SSL method is the
following: It adopts the framework of data 1-D representation,
in which the data set is represented by several different 1-
D sequences, then a labeler is constructed as an ensemble
of several weak classifiers, which are built on these 1-D
sequences. Here, we are partial to data 1-D models because 1-
D decision boundary reduces to a set of points on a line, which
has the simplest topological structure. As a result, the weak
classifiers can be easily constructed by standard 1-D regular-
ization methods without using kernel trick. Furthermore, the
simplicity of 1-D models makes the algorithm more reliable
and stable. Hence, the core of our method is an ensemble
binary classification algorithm for SSL, whose architecture and
technological process are described in the following.

1) Making data 1-D (shortest path) representation.
The data set X first is smoothly sorted and mapped to
several 1-D sets {T i}ki=1, of which each preserves the

local similarity of members in X . Correspondingly,
the couple {X`, Xu} is mapped to {T i` , T iu} such
that T i` ∪ T iu = T i. The 1-D sets {T i}ki=1 provide
a framework of our method.

2) Constructing ensemble labeler in the 1-D frame-
work. Based on T i, a weak classifier gi on X is
constructed by a 1-D regularization method. Then an
ensemble labeler is built from these weak classifiers.
From the unlabeled set Xu, the labeler extracts a
feasibly confident subset L, which contains the sam-
ples, whose predicted labels are accurate with high
confidence.

3) Developing label boosting algorithm. A label se-
lection function is constructed to select the newborn
labeled subset S from the feasibly confident subset
L to reduce the misclassification error. It computes
class weights of the members of L for selection
decision. Then, the initial labeled set X` is boosted
to Xnew

` = X` ∪ S. The process is repeated and not
terminated until the boosted labeled set Xnew

` reaches
a certain size.

4) Building the final (strong) classifier. Finally, several
weak classifiers gi are constructed based on the final
updated labeled set Xnew

` . The final classifier f is
defined as the mean of these weak classifiers.

Our strategy in the binary classification algorithm above adopts
Model-guided Instance Selection approach to boosting [14].
But it is slightly different from the standard boosting algo-
rithms [19] in the sense that they boost the misclassified
weights on Xu, while our method boosts the labeled subset X`.
The preliminary work of the proposed method can be found
in [20]–[23].

In this paper, we employ the well-known One-Against-All
strategy [2] to deal with multi-classification using a combina-
tion of binary classifications.

The paper is organized as follows: In Section II, we
introduce our ensemble SSL method in details and present
the corresponding ESSL1DLB algorithm. In Section III, we
demonstrate the validity of our method in examples and give
the comparison of our results with those obtained by several
popular methods. The conclusion is given in Section IV.

II. ENSEMBLE SSL METHOD IN FRAMEWORK OF DATA
1-D REPRESENTATION WITH LABEL BOOSTING

In this section, we introduce the novel ensemble SSL
method based on data 1-D representation and label boosting.
The main steps of the method has been introduced in the previ-
ous section. We now introduce the method and corresponding
algorithm in details.

A. Data 1-D representations by shortest path sorting
Assume that the data set X is initially arranged in a stack

x = [~x1, · · · , ~xn]. Let w(~x, ~y) be a distance-type weight
function on X × X that measures the dissimilarity between
the samples ~x and ~y. Let π be an index permutation of the
index sequence [1, 2, · · · , n], which induces a permutation Pπ
on the initial stack x, yielding a stack of X headed by ~xπ(1):
xπ = Pπx = [~xπ(1), · · · , ~xπ(n)]. We denote the set of all
permutations of X with the head ~x` by

P` = {Pπ; π(1) = `}.
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According to [24], the shortest-path sorting of X headed
by ~x` is the stack xπ that minimizes the path starting
from ~x` and though all points in X , i.e., xπ = Pπx =
[~xπ(1), ~xπ(2), · · · , ~xπ(n)], where

Pπ = arg min
P∈P`

n−1∑
j=1

w((Px)j , (Px)j+1). (1)

Define the 1-D sequence t = [t1, · · · , tn] by

t1 = 0, tj+1 − tj =
w(~xπ(j), ~xπ(j+1))∑n−1
k=1 w(~xπ(k), ~xπ(k+1))

. (2)

Then, the 1-D stack t provides the 1-D (shortest-path) rep-
resentation of X headed by ~x`. We call the function h` :
X → [0, 1], h`(~xπ(j)) = tj the (isometric) 1-D embedding of
X headed by ~x`. When the index ` is not stressed, we will
simplify h` to h.

The sorting problem (1) essentially is a traveling salesman
problem, which has NP computational complexity. To reduce
the complexity, approximations of Pπ in (1) are adopted.
For instance, a greedy algorithm for the approximation was
developed in [24] for sorting all patches in an image. In this
paper, we slightly modify the algorithm in [24] so that it works
for data sets that are represented by weighted data graphs. We
first see how to construct weighted graphs for two popular
types of data sets:

1) The data set forms a point cloud X ⊂ Rm

equipped with a metric. To construct a weighted
graph [X,E,W ] on X , we identify a point ~x with
a node in the graph so that X can be considered as
a set of nodes in the graph. By the metric on X ,
we derive a distance-type weight function d(~x, ~y) on
X×X , which measures the dissimilarity between the
samples in X . For any ~x ∈ X , the k nearest neighbors
(kNN) of the node ~x is denoted by N~x ⊂ X . Assume
that |X| = n, and set I = {1, 2, · · ·n}. Then the edge
set in the graph is E = {(i, j) ∈ I × I; ~xj ∈ N~xi}.
Finally, we define the weight matrix W = [wij ]

n
i,j=1,

where wi,j = d(~xi, ~xj).
2) The data set is a hyperspectral image (HSI) rep-

resented as an imaginary cube X ∈ Rm×n×s. In
the cube, the (i, j)-pixel, X(i, j, :), is a spectral
vector; and the spatial neighbors of X(i, j, :) usually
is defined as the pixel-square centered by X(i, j, :):
N(i,j) = {X(k, l, :); |k − i| ≤ q, |l − j| ≤ q},
where q is a preset positive integer. For a given HSI
cube X , we construct the weighted graph [X,E,W ]
as follows: We first map the double index (i, j) to
the single one k = i + (j − 1)m. Then we write
~xk = X(i, j, :) and convert the 2-D neighborhood
to the 1-D one: N~xk = N(i,j), which defines the
edge set E. For a HSI data set, there are various
ways to define the distance-type weights on edges.
We propose the spectral-spatial weights introduced
in the paper [22]. Similar to the first case, the node
set X = {~xk; 1 ≤ k ≤ nm}, the edge set E and the
weight set W form a weight graph [X,E,W ] on the
HSI cube X .enumerate

Note that the edge set E in the graph [X,E,W ] induces an
index neighbor set from a node neighbor. For instance, the

index set Nk = {j; (k, j) ∈ E} is corresponding to the
neighbor set N~xk . Using index neighbors to replace the node
neighbors can simplify code writing. If the graph [X,E,W ]
is complete, then the neighbor set of each node ~x is the set
X\{~x}, which leads to the global search scheme in the greedy
algorithm.

Adopting weighted data graph [X,E,W ] as the input of
the greedy sorting algorithm enables us to apply the algorithm
to various data sets. For instance, it can be applied to the
data set X , whose samples cannot be digitally represented by
vectors, but the similarity between them can be measured. For
this type of data, although X is not digitized, the algorithm
works. Many data sets obtained by social survey are in this
category.

The pseudocode of our data 1-D (shortest-path) representa-
tion (1dSPR) algorithm is presented at Algorithm 1, in which
ε is called the path selection parameter. Since the algorithm
is a slight modification of that one in [24], we omit the details
of the explanation of the parameter settings here.

Algorithm 1 1dSPR Algorithm

Require: Data graph [X,E,W ]; probability vector p̃ =
[p̃1, p̃2, · · · , p̃n], where p̃i ∈ (0, 1), and n = |X|.

1: Initialization of Output: π: empty index stack; t: n-
dimensional zero vector.

2: Set π(1)← j, j: random index; and set t1 = 0.
3: Define I = {1, 2, · · · , n}.
4: for k = 1, 2, · · · , n− 2 do
5: • set N c

π(k) = Nπ(k)\π; Ic = I\π
6: • if |N c

π(k)| = 1
7: — π(k + 1)← j ∈ N c

π(k)
8: • else
9: — if |N c

π(k)| ≥ 2
10: * Find j1 ∈ N c

π(k) such that ~xj1 is the nearest
neighbor to ~xπ(k) in N c

~xπ(k)

11: * Find j2 ∈ N c
π(k) such that ~xj2 is the second nearest

neighbor to ~xπ(k) in N c
~xπ(k)

12: — elseif |N c
k | = 0

13: * Find j1 ∈ I\π such that, in all nodes with indices
in I\π, ~xj1 is the nearest node to ~xπ(k)

14: * Find j2 ∈ I\π such that, in all nodes with indices
in I\π, ~xj2 is the second nearest node to ~xπ(k)

15: — endif
16: • endif
17: Compute qk:

qk =
1

1 + exp
(
w(~xπ(k),~xj1 )−w(~xπ(k),~xj2 )

ε

) (3)

18: Set π(k + 1) =

{
j2 if qk < p̃π(k)

j1 otherwise.
19: Set tk+1 = tk + w(~xπ(k), ~xπ(k+1)).
20: end for
21: Set π(n)← j ∈ I\π, tn = tn−1 + w(~xπ(n−1), ~xπ(n)).
22: Normalize vector t: tj ← tj/tn
Ensure: t; π.

Because sorting scheme is a serial process, it is a bias in the
sense of smoothness. That is, in general the difference ∆tj =
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tj+1 − tj is increasing with respect to j, i.e., earlier selected
adjacent pairs are more similar than the later selected ones.
This bias impacts cluster preserving when X is represented
by T .

Enlightened by the spinning technique [25], we introduce
multiple 1-D embedding of X to reduce the sorting dias. Let
{~xj1 , ~xj2 , · · · , ~xjk} be a subset of X selected at random, and
hi be the 1-D embedding headed by ~xji . We call k the spinning
number and the vector-valued function ~h = [h1, h2, · · · , hk]
a k-ple 1-D embedding of X . Then ~h(X) gives a k-ple 1-D
representation of X .

B. Construction of ensemble labeler from weak classifiers on
data multiple 1-D representation

Let h be a (single) 1-D embedding of X (with |X| = n).
We write T` = h(X`) and Tu = h(Xu). Then, T` is a labeled
set and Tu is an unlabeled set, and a labeler on T induces a
labeler on X . Since T is a 1-D set, its class decision boundary
is reduced to a point set in the line segment [0, 1]. Therefore, no
kernel trick is needed for constructing a labeler on T . Instead,
a simple regularization scheme works.

As we mentioned above, a single 1-D representation may
not truly preserve the data similarity because the sorting bias.
In the proposed method, we create a multiple 1-D represen-
tation of X , and construct a weak labeler based on each of
them. Then, from these weak labelers, we build an ensemble
labeler (1dEL), which better predicts the labels of the samples
in the unlabeled set Xu. The following is the details of 1dEL
Algorithm.

Let ~h = [h1, · · · , hk] be a k-ple 1-D embedding of X with
the head stack [~xj1 , ~xj2 , · · · , ~xjk ]. Let Pi be the permutation
operator corresponding to hi and xπi = Pix. The embedding
hi produces a 1-D representation of X: ti = hi(xπi), and any
function f on X through hi derives a function si = f ◦ h−1i
on ti. Equivalently, f = si ◦ hi, which given the relation of
a labeler on ti and a labeler on X . Since ti is a discrete
set, we can represent the function si on ti in the vector form
si = [si1, · · · , sin], where sij = s(tij).

To construct the labelers on ti, we define the first-order
difference of si (at tij) by ∆sij = s(tij+1)−s(tij), and the first-
order difference quotient by Dsj = (s(tij+1)− s(tij))/(tij+1−
tij). Inductively, we define the kth-order difference of si (at tij)
by ∆ksij = ∆k−1sij+1−∆k−1sij and the kth-order difference
quotient by Dksij = (Dk−1sij+1−Dk−1sij)/(t

i
j+k− tij). They

describe various smoothness of sj . Let T i` = hi(X`) and T iu =
hi(Xu). As we have mentioned, a weak labeler gi on X can
be constructed as the composition gi = qi ◦ hi, where qi is a
labeler on ti. We construct qi using one of the following 1-D
regularization models:

1. Least-square regularization. Let qi be the solution of
the following unconstrained minimization problem:

qi = arg min
1

n0

n0∑
j=1

(
si(hi(~xj))− yj

)2
+
λ

2

n−1∑
j=1

(Dsij)
2, (4)

where λ is the standard regularization parameter. We denote
by In0

the n×n diagonal matrix, in which only (πi(j), πi(j))-
entries are 1, 1 ≤ j ≤ n0, but others are 0. Set w0 = wn =

0, wj = 1/(tij+1 − tij)2, and denote by D = [Di,j ] the n× n
three-diagonal matrix, in which{

Dj,j = wj−1 + wj 1 ≤ j ≤ n,
Dj,j+1 = Dj+1,j = −wj 1 ≤ j ≤ n− 1,

Then, the vector representation of qi on the stack ti is

qi = (In0
+ n0λD)

−1
~y. (5)

Assume that the class distribution on Xu is the same as on
X`. Let M = 1

n0

∑n0

j=1 yj . Then we may add the constraint

1

n

n∑
j=1

si(tij) = M

to the minimization problem (4). Correspondingly, the solution
(5) is modified to

qi = (In0 + n0λD)
−1

(~y + µ~1) (6)

with

µ =
M − E

(
(In0 + n0λD)−1~y

)
E
(

(In0
+ n0λD)−1~1

) ,

where ~1 denotes the vector whose all entries are 1 and E(~v)
the mean value of the vector ~v.

Remark: In the Least-square regularization model (4), the
difference quotient term (Dsij)

2 may also be replaced by the
difference term (∆sij)

2. This replacement is equivalent to using
the equal-distance sequence ti in (4).

2. Regularization by interpolation. Let qi be the solution
of the following constrained minimization problem:

qi = arg min

n−2∑
j=1

(D2sij)
2 (7)

subject to
si(hi(~xj)) = yj , 1 ≤ j ≤ n0. (8)

Write t̂j = hi(~xj). Then qi is the cubic spline that has the
nodes at {t̂j}n0

j=1 and takes the values as in (8).
Let i run through 1 to k. Then we obtained k 1-D labelers

q1, · · · , qk. They further derive k weak labelers gi = qi ◦
h−1i , 1 ≤ i ≤ k, on X . We will use [g1, · · · , gk] in two cases.
Firstly, in the label boosting precess, they are used to construct
the feasibly confident subset. Recall that each gi predicts the
label sign(gi(~x)) for ~x ∈ Xu. Let

g(~x) =
1

k

k∑
i=1

sign(gi(~x)), ~x ∈ Xu, (9)

and define

L+ = {~x ∈ Xu; g(~x) = 1}, L− = {~x ∈ Xu; g(~x) = −1}.

Then we call L+ the feasibly confident subset of Class A, L−
the feasibly confident subset of Class B, and L = L+∪L− the
feasibly confident subset. In a great chance, a sample in L+ is
in Class A, while a sample in L− in Class B. For convenience,
we denote the set operator that create the feasibly confident
subset L from Xu by G : G(Xu) = L.
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Secondly, we use [g1, · · · , gk] to construct the final classi-
fier f in the last step of our algorithm as follows:

f(~x) =
1

k

k∑
i=1

gi(~x), ~x ∈ Xu. (10)

C. Label boosting

To further eliminate the misclassification in L+ and L−,
we will construct a subset S+ ⊂ L+ and a subset S− ⊂ L− as
follows: Let X+

` ⊂ X` be the subset that contains all Class-A
members and X−` ⊂ X` the subset that contains all Class-B
members. For each ~x ∈ L, define

w+(~x) =

∑
~y∈X+

`
w(~x, ~y)

|X+
` |

and

w−(~x) =

∑
~y∈X−

`
w(~x, ~y)

|X−` |
.

We now create the class weight function by

w(~x) =
w+(~x)

w+(~x) + w−(~x)
.

It is obvious that a greater value of w(~x) indicates that ~x is
nearer the points in X−` . Therefore, it is more likely in Class
B. Let the set S+ contain the half of members of L+ with the
smallest class weights and S− contain the half of members
in L− with the greatest class weights. We call S = S+ ∪ S−
the newborn labeled subset, call the operator S : S(L) = S
a newborn labeled subset selector, and call the composition
M= S ◦G a newborn labeled subset generater. Therefore,
we have the newborn labeled set S = S(L) = S(G(Xu)) =
M(Xu).

The Label Boosting Algorithm iteratively adds the newborn
labeled subset to the original labeled set so that the labeled set
is cumulatively boosted. In detail, let the initial labeled set x`
and the unlabeled set X − u be re-written as X0

` and X0
u, re-

spectively. We apply the newborn labeled subset generater M1

on X0
u to create a newborn labeled set S1 = M1(X0

u), which
is united with X0

` to produce X1
` = X0

` ∪ S1. Meanwhile, we
set X1

u = X0
u \ S1. Repeating the procedure for N times, the

labeled set will be cumulatively boosted to a enlarged labeled
set

XN
` = X0

`

N⋃
j=1

Sj , Sj = Mj(X
j−1
u ). (11)

We set a boosting-stop parameter p, 0 < p < 1. The process
will not be terminated until the labeled set XN

` reaches the
size |XN

` | ≥ p|X|. We call N the label boosting times.

D. Construction of the final classifier

Finally, we apply 1dEL algorithm on the couple
{XN

` , X
N
u } to construct the final classifier f by (10). Then

each ~x ∈ X is labeled by sign f(~x).

The whole algorithm that creates the final classifier f is
called ESSL1dLB.

E. One-Against-All strategy for multi-classification
Many strategies are proposed in literature for handling

multi-classification using binary ones [26]–[29]. We apply the
well-known One-Against-All strategy for multi-classification
tasks [2], [30], [31]. In the paper, we choose the simplest one,
which is briefly described in the following:

Assume that X consists of c-classes (c > 2): Class 1
to Class c. Using ESSL1dLB, we create c binary classifier
{f1, f2, · · · , fc} , where fi classifies two classes: Class A is
identical with Class i, and Class B contains all of other classes,
as we described above. A simple one-vs-all classification
strategy is the following: Let f be the multi-classifier. Then

f(~x) = arg max
1≤i≤c

fi(~x).

III. EXPERIMENTS ON HYPERSPECTRAL IMAGES

In this section, we evaluate our ensemble SSL method in
the experiments on hyperspectral images. An earlier method in
the ensemble SSL framework for the classification of hyper-
spectral images has been reported in [22], where we used the
interpolation splines as 1-D weak labelers (see (7)) and adopted
the following simpler label boosting method: Choosing the
newborn labeled subset at random. The obtained results are
still very promising and superior over many other popular
methods. In this section, we apply ESSL1dLB algorithm for
the multi-classification of hyperspectral images. There are two
main differences between ESSL1dLB and the algorithm used
in [22]: Firstly, the ESSL1dLB algorithm uses Least-square
regularization for the construction of weak labelers (see (4)).
Secondly, it uses the class-weight method for label boosting.

In this section, we first introduce the data formats and the
metrics of the data sets used in our experiments. Then we tune
the parameters in the ESSL1dLB algorithm. Finally, we report
the results of the experiments and comparisons.

(a) (b)

1−Alfalfa

2−Corn−notill

3−Corn−mintill

4−Corn

5−Grass−pasture

6−Grass−trees

7−Grass−pasture−mowed

8−Hay−windrowed

9−Oats

10−Soybean−notill

11−Soybean−mintill

12−Soybean−clean

13−Wheat

14−Woods

15−Buildings−Grass−Trees−Drives

16−Stone−Steel−Towers

(c)

Figure 1. RGB composition and classification map for AVIRIS Indian Pines
1992 scenario. (a) Pseudocolor image. (b) Ground truth map. (c) Class

labels.

A. Data Collection and Experiment Design
All of the data sets used in the experiments are published

for research usage only. Three hyperspectral images are chosen
for our experiments, which are particularly designed.

1) Data sets: The first data set used in our experiments
is the AVIRIS Indian Pines 1992, which was gathered by the
National Aeronautics and Space Administration’s (NASA) Air-
borne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor
over the northwestern Indian Pines test site in 1992. The raw
calibrated data are available on-line from [32] with the ground-
truth class map. This data set consists of 145 × 145 pixels
and 224 spectral reflectance bands in the wavelength range
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(a) (b)

1−Brocoli8green8weeds81

2−Brocoli8green8weeds82

3−Fallow

4−Fallow8rough8plow

5−Fallow8smooth

6−Stubble

7−Celery

8−Grapes8untrained

9−Soil8vinyard8develop

10−Corn8senesced8green8weeds

11−Lettuce8romaine84wk

12−Lettuce8romaine85wk

13−Lettuce8romaine86wk

14−Lettuce8romaine87wk

15−Vinyard8untrained

16−Vinyard8vertical8trellis

(c)

Figure 2. RGB composition and classification map for Salinas scenario. (a)
Pseudocolor image. (b) Ground truth map. (c) Class labels.

(a) (b)

1−Asphalt

2−Meadows

3−Gravel

4−Trees

5−Painted8metal8sheets

6−Bare8Soil

7−Bitumen

8−Self−Blocking8Bricks

9−Shadows

(c)

Figure 3. RGB composition and classification map for Pavia University scene
scenario. (a) Pseudocolor image. (b) Ground truth map. (c) Class labels.

0.4 × 10−6 ∼ 0.6 × 10−6 meters, representing a vegetation-
classification scenario. Among all pixels, two thirds are agri-
culture and one third is forest and other natural perennial
vegetation. The image also contains two major dual lane
highways, a rail line, some houses and other buildings with
low density, and a few local roads. These objects are treated
as background so that they will not be classified. When the
image was captured, the main crops of soybean and corn
are in their early stage of growing. We use the no-till, min-
till, and clean-till denote the different growing status of the
crops. The water absorption bands (104-108, 150-163, 220) are
removed before experiment since they are useless bands for the
classification. Hence, the exact 204 spectral bands are used. In
the experiments, totally 10,249 (labeled) pixels are employed
to form the data set X , in which about 10% are selected in
the labeled set X` and the remains form the unlabeled set
Xu in the test. The ground truth image contains 16 classes.
Fig. 1 consists of three sub-images: (a) the pseudocolor image
of Indian Pines; (b) the ground true map of the classifications;
and (c) the color bar of 16 classes.

The second data set used in our experiments is the AVIRIS
Salinas scenario, which was captured by the AVIRIS sensor
over Salinas Valley, California, USA, with a spatial resolution
of 3.7 meter per pixels. This data set has totally 224 bands
of size 512 × 217. The 20 watered absorption bands (108-
112, 154-167, 224) are excluded in experiment. Moreover,
this scene was available only as at-sensor radiance data. It
includes vegetables, bare soils, and vineyard fields. Totally 16

classes are included in this data set. Fig. 2 shows (a) the color
composite of the Salinas image, (b) the ground truth map, and
(c) the color bar of 16 classes.

The third data set Pavia University scene was captured by
the Reflective Optics System Imaging Spectrometer (ROSIS-
03) optical satellite sensor, which provides 115 bands HSI data
during a flight campaign over the Pavia of the northern Italy.
The size of Pavia University scene is 610×340 with 115 bands.
In the experiment, 12 polluted bands are removed since they
have no contribution for the classification. Likewise, some of
the samples are treated as background since they are not in
the classes we need to determine. The geometric resolution of
the scenes is 1.3 meters per pixel, covering the wave ranges
from 0.43 µm to 0.86 µm. The pixels of the HSI image cover 9
classes excluding the background. Fig. 3 shows the pixels used
in the experiment in (a) pseudo-color image, (b) the ground
truth map, and (c) the class bar of all classes, respectively.

2) Metrics on the data sets: It is a common sense that
the performance of a classification scheme for HSI images is
heavily relied on the quality of metric on HSI data [33]. Many
experiences show that the standard Euclidean distance between
the spectral vectors (pixels) of a HSI image may not represent
the exact similarity. The main reason is that the spectral vectors
in the HSI image are departed from their truthes by the noise.
Note that a pixel in the spatial neighborhood of a pixel ~x is
most likely in the same class as ~x. Since the spatial positions of
pixels are not impacted by noise, merging the spatial distance
into the spectral one can correct the derivation caused by noise.
In this paper, we adopt the following spectral-spatial affinity
metric:

wij(~xi, ~xj) = wrij(~xi, ~xj) + µwsij(~xi, ~xj), (12)

where wrij and wsij are radian weight (or spectral distance)
and spatial weight (a distance-type weight), respectively, and
0 ≤ µ ≤ 1/2 is the weight balance parameter that measures
the strength of the spatial prior.(in the paper, we set µ = 1/2).

The radian weight wrij is defined by the following:

wrij(~xi, ~xj) = 1− exp

(
−‖~xi − ~xj‖

2

ρiρj

)
(13)

where ρi denotes the local scaling parameter with respect to
~xi defined by

ρi = ‖~xi − ~xsi‖, (14)

where ‖∗‖ denotes the l2 norm, ~xsi is the s-th nearest neighbor
of ~xi, and s is a preset positive odd integer (in our experiment,
s = 5), called spectral-weight parameter. The distance in (13)
is call a diffusion distance. It is more consistent of the manifold
structure of data. More details on the spectral distance design
are refer to [34].

The spatial weight in the paper is defined as follows: We
first construct a spatial neighborhood system on HSI. Let ~xi
and ~xj have the 2D index i = (i1, i2) and j = (j1, j2) in the
HSI image X , respectively. Let r > 0 be the size of a spatial
neighborhood system on X . (In this paper, we fix r = 2.) We
define the spatial neighborhood of ~xi by

Ni = {j; max(|i1 − j1|, |i2 − j2|) ≤ r, j 6= i}

Aid with the neighborhood system, we formulate the spatial
(distance-type) weight between two pixels ~xi and ~xj as the
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following:

wsij =

{
−1, if j ∈ Ni
0. otherwise

(15)

Note that we use spatial weight −1 for the pixel in the
neighborhood to shorten the spectral-spatial distance between
neighbored pixels.

3) Optimization of parameters in the algorithm: The pro-
cess for optimizing the free parameters in ESSL1dLB algo-
rithm is very similar to that for the SS1DME one in [22].
For shortening the length of the paper, we only give a brief
description of the process. The following parameters are tested
and optimized: (a) regularization parameter λ in (4), (b) weight
balance parameter µ in (12), (c) path selection parameter ε
in (3), (d) the spinning number K in (9), and (e) the label
boosting times N in (11).

The regularization parameter λ balances the fidelity term
and smoothness one in the regularization algorithm. It can be
learned in a standard way. The tuning process shows that it
is insensitive in the range [0.3, 5]. We fix it to 0.5 in all
experiments. The weight balance parameter µ impacts the
definition of similarity between pixels. Its selection should not
be dependent on an individual SSL method. The experiments
show that it can be chosen in the range [0.3, 0.7]. The quanti-
tative analysis for µ can bo found in Fig. 12-13 in [22].

The path selection parameter ε impacts the approximation
quality of the greedy method presented in Algorithm 1. It is
uniform for all SLL methods based on data 1-D representation,
but possibly dependent on the data set. Fortunately, although
differen data sets have different optimal ε, it is an insensitive
parameter. The parameter tuning experiment results almost
are similar when ε is selected in a very wide range, say in
[50, 500] (see Fig. 14 in [22]). Hence, the values used in [22]
can also be applied to the proposed method in the paper. In
our experiments, we choose ε = 100.

To investigate how the spinning number K impacts the
classification output. We use the HSI image “AVIRIS Indian
Pines”in the parameter tuning experiments, where other pa-
rameters are fixed as following: λ = 0.5, µ = 0.5, ε = 100,
and the boosting number N = 5; but the values of K are
chosen in the integer range [3, 10]. The experiment is repeated
5 times for each value of K, and the average scores of OA,
AA, and κ are reported. Their meanings are explained in the
next subsection. The results are shown in Fig. 4 and Tab. I.
We observe that the spinning parameter K in (9) is relatively
insensitive too. In our experiments, we will set K = 7.

Finally, we test the effectiveness of the number of label
boosting times N , which determines the enlargement of the
labeled set. A greater number of the boosting times usually
yields a larger size of the boosted set XN

` at the last step in the
construction of the final classifier. Again, we use the HSI image
“AVIRIS Indian Pines”as the train set, where other parameters
are fixed as following: λ = 0.5, µ = 0.5, ε = 100,K = 7,
but the number of label boosting times N is chosen in the
integer range [4, 10]. The experiment is repeated 5 times for
each value of N , and the average scores of OA, AA, and κ are
reported in Fig. 5 and Tab. II. The experiment results indicate
that the number of label boosting times can be chosen from
the integer range N ≥ 4.

All of the tests above indicate the stability and reliability of
the ESSL1dLB algorithm: Although the algorithm is a multi-
parametric one, all of parameters are relatively insensitive so
that each of them can be chosen in a wide range without great
deviation.

B. Measurements of performances of experiments
The maps of the thematic land covering, which are gen-

erated by different classification methods, are used in a va-
riety of applications for data analysis. In this paper, each
experiment contains five repeated tests at random using the
same parameter settings. The quality of the output of the
experiment is evaluated in the standard way commonly used in
the classification of HSI images [35]. That is, the performance
will be measured by overall accuracy (OA), average accuracy
(AA), and Kappa coefficient (κ) of the five tests. As their
names indicate, OA, one of the simplest and most popular
accuracy, measures the accuracy of the classification weighted
by the proportion of testing samples of each class in the total
training set, AA measures the average accuracy of all classes,
and Kappa measures the agreement of the tests, of which each
classifies n samples into C mutually exclusive classes.

C. Experiment comparison settings
Similar to [22], three widely used hyperspectral data sets,

the Indian Pines 1992 scene, the Salinas scene, and the
University of Pavia scene are used in experiments to evaluate
the classification performance. The pseudocolor images, the
ground truth maps, and the class label bar of these HSI images
are shown in Fig. 1–3, respectively. For comparison, we assess
our proposed ESSL1dLB algorithm with several spectral-
based and spectral-spatial extended methods, LDA [36], LDA
with multi-logistic prior (LDA-MLL) [37], SVM [38], [39],
Laplacian SVM (LapSVM) [40], SVM with component kernel
(SVMCK) [41], orthogonal matching pursuit (OMP) [42], si-
multaneous OMP (SOMP) [43], MLRsub [37], MLRsub-MLL
[37], semiMLR-MLL [44], WT-EMP [45] for hyperspectral
image classification. These methods are well established in the
hypersepctral remotely sensing community. In the comparison,
we also add SS1DME [22], which was an earlier work in the
ensemble SSL framework developed by the author and his
colleagues.

In all of the mentioned methods, the LapSVM and the
semiMLR-MLL approaches are usually considered to be the
reference benchmarks for semi-supervised learning in hyper-
spectral image classification, as summarized in [44], [46], [47].

For fair comparison, five experiments with different ran-
domly sampled data are carried out for each data set to enhance
the statistical significance. In the comparison, the experiment
results of other methods are either directly obtained from the
authors’ papers, or obtained by running the code provided
by the authors with the optimal parameters. In all of the
following experiments, we use the unconstraint 1-D least-
square regularization model, set λ = µ = 0.5, ε = 100, N = 5,
and choose the spinning number K = 7 in the label boosting
process and set K = 10 in the last spinning for producing the
final classifier.

D. Experiment 1– AVIRIS Indian Pines Data Set
The first experiment is conducted on the AVIRIS Indian

Pines data set, whose format and data structure information
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TABLE I. THE RESULTS OF VARIOUS SPINNING NUMBERS USED IN THE EXPERIMENT FOR CLASSIFICATION OF AVIRIS INDIAN PINES. IN THE
EXPERIMENT λ = 0.5, µ = 0.5, ε = 100 AND N = 5 ARE FIXED, BUT K ARE SELECTED IN THE INTEGER RANGE [3, 10].

K 3 4 5 6 7 8 9 10
OA mean(%) 99.10 99.11 98.83 99.08 99.22 99.14 98.89 99.08

OA std 0.32 0.21 0.29 0.18 0.17 0.21 0.23 0.25
AA mean(%) 99.33 99.40 99.17 99.32 99.46 99.34 99.13 99.36

AA std 0.24 0.11 0.14 0.11 0.09 0.14 0.13 0.12
κ(%) 98.97 98.98 99.17 98.95 99.11 99.02 98.73 98.95
κ std 0.36 0.24 0.33 0.20 0.20 0.24 0.27 0.29

TABLE II. THE RESULTS OF VARIOUS SPINNING NUMBERS USED IN THE EXPERIMENT FOR CLASSIFICATION OF AVIRIS INDIAN PINES. IN THE
EXPERIMENT, λ = 0.5, µ = 0.5, ε = 100, AND K = 7 ARE FIXED, BUT N ARE CHOSEN FROM THE INTEGER RANGE [4, 10].

N 4 5 6 7 8 9 10
OA mean(%) 99.04 99.20 99.14 99.02 99.23 98.94 99.05

OA std 0.35 0.20 0.24 0.25 0.21 0.23 0.30
AA mean(%) 99.14 99.43 99.36 99.26 99.46 99.27 99.35

AA std 0.38 0.11 0.12 0.11 0.12 0.22 0.21
κ(%) 98.89 99.10 98.95 98.89 99.11 98.93 98.89
κ std 0.51 0.20 0.33 0.30 0.20 0.22 0.31

TABLE III. NUMBER OF TRAINING AND TEST SAMPLES FOR THREE HSIS.

ID Indian Pines Salinas University of Pavia
Class Name Train Test Class Name Train Test Class Name Train Test

1 Alfalfa 20 26 Brocoli Green Weeds 1 144 1865 Asphalt 553 6078
2 Corn-notill 134 1294 Brocoli Green Weeds 2 200 3526 Meadows 1161 17488

3 Corn-mintill 75 755 Fallow 151 1825 Gravel 304 1795
4 Corn 44 193 Fallow Rough Plow 135 1259 Trees 328 2736
5 Grass-pasture 49 434 Fallow Smooth 159 2519 Painted metal sheets 261 1084
6 Grass-trees 56 674 Stubble 209 3750 Bare Soil 440 4589
7 Grass-pasture-mowed 17 11 Celery 192 3387 Bitumen 263 1067
8 Hay-windrowed 59 419 Grapes Untrained 404 10867 Self-Blocking Bricks 379 3303

9 Oats 11 9 Soil Vinyard Develop 282 5921 Shadows 232 715
10 Soybean-notill 95 877 Corn Senesced Green Weeds 179 3099
11 Soybean-mintill 209 2246 Lettuce-Romaine-4wk 121 947
12 Soybean-clean 65 528 Lettuce-Romaine-5wk 150 1777
13 Wheat 29 176 Lettuce-Romaine-6wk 118 798
14 Woods 104 1161 Lettuce-Romaine-7wk 129 941
15 Buildings-Grass-Trees-Drives 37 349 Vinyard Untrained 289 6979
16 Stone-Steel-Towers 20 73 Vinyard Vertical Trellis 138 1669

Total 1024 9225 Total 3000 51129 Total 3921 38855

TABLE IV. CLASSIFICATION ACCURACIES OBTAINED BY DIFFERENT METHODS FOR AVIRIS INDIAN PINE SCENE (%).

Class Name LDA
LDA-
MLL SVM LapSVM SVMCK OMP SOMP MLRsub

MLRsub-
MLL

semiMLR-
MLL WT-EMP SS1DME ESSL1dLB

Alfalfa 100.00 96.43 89.29 82.62 100.00 45.95 81.25 85.19 81.48 100.00 92.52 100.00 100.00
Corn-notill 61.21 92.61 69.92 78.70 92.07 56.13 92.09 65.09 89.15 86.20 90.30 99.30 99.34

Corn-mintill 56.80 77.97 57.78 66.69 97.30 56.33 89.20 47.56 99.87 76.05 93.15 98.68 99.12
Corn 71.72 100.00 71.43 76.91 100.00 44.74 96.65 72.78 99.40 82.13 79.76 99.48 98.92

Grass-pasture 91.76 94.85 90.39 91.54 97.88 84.46 92.65 87.85 93.69 91.41 94.79 96.31 98.22
Grass-trees 94.95 98.33 94.52 97.49 98.80 89.73 98.67 94.81 97.47 98.35 98.04 100.00 100.00

Grass-pasture-mowed 92.31 100.00 85.71 95.83 100.00 63.64 75.00 61.54 100.00 100.00 94.46 90.91 100.00
Hay-windrowed 96.80 100.00 96.98 98.56 98.33 95.81 100.00 99.29 100.00 99.53 96.83 100.00 100.00

Oats 100.00 100.00 88.89 98.89 100.00 50.00 44.44 77.78 100.00 100.00 97.78 100.00 100.00
Soybean-notill 59.07 82.08 75.17 77.61 91.72 69.15 87.53 65.32 95.96 83.72 87.68 99.54 98.16

Soybean-mintill 65.21 98.63 84.57 83.79 95.67 75.15 97.16 69.04 96.87 92.24 92.58 99.33 99.46
Soybean-clean 68.30 74.63 74.95 82.18 87.29 50.00 87.09 73.85 97.23 91.89 88.73 98.30 98.08

Wheat 98.87 99.44 97.16 99.45 99.44 95.12 100.00 99.31 100.00 99.42 98.25 100.00 100.00
Woods 91.47 92.47 96.62 94.70 99.22 91.50 99.74 93.05 98.03 96.43 98.01 99.91 99.72

Buildings-Grass-Trees-Drives 62.28 100.00 54.94 68.75 95.93 41.42 99.71 52.08 97.42 89.41 89.92 99.43 99.70
Stone-Steel-Towers 95.77 85.33 93.65 89.33 100.00 90.54 98.61 83.87 100.00 84.29 98.61 100.00 100

OA (mean) 71.54 91.98 80.74 84.11 94.94 71.38 94.42 73.64 94.95 89.32 92.80 99.05 99.13
OA (std) 0.25 0.15 0.62 0.37 0.66 0.32 0.18 0.37 0.50 0.95 0.19 0.13 0.24

AA (mean) 79.53 87.63 83.83 86.44 96.21 67.13 91.65 75.42 95.09 86.48 93.21 98.72 99.36
AA (std) 1.10 0.33 0.38 0.65 0.53 1.29 2.09 2.02 1.97 3.22 0.78 0.95 0.17
κ (mean) 67.62 90.76 78.03 81.81 94.22 67.32 93.62 69.78 94.18 93.77 91.78 98.92 99.00
κ (std) 0.38 0.17 0.70 0.43 0.75 0.38 0.20 0.42 0.58 2.76 0.21 0.15 0.28
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Figure 4. Sensitivity analysis of the spinning number K.

Figure 5. Sensitivity analysis of the label boosting times N .

are given in Subsection III-A. The number of training samples
and test samples are given in Tab. III. Figure 6 shows the
classification pseudo-color maps that are obtained by different
methods along with the corresponding OA score. Among all
of the methods, LDA-MLL, SVMCK, SOMP, MLRsubMLL,
semiMLR-MLL, WT-EMP, SS1DME, and ESSL1dLB yield
high accuracy. Comparing with the all other methods method,
the proposed ESSL1dLB method wins the best performance
in all of OA, AA, and Kappa coefficient. We note that the
classification accuracies of ESSL1dLB exceeds 98% for all
of 16 classes.

Remark. In the Fig. 6, the OA score is slightly different
from that in Tab. III. Because the OA score in Tab. III is
the average of 5 experiments, while Fig. 6 is for one of the
experiments selected at random. The same remark is also valid
for the following two experiments.

E. Experiment 2—AVIRIS Salinas Data Set

The second experiment was performed on the AVIRIS
Salinas hyperspectral image. The number of training and
testing samples for the image are given in Tab. III, where the
training set contains about 5.25% of all the labeled samples,
chosen at random. Because the image size is too large to be
treated on a Laptop, we divide the data set into 8 blocks
in the experiment. A visual perspective of these methods are
presented in Fig. 7. The quantitative results are presented in
Tab. V. Similar to the AVIRIS Indian Pines image, it can
be seen that the proposed ESSL1dLB beats the classification
performances of other methods in terms of OA, AA and Kappa
coefficient.

F. Experiment 3—ROSIS University of Pavia Data Set
The third experiment is conducted on the data set of ROSIS

University of Pavia scene. In this experiment, we use the ran-
domly chosen 3,921 labeled samples for training, which count
about 8.4% of all labeled pixels, while the remains are used
for testing. Detailed numbers for training and testing can be
found in Tab. III. Because the data set has 512×217 = 111104
pixels, this size is too large to be treated on a Laptop too.
Hence, we divide it into 8 disjoint blocks, then apply the
proposed algorithm on each block. The classification maps
obtained by different methods and the associated OA scores are
presented in Fig. 8. Meanwhile, the quantitative results (means
and standard deviations over the experiments on randomly
selected five different training sets) are listed in Tab. VI.
It can be observed that the proposed ESS1DLB algorithm
again performs better than other methods significantly in both
of quantitative results and visual qualities. For example, our
algorithm obtains more than 99% accuracy for all classes.
Particularly, for the Gravel, Trees, Self-Blocking
Bricks classes, the classification accuracies obtained by most
methods are not very satisfactory, but our method still produces
a super result.

IV. EXPERIMENTS ON HANDWRITTEN DIGITS

In this section, we evaluate our ensemble SSL method in
the experiments on handwritten digits. We use two benchmark
databases of handwritten digits, MNIST [48] and USPS [49]
in the experiments to present the validity and effectiveness
of the proposed method. In the literature of machine learning,
MNIST is often used to test the error rate of classifiers obtained
by supervised learning. The best result for the error rate up to
2012 was 0.23%, reported in [50] by using the convolutional



368

International Journal on Advances in Software, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/software/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

(a) LDA, OA=72.78 (b) LDA-MLL, OA=92.24 (c) SVM, OA=80.82 (d) LapSVM, OA=84.82 (e) SVMCK , OA=95.56 (f) OMP, OA=71.76

(g) SOMP, OA=94.65 (h) MLRsub, OA=73.90 (i) MLRsubMLL,OA=96.20 (j) semiMLR-MLL,OA=90.27 (k) WT-EMP, OA=92.99 (l) ESSL1dLB, OA=99.13

Figure 6. Classification pseudocolor map obtained by different methods for the AVIRIS Indian Pines data set, where the value of OA is given in percent.

(a) LDA, OA=89.66 (b) LDA-MLL, OA=98.91 (c) SVM, OA=92.76 (d) LapSVM, OA=92.60 (e) SVMCK, OA=97.96 (f) OMP, OA=91.22

(g) SOMP, OA=98.44 (h) MLRsub, OA=76.54 (i) MLRsubMLL, OA=92.98 (j) semiMLR-MLL, OA=97.13 (k) WT-EMP, OA=97.31 (l) ESSL1dLB, OA=99.56

Figure 7. Classification pseudocolor map obtained by different methods for the AVIRIS Salinas hyperspectral image, where the value of OA is given in percent.
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TABLE V. CLASSIFICATION ACCURACIES OBTAINED BY DIFFERENT METHODS FOR AVIRIS SALINAS SCENE (%).

Class Name LDA
LDA-
MLL SVM LapSVM SVMCK OMP SOMP MLRsub

MLRsub-
MLL

semiMLR-
MLL WT-EMP SS1DME ESSL1dLB

Brocoli Green Weeds 1 99.78 100.00 99.57 99.84 99.84 99.13 100.00 99.78 100.00 100.00 99.59 99.95 100.00
Brocoli Green Weeds 2 99.94 100.00 99.83 99.76 100.00 99.43 100.00 88.44 100.00 100.00 99.79 99.89 99.98

Fallow 99.56 100.00 99.73 99.62 98.42 99.87 100.00 61.77 90.27 100.00 99.80 99.67 100.00
Fallow Rough Plow 99.60 99.44 99.44 99.41 99.92 99.64 97.94 10.85 100.00 99.20 99.43 99.60 99.60

Fallow Smooth 98.44 99.12 99.52 99.09 99.09 97.62 95.49 99.88 100.00 99.17 98.70 99.40 99.38
Stubble 99.89 99.89 99.89 99.89 99.97 99.94 99.89 99.66 99.97 100.00 99.85 99.97 99.92
Celery 99.62 99.91 99.74 99.58 99.82 99.76 98.91 99.85 99.94 99.97 99.57 99.88 99.91

Grapes Untrained 75.11 97.50 86.67 85.24 97.68 80.83 98.52 59.04 95.75 99.00 94.29 99.05 98.97
Soil Vinyard Develop 99.92 100.00 99.43 99.91 99.81 99.76 100.00 99.35 100.00 99.98 99.57 99.58 99.66

Corn Senesced Green Weeds 96.00 95.23 96.76 96.64 97.09 96.38 97.35 48.53 68.91 95.61 97.89 98.84 99.07
Lettuce-Romaine-4wk 99.26 94.60 99.25 99.00 99.89 99.77 99.37 93.87 99.43 99.68 98.89 100.00 99.82
Lettuce-Romaine-5wk 99.38 100.00 99.83 100.00 100.00 100.00 96.68 88.39 99.77 100.00 100.00 100.00 100.00
Lettuce-Romaine-6wk 99.24 99.37 98.73 98.94 99.87 98.23 95.11 99.04 39.64 99.49 99.72 100.00 99.81
Lettuce-Romaine-7wk 96.60 98.94 98.93 97.73 99.79 95.68 94.80 73.73 71.46 97.89 98.24 98.72 99.39

Vinyard Untrained 66.85 99.56 71.05 73.27 54.30 69.50 96.88 56.05 99.35 83.33 93.21 99.47 99.54
Vinyard Vertical Trellis 99.28 99.58 98.92 99.15 99.04 98.41 99.64 98.52 98.27 100.00 99.10 99.94 100.00

OA (mean) 89.59 97.48 92.67 92.78 97.24 90.96 97.93 76.37 91.79 96.55 97.44 99.45 99.55
OA (std) 0.26 0.88 0.09 0.06 0.61 0.18 0.47 0.09 1.27 0.38 0.26 0.04 0.05

AA (mean) 95.57 98.46 96.60 96.71 98.75 95.68 97.69 82.33 86.85 91.83 98.60 99.64 99.69
AA (std) 0.16 0.35 0.10 0.12 0.24 0.10 0.74 2.06 1.09 0.17 0.13 0.02 0.05
κ (mean) 87.95 97.18 91.81 91.93 96.92 89.93 97.68 73.75 90.83 96.36 97.15 99.39 99.50
κ (std) 0.30 0.99 0.10 0.06 0.68 0.20 0.53 0.09 1.40 0.47 0.29 0.04 0.05

(a) LDA, OA=82.73 (b) LDA-MLL, OA=91.29 (c) SVM, OA=94.52 (d) LapSVM, OA=93.57 (e) SVMCK, OA=99.05 (f) OMP, OA=84.75

(g) SOMP, OA=96.11 (h) MLRsub, OA=62.60 (i) MLRsubMLL, OA=89.31 (j) semiMLR-MLL, OA=96.49 (k) WT-EMPs, OA=98.72 (l) ESSL1dLB, OA=99.82

Figure 8. Classification pseudocolor map obtained by different methods for University of Pavia scene data set, where the value of OA is given in percent.
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TABLE VI. CLASSIFICATION ACCURACIES OBTAINED BY DIFFERENT METHODS FOR ROSIS UNIVERSITY OF PAVIA SCENE(%).

Class Name LDA
LDA-
MLL SVM LapSVM SVMCK OMP SOMP MLRsub

MLRsub-
MLL

semiMLR-
MLL WT-EMP SS1DME ESSL1dLB

Asphalt 79.91 87.58 92.40 89.14 98.51 79.74 86.12 98.43 99.87 96.04 98.39 99.57 99.84
Meadows 90.48 92.53 97.83 97.44 99.99 95.64 99.44 98.78 98.96 98.65 99.49 99.98 99.99

Gravel 69.54 65.67 87.44 79.28 95.24 59.14 98.16 63.46 64.60 85.32 96.71 99.94 99.94
Trees 86.95 77.62 96.03 95.79 98.24 86.17 94.96 69.99 76.99 96.58 98.02 99.12 99.48

Painted metal
sheets 99.91 99.82 99.72 99.30 100.00 99.54 100.00 99.89 100.00 99.53 99.86 100.00 100.00

Bare Soil 64.03 100.00 91.00 91.09 99.50 59.43 95.32 100.00 99.96 95.89 97.78 99.76 100.00
Bitumen 81.54 99.35 90.20 90.49 99.63 78.20 99.72 36.65 59.89 95.78 97.45 100.00 99.90

Self-Blocking
Bricks 67.97 98.73 86.94 87.69 96.49 80.62 96.11 2.46 26.01 91.47 96.57 99.18 99.81

Shadows 99.29 93.90 99.86 99.63 100.00 96.17 92.72 98.05 99.80 99.30 99.95 99.86 99.69

OA (mean) 81.30 90.79 94.32 93.51 97.96 84.60 95.97 62.39 88.90 95.98 98.60 99.74 99.91
OA (std) 0.11 0.30 0.13 0.04 1.44 0.16 0.11 0.16 0.38 0.57 0.18 0.02 0.03

AA (mean) 83.02 90.15 93.59 92.21 96.98 81.80 95.89 75.48 82.84 83.90 98.25 99.70 99.85
AA (std) 0.22 0.49 0.11 0.21 2.53 0.20 0.11 0.87 3.45 0.41 0.30 0.02 0.04
κ (mean) 74.51 87.73 92.37 91.26 97.26 79.31 94.57 52.66 84.60 94.57 98.11 99.65 99.87
κ (std) 0.13 0.39 0.17 0.06 1.92 0.21 0.14 0.24 0.55 0.77 0.24 0.03 0.04

TABLE VII. ERROR RATE OF THE PROPOSED ESSL1DLB FOR 50 RANDOMLY SELECTED SUBSETS FROM MNIST WITH |X| = 1000.

|X0| 10 20 30 40 50 60 70 80 90 100
Mean% 7.84 7.80 4.58 3.06 2.91 1.91 1.93 1.97 1.23 1.27
Min% 7.60 3.10 3.80 1.90 2.90 1.90 1.90 1.90 1.20 1.20
Max% 19.4 7.90 4.60 3.10 3.50 2.50 2.60 3.90 2.80 3.30
STD 1.65 0.67 0.11 0.19 0.08 0.08 0.14 0.35 0.22 0.37

TABLE VIII. ERROR RATE OF THE PROPOSED ESSL1DLB FOR 50 RANDOMLY SELECTED SUBSETS FROM USPS WITH |X| = 1500.

|X0| 10 20 30 40 50 60 70 80 90 100
Mean% 3.07 1.933 1.55 1.49 1.28 1.38 1.37 1.39 1.34 1.20
Min% 3.00 1.27 1.53 1.07 1.27 1.20 1.07 1.33 0.80 1.20
Max% 3.73 2.87 1.67 1.53 1.40 1.40 1.40 1.40 1.40 1.20
STD 0.22 0.76 0.04 0.14 0.04 0.06 0.10 0.02 0.18 0.00

Figure 9. Result comparison with different SSL models.

neural network technique. In 2013, the authors of [51] claimed
to achieve 0.21% error rate using DropConnect method, which
is based on regularization of neural networks. Because in SSL
no large training set is available for producing classifiers, the
error rates obtained by SSL methods usually are much higher
than the claimed error rates obtained by supervised learning.
Besides, the error rates of SSL are strongly dependent the size
of the initial label set X`. In general, the smaller the size of

X`, the higher the error rate. Hence, it is unfair to compare
the error rates obtained by SSL methods to the above recorded
ones.

The parameters are tuned in the similar way as we have
done above. Once again, the tuning experiments show the
insensitivity of the parameters. Since the tuning process is
very similar to that in Subsection III-A3, we omit the details
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here. In all of our experiments, the balance parameter in the
least-square regularization is set to λ = 0.5. The spin number
K = 3 is used for constructing 1DEL algorithm, while K = 20
is chosen for building the final classifier. The boosting-stop
parameter p is set to 0.7, which yields 6 times of label boosting
in most cases.

For comparison, we choose the same data setting as in [12]:
In MINST, for each of the digits {3, 4, 5, 7, 8}, 200 samples
are selected at random so that the cardinality of the data set
is |X| = 1000, where the digit 8 is assigned to Class A, and
others belong to Class B. In USPS, for each of the digits 0−9,
150 samples are selected at random so that |X| = 1500, where
the digits 2 and 5 are assigned to Class A, and others belong
to Class B. In all experiments, the initial labeled set X0 is
preset to 10 various sizes of 10, 20, · · · , 100, respectively, and
the labeled digits are distributed evenly on each chosen digit.

Note that a vector ~x ∈ X is originally represented by a
c× c matrix [xi,j ]

c
i,j=1, where c = 20 for MNIST and c = 16

for USPS. To reduce the shift-variance, we define the 1-shift
distance between two digit images [1]:

d(~x, ~y) = min
|i′−i|≤1
|j′−j|≤1

√√√√c−1∑
i=2

c−1∑
j=2

(xi,j − yi′,j′)2.

In the first experiment, we run our ESSL1dLB algorithm on
50 subsets, of which each has with 1000 members, randomly
chosen from the MNIST database, where the regularization
parameter λ in (4) is chosen to be 0.5. The experiment results
are shown in Table VII, where the first row is the number of
samples in X`, and the 2nd−5th rows are the mean, minimum,
maximum, and standard deviation of the classification error
rates of the 50 tests, respectively.

In the second experiment, we run our ESSL1dLB algo-
rithm for USPS in a similar way: 50 subsets, of which each
has 1500 members, are randomly chosen from USPS database.
The test results are shown in Tab. VIII.

Tab. VII and Tab. VIII show that the standard deviations of
the error rates are quite small. This indicates the high stability
of the proposed algorithm.

In Fig. 9, we give the comparison of the average error rates
(of 50 tests) of our 1-D based ensemble method ESSL1dLB to
Laplacian Eigenmaps (Belkin & Niyogi, 2003 [8]), Laplacian
Regularization (Zhu et al., 2003 [13]), Laplacian Regulariza-
tion with Adaptive Threshold (Zhou and Belkin, 2011 [52]),
and Haar-Like Multiscale Wavelets on Data Trees (Gavish et
al., 2011 [12]) on the subsets randomly chosen from MNIST
and USPS databases, respectively.

The results show that our method achieves competitive
results comparing to others.

V. CONCLUSION

We propose a new ensemble SSL method (ESSL1dLB)
based on data 1-D representations and label boosting, which
enables us to construct ensemble classifiers assembled from
several weak-classifiers for the same data set using classical
1-D regularization technique. Furthermore, a label boosting
technique is applied for robustly enlarging the labeled set
to a certain size so that the final classifier is built based
on the boosted labeled set. The experiments show that the

performance of the proposed method is superior to many
popular SSL methods. The method also exhibits a clear ad-
vantage for learning the classifier when only a small labeled
set is given. Because the method is independent of the data
dimensionality, it can be applied to various types of data.
Since the algorithm in the proposed method only employs
1-D regularization technique, avoiding the complicate kernel
trick, they are simple and stable. The experiments also indicate
that the parameters in the algorithm is relatively insensitive
that makes the algorithm more controllable and reliable. The
algorithm has been tested on various types of data sets, such as
handwritten digits and hyperspectral images. The experimental
results are very promising, showing that our method is superior
to other existent methods. It can be expected that the created 1-
D framework in this paper will be applied to the development
of more machine learning methods for different purposes. In
the algorithm, the most time-consuming step is data (shortest
path) sorting. In the future work, we will study how to accel-
erate the sorting algorithm in 1-D embedding and consider to
integrate the data-driven wavelets with the proposed method.
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