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Abstract—Creating 3D content requires a lot of expert knowl-
edge and is often a very time consuming task. Procedural mod-
eling can simplify this process for several application domains.
However, creating procedural descriptions is still a complicated
task. Graph based visual programming languages can ease the
creation workflow; however, direct manipulation of procedural
3D content rather than of a visual program is desirable as it
resembles established techniques in 3D modeling. In this paper,
we present a dataflow language that features novel contributions
towards direct interactive manipulation of procedural 3D models:
We eliminate the need to manually program loops (via implicit
handling of nested repetitions), we introduce partial reevaluation
strategies for efficient execution, and we show the integration of
stateful external libraries (scene graphs) into the dataflow model
of the proposed language.

Keywords-procedural modeling, dataflow graphs, loops, term
graphs

I. INTRODUCTION

This is a revised and augmented version of “Implicit Nested
Repetition in Dataflow for Procedural Modeling”, which ap-
peared in the Proceedings of The Third International Confer-
ence on Computational Logics, Algebras, Programming, Tools,
and Benchmarking (COMPUTATION TOOLS 2012) [1].

Conventional 3D models consist of geometric information
only, whereas a procedural model is represented by the op-
erations used to create the geometry [2]. Complex man-made
shapes exhibit great regularities for a number of reasons, from
functionality over manufacturability to aesthetics and style. A
procedural representation is therefore commonly perceived as
most appropriate, but not so many 3D artists accept a code
editor as user interface for 3D modeling, and only few of them
are good programmers. Recently, dataflow graph based visual
programming languages for 3D modeling have emerged [3],
[4]. These languages facilitate a graphical editing paradigm,
thus allowing to create programs without writing code. How-
ever, such languages are not always easier to read than a
textual representation [5]. Therefore, the goal is a modeler
that allows direct manipulation of procedural content on the
concrete 3D model, without any knowledge of the underlying

representation (code), while retaining the expressiveness of
dataflow graph based methods.

In this paper, we present a term graph based language
for procedural modeling with features that facilitate direct
manipulation. First, we give an overview of related work in
Section II. Then, we give a summary of the requirements for
the language in Section III. Next, in Section IV the language is
formally defined, and a compilation technique to embed such
models in existing procedural modeling systems is described.
Section V describes how the language can be applied to
different modeling operations. Going beyond our previous
work in [1], Section VI describes a method for incrementally
reevaluating a procedural model expressed in our language in
response to user interaction. We conclude with a discussion
and some points of future research.

II. RELATED WORK

Procedural modeling is an umbrella term for procedural de-
scriptions in computer graphics. As a procedural description is
basically just a computer program, there are many possibilities
to express procedural content.

One category are general purpose programming languages
with geometric libraries, for example C++ with CGAL [6] or
the Generative Modeling Language (GML) [2] which utilizes
a language similar to Adobe’s PostScript [7]. Processing [8]
is an open source programming language based on Java with
a focus on computer programming within a visual context.

As many professional 3D modeling packages contain em-
bedded scripting languages, these can be used to express
procedural content. Some representatives are for example MEL
script for Autodesk Maya [9] or RhinoScript for Rhinoceros
[10].

Some domain specific languages have successfully been
applied to express procedural content. For example, based on
the work of Stiny et al. [11] who applied the concept of formal
grammars (string replacements) to the domain of 2D shapes,
Wonka et al. [12] introduced split grammars for automatic
generation of architecture. These concepts have further been
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extended by Mueller et al. [13] into CGA Shape, which is
available as the commercial software package CityEngine [14]
that allows procedural generation of buildings up to whole
cities.

Visual Programming Languages (VPLs) allow to create
and edit programs using a visual editing metaphor. Many
VPLs are based on a dataflow paradigm [15]; the program is
represented by a graph consisting of nodes (which represent
operations) and wires along which streams of tokens are
passed. Some examples in the context of procedural modeling
are the procedural modeler Houdini [4] and the Grasshopper
plugin for Rhinoceros [10], which both feature visual editors
for dataflow graphs. Furthermore, the work of Patow et al. [16]
has shown that shape grammars can also be represented as
dataflow graphs. Such a representation also allows established
interaction metaphors to be accessible for procedural modeling
packages [17].

Term Graphs [18] arose as a development in the field of term
rewriting. While term graphs are intuitively similar to dataflow
graphs, there is no concept of a stream of tokens. Term graphs
are a generalization of terms and expressions which makes
explicit sharing of common subexpressions possible. Formally,
we base our work on the definitions given in [19] rather than
on any dataflow formalism.

III. LANGUAGE REQUIREMENTS

Dataflow languages have a number of properties that make
them very desirable for interactive procedural modeling. They
allow efficient partial reevaluation in order to interactively
respond to “localized” changes, they are expressive enough
to cover traditional domains of procedural modeling such
as compass-and-ruler constructions and split-grammars, and
they can be extended in various ways to support repeated
structures/repeated operations.

We are currently researching direct manipulation based user
interfaces for dataflow-based procedural modeling. This means
that the dataflow graph itself is not visible to the user; instead,
the user interacts with a concrete instance of the procedural
model, i.e., a 3D model generated from a concrete set of
parameter values. The basic usage paradigm is that the user
selects objects in this 3D view and applies operations to them;
these operations are added to the graph.

The goal of keeping the graph hidden during normal user
interaction leads to additional requirements for the language
that differ from traditional approaches.

A. Repetition

Loops should not be represented explicitly, i.e., loops
should not be represented by an object that needs to be visual-
ized so the user can interact with it directly. Operations should
be implicitly repeated when they are applied to collections of
objects.

It must be possible to deal with nested repetitions as
part of this implicit repetition behaviour. Existing dataflow-
based procedural modeling systems use a “stream-of-tokens”
concept, i.e., a wire in the dataflow graph transports a linear

stream of tokens that all get treated the same by subsequent
operations. Nested structures are not preserved in this model.

When directly interacting with a 3D model, we expect the
user to frequently zoom to details of the model. For example,
consider a model of a building façade that consists of several
stories, each of which contains several identical windows,
which in turn contain several separate window panes. A user
will zoom in to see a single window on their screen and
then proceed to edit that archetypal window, for example by
applying some operation to two neighbouring window panes
of that same window. All operations in the modeling user
interface should always behave consistently, independent of
whether the user is editing a model consisting of just a single
window, or one of many windows. In both cases, the system
needs to remember that a collection of window panes belongs
to a single window. Thus, flat token streams are not suited to
direct-manipulation procedural modeling.

B. Failures

There are many modeling operations that do not always suc-
ceed, e.g., intersection operations between geometric objects.
When applying volumetric split operations, a volume might
become empty, rendering (almost) all further operations on
that volume meaningless.

Often, these failures have only local effects on the model, so
aborting the evaluation of the entire model is excessive; rather,
we propagate errors only along the dependencies in the code
graph — if its sources could not be calculated, an edge is not
executed. In many cases, this is exactly the desired behaviour
and allows to easily express simple conditional behaviours
such as “if there is an intersection, construct this object at
the intersection point” or “if there is enough space available,
construct an object”.

C. Side Effects

Neither dataflow graphs nor term graphs are particularly
well-suited for dealing with side-effecting operations; also, to
simplify analysing the code for purposes of the GUI, we have
a strong motivation to forbid side effects.

However, it is a fundamental user expectation to be able to
have operations that create objects, and to be able to replace
or refine objects. Both Grasshopper and Houdini use side-
effect free operations and rely on the user to pick one or more
dataflow graph nodes whose results are to be used for the final
model; this solution is not applicable to a direct manipulation
procedural modeler because it would require interacting with
the graph rather than with a 3D model.

IV. THE LANGUAGE

Below, we will first define the term graphs that form the
basis of our language; we will then proceed to discuss our
treatment of side effects, repetition and failing operations.
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Fig. 1. A code graph (as presented by [19]) is a hypergraph that consists
of nodes that correspond to results and hyperedges that represent operations
(left). In this illustration the nodes are represented as ellipses. Hyperedges are
visualized as boxes; they can have any number of source and target nodes.
Hyperedges with no source nodes correspond to constants. This example
shows a code graph that carries out a simple construction: Two points define
a straight line; two lines yield an intersection point (right).

A. Code Graphs

The underlying data structure is a hypergraph consisting of
nodes, which correspond to (intermediate) values and graph-
ical objects, and hyperedges, which represent the operations
applied to those values as shown in Figure 1.

Note that we are following term graph terminology here,
which differs from the terminology traditionally used for
dataflow graphs. In a dataflow graph, nodes are labelled with
operations, and they are connected with edges or wires, which
transport values or tokens. In a term graph, hyperedges (i.e.,
edges that may connect more or fewer than two nodes) are
labelled with operations or literal constants, and values are
stored in nodes, which are labelled with a type.

We reuse the following definition from [19]:
Definition 1: A code graph over an edge label set ELab

and a set of types NType is defined as a tuple G =
(N , E , In,Out, src, trg, nType, eLab) that consists of:
• a set N of nodes and a set E of hyperedges (or edges),
• two node sequences In,Out : N ∗ containing the input

nodes and output nodes of the code graph,
• two functions src, trg : E → N ∗ assigning each edge the

sequence of its source nodes and target nodes respec-
tively,

• a function nType : N → NType assigning each node its
type, and

• a function eLab : E → ELab assigning each edge its edge
label. �

Furthermore, we require all code graphs in our system to
be acyclic and that every node occurs exactly once in either
the input list of the graph, or in exactly one target list of an
edge.

Definition 2: Edge labels are associated with an input type
sequence and an output type sequence by the functions
edgeInType and edgeOutType : ELab→ NType∗. �

Definition 3: An edge e is considered type-correct if
edgeInType(eLab(e)) matches the type of the edge’s source
nodes, and edgeOutType(eLab(e)) matches the type of its
target nodes. A codegraph is type-correct if all edges are type-
correct. �

B. Limited Side Effects

In Section III-C, we have noted the need to be able to
model creation and replacement operations. The scene is the
set of visible objects; we define it as a global mutable set of
object references. We only allow two kinds of side-effecting
operations: (a) adding a newly-created object to the scene, thus
making it visible; and (b) removing a given object reference
from the scene.

Replacement and refinement can be modeled by removing
an existing object and adding a new one. Object removal is
idempotent and only affects object visibility, not the actual
object. Object visibility cannot be observed by operations.
Therefore, no additional constraints on the order of execution
are introduced.

C. Implicit Repetition

When an operation is applied to a list rather than a single
value, it is implicitly repeated for all values in the list; if two or
more lists are given, the operation is automatically applied to
corresponding elements of the lists (cf. Figure 2). It is assumed
that the lists have been arranged properly.

We define our method of implicitly handling repetition by
defining a translation from codegraphs with implicitly-repeated
operations to codegraphs with explicit loops.

1) Explicit Loops:
Definition 4: A codegraph with explicit loops is a code-

graph where the set of possible edge labels ELab has been
extended to include loop-boxes. A loop-box edge label is a
tuple (LOOP, G′, f) where G′ is a code graph (the loop body)
with n inputs and f ∈ {0, 1}n is a sequence of boolean flags,
such that at least one element of f is 1. The intention behind
the flags f is to indicate which inputs are lists that are iterated
over (fi = 1), and which inputs are non-varying values that
are used by the loop (fi = 0). The number of iterations
corresponds to the length of the shortest input list. The edge
input and output types of a loop are defined by wrapping the
input and output types of the loop body (referred to as tii and
toi below) with List[· · · ] as appropriate:

edgeOutType((LOOP, G′, f))i := List[toi]

edgeInType ((LOOP, G′, f))i :=

{
List[ti i] if fi = 1

ti i otherwise
�

2) Codegraphs with Implicit Repetition: To allow implicit
repetition, we relax the type-correctness requirement that edge
input/output types match the corresponding node types.

A codegraph with implicit repetition is translated to a code-
graph with explicit loops by repeatedly applying the following
translation; the original codegraph is considered type-correct
iff this algorithm yields a codegraph with explicit loops that
fulfills the type-correctness requirement.

Consider an edge e where the type-correctness condition is
violated. If any of the output nodes is not a list, or if any of the
mis-matching input nodes is not a list, abort; in this case, the
input codegraph is considered to be invalid. Replace the edge
e by a loop edge e′. The repetition flags fi for the new loop
edge are set to 1 for every input with a type mismatch, and
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(a) (b) (c) (d)

Fig. 2. Handling repetitions: The images show examples of simple procedural models ((b) and (d)) that create a list of line segments (blue) and their
respective code graphs ((a) and (c)). Points, lines and circles correspond to intermediate results (nodes) of the same color. makeCircle creates a circle out of
a point and a radius, pointsOnCircle creates a list of evenly distributed points on a circle and makeSegment creates a straight line segment between two
points. This operation can be implicitly repeated to create segments from a list of points (on a circle) to a single point ((b)), or between two lists of points
on circles ((d)) using makeSegment. Multiple graphical elements are represented by single nodes in the corresponding code graphs ((a) and (c)).

to 0 otherwise. The loop body G′ is a codegraph containing
just the edge e; the types of its input and output nodes are
chosen such that the edge e′ becomes type-correct within the
outer codegraph. The translation is then applied to the loop
body G′.

3) Fusing Loops: The result of the above translation is a
codegraph that contains separate (and possibly nested) loops
for each edge. This is undesirable for two reasons, namely
performance and code readability. Performance is relevant
whenever the operations used in the codegraph edges are
relatively cheap, such as, for example, compass and ruler
constructions, as opposed to boolean operations on 3D vol-
umes (constructive solid geometry, CSG). Code readability
is important because a procedural model might still need to
be modified after it has been exported from our system to a
traditional script-based system.

Consecutive loops, i.e., loops where the second loop iterates
over an output of the first, can be fused if both loops have
the same number of iterations and if the second loop does
not, either directly nor indirectly, depend on values from other
iterations of the first loop.

To determine which loops have the same number of it-
erations, we will annotate each occurrence of List in each
node type with a symbolic item count, represented by a set
of variable names. Each variable is an arbitrary name for an
integer that is unknown at compile time. A set denotes the
minimum of all the contained variables. List{a}[t] means a
list of a items of type t, and List{a,b}[t] means a list of
min(a, b) items.

All List types that appear as outputs of non-loop edges
are annotated with a single unique variable name each. Every
loop edge is annotated with a symbolic iteration count that is
the minimum (represented by set union) of the symbolic item
counts of all the lists it iterates over. Annotations on nested
List types are propagated into and out of the loop bodies.
The resulting List types of a loop box are annotated with
a symbolic item count that is equal to the symbolic iteration
count of the loop.

Fig. 3. Two consecutive loops containing one operation each that gets
applied to every item of the list. Under certain conditions (see text) the loops
can be fused in order to simplify the graph.

Two consecutive loop edges e1 and e2 can be fused when the
symbolic iteration counts of the loops are equal, the repetition
flag fi is set to 1 for all inputs of e2 that are outputs of e1,
and e2 is not reachable from any edge that is reachable from
e1, other than e1 and e2 themselves.

If all these conditions are fulfilled for a given pair of edges,
the edges can then be replaced by a single edge (cf. Figure
3); the fused loop body is the sequential concatenation of the
two individual loop bodies. The inputs for the fused edge are
the inputs of e1 and all nodes that are inputs of e2 but not
outputs of e1. The flags fi for the fused edge are equal to the
corresponding flags for inputs of e1 and e2. The outputs for
the fused edge are all nodes that are either outputs of e1 or of
e2. This fusing operation is applied until no more edges can
be fused.

D. Handling Errors

The desired error-handling behaviour can be described by
regarding ERROR as a special value which is propagated
through the codegraph. If an operation fails, all its outputs are
set to ERROR; an operation is also considered to fail whenever
any of its inputs are ERROR.

In a naive translation, all arguments need to be explicitly
checked for every single operation. To arrive at a better
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Fig. 4. Left: two consecutive if-boxes used for handling potentially-failing
operations. The input (Opt[x] at the top) is already the result of a potentially-
failing operation. Note that in this example, operation A itself cannot fail
(result type is plain y), while operation B can (result type is Opt[z]). They
can be combined by nesting the second box inside the first (center). This often
exposes opportunities for eliminating redundant error checks (right).

translation, we use a similar method as for the loops above;
we first make the error checking explicit and then introduce a
rule for combining consecutive error-checks.

Definition 5: Opt[t] := t ∪ {ERROR} for all types t, i.e.,
Opt[t] is a type that can take any value that type t can, or
a special error token. Opt[t] is idempotent: Opt[Opt[t]] =
Opt[t]. Also note that Opt can nest with List — the types
Opt[List[t]] and List[Opt[t]] and Opt[List[Opt[t]]] are three
different types. �

Definition 6: An if-box edge label is a tuple (IF, G′, f)
where G′ is a codegraph with n inputs and f ∈ {0, 1}n is
a sequence of boolean flags, such that at least one element of
f is 1. The edge input and output types of a loop are defined
by wrapping the input and output types of the loop body with
Opt[· · · ] as appropriate, analogously to the treatment of loop
boxes (cf. Definition 4). When an if-box is executed, all input
values for which fi = 1 are first checked for ERRORs; if
any of the input values is equal to ERROR, execution of the
box immediately finishes with a result value of ERROR for
each output. If none of the inputs are ERROR, the body G′ is
executed; its output values are the output values of the if-box.
�

Predefined operations that can fail will return optional
values (Opt[· · · ]). For every edge in the code graph, if-boxes
have to be inserted if necessary to make the codegraph type-
consistent.

Two consecutive if-box edges e1 and e2 can be fused when
the flag fi is set to 1 for at least one input e2 that is an output
of e1, and e2 is not reachable from any edge that is reachable
from e1, other than e1 and e2 themselves.

Fusing of if-boxes happens by moving the edge e2 into the
body of the if-box e1, yielding two nested if-boxes (cf. Figure
4). The inputs for the fused edge are the inputs of e1 and
additionally all nodes that are inputs of e2 but not outputs of
e1; the flags fi for the additional flags are all set to 0, which
means that the outer box does not need to check these inputs
against ERROR, because the inner box will do so if necessary.
For the nested if-box inside the fused edge, we next check
whether that box is still required; first, for every input whose

(a) (b)

Fig. 5. This gothic window construction was created in our test framework
using direct manipulation without any code or graph editing. The number of
repetitions is an input parameter of the model.

node type is not of the form Opt[t], the corresponding flag fi is
set to 0. If all flags are set to zero for the inner if-box, the box
is eliminated by replacing the edge with its body codegraph.

V. MODELING VOCABULARIES

In this section, we describe some common modeling opera-
tions and their realization within our framework. The examples
in this section have been created using direct manipulation on
a visible model only (without visualization of the underlying
code graph), the concrete user interface is, however, outside
the scope of this paper. Refer to [20] and [21] for accounts of
different applications of our system.

A. Compass & Ruler

Compass and ruler operations have long been used in
interactive procedural modeling [22]; these operations are well
suited to a side-effect free implementation, and usually return
only a single result per operation. Our addition of repetition
allows for new constructions (Figure 5).

B. Split Grammars

We can use a methodology similar to Patow et al. [16] to
map split grammars to code graphs (see Figure 6). A model is
described by a set of replacement rules. Successive application
of rules gradually refines the result (coarse to fine description).
Just as in CGA Shape [13] and the work of Thaller et al.
[23], a shape consists of a bounding volume called scope, a
individual local coordinate system, and geometry within the
scope. These shapes are partitioned into smaller volumes by
operations split and repeat (replacement as side-effect). The
split operation partitions the scope in a predefined number of
parts, whereas with the repeat operation the number of parts
is determined by the size of the scope at the time of rule
application.

A complex example of a façade that was realized through
our system is shown in Figure 7.
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Fig. 6. Split grammar example: A simple shape grammar with split and
repeat operations can be expressed using a textual description (a). This
structure can be mapped to a codegraph (b) and executed, which yields (c).

(a)

(b)

Fig. 7. A complex façade example realized with our system. These images
stem from parts of the Louvre that were reconstructed in the work of Zmugg
et al. [20]. Figure (a) shows the hierarchical split layout of the façade, which
led to the rendering (b).

Fig. 8. Illustration of interconnected structures: The pillars of the bridges
are constructed using ray casting for obstacle detection; The pillars of the
larger bridge are constructed with respect to the position of the lower bridge.

C. Interconnected Structures

A drawback of (context-free) shape grammar systems is that
they lack mechanisms for connecting structures across differ-
ent parts of the top-down modeling hierarchy. The solution
proposed in [24] is to extend a text-based shape grammar
system by a feature called “containers”. The idea is to pass
mutable containers, currently implemented via nested arrays,
as parameters to shape grammar rules. During the evaluation
of the rules, objects which are potential attaching points can
be appended to these arrays as a side effect of the grammar
evaluation. These arrays can later be used to define structures
that connect elements from independent parts of the model
hierarchy. These connecting elements can follow different
connection patterns based on geometric queries, such as ray
casting (see Figure 8).

We can directly translate the idea of containers in [24] to
our system, with the only difference being that attaching points
have to be explicitly grouped in arrays. This does not cause
additional complexity; receiving a container as an input and
explicitly adding objects should take about the same “effort”
as explicitly grouping objects and returning a nested list as
an output. In the context of direct manipulation of procedural
models, however, our approach has two advantages, both of
which stem from the absence of side effects in our system:
• A list in our system has a concrete visual representation

— the user can click on it; by contrast, a mutable
container has different states throughout its lifetime, and
it is created as an empty container before objects are
added. As such it is a “virtual” object for which no
concrete 3D representation seems possible.

• Passing a mutable container enforces a linear execution
order; different operations that access the same container
must always be executed in the same order, or the mean-
ing will change, preventing efficient partial reevaluation
of the scene. This is not a problem in the context of [24],
which focuses on offline generation of geometry.

D. Scene Graphs

Many three-dimensional scenes have a hierarchical structure
where individual objects are placed relative to a parent object,
e.g., pieces of furniture are placed relative to the room that
they are located in, but the objects on a table are placed
relative to the table. The structure describing such relations
is referred to as a scene graph. When objects that occur more
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Fig. 9. Scene graphs allow the representation of hierarchical dependencies;
As the TV is placed in dependence of the table, changing the table’s position
will also move the TV accordingly. Furthermore, scene graphs are memory
efficient through instancing: the two chairs in this scene refer to the same
geometry with different transformations.

than once in a scene are taken into account, the scene graph
is an acyclic graph instead of a tree. Each node in a scene
graph contains a transformation and, optionally, geometry. The
transformation that is applied to each piece of geometry —
defining its placement in the scene — is the product of all
transformations on the path from the root to the node (see
Figure 9). By gradually changing the transformations of nodes,
animated objects can be achieved easily.

To embed a scene graph in our system, we first need a
type Node to represent scene graph nodes; we will assume
that one instance of that type, the root of the scene graph,
will get passed to the code graph as an input. Child nodes
are created using operations that take the parent as an input;
in particular, there is an operation createNode that creates a
transformation node (without any visible geometry) and an op-
eration loadGeometry that creates a node with pre-generated
geometry loaded from a file. Finally, the toGlobal converts a
point from the local coordinate system of a scene graph node
to global coordinates; this operation allows creating structures
that connect objects that reside in different parts of the scene
graph.

Building on top of the createNode and toGlobal oper-
ations, we can also provide a createNodeAt operation that
places a child node at a point given in global coordinates
(instead of the usual parent-relative transformation).

The first question that has to be asked is whether this vocab-
ulary fulfills the requirements of our code graph formalism, in
particular the limitations on side effects. There are no object
removal or replacement operations; both createNode and
loadGeometry are intended as object creation functions, but
they actually modify the parent node’s set of children rather
than a global set of visible objects. This is, however, equivalent
to having one global set of objects, where each object can
contain a reference to its parent object. Storing individual sets
of child nodes at each node rather than a single global set can
thus be seen as a performance optimisation that is transparent
from the semantics point of view.

For real-world applications, the range of node-creating
operations needs to be extended, but the basic structure will

Fig. 10. A procedural scene graph: Scene graph nodes with pedestals are
placed at points distributed on a circle. On top of each pedestal, a museum
exhibit is placed. The input for the code graph that represents this procedural
model is a list of file paths to load the exhibits from.

Node List[Point]

List[Node] List[Path]

List[Node]

loadGeometry

createNodeAt

Circle 5

pointsOnCircle

Fig. 11. The code graph representing Figure 10. For simplicity, the operations
representing the pedestals have been left out.

remain the same. This is a straightforward mapping of a scene
graph to the code graph, which is important because it allows
the user interface to present standard scene graph semantics
to the user. The work of Zmugg et al. [21] describes this from
an application’s point of view.

Figure 10 shows a variant of a use case described in [21];
the corresponding code graph can be seen in Figure 11. The
inputs for this code graph are the number of museum exhibits
to be shown and a list of paths to files containing the 3D
models of the exhibits. The requested number of models is
loaded from the list and placed in scene graph nodes arranged
in a circle.

As the transformations could be represented explicitly as
values in the code graph, a code graph based system is
necessarily at least as powerful as a scene graph system.
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However, there are two reasons why it is desirable to use
existing scene graph systems (such as OpenSG [25]) as a
modeling vocabulary for a code graph based system:
• Scene graphs, with their hierarchical way of managing

object placement, provide a useful abstraction; dealing
with transformations as values in a code graph can be
hard to understand for the end user. A scene graph node,
on the other hand, ties the transformation to a concrete
object and can thus be represented in a more intuitive
way in a graphical user interface.

• Scene graph systems are available as ready-to-use li-
braries and already solve many problems related to effi-
cient rendering and animation. It is therefore desirable to
be able to use them from the procedural modeling system,
rather than having to re-implement their functionality.

VI. INCREMENTAL UPDATES

During interactive manipulation of a procedural object, it
is usually a single parameter that is being modified, for
example using a mouse dragging operation. This parameter
often only affects a small part of the model, so, for reasons of
performance, it is not desirable to reevaluate the entire model.
Instead, we want to perform the minimum amount of work
required, i.e., to only reevaluate those individual operations
that really depend on the changed input.

The straightforward method is thus to reevaluate all hyper-
edges that are below the changed value (i.e., that consume it
directly or indirectly). Reevaluating an operation entails first
undoing all side effects caused by that operation, before re-
executing the operations with updated parameters.

In the course of this section, we will first show why this
approach is not sufficient and then proceed to describe a
method that takes the discussed problems into account.

A. The Problem of Aggregate Values

Excessive recalculation can happen whenever an input of a
code graph edge is of an aggregate type, i.e., any type that
consists of several parts such that some of these parts might
stay unchanged. Lists are an obvious example of an aggregate
data type in our language; if a change in an input parameter
causes a change in one element of an intermediary result of
list type, we do not want to undo and recalculate all operations
that use the unchanged elements.

Individual modeling vocabularies can add further aggre-
gate data types which can also cause excessive recalculation;
changing the color of an object might, for example, only affect
the colors of objects that depend on it, but not their shape.
Recalculating the geometry of those objects might be a lot
more expensive than just updating their color.

In particular, this problem affects our use of scene graphs as
described in Section V-D. One of the main strengths of scene
graphs is that a scene graph can be efficiently animated by
changing the transformation on a node; this affects all children
of the node without requiring that subgraph to be changed. The
code graph representation of a scene graph, however, encodes
dependencies that do not actually exist. Each scene graph node

Node Trans

createNode

Node

(a)

Node

setTransformation

createNode

Trans

Node

(b)

Fig. 12. With a simple representation of scene graphs, child nodes will
depend on the transformation (a); this can be avoided by having separate
createNode and setTransformation operations (b). This will avoid a reeval-
uation of createNode after changing the transformation.

depends on its transformation, and all children of a scene graph
node depend on the parent node.

Thus, when a naive method is used to evaluate the code-
graph, all children of a node are rebuilt from scratch when the
transformation of the parent is changed.

The “museum” example from Figures 10 and 11 constitutes
a further example. When the number of museum exhibits to be
displayed is changed, already-loaded objects should never be
re-loaded. Ideally, only new objects should be loaded, while
all objects that were previously visible should be re-used.

B. A Possible Alternate Interface to Scene Graphs

A possible way to solve this problem is to make the code
graph encode the dependencies more accurately. In particular,
this means using several separate operations to achieve the
work of createNode and related operations. In particular,
node creation needs to be separated from setting a node’s
transformation (Figure 12). A node’s children will thus depend
on the parent node’s existence, but not on its transformation.

This hypothetical setTransformation instruction introduces
some problems. It is obviously a side-effecting operation, and
it does not seem to fit any of the allowed side effects described
in Section IV-B. It can, however, be interpreted as an object
creation function that creates an invisible “transformation
object” that contains the transformation and a reference to
the scene graph node to be transformed. After code graph
evaluation is complete, the scene can be scanned for these
transformation objects and the transformations applied to the
scene graph nodes.

The toGlobal operation can not be supported directly by this
approach, as it would need to observe the set of transformation
objects that are part of the scene, which is not allowed
according to Section IV-B. Instead, the actual transformation
will need to be passed to it using an explicit connection in the
code graph.

This approach thus fulfills all the formal criteria, but it has
serious disadvantages for the user interface. Direct manipu-
lation of the setTransformation operation by itself is next
to impossible, as it does not have any result that can be
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visualized in a 3D GUI. The GUI layer will probably have
to present a simplified view of the situation to the user, where
the createNode and setTransformation operations are folded
back together.

Likewise, note that the loadGeometry operation used in
the example in Figure 11 is responsible for both loading a
model from a file and placing it in the scene. Separating a
loading operation from a placement operation would introduce
additional complexity at the user interface level, as the user
interface would need to have a visual representation of “loaded
but not displayed” models. It is thus highly desirable to have
a single operation for loading and placement.

It is therefore preferable by far to define a method to
efficiently handle incremental updates on codegraphs that
use the more straightforward representation of scene graphs
described earlier.

C. Incremental Update for Individual Operations

To define the semantics of incremental updates, we will
follow a bottom-up approach. We will start by defining updates
for individual hyperedges in a code graph, i.e., for individual
operations, before building up to entire code graphs.

Modeling operations are defined outside the code graph.
When basic term graph evaluation is used to evaluate code
graphs, each modeling operation can be implemented by a
simple function in the underlying language of the system.

To partially reevaluate a code graph, the side effects of the
affected operations have to be taken into account; in partic-
ular, old side effects have to be undone before an operation
can again be executed with new parameters. Therefore, for
each modeling operation op we require a modeling operation
library to provide at least the two implementation functions
evaluateop and undoop . The former performs the operation
(potentially causing side effects) and the latter reverses those
side effects.

evaluateop : (in1 · · · inn)

→ (Sop , out1 · · · outm)

undoop : Sop → ()

In addition to the modeling operation’s output values, the
evaluateop function also returns a value that gets passed to
the next invocation of undoop . The type Sop of this state
value depends on the operation. For operations without side
effects, the undoop function does nothing and Sop contains no
information.

To allow reevaluations to be optimized by taking advantage
of previous evaluations and to allow partial updates of ag-
gregate values such as lists and scene graph nodes, modeling
operation libraries may also provide a updateop function.

The input and output values of the updateop function will
each be annotated with a tag. A tag is intended to specify if a
value has changed, and if so, in what way it has changed.
For many datatypes, it will be enough to track whether a
value has changed or not. For scene graph nodes, we need to

distinguish between changes that only affect the transformation
and changes that should trigger a complete reevaluation of
subsequent operations.

We therefore define a parametric datatype Tag, i.e., for
each data type t, we define a datatype Tag[t]. The individual
Tag datatypes should be defined individually according to
the requirements for the datatype t. We require that every
Tag datatype has at least the two special values NEW and
UNCHANGED.

The updateop function is also supplied with the outputs of
the previous evaluation of the operation; its signature is thus
as follows:

updateop : (Sop , in1 · · · inn,

Tag[in1] · · · Tag[inn],

oldout1, · · · oldoutm)

→ (Sop , out1 · · · outm,

Tag[out1] · · · Tag[outm])

If the update function is not defined, a default implementa-
tion is provided based on the evaluate and undo functions;
it can be seen in Listing 1.

Listing 1 Default update function for operations
function updateop(s, arg1···n, atag1···n, oldout1···m)

if all atag i are UNCHANGED then
return (s, oldout1···m,

UNCHANGED · · · UNCHANGED)
else

undoop(s)
(s′, out1 · · · outm) ← evaluateop(arg0 · · · argn)
return (s′, out1···m, NEW · · · NEW)

end if
end function

To solve the problem of transformations causing subsequent
scene graph nodes to be recreated, we need to define tags for
scene graph nodes that can describe the situation that only the
transformation has changed:

Tag[Node] := {NEW, UNCHANGED, TRANSFORMED}

For scene graph nodes that are TRANSFORMED, most update
operations will simply reuse their old outputs, but tag any
scene node outputs as TRANSFORMED as well; the toGlobal
operation, however, which actually depends on the transfor-
mation of the input, will calculate a new result and tag it as
NEW.

D. Incremental Update for Entire Code Graphs

We are now ready to define evaluateG, undoG and updateG
on entire codegraphs.

For the purpose of this section, we assume G to be a code
graph without implicit repetition or error handling.

Definition 7: For each code graph G, we define evaluateG
to be the evaluation function on the entire code graph. Evalu-
ating a code graph entails calling the individual evaluateop
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functions for each edge of G in an arbitrary topologically
sorted order. The state value returned is a map associating
each edge of G with the state value returned by the evaluateop
invocation for that edge. �

Definition 8: The undo function undoG on a code graph
G calls the individual undoop for all the edges of G in
an unspecified order. Each individual undoop is passed the
appropriate state value. �

Definition 9: The function updateG calls each updateop
function for each edge of G in an arbitrary topologically sorted
order. Each individual updateop is passed the appropriate state
value from the input state, and the state value returned is again
a map associating each edge of G with the state value returned
by the updateop invocation for that edge. �

Updating of a code graph can be optimized under the
assumption that the individual update functions will return
UNCHANGED results when all their inputs are UNCHANGED. That
way, a complete traversal of the code graph can often be
avoided.

E. Incremental Update of Error Checks and Loops

We can handle implicit loops and error handling by first
using the translation given in Sections IV-C and IV-D to trans-
late these features to explicit loop-boxes and if-boxes. We then
treat the (LOOP, G′, f) and (IF, G′, f) families of edge labels
as regular operations and define appropriate implementation
functions for them.

The Opt[t] types used for error handling are not aggregate
datatypes. We do not need any special tag values beyond those
defined for the underlying type t, so we define Tag[Opt[t]] :=
Tag[t] for all types t.

To handle update for an if-box, the state value will be either
the state for the contained graph, or the value ERROR, if the
graph was not evaluated because the error check failed. This
is used to decide whether the contents of the if box should be
evaluated, updated or undone, and whether any ERROR outputs
should be marked as NEW or as UNCHANGED.

The implementation of update(IF,G′,f) can be seen in
Listing 2; the implementations of evaluate(IF,G′,f) and
undo(IF,G′,f) trivially forward to the corresponding functions
on the contained graph G′ and are therefore left out for brevity.

Dealing with repetition is more complicated, as List[t] is an
aggregate type. When individual items in a list are changed, we
want to reevaluate only the corresponding iterations of loops
that iterate over that list. The tag types Tag[List[t]] therefore
need to store individual tags for the list elements.

Definition 10: We define the tag for a list type to be either
NEW, UNCHANGED or a list of tags for the individual list
elements, or, more formally:

Tag[List[t]] := {NEW, UNCHANGED} ∪ Tag[t]∗

where ∗ denotes the Kleene closure. �
Note that this definition does not allow tracking movement

of elements within an array; the added complexity of such a
system does not seem worthwhile at this time. Permuting or
swapping list elements in response to a parameter change will

Listing 2 The update function for if boxes
function update(IF,G′,f)(s, arg1···n, oldout1···m)

if all atag i are UNCHANGED then
return (s, oldout1···m,

UNCHANGED · · · UNCHANGED)
end if

if any arg i with fi = 1 is ERROR then
if s is ERROR then

for all outputs do
(out i, otag i)← (ERROR, UNCHANGED)

end for
else

undoG′ (s)
for all outputs do

(out i, otag i)← (ERROR, NEW)
end for

end if
s′ ← ERROR

else
if s is ERROR then

(s′, out1···m) ← evaluateG′ (arg1···n)
otag1···m ← NEW

else
(s′, out1···m, otag1···m)
← updateG′(s, arg1···n, tag1···n)

end if
end if
return (s′, out1, otag1 · · · outm, otagm)

end function

therefore require all involved list elements to be marked as
changed.

The persistent state s for a loop box is a list of the persistent
states for the individual iterations. Thus, the update function
will calculate the number of iterations required and compare
it with the number of iterations done the previous time. States
that are still needed are updated using updateG′ . If fewer
iterations are needed, extra states are destroyed using undoG′ .
If the number of iterations has increased, new states are created
using evaluateG′ .

The update function for loop edges, update(LOOP,G′,f), can
be seen in Listing 3. Extracting the proper arguments for
specific loop iterations happens as described in Section IV-C.
The definitions of evaluate(LOOP,G′,f) and undo(LOOP,G′,f) are
straightforward and are left out for brevity.

This concludes the extensions to the language (cf. Sec-
tion IV). They cover the incremental updates of individual
operations up to incremental updates of whole code graphs,
as well as the handling of implicit loops and error checks in
this context.

VII. DISCUSSION AND CONCLUSION

We have presented a formal framework for the representa-
tion of procedural models that is particularly suited for direct
manipulation of procedural 3D content.
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Listing 3 The update function for loop boxes
function update(LOOP,G′,f)(s, arg1···n, oldout1···m)

if all atag i are UNCHANGED then
return (s, oldout1···m,

UNCHANGED · · · UNCHANGED)
end if

nnew ← min(lengths of relevant input arrays)
nold ← length of s
for i← 1, max(nnew , nold) do

iarg1···n ← extract arguments for iteration i
itag1···n ← extract tags for iteration i
if i > nold then

(s′[i], out1···m[i]) ← evaluateG′ (iarg1···n)
otag1···m[i]← NEW

else if i > nnew then
undoG′ (s[i])

else
(s′[i], out1···m[i], otag1···m[i])
← updateG′ (s[i], iarg1···n, itag1···n)

end if
end for
return (s′, out1···m, otag1···m)

end function

The design space for the dataflow language is constrained
by three main considerations: simplicity, efficiency and inter-
activity.

Simplicity in this case means minimizing the number of
entities that do not have a natural visual representation in the
GUI. A three-dimensional shape can be represented directly
in the GUI; a repeated three-dimensional shape can also be
represented. A repetition operator, on the other hand, is an
abstract concept, not a three-dimensional object. By introduc-
ing implicit looping and error handling constructs (Section IV),
we have avoided this problem.

Next is efficiency. Even simple procedural models can, by
virtue of their procedural nature, generate relatively large
amounts of geometry data; efficiency is thus always a concern.
We have benchmarked the loop fusion and error handling
optimizations on three different models. The code graphs
are compiled to GML [2], a language syntactically similar
to PostScript. The measurement is based on the number of
executable statements, or tokens; this is independent of model
parameters (repetition counts) and of the implementation qual-
ity of basic operations. See Table I for the results of optimizing
loops (Opt A) and loops and error handling (Opt B).

TABLE I
OPTIMIZATION BENCHMARK: EFFECTS OF FUSING LOOPS (OPT A) AND

LOOPS & ERROR HANDLING (OPT B) ON MODEL SIZE.

Model Tokens Opt A Opt B
gothic ornament 1322 992 789
simple house 408 258 225
complex façade 69769 30846 24865

The third and final consideration was interactivity. Proce-

dural models are not always evaluated from scratch; this is
especially the case in an interactive procedural editor, where
the user can adjust individual parameters of a model using
the mouse. For a procedural modeling system to perform
well in that situation, it needs to avoid doing unnecessary
recalculations. We have found that it is not enough to do this
at the level of individual objects, as the granularity of these
objects is dictated by the requirement of simplicity. An entity
perceived as a single object by the user might in fact consist
of several parts that can be updated individually. The method
we have described in Section VI addresses this by allowing
the implementations of the modeling operations to cooperate
in providing incremental update functionality.

Taken together, these individual aspects form a system
that constitutes a solid base for a direct manipulation based
graphical procedural modeler that can be used with different
modeling vocabularies depending on the concrete application.
Since the publication of our conference paper [1], we have
successfully used systems based on this framework for differ-
ent applications of procedural modeling [20], [21].

A. Future Work

Interactive performance could, in theory, be improved fur-
ther by taking advantage of the fact that during interactive
manipulation of a procedural model, the same parameters are
often changed repeatedly. Applying a form of constant folding
to the tag values described in Section VI might serve to
eliminate a lot of redundant checking. Parallel execution of
modeling operations would be very beneficial for large and
complex models, as well.

There are also many research opportunities for adapting
existing programming language concepts to our framework
and to the context of direct manipulation procedural modeling.
Defining modules or functions is a well-known technique,
but it is unknown how well they can be adapted to the spe-
cial requirements imposed by direct manipulation. Complex
procedural 3D models will necessarily suffer from the same
problems as complex software does in general; so at some
point it will be necessary to investigate methods of ’shape
refactoring’.
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Abstract—The effectiveness of compression algorithms is increas-
ing as the data subjected to compression contains patterns which
occur with a certain regularity. This basic idea is used to detect
the existence of regularities in various types of data ranging from
market basket data to undirected graphs. The results are quite
independent of the particular algorithms used for compression
and offer an indication of the potential of discovering patterns
in data before the actual mining process takes place.
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I. INTRODUCTION

Our goal is to show that compression can be used as a tool
to evaluate the potential of a data set of producing interesting
results in a data mining process. The basic idea that data that
contains patterns that occur with a certain regularity will be
compressed more efficiently compared to data that has no such
characteristics. Thus, a pre-processing phase of the mining
process should allow to decide whether a data set is worth
mining, or compare the interestingness of applying mining
algorithms to several data sets.

Since compression is generally inexpensive (and certainly
less expensive than mining algorithms), and compression
methods are well-studied and understood, pre-mining using
compression will help data mining analysts to focus their
efforts on mining resources that can provide a highest payout
without an exorbitant cost.

Compression has received lots of attention in the data min-
ing literature. As observed by Mannila [14], data compression
can be regarded as one of the fundamental approaches to data
mining [14], since the goal of the data mining is to “compress
data by finding some structure in it”.

The role of compression developing parameter-free data
mining algorithms in anomaly detection, classification and
clustering was examined in [8]. The size C(x) of a compressed
file x is as an approximation of Kolmogorov complexity [4]
and allows the definition of a pseudo-distance between two
files x and y as

d(x, y) =
C(xy)

C(x) + C(y)
,

where xy is the file obtained by concatenating x and y. Note
that this is not the common definition of a pseudo-distance
(see, for example [21]); instead, it is simply a numerical
evaluation of the similarity of the files x and y; its minimal
value is obviously equal to 0.5.

Further advances in this direction were developed in [9],
[10] and [23]. A Kolmogorov complexity-based dissimilarity
was successfully used to texture matching problems in [3]
which have a broad spectrum of applications in areas like
bioinformatics, natural languages. and music. Compression
algorithms are used in the actual mining process to handle
data mining explorations that return huge sets of results by
extracting those results that actually are representative of the
data set (see, for example [19], [22]).

Our goal in this paper is to show that compression can be
used for assessing the interestingness of applying an actual data
mining process. In other words, to evaluate the minability of
a data set using compression. We justify experimentally this
idea by evaluating data sets that have different characteristics
and sources.

In general, data mining is task-oriented and the mining
process entails seeking specific patterns. Thus, our assessment
of minability will not necessarily help identify patterns of
interest; instead, it will signal that such patterns may exist
and will invite to further exploration.

There are two broad classes of compression algorithms:
lossy compression, that reduces significantly data but does not
allow the full inverse transformation, from compressed data to
the original data, and lossless compression, that achieves data
reduction and can be completely reversed. We illustrate the
use of lossless compression in pre-mining data by focusing on
several distinct data mining processes: files with frequent pat-
terns, frequent item sets in market basket data, and exploring
similarity of graphs.

The LZW (Lempel-Ziv-Welch) algorithm was introduced in
1984 by T. Welch in [24] and is among the most popular com-
pression techniques. The algorithm does not need to check all
the data before starting the compression and the performance
is based on the number of the repetitions and the lengths of
the strings and the ratio of 0s/1s or true/false at the bit level.
There are several versions of the LZW algorithm. Popular
programs (such as Winzip or the zip function of MATLAB) use
variations of the LZW compression. These algorithms work
both at the bit level and at the character level.

An important role in evaluating concentrations of values
in various probability distributions is played by the notion
of entropy, Namely, if p = (p1, . . . , pn) is a probability
distribution with pi 6 0 and

∑n
i=1 pi = 1, the entropy of
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this distribution is

H(p) =
n∑
i=1

pi log2
1

pi
.

It is well-known (see [6], [13]) that the maximum value of the
entropy is obtained when

p1 = p2 = · · · = pn =
1

n

and this value is log2 n. The minium value is 0 and this occurs
when there exists pi with pi = 1 and pj = 0 for j 6= i,
1 6 j 6 n. The entropy helps us to evaluate the diversity of the
values assumed by a random variable: the more concentrated
these values are the lower the entropy.

After examining compressibility of binary strings in Sec-
tion II we explore several experimental settings that provide
strong empirical evidence of the correlation between compres-
sion ratio and the existence of hidden patterns in data. In
Section III we discuss the compressibility of sequences of sym-
bols produced by various generative mechanisms. Section IV is
dedicated to the compressibility of adjacency matrix for graphs
relative to the entropy of distribution of subgraphs. Finally, in
Section V, we examine the compressibility of files that contain
market basket data sets. This paper is an extension of our
contribution [1].

II. PATTERNS IN STRINGS AND COMPRESSION

An alphabet is a finite and non-empty set whose elements
are referred to as symbols. Let A∗ be the set of sequences on
the alphabet A. We refer to these sequences as words or strings.
The length of a string w is denoted by |w|. The null string on
A is denoted by λ and we define A+ as A+ = A∗−{λ}. The
subsets of A∗ are referred to as languages over A.

If w ∈ A∗ can be written as w = utv, where u, v ∈ A∗ and
t ∈ A+, we say that the pair (t,m) is an occurrence of t in
w, where m is the length of u.

The occurrences (x,m) and (y, p) are overlapping if p <
m + |x| and m < p + |y|. If this is the case, m < p and
p+ |y| > m+ |x| then there is a proper suffix of x that equals
a proper prefix of y. If x is a word such that the sets of its
proper prefixes and its proper suffixes are disjoint, there are
no overlapping occurrences of x in any word.

The number of occurrences of a string x in a string w is de-
noted by nx(w). Clearly, we have

∑
{na(w) | a ∈ A} = |w|

for any symbol a ∈ A. The prevalence of x in w is the number
fx(w) = nx(w)·|x|

|w| which gives the ratio of the characters
contained in the occurrences of t relative to the total number
of characters in the string.

The result of applying a compression algorithm C to a string
w ∈ A∗ is denoted by C(w) and the compression ratio is the
number

CRC(w) =
|C(w)|
|w|

.

We shall use the binary alphabet B = {0, 1} and the
LZW algorithm, the compression algorithm of the package
java.util.zip, or the zip function of MATLAB.
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Figure 1. Baseline CRjZIP Behavior

We generated random strings of bits (0s and 1s) and
computed the compression ratio for strings with a variety of
symbol distributions. A string w that contains only 0s (or only
1s) achieves a very good compression ratio of CRjZIP (w) =
0.012 for 100K bits and CRjZIP = 0.003 for 500K bits, where
jZIP denotes the compression algorithm from the package
java.util.zip. Figure 1 shows, as expected, that the worst
compression ratio is achieved when 0s and 1s occur with equal
frequencies.

For strings of small length (less than 104 bits) the compres-
sion ratio may exceed 1 because of the overhead introduced
by the algorithm. However, when the size of the random
string exceeds 106 bits this phenomenon disappears and the
compression ratio depends only on the prevalence of the bits
and is relatively independent on the size of the file. Thus, in
Figure 1, the curves that correspond to files of size 100K bits
and 500K bits overlap. We refer to the compression ratio of
a random string w that contains n0(w) zeros and n1(w) ones
as the baseline compression ratio for this distribution of bits.

We created a series of binary strings ϕt,m which have a
minimum guaranteed number m of occurrences of patterns
t ∈ {0, 1}k, where 0 6 m 6 100. The compression baselines
for files containing the patterns 01, 001,0010, and 00010 are
shown in Table I.

TABLE I. BASELINE COMPRESSION RATIO FOR FILES CONTAINING A
MINIMUM GUARANTEED NUMBER OF PATTERNS

Pattern Proportion of 1s Baseline
01 50% 1.007
001 33% 0.934
0010 25% 0.844
00010 20% 0.779

Specifically, we created 101 files ϕ001,m for the pattern 001,
each containing 100K bits and we generated similar series
for t ∈ {01, 0010, 00010}. In the case of the 001 pattern
the baseline is established at 0.934, and after the prevalence
exceeds 20% the compression ratio drops dramatically. Results
of the experiment for 001 are shown in Table II. In Figure 2
we show that similar results hold for all patterns mentioned
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TABLE II. PATTERN ’001’ PREVALENCE VERSUS THE COMPRESSION
RATIO CRjZIP

Prevalence of CRjZIP

’001’ pattern
0% 0.93
10% 0.97
20% 0.96
30% 0.92
40% 0.86
50% 0.80
60% 0.72
70% 0.62
80% 0.48
90% 0.31
95% 0.19
100% 0.01
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Figure 2. Dependency of Compression Ratio on Pattern Prevalence

above.

III. COMPRESSIBILITY OF LANGUAGES AND SEQUENCES

Sequences or sets of sequences of symbols are often sub-
jected to data mining processes and identifying those se-
quences that contain interesting patterns before the actual
mining process may be computationally significant.

We begin by examining the well-known sequence called the
Thue-Morse sequence [2] that has many applications rang-
ing from crystal physics [16], counter synchronization [25],
metrology [7], [11], and chess playing [15], as well as in game
theory, fractals and turtle graphics, chaotic dynamical systems,
etc.

This sequence contains patterns but not repetitions.
Definition 3.1: Let n ∈ N be a natural number. The Thue-

Morse sequence sn = s0s1 · · · sn is a word over the alphabet
{0, 1} defined as:

si =


1 if i has an odd number of 1s

in its binary representation
0 otherwise,

for 0 6 i 6 n.

TABLE III. THE COMPRESSION RATIO CRjZIP (S2k ) FOR
THUE-MORSE SEQUENCES

k |seq
2k
| CRjZIP (seq

2k
)

5 32 34
8 256 4.625
10 1024 1.226
12 4096 0.328
14 16384 0.0932
15 32768 0.0542
16 65536 0.0322
17 131072 0.0208
18 262144 0.0151
19 524288 0.012
20 1048576 0.010
21 2097152 0.010
22 4194304 0.009

For example, we have

s16 = (0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0).

It is clear that if m,n ∈ N and m 6 n, sm is a prefix of sn.
Thus, the successive Thue-Morse sequences define an infinite
sequence.

An equivalent method for defining the Thue-Morse sequence
is by starting with 0 and concatenating the complement of the
sequence obtained so far. This procedure yields 0, then 01,
0110, 01101001, and so on. It is known (see [18], for example)
that the Thue-Morse sequence is a cube-free sequence, that is,
the sequence does not contain substrings of the form www.

We generated the Thue-Morse sequences and stored this
sequence of 0s and 1s at the bit level. By using the zip
compression utility from the java.util.zip package the
compression ratios shown in Table III were obtained.

For small values of k, the sequence is incompressible due
to the overhead produced by the compression process. As
Table III and Figure 3 show, for k big enough (2k > 2000)
the sequence becomes compressible and the compression ratio
reaches a low value (of less than 1%) for Thue-Morse se-
quences longer than 4, 000, 000 characters. Since the Thue-
Morse sequence s2k has equal number of 0s and 1s for
any value of k and its compression ratio is well below the
baseline compression ratio established for sequences of bits
in Section II, we can conclude that even in the absence of
repetitions, compression can be used for the detections of
patterns.

In a series of experiments involving generative grammars we
examined the compressibility of language fragments generated
by these grammars. A generative grammar, or in short, a
grammar is defined as a 4-tuple G = (AN , AT , S, P ), where
AN and AT are non-empty, finite and disjoint sets referred
to as the non-terminal and the terminal alphabet, respectively,
S ∈ AN is the initial symbol of the grammar G, and P is a
finite set of pairs of the form (α, β), where α ∈ (AN ∪AT )+
and β ∈ (AN ∪ AT )∗. A pair (α, β) ∈ P is a production of
the grammar G. Productions are used for rewriting words over
AN ∪ AT . Namely, if γ, δ ∈ (AN ∪ AT )∗, γ = γ1αγ2, and
δ = γ1βγ2 for some production (α, β) ∈ P , we write γ ⇒

G
δ.

The reflexive and transitive closure of the binary relation ⇒
G

is denoted by “
∗⇒
G

”. The language generated by G is the set
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Figure 3. Compression Ratio Behavior of Thue-Morse Sequence

L(G) = {x ∈ A∗T | S
∗⇒
G
}.

Grammars are used as generative devices that produce
languages over their terminal alphabet. Chomsky’s hierarchy
(see [17] or [20]) defines four classes of grammars based on
the complexity of their productions. In turn, these classes of
grammars, define a strict hierarchy of classes of languages
L3 ⊂ L2 ⊂ L1 ⊂ L0, where L3 is the class of regular
languages, L2 is the class of context-free languages, L1 is
the class of context-sensitive languages, and L0 is the class
of recursively enumerable languages. It is worth noting that
the classes L3 and L2 collapse on languages over one-symbol
alphabet. In other words, if L is a language over an one-symbol
alphabet, then L ∈ L2 implies L ∈ L3.

We evaluate the compressibility of a language L over an
alphabet A by considering the increasing sequence of finite
languages S(L) = (L0, L1, . . . , Ln, . . .), where Ln consists of
the first n words of L in lexicographic order, computing the
compression ratios CRjZIP (Ln), and examining the depen-
dency of this ratio on n.

We examinine comparatively the compressibility of the
languages L1 = {ww | w ∈ {0, 1}∗} (a context-sensitive
language) versus the compressibility of a similar language
L2 = {wwR | w ∈ {0, 1}∗} (a context-free language)
which has a simpler structure. Here, the word wR is the
reversal of the word w and is defined as λR = λ and
(ai1 · · · ain)R = ain · · · ai1 .

The results shown in Figures 4 and 5 show that L2, the less
complex language has a better (lower) compression ratio, and
therefore, higher compressibility.

Similar results are obtained when comparing the compress-
ibility of the context-sensitive languages Lexp and Lprime over
the one-symbol alphabet {a} defined by

Lexp = {a2
n

| n ∈ N},
Lprime = {ap | p is a prime number}.

The reference [17] (see Chapter 1, section 2) contains specific
grammars developed for both languages. Namely, the grammar
for Lexp has 6 productions, while the second grammar that
generates Lprime has 42 productions. As expected, experi-

0 2 4 6 8 10 12

x 10
4

−0.85

−0.8

−0.75

−0.7

−0.65

−0.6

−0.55

−0.5

−0.45

−0.4

−0.35

size of data set for {ww | w ∈  {0,1}*}

lo
g 

of
 c

om
pr

es
si

on
 r

at
io

Figure 4. Compression Ratio Behavior of the language L1
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Figure 5. Compression Ratio Behavior of the language L2

ments summarized in Figure 6 show that the Lexp is more
compressible than Lprime which has a rather complex gener-
ating process.

These results suggest that the compressibility of languages is
related to the complexity of the generative process that produce
them. This will be the object of further investigations.

IV. RANDOM INSERTION AND COMPRESSION

For a matrix M ∈ {0, 1}u×v denote by ni(M) the number
of entries of M that equal i, where i ∈ {0, 1}. Clearly, we
have n0(M) + n1(M) = uv.

For a random variable V which ranges over the set of
matrices {0, 1}u×v let νi(V) be the random variable whose
values equal the number of entries of V that equal i, where
i ∈ {0, 1}.

Let A ∈ {0, 1}p×q be a 0/1 matrix and let

B :

(
B1 B2 · · · Bk
p1 p2 · · · pk

)
,

be a matrix-valued random variable where Bj ∈ Rr×s, pj > 0

for 1 6 j 6 k, and
∑k
j=1 pj = 1.
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Figure 6. Compression Ratios of Languages Lexp and Lprime

Definition 4.1: The random variable A ← B obtained by
the insertion of B into A is given by

A⊗ B =

a11B . . . a1nB
...

. . .
...

am1B . . . amnB

 ∈ Rmr×ns

In other words, the entries of A ← B are obtained by
substituting the block aijB` with the probability p` for aij
in A.

Note that this operation is a probabilistic generalization of
Kronecker’s product for if

B :

(
B1

1

)
,

then A ← B has as its unique value the Kronecker product
A⊗B.

The expected number of 1s in the insertion A← B is

E[ν1(A← B)] = n1(A)

k∑
j=1

n1(Bj)pj

When n1(B1) = · · · = n1(Bk) = n, we have E[ν1(A ←
B)] = n1(A)n.

In the experiment that involves insertion, we used a matrix-
valued random variable such that n1(B1) = · · · = n1(Bk) =
n. Thus, the variability of the values of A ← B is caused
by the variability of the matrices B1, . . . , Bk which can be
evaluated using the entropy of the distribution of B,

H(B) = −
k∑
j=1

pj log2 pj .

We expect to obtain a strong positive correlation between the
entropy of B and the degree of compression achieved on the
file that represents the matrix A ← B, and the experiments
support this expectation.

In a first series of experiments, we worked with a matrix
A ∈ {0, 1}106×106 and with a matrix-valued random variable

B :

(
B1 B2 B3

p1 p2 p3

)
,

where Bj ∈ {0, 1}3×3, and n1(B1) = n1(B2) = n1(B3) = 4.
Several probability distributions were considered, as shown

in Table IV. Values of A← B had 1062∗32 = 101124 entries.
In Table IV, we had 39% 1s and the baseline compression

rate for a binary file with this ratio of 1s is 0.9775. We
also computed the correlation between the CRjZIP and the
Shannon entropy of the probability distribution and obtained
the value 0.98 for the insertion of a matrix-valued random
variable having three values.

In Table V, we did the same experiment but with 4 different
matrices of format 4× 4. An even stronger correlation (0.99)
was observed between CRjZIP and the Shannon entropy of
the probability distribution.

TABLE IV. INSERTION OF A THREE-VALUED RANDOM VARIABLE,
ENTROPY AND COMPRESSION RATIOS

Probability Compression Entropy
distribution Ratio

p1 p2 p3
0 1 0 0.33 0
1 0 0 0.33 0
0 0 1 0.33 0

0.9 0.1 0 0.51 0.46
0.8 0 0.2 0.61 0.72
0 0.3 0.7 0.7 0.88

0.2 0.2 0.6 0.77 1.37
0.6 0.2 0.2 0.74 1.37
0.15 0.35 0.5 0.78 1.44
0.49 0.25 0.26 0.77 1.5
0.33 0.33 0.34 0.79 1.58

TABLE V. INSERTION OF A FOUR-VALUED RANDOM VARIABLE,
ENTROPY AND COMPRESSION RATIOS

Probability Compression Entropy
distribution Ratio

p1 p2 p3 p4
0 1 0 0 0.23 0

0.4 0 0.2 0.4 0.53 1.52
0.45 0.12 0.22 0.21 0.61 1.83
0.3 0.1 0.2 0.4 0.65 1.84
0.2 0.2 0.2 0.4 0.69 1.92
0.25 0.25 0.25 0.25 0.69 2

The relationship between the compression ratio CRjZIP
and the Shannon entropy of the probability distribution of
the inserted random variable is shown in Figure 7 for both
experiments.

This experiment reconfirms that data that contains patterns
can be better compressed than randomly generated files and
that the compressibility is less pronounced when the diversity
of these patterns increases.
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Figure 7. Evolution of CRjZIP and Shannon Entropy for Insertions

Next, we examine the compressibility of binary square
matrices and its relationship with the distribution of principal
submatrices. An m × m principal submatrix of a matrix
A ∈ Rn×n is the matrix A[I] defined by a non-empty m-
element subset I of the set {1, . . . , n} and is obtained by
selecting entries of A of the form aij , where i, j ∈ I .
We mention that the principal submatrices of the adjacency
matrix of a graph correspond to the adjacency matrices of the
subgraphs of that graph. The patterns in a graph are captured
in the form of frequent isomorphic subgraphs.

A binary square matrix is compressed by first vectorizing
the matrix and then compressing the resulting binary sequence.
There is a strong correlation between the compression ratio of
the adjacency matrix of a graph and the frequencies of the
occurrences of isomorphic subgraphs of it. Specifically, the
lower the compression ratio is, the higher are the frequencies
of isomorphic subgraphs and hence the worthier is the graph
for being mined.

Let Gn be an undirected graph having {v1, . . . , vn} as its
set of nodes. The adjacency matrix of Gn, AGn ∈ {0, 1}n×n
is defined as

(AGn)ij =

{
1 if there is an edge between vi and vj in Gn

0 otherwise.

We denote with CRC(AGn) the compression ratio of the
adjacency matrix of graph Gn obtained by applying the com-
pression algorithm C.

Let S = {i1, . . . , ik} be a subset of {1, . . . , n}. The
principal submatrix AGn [S] is the adjacency matrix of the
subgraph of Gn which consists of the nodes with indices in
S along with those edges that connect these nodes. We denote
by Pn(k) the collection of all subsets of {1, 2, . . . , n} of size
k where 2 6 k 6 n. We have |Pn(k)| =

(
n
k

)
.

Let (Ak1 , . . . ,A
k
`k
) be an enumeration of possible adjacency

matrices of graphs with k nodes where `k = 2
k(k−1)

2 . We
define the finite probability distribution

P (Gn, k) =

(
nk1(Gn)
|Pn(k)|

, . . . ,
nk`k(Gn)

|Pn(k)|

)
,

where nki (Gn) for 1 6 i 6 `k is the number of subgraphs of
Gn with adjacency matrix Aki . The Shannon entropy of this
probability distribution is:

HP (Gn, k) = −
`k∑
i=1

nki (Gn)
|Pn(k)|

log2
nki (Gn)
|Pn(k)|

.

If HP (Gn, k) is low, there are to be fewer and larger sets
of isomorphic subgraphs of Gn of size k. In other words,
small values of HP (Gn, k) for various values of k suggest that
the graph Gn contains repeated patterns and is susceptible to
produce interesting results. Note that although two isomorphic
subgraphs do not necessarily have the same adjacency matrix,
the number HP (Gn, k) is a good indicator of the diversity of
isomorphic subgraphs and hence of the frequency subgraph
patterns.

We evaluated the correlation between CRjZIP (AGn) and
HP (Gn, k) for different values of k.

As expected, the compression ratio of the adjacency matrix
and the distribution entropy of graphs are roughly the same for
isomorphic graphs, so both numbers are characteristic for an
isomorphism type. If φ is a permutation of the vertices of Gn,
the adjacency matrix of the graph Gφn obtained by applying the
permutation is defined by A

G
φ
n

is given by

A
G
φ
n
= PφAGnP

−1
φ .

We compute the adjacency matrix A
G
φ
n

, the entropy
HP (G

φ
n, k), and the compression ratio CRjZIP (AG

φ
n
) for

several values of k and permutations.
Graphs with n = 60 nodes and various number of

edges ranging from 5 to 1765 were randomly generated.
For each generated graph, we randomly produced twenty
permutations of its set of nodes and computed HP (G

φ
n, k) and

CRjZIP (AG
φ
n
).

Finally, for each graph we calculated the ratio of standard
deviation over average for the computed compression ratios,
followed by the same computation for distribution entropies.

The results of this experiment are shown in Figures 8 and 9
against the number of edges. As it can be seen, the deviation
over mean of the compression ratios for n = 60 does not
exceed the number 0.05. Also, the deviation over average of
the distribution entropies for various values of k do not exceed
0.006. In particular, the deviation of the distribution entropy
for the graphs of 100 to 1500 edges falls below 0.001, which
allows us to conclude that the deviations of both compression
ratio and distribution entropy with respect to isomorphisms are
negligible.

For each k ∈ {3, 4, 5}, we generated randomly 560 graphs
having 60 vertices and sets of edges whose size were vary-
ing from 10 to 1760. Then, the numbers HP (Gn, k) and
CRjZIP (AGn) were computed. Figure 10 captures the results
of the experiment. Each plot contains two curves. The first
curve represents the changes in average CRjZIP (AGn) for
forty randomly generated graphs of equal number of edges.
The second curve represents the variation of the average
HP (Gn, k) for the same forty graphs. The trends of these two
curves are very similar for different values of k.
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Figure 8. Standard deviation vs. average of the CRjZIP (AGn ) for a number
of different permutations of nodes for the same graph. The horizontal axis is
labelled with the number of edges of the graph.

Figure 9. Standard deviation vs. average of the HP (Gn, k) of a number
of different permutations of nodes for the same graph. The horizontal axis is
labelled with the number of edges of the graph. Each curve corresponds to
one value of k.

Table VI contains the correlation between CRjZIP (AGn)
and HP (Gn, k) calculated for the 560 randomly generated
graphs for each value of k.

TABLE VI. CORRELATIONS BETWEEN CRjZIP (AGn ) AND
HP (Gn, k)

k Correlation
3 0.92073175
4 0.920952812
5 0.919256573

V. FREQUENT ITEMS SETS AND COMPRESSION RATIO

A market basket data set consists of a multiset T of
transactions. Each transaction T is a subset of a set of items
I = {i1, . . . , iN}. The multiplicity of a transaction T in the
multiset T is denoted by m(T ).

A transaction is described by its characteristic N -tuple t =
(t1, . . . , tN ), where

tk =

{
1 if ik ∈ T.
0 otherwise,

for 1 6 k 6 N . The length of a transaction T is
|T | =

∑N
k=1 tk, while the average size of transactions is∑

{|T | |T in T}
|T| .

n = 60 and k = 3

n = 60 and k = 4

n = 60 and k = 5

Figure 10. Plots of average CRjZIP (AGn ) (CMP RTIO) and average
HP (Gn, k) (DIST ENT) for randomly generated graphs Gn of equal number
of edges with respect to the number of edges.

The support of a set of items K of the data set T is the
number

supp(K) =
|{T ∈ T | K ⊆ T}|

|T|
.

The set of items K is s-frequent if supp(K) > s.
The study of market basket data sets is concerned with

the identification of association rules. A pair of item sets
(X,Y ) is an association rule, denoted by X → Y . Its
support, supp(X → Y ) equals supp(X) and its confidence
conf(X → Y ) is defined as

conf(X → Y ) =
supp(X ∪ Y )

supp(X)
.

Using the artificial transaction ARMiner generator described
in [5], we created a basket data set.
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Transactions are represented by sequences of bits
(t1, · · · , tN ). The multiset T of M transactions was
represented as a binary string of length MN obtained by
concatenating the strings that represent transactions.

We generated files with 1000 transactions, with 100 items
available in the basket, adding up to 100K bits.

For data sets having the same number of items and trans-
actions, the efficiency of the compression increases when
the number of patterns is lower (causing more repetitions).
In an experiment with an average size of a frequent item
set equal to 10, the average size of a transaction equal to
15, and the number of frequent item sets varying in the
set {5, 10, 20, 30, 50, 75, 100, 200, 500, 1000}, the compres-
sion ratio had a significant variation ranging between 0.20
and 0.75, as shown in Table VII. The correlation between
the number of patterns and the compression ratio was 0.544.
Although the frequency of 1s and baseline compression ratio
were roughly constant (at 0.75), the number of patterns and
compression ratio were correlated.

TABLE VII. NUMBER OF ASSOCIATION RULES AT 0.05 SUPPORT
LEVEL AND 0.9 CONFIDENCE

Number of Frequency Baseline Compr. Number of
Patterns of 1s compression ratio rules

5 16% 0.75 0.20 9,128,841
10 17% 0.73 0.34 4,539,650
20 17% 0.73 0.52 2,233,049
30 17% 0.76 0.58 106,378
50 19% 0.75 0.65 2,910,071
75 18% 0.75 0.67 289,987
100 18% 0.75 0.67 378,455
200 18% 0.75 0.70 163
500 18% 0.75 0.735 51

1000 18% 0.75 0.75 3

Further, there was a strong negative correlation (-0.92)
between the compression ratio and the number of association
rules indicating that market basket data sets that satisfy many
association rules are very compressible.

VI. CONCLUDING REMARKS

Compression ratio of a file can be computed fast and easy,
and in many cases offers a cheap way of predicting the exis-
tence of embedded patterns in data. Thus, it becomes possible
to obtain an approximative estimation of the usefulness of an
in-depth exploration of a data set using more sophisticated and
expensive algorithms.

The presence of patterns in strings leads to a high degree of
compression (that is, to low compression ratios). Thus, a low
compression ratio for a file indicates that the mining process
may produce interesting results. Compressibility however, does
not guarantee that a sequence contains repetitions. Strings that
are free of repetitions but contain patterns can display a high
degree of compressibility as shown by the well-known Thue-
Morse binary string.

The use of compression as a measure of minability is
illustrated on a variety of paradigms: graph data, market basket
data, etc. Compression has been applied in bioinformatics as
a tool for reducing the size of immense data sets that are
generated in the genomic studies. Furthermore, specialized

algorithms were developed that mine data in compressed
form [12].

Our current work shows that identifying compressible areas
of human DNA by comparing the compressibility of certain
genomic regions is a useful tool for detecting areas where the
gene replication mechanisms are disturbed (a phenomenon that
occurs in certain genetically based diseases).
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Abstract— A new approach is proposed to the surveillance of 

Security and Safety occurrences concerning mobile objects in 

an airport environment, in particular to monitor aircrafts, 

vehicles and staff at the manoeuvring area for all weather 

conditions. A middleware platform receives localization infor-

mation from the different mobile objects in the airport and 

merges that information through data fusion in the platform. 

The system outputs are shown in a high-resolution Graphical-

User interface, providing a collaborative environment with the 

relevant information to the airport stakeholders. The outputs 

can be used by the stakeholders to take decisions on the best 

way to improve security and safety and also on the optimiza-

tion of airport operational procedures in compliance with ex-

isting business rules. In this paper, the proposed system archi-

tecture follows an event-driven approach based on streams of 

occurrences processed in real-time. Therefore, it is suited for 

decision support. We will illustrate our approach by monitor-

ing events occurred in an airport environment. 

Keywords-Mobility management; Situation awareness; Safety 

and security business rules; Location based services. 

I. INTRODUCTION 

In the airport environment, about 90% of critical events 
relate to accidents and incidents during ground handling 
services assisting parked aircrafts. The need for coordination 
of multiple activities occurring simultaneously requires, 
therefore, a continuous control of all ground movements, in 
particular during taxi operations. However, the current lack 
of context awareness and controllability is frequently identi-
fied as a causal factor for business rule infringements. 

Without a solution capable of providing, in real-time, in-
formation related to the surveillance of operational occur-
rences, airport stakeholders (e.g., Airport Authority, Ground 
Handlers, Airlines) have not a reliable view of the overall 
situation to take well informed, in-time decisions [1] [2]. To 
assist airport stakeholders in their daily decision-making 
process we need an event-driven solution to combine data 
from multiple sources, capable of identifying meaningful 
events and responding to them as quickly as possible [3]. For 

instance, automatic detection of events related to over-
speeding, safety infringements, unauthorized movements in 
restricted access areas, or any other location-based occur-
rence related to airport resources, staff or passengers.  

Such capabilities would provide airport stakeholders with 
a new way to detect and analyse events in real-time, enabling 
them to adjust control actions according to the severity level 
of the observed event. However, to reach this level of opera-
tional intelligence and to avoid stakeholders to be drowned 
in data and be left without actionable information, they need 
to be assisted with data integration and fusion capability of 
unrelated events, based on business rules and policies. In this 
paper, the proposed system architecture follows an event-
driven approach based on streams of occurrences in an air-
port environment. In particular, we will reference the running 
SECAIR project, whose platform will be deployed at Faro 
airport, Portugal. 

The SECAIR project [4], is an European R&D project 
partially funded in the Eurostars program, brings a new ap-
proach to the surveillance of ground movements at the 
manoeuvring areas in the airport. It combines different local-
ization technologies to detect and analyse movement patterns 
inside the airport terminal and at the apron area. The project 
relies on the development of an event observer system, 
which is capable of automatically identifying events and 
generating alarms in real-time. This means that a sliding 
window of one second is used to continuously provide 
streaming data to update the position of each surveyed ob-
ject. A middleware platform provides data fusion to deter-
mine the localization of objects, which is determined by 
radio tracking techniques and video technology.  

The middleware is part of a larger platform that, on the 
whole, will manage events related to movement patterns or 
hazardous situations. And because the project operates with 
different localization technologies simultaneously, multiple 
objects are surveyed, causing a very high volume of fine-
grained data, which must be processed to determine move-
ment patterns.  

Current software architectures of decision support sys-
tems cannot deal efficiently with the processing of continu-
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ous event streams. Existing approaches focus on knowledge 
processing, but do not explicitly target the problems associ-
ated to real-time event processing. [5]. 

To test the capabilities of the system, a set of business 
scenarios addressing airport operational requirements were 
defined in close collaboration with ANA-Aeroportos de 
Portugal - the main Portuguese airport’s management com-
pany, based on the following needs: 

 Traceability of vehicles and Ground Support Equipment 
with automatic detection of unauthorised incursions into 
restricted access areas; 

 Tracking and controlling of ground handling operations; 

 Surveillance of aircraft ground movements within the 
apron area; 

 Provision of context awareness about on-going opera-
tions at the apron area, triggering safety and security 
alerts with different levels of severity; 

 Support the decision making process by providing a 
reliable view of the overall situation whenever a safety 
or security event is reported; 

 Ensure that event notifications are sent to airport stake-
holders based on their roles/operational needs. 

The paper is organized as follows: Section II introduces 
the process followed for the specification of the system re-
quirements. Section III presents the main software compo-
nents within the multi-tier architecture designed for the 
SECAIR system. Section IV presents the system implemen-
tation. Section V describes the use case of the project togeth-
er with the operational scenarios defined for testing the sys-
tem. Section VI reports on related work. Finally, conclusions 
are included in Section VII. 

 

II. SYSTEM REQUIREMENTS SPECIFICATION PROCESS 

An airport, which is usually classified as a critical infra-
structure, needs to encompass functionalities for an unam-
biguous surveillance of surface traffic caused by aircrafts and 
vehicles, without reducing the safety level [6]. 

In the airport environment, to efficiently coordinate 
ground movements caused by aircrafts, passengers and car-
go, decision makers must be able to respond to an increas-
ingly complex range of events. To reach such level of con-
tinuous data integration for decision-making, airport stake-
holders must have a graphical informational cockpit capable 
of communicating large amounts of relevant information in 
an intuitive way. This is a feature typically assigned to cor-
porate spatial dashboards. 

Indeed, when combining human understanding with data 
visualization techniques it is possible to track the situation 
awareness and simultaneously get a well picture of the busi-
ness operational performance. This is particularly true when 
the visualization of key performance indicators (KPI), de-
scribing how business is performing, are correlated with the 
representation of on-going events as point features over a 
cartographic layout. To cope with such goals, core opera-
tional requirements were specified in close collaboration 
with airport stakeholders, enabling us to express the re-

quirements in terms of features that the SECAIR system 
should satisfy. 

Within the SECAIR project the collaboration of airport 
stakeholders during the requirements specification phase 
followed the recommendations of the IEEE 42010 standard. 
[7]. The standard states that a well-formed requirement is a 
statement of the system functionality that must be met or 
possessed by the system to solve stakeholder’s objectives, 
and that is qualified by measurable conditions and bounded 
by constraints. In such approach, user requirements also 
generate a structured collection of information that embodies 
the requirements of the system mapped to the stakeholders 
concerns.  

Figure 1 presents the schema of the system requirements 
specification (SyRS) process adopted within the SECAIR 
project for capturing safety and security requirements. The 
approach provided a “black box” description of what the 
system should do, in terms of the system’s interactions or 
interfaces with its external environment. Therefore, the SyRS 
was essentially used as a technique to discover and docu-
ment, through elicitation sessions with airport stakeholders, 
the system capabilities and its required behaviour. Besides 
distinguishing between requirements and their attributes 
(conditions and constraints), the SyRS also helped identify-
ing, for each operational scenario, the corresponding busi-
ness indicators used to validate whether the results (i.e., 
movement path of a surveyed object) are within acceptable 
thresholds.  

 

 

Fig. 1. System Requirements Specification process. 

Afterwards, technical requirements, expressed as con-
straints placed on the SECAIR system, were analysed having 
in view the technical limits of each underlying technology. 
Besides these technical requirements, environmental influ-
ences affecting the system were also considered and classi-
fied into categories (e.g., political, standards and organiza-
tional policies). SECAIR conducted a research in each of 
these categories to ensure that the system conforms to all 
regulations that influence the airport sector. 

The combination of all these artefacts was used to shape 
the set of operational scenarios that hold a high potential to 
demonstrate the benefits of the system developed under the 
SECAIR project. 



248

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

For instance, in order to optimize gate to gate operations, 
the important issue to be considered is related with aircraft 
assisting tasks and the surveillance of ground movements in 
order to manoeuvre safely and efficiently on the movement 
area. 

Concerning the objectives of SECAIR, in this paper, we 
are just considering the apron area and the service roads in 
the airport. The apron is a defined area intended to accom-
modate aircraft for purposes of loading and unloading pas-
sengers, mail and cargo, fuelling and parking. Its design 
should take into account safety procedures for aircraft 
manoeuvring, taking into account the specified clearances 
and following the established procedures to enter, move 
within and depart from apron areas.  

By analyzing the activities and interactions that occur be-
tween aircraft and ground vehicles, we conclude that most of 
them take place in the apron areas. It is a wide variety of 
complex operations, including the handling of aviation fuel, 
the movements of vehicles, aircrafts and airport staff with 
different tasks to perform. They are all concentrated in a 
restricted area and with a short turnaround time, increasing 
the possibility of a potential conflict. Most of the time the 
activities performed in the apron are of vital importance for 
the safety of an aircraft during its subsequent flight. 

Regarding the aircraft servicing mentioned above, we can 
refer to the following aircraft servicing operations involving 
ground vehicles and equipments: 

 Passenger, baggage and cargo loading/unloading; 

 Galley service; 

 Fuelling service; 

 Provision of compressed air for engine starting; 

 Aircraft maintenance;  

 In some cases, electric power and air conditioning. 

As illustrated in Figure 2, there is a wide variety of ground 

operations, which contribute exponentially to conflicts and 

increase the risk of accidents/incidents in the apron area. 

Figure 2 outlines some of the vehicles used to assist parked 

aircrafts. The coordination of the movements of all those 

vehicles, sometimes with aircrafts parked at adjacent stand 

areas requires an effort to avoid delays and to comply with 

safety procedures. Besides being a very constrained area, in 

extreme situations (e.g., rush hours, bad meteorological 

conditions) the risk of operational inefficiencies at the stand 

area can compromise airport procedures, leading to a dys-

function of the airport and, eventually, compromising the 

required level of safety. Such stressing situation tends to 

increase the need to accurately monitor all ground move-

ments within different areas in the airport air side, namely 

inside the stand area. However, without a system capable to 

continuously and accurately track all ground movements 

(i.e., vehicles, equipment and persons) inside restricted ac-

cess areas, infringements to safety rules might not be no-

ticed by apron controllers. 
In the apron area, the most common type of incidents and 

accidents fall into the following categories: 

 Ground equipment driven into aircraft 

 Unmanned equipment rolls into aircraft 

 Aircraft rolls forward/backward 

 Towing vehicle strikes aircraft 

 Aircraft contacts object/equipment.  
Concerning the service roads, every effort should be 

made to plan air side service roads so that they do not cross 
runways and taxiways. Several solutions can be found to 
minimize the possibility of conflicts between aircrafts and 
vehicles/equipments, and one of them is considering road 
tunnels avoiding the crossings at taxiways. However, in all 
situations, vehicle drivers must comply with aerodrome 
regulations and take due care and attention to avoid colli-
sions between vehicles and aircraft and other related hazards. 

 The SECAIR project addresses these concerns by moni-
toring all ground movements and by triggering alert messag-
es for each detected infringement. The localization of each 
moving object is represented as point features, labelled with 
a colour code to call the attention of the controller (at the 
situation room) whenever a safety infringement is detected. 

 

Fig. 2. The B-777 being serviced during a turnaround with the help of   
ground systems and mobile equipment. Source: Boing 777 Airplane Charac-
teristics for Airport Planning. 

 

Integrated airport operations planning, advanced surveil-
lance techniques, ground-based safety nets and new runway 
management tools are amongst the improvements that will 
allow the aircraft to be served more efficiently from gate to 
gate. The SECAIR project will contribute to reduce ground 
hazards that affect flight safety, reduce aircraft ground dam-
age, reduce personnel injuries and also, in the security do-
main, prevent acts of unlawful interference.  

 

III. SYSTEM ARCHITECTURE  

An event-driven solution typically consists of event ob-
servers (i.e., localization technologies) and event consumers. 
The SECAIR system operates by observing a set of events 
that happen in the external environment. Because localiza-
tion technologies are continuously emitting data, they are 
particularly suited for Complex Event Processing (CEP). As 
outlined in Figure 3, an event starts at the Communication 
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tier, with the sensing of a fact (e.g., safety occurrence) that is 
converted into a data stream and sent to the Data Fusion 
Algorithm (DFA) at the middleware of the Application tier. 
To this end, any update to the position of each surveyed 
object is provided as a single time streaming data. 

Location-based data tend to be strongly correlated in both 
time and space. For instance, position and speed data meas-
ured by one localization technology is highly correlated to 
the data collected by another adjacent localization technolo-
gy. Similarly, readings observed at one time instant are high-
ly indicative of the readings observed at the next time in-
stant. This is particularly relevant because airport stakehold-
ers are not interested in individual readings in time or indi-
vidual devices in space, but rather in application-level con-
cepts of temporal and spatial granularities.  

In this paper, we use the term spatio-temporal to desig-
nate data related to both time and space dimensions. Since 
the project is closely related with location-based data, the 
trigger to most events derives from the movement of the 
observed objects. For each reported position, the system 
might require access to additional data about the object in 
order to analyse the event in conformity with the role of the 
object or to consider changes in the object status, changes in 
the object descriptive data or even changes in the spatial 
context where the object is located. The complexity to sup-
port such in-time actions increases when the system has to 
process data from multiple technologies while considering a 
set of business rules to take appropriate actions. 

A. Overview 

The generic architecture of the SECAIR system is shown 
in Figure 3. At the periphery of the system we have the 
Event Observers and the Event Consumers. The former cor-
responds to the devices and localization technologies, where-
as the latter receives event notifications and presents them to 
the end-users so that they can react accordingly.  

The SECAIR system implements a client-server architec-
ture structured into three tiers (see Figure 4). The Communi-
cation tier operates with heterogeneous wireless localization 
technologies (sensors), each one collecting data about the 
location of the observed objects. Each device of the adopted 
localization technologies is responsible to continuously gen-
erate location-based data streams; for some technologies the 
period is less than one second. However, the sensor data is 
too fine-grained and do not meet airport stakeholder con-
cerns as they are not interested in individual sensors data, but 
in application-level concepts of spatio-temporal granularities. 
Therefore, domain data events are required. 

At the Application tier, the middleware is responsible to 
integrate and process incoming data from the Communica-
tion tier, delivering event streams with reliable location data 
to the Business Logic. This is performed based on a data 
fusion process that computes positioning data to provide 
accurate and reliable location data about the observed ob-
jects. Prior to the data fusion process, a set of location-based 
data for the same object has to be integrated. But after the 
data fusion process, a single computed position per object is 
provided, expressing a pre-processed set of events.  

 

 

Fig. 3. A high-level view of the SECAIR system. 

In order to be understood and processed, events need to 
be integrated with the business context, generating domain 
data events. Domain data events can be derived by mapping 
raw sensor data to domain concepts. For instance, domain 
data events correlate data of sensors located in one specific 
road segment, and evaluate speed limit infringements caused 
by a vehicle, or an alert caused by a tagged passenger for an 
unauthorized entrance into a restricted access area.  

At the Application tier, there is logic that operates by in-
terpreting a set of business rules to derive composite events 
from the events that have occurred. This means that one of 
the goals is to timely process generic data, not necessarily 
event notifications, tied together by spatio-temporal relation-
ships, in order to perform a diagnosis based on existing busi-
ness rules and organization policies. Such composite events 
are presented to decision-makers using the Client Applica-
tion at the Presentation tier and might characterize a situation 
that is undesirable for the decision maker. 

B. Communication Tier 

The Communication tier ensures that the data observed 
by each device is timely transmitted to the Application tier at 
the server side. It is also aware about data communication 
requirements, including the wireless network required to 
cover the operational areas. The selected localization tech-
nologies acting as event observers are: 

 The Stand-alone Global Navigation Satellite System 
(GNSS), used together with a Wi-Fi communication de-
vice, to collect and transmit, every second, the coordi-
nates of the vehicle position;  

 The Ultra Wide Band (UWB) system to provide immun-
ity to multipath propagation and precision range meas-
urement capability. The IEEE 802.15.4a UWB standard 
implements precision location measurements when the 
monitored objects are close to large metallic infrastruc-
tures; 

 The Video Surveillance and Tracking System (VSTS) 
consisting of multiple video cameras installed at prede-
fined locations to fully cover the target area. The video 
data collected by each camera is processed by the VSTS 
sub-system to detect, track and classify the foreground 
objects within the area of interest; 

 The Radio Frequency (RF) localization system consist-
ing of mobile devices and antenna units mounted in the 
area of interest. It measures the position of a mobile de-
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vice attached to the observed object (e.g., passenger or 
staff) in the area of interest.  

There is no single technology, which can provide satis-
factory performance in all environments and scenarios; 
therefore, various localization technologies have to collabo-
rate in order to deliver a flexible localization system, instead. 
Sensor data fusion will combine sensor data from different 
localization technologies to outperform any individual sys-
tems working alone.  

C. Application Tier 

At the server side, the Application tier is segmented into 
three conceptual areas. The middleware area to hold the Data 
Integration and Data Fusion, the Business Logic area holding 
the software components responsible for the system opera-

tional intelligence and the system operational database man-
aged by Microsoft SQL Server 2008.  

 

Middleware  
The middleware is responsible to continuously provide a 

calculated position of each observed object to the Business 
Logic. The positions of the observed objects are continuous-
ly transmitted and are coherently integrated using data-fusion 
techniques to address multipath effects reduction and im-
prove quality of location (QoL). This approach, besides re-
ducing installation costs, also contributes to increase location 
accuracy, achieving a better coverage range with the same 
amount of equipment. [8] 

 

  

Fig. 4. The architecture of the SECAIR system.

Business Logic 
For each data stream triggered by the Middleware, a set 

of actions are required to correlate additional data about the 
observed object with existing business rules and metadata 
about the spatial-context to determine domain events. This is 
accomplished at the Business Logic by four core software 
components. A short description of each software component 
is presented next. 

 Business Rules, establishes the link between the 
definition and the execution of all business rules within the 
system, enabling organizational policies and the repeatable 
decisions associated with those policies, such as restricted 
area incursions, to be defined, deployed, monitored and 
maintained centrally at the server side. When changes occur 
at the business level, this service also assists in discovering 

the set of existing rules that are influenced by those changes. 
The Business Rules services interact with the operational 
database to store incoming events with the right classifica-
tion. 

 Map Services, this component is responsible to 
manage the spatial-context that characterizes the airport 
environment where the observed objects operate. Within the 
project scope, the airport layout is represented with a set of 
overlapped layers in a standard format [9]. To efficiently 
support the spatial database workload and the degree to 
which spatial functions are required, a geographic infor-
mation system (GIS) engine was specifically designed. This 
GIS engine copes with challenging requirements related to 
scalability and real-time representation of multiple moving 
objects and dynamic changes to the spatial context, without 
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compromising the overall performance of the system. De-
pending on the nature of the detected event, the Alert Ser-
vices will interact with the GIS to generate an alarm to be 
broadcast to each connected client application. A log record 
of all events is stored for historical data analysis purpose. 

 Alert Services, for each business rule infringement 
a proper alert is generated by mapping location-based in-
formation related to the observed object (event) with do-
main concepts. This means that the data for each observed 
object has to be analysed to determine if a composite event 
(e.g., severe safety infringement) occurred or if a business 
metric needs to be updated. For each event being detected 
by the system, a semantic meaningful alert message will be 
triggered, with the corresponding relevance and severity 
risk. A dendrogram with weighted nodes is used to structure 
relationships between business indicators. Granular indica-
tors are at the bottom (leaf) level and derived indicators 
(usually more aggregated) are at the nodes of the dendro-
gram. For instance, a business user can configure the system 
to inform about how many stand areas incursions were per-
formed by a driver in a specific time period or day of the 
week.  

 External System Connector, this software com-
ponent is responsible for handling the interoperability with 
external systems, for instance, to collect data related with 
flight schedules, resources and assigned tasks. With such 
approach, location based data for each observed object can 
be coherently correlated with metadata from external 
sources, enabling the surveillance and track of events to be 
performed according to business logic/rules [10]. The Ap-
plication tier, being responsible for implementing airport 
business logic, seeks ground for the coexistence and balance 
between the dual trends of the airport industry: increased 
demand for air travel and strengthened aviation safety and 
security [11]. 

Depending on the business rule being infringed, a specif-
ic event (alert message) is triggered to the end-users at the 
Presentation tier. This is done by creating a subscription 
offered as a public endpoint by the system. The Business 
Logic sends the requested data, either as a stream of updates 
(event-based queries) or as a chunk of current state data (in-
stant-queries). The first are triggered on a certain event, e.g., 
an object moving into a specific area. The Business Logic 
can create an event subscription (“tell me about objects mov-
ing into a specific area”) to be notified on that event (“an 
object moves into an area”) and perform specified actions 
accordingly (“alert: object moved into restricted area”). This 
kind of subscription may be triggered often, or never, de-
pending on how the event occurs. On the contrary, the result 
of an instant-query is always returned immediately and is not 
dependent on any event. This kind of query is useful to re-
trieve the current state of an object. For instance, “give me a 
list of all objects, which are currently in a certain area” or 
“tell me the current battery status of an object”. 

The data structure used to define each object position is 
presented by the class Position. The coordinates of the object 
position are presented as a point feature dataset that is used 
by the GIS engine to determine the location of each point 
feature (i.e., object location) over the airport layout. The 

airport layout is represented by a set of overlapped thematic 
map layers (also known as feature datasets, see Figure 5), 
some of them are polygon features representing operational 
areas with a predefined set of metadata to store specific busi-
ness rules (see Figure 6). All layers have a common metadata 
structure; however, some polygon layers (e.g., Serviceroads, 
Stand, Taxiways, etc.) also have specific metadata attributes 
relevant for spatial context-semantic data analysis. These 
metadata are used by the Business Logic to enforce the ap-
plication of predefined safety and business rules.  

The GIS engine performs a topological point-in-polygon 
overlay operation to determine which points (i.e., IDObj) 
from the Position feature dataset are contained within the 
polygons of the airport layout. For each intersected layer, the 
Business Rule component interacts with GIS engine to check 
if any of the specified business rules is infringed. For in-
stance, the Serviceroad layer includes attributes to specify 
the speed limit, category and status of each roadway segment 
within the airport, but the Stand layer just includes a status 
attribute to identify if a specific stand is open (i.e., with no 
parked aircraft), closed (i.e., with a parked aircraft) or deac-
tivated (e.g., in maintenance). When a point is inside a spe-
cific roadway segment polygon, that information is passed to 
the Business Rules component to validate for operational 
rule infringements.  

The QoL attribute is used to determine the accuracy of 
the reported position. This means that points reported with a 
QoL value higher than 10 m are labelled in red to indicate 
lack of accuracy in the IDObj position, QoL with values 
between 7.5 m and 10 m are labelled in yellow to indicate 
that the system is not able to assure the exact position of the 
IDObj and QoL with a value lower than 7.5 m are labelled in 
green to indicate that the IDObj position is accurate. The 
field tests performed so far were able to achieve position 
accuracy with a QoL between 0.5 m and 3 m. 

A typical example of a safety rule infringement refers to 
speed limit, e.g., an object of type “vehicle” circulating at 30 
Km/h within a roadway segment with a speed limit metadata 
of 25 Km/h will trigger a speed limit infringement alert mes-
sage. In the same way any vehicle moving inside an open 
stand area will trigger a stand area incursion alert message. 
The IDObj provided within the Position data structure is 
used by the Business Rules to obtain more information about 
the IDObj (e.g., to which airport operator it belongs or if it is 
a priority object such as a “Follow-Me vehicle”). For each 
new position reported by each object, every second, the 
Business Rules might need to validate the IDObj business 
data before triggering an alert message.  

As presented in Figure 4, additional business data about 
the IDObj are provided by the External Systems component. 
A data interoperability connection, established between the 
SECAIR system and the existing airport systems, enables the 
decision support capabilities of the SECAIR system to ac-
cess some operational data (e.g., flight data and resource 
data) and correlate those data with the metadata from the 
airport layers and the data from the monitored IDObj. This 
computation is performed at the Business Logic in less than 
one second for each position reported by the middleware for 
each IDObj. In this way the SECAIR system is able to vali-
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date for infringements to some business rules defined by 
each airport. 

The system surveillance capabilities also includes colli-
sion avoidance to prevent, in real-time, ground damage to 
aircraft, equipment and potential injury to staff, operating 
within close proximity during ground handling operations.  

To cope with such requirement (i.e., detection of the like-
lihood of collision trajectories), in the current version of the 
SECAIR system each object is represented as a point feature 
with a dynamic geofence around the object. For an aircraft, 
this geofence is designated as a clearance level, represented 
by a safety circle with a radius defined according to the spec-
ifications presented in ICAO Annex 14 [12] (i.e., wingspan 
and length of the fuselage). As such it is sufficient to gener-
alize aircrafts to point locations instead of considering their 
real dimension. For vehicles, the geofence is designated as a 
protection area, corresponding to a rectangle at the front and 
another at the rear of the vehicle. The length of these two 
rectangles is determined by the vehicle category (e.g., Pas-
senger Bus, High-Loader, Catering, Refuelling vehicle, etc.). 

When any of these safety buffers (i.e., geofences) inter-
sect, an alert for possible collisions between moving objects 
or other infrastructures is automatically triggered. For in-
stance, when the vehicle protection area intersects the air-
craft clearance a warning is triggered to indicate the driver to 
move to a safety distance. This functionality although in a 
preliminary version has been successfully tested when ob-
jects interact, namely for vehicles at the proximity of moving 
aircrafts or for interactions between Ground Service Equip-
ment (GSE). For aircrafts parked at the stand area, the clear-
ance level is not validated during ground handling opera-
tions. However, it will trigger a safety alert for any interac-
tion of a parked aircraft with a moving aircraft (i.e., intersec-
tion of two clearance levels).  

Collision avoidance between vehicles revealed to be a 
challenge difficult to accomplish because in most areas with-
in the airport it is physically possible for a vehicle to move 
into any directions. Therefore, the specified protection area 
corresponds to a safe distance at the front and rear of each 
vehicle.  

  

Operational Database (SECAIR Data) 
For simplicity, the core data handled by the Business 

Rules software component are represented in Figure 4 by a 
single database. However, the physical implementation in-
cludes one relational database to store dynamic informational 
entities such as vehicles, operators, flights and aircrafts, and 
another to store the static airport cartographic layout, i.e., 
thematic map layers.  

Both databases are managed by the Business Logic using 
the Microsoft SQL Server 2008, a database management 
system capable of dealing with business data and map fea-
tures, describing the airport layout, within the same database.  

In the SECAIR system, all thematic layers use the World 
Geodetic System 1984 (WGS84) as the spatial reference 
system in conformity to the specifications of the A-SMGCS 
manual [13] and comply with the ED-119 standard. The ED-
119 standard defines the physical dataset requirements to 
develop the airport mapping. These include: geometry accu-

racy requirements, feature rules and descriptive (metadata) 
attributes. Since each layer is spatially referenced, they over-
lay one another and can be combined in a common map 
display.  

The resulting geo-database consists of vector and attrib-
ute features. The vector features represent geometric feature 
instances that are classified as points, lines or polygons. As 
outlined in figure 4, each observed occurrence reported by 
the Middleware to the Business Logic is stored in the geo-
database as new point features. This means that a new record 
with the object “Position” data structure is created within the 
object Position layer for each new position being reported. 

The critical operational areas within the airport must 
have a polygon layer with specific metadata. Figure 5 pre-
sents an example of the type of metadata for the Stand layer 
(AM_PARSTANDAREA) and the set of metadata for a 
specific feature (i.e., stand named S14) within the Stand 
layer. Examples of critical polygon layers with metadata to 
validate safety infringements are: Runway area and Runway 
thresholds, Taxiways, Apron, Stand, Service road and hold-
ing lines just to mention some. In the SECAIR project there 
are fifteen critical polygon layers from a total of twenty nine 
layers used to characterize the airport layout. 

D. Presentation tier 

At the Presentation tier, the surveillance capability of the 
SECAIR system is presented to end-users in three different 
ways.  

The Map viewer corresponds to a graphical layout man-
aged by a GIS engine specifically designed to cope with two 
main requirements, namely to be operated by non-skilled 
airport stakeholders and to cope with airport stakeholder data 
processing needs for each spatio-temporal event. The Map 
Viewer represents the moving objects as colour coded point 
features with a timestamp and a set of descriptive data about 
the resources causing, for instance, a safety infringement; 
this might include data about the aircraft, vehicle, driver, 
flight data or layout of the area where the event occurred. 
The Map Viewer GIS engine is responsible to compute and 
represent in real-time (i.e., up to one second) the movements 
of all observed objects, computing simultaneously dynamic 
changes to the spatial context derived from daily airport 
business activities. Additional metadata (e.g., speed, logged 
driver, vehicle category) about each surveyed object are also 
provided. 

The user can interact with the features of each layer by 
selecting, for instance, a specific stand and manually change 
its status, or obtain information about flights and tasks as-
signed to a specific stand area. It is also possible to verify 
which road segment is operational and check for traffic cir-
culation rules that apply to the selected road segment (e.g., 
speed limit for different visibility conditions and directions 
of traffic flow) or analyse how many speed limit infringe-
ments occurred.  

The Alert Viewer shows the corresponding textual de-
scription of alert messages in terms understandable by the 
end-user. This means that for each moving object causing an 
event, the Alert Viewer at each client application will present 
the alert messages contextualized with business semantic and 
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ordered by severity level. All alert messages have a start and 
an end time, plus a set of additional descriptive data related 
to each event.  

The KPI Viewer presents, in a spatial dashboard, the val-
ues of key performance indicators describing how the busi-
ness is performing. The correlations between KPIs are 
mapped in a dendrogram structure. Each node of the den-
dogram carries some information needed for graphical visu-
alisation of the data using size and colour coding. 

 

IV. SYSTEM IMPLEMENTATION 

A. Communication protocol 

We developed a protocol for communication between the 
hardware devices and the middleware (see Table 1). This 
protocol has the following characteristics: 

 Independent of operating systems and hardware ar-

chitectures 

 Small packet size 

 Clearly defined operations, even in complex use 

cases 

 Full coverage of value range  

 Easy to implement in various languages (complete 

implementation available in C# and C++). 

Table 1. Communication protocol packet contents. 

Bytes Description 

2  Magic "LP" = 0x4C50 

1  ProtocolVersion = 0x02 

8  Timestamp 

16  Source ID  

16  Message type qualifier (ID) 

4  
DataLength: Length of upcoming data 

field 

variable 
Data Area: Actual data field with pay-

load 

 

 

 

1) Timestamp 
The timestamp is an unsigned 64 bit integer value storing 

the time when the position of the device is measured with 
nanosecond-precision.  
 

2) Source ID 
The source ID identifies the sensor or data system that 

originally created this message. Together with the 
timestamp, this can be used to generate an UUID compatible 
with RFC 4122. 
 

3) Message type qualifier 
The type qualifier is used to specify the type of content in 

a message. Only if the qualifier is known to a system, the 
message can be understood successfully. Messages with 
unknown qualifier should be ignored. 

The message types include positional or environmental 
information, device health checking, firmware updates and 
several others. 

B. Fusion of location data 

Fusion of location data faces two main challenges. The 
first is associating objects tracked by the radio based sensors 
with those tracked by video technologies. The second is the 
fusion of those associated objects regardless of the technolo-
gy it stems from. 

To satisfy both requirements there are two interacting cy-
cles. One is of high frequency and predicts positions. The 
other is of lower frequency and manages the association of 
objects. 

The engine featuring these cycles merges data of widely 
varying quality into a single, continuous and seamless posi-
tion track. Since the association algorithm knows which 
objects were tagged (e.g., staff), any observed objects with-
out association can be considered non collaborative and orig-
inating potential issues. The discussion of the data fusion 
algorithm is outside the scope of this paper. 

C. Control Service Implementation 

Within the SECAIR project, control services are the 
building blocks to implement the business logic, enabling 
end-users to dynamically manage and interact with the target 
environment, changing the status of the business context as 
well as obtaining detailed information about moving objects 
and receiving automatic alert notifications about any safety 
infringements or incursions into restricted access areas. All 
location data are delivered by the platform to the presenta-
tion tier following an event-driven approach. End-user appli-
cations can subscribe to different events. 

Some control services need to integrate with existing air-
port systems. Within the scope of the field tests at Faro air-
port, the external airport system used for demonstration is the 
Flight Information Data System (FIDS). The goal of such 
integration was to receive airport operational data in order to 
obtain, in real time, flight data.  

We are assuming that location data corresponding to each 
object is provided by the underlying system. The quality of 
the data should be good and there should be no gaps (missing 
data). However, the services should be able to cope even 
with poor data. 

Since we are working in a high security environment, de-
lays or even crashes are to be avoided or at least handled 
properly. Logging relevant service-internal events and states 
is one of the basic ways to provide a reliable system. This 
can be extended by informing the system administrator on 
any encountered problems like failing services, starving or 
full buffers, network issues and configuration mistakes. 

First of all, the very large system is broken down into 
various small components, each handling only a specific 
task. There is a basic differentiation between low level ser-
vices that work with “raw data” and high level services that 
are based on those low level services. 
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Low level services 

 Location: Current and historic positions of tracked ob-

jects. Event on new positions. 

 Entity: List of all tracked objects along with some 

properties. Event on changed, added or removed ob-

jects. 

 Map: List of all available areas along with some proper-

ties. Event on changed, added or removed areas. 

 Storage: List of various data that are used and synchro-

nized globally. Event on changed, added or removed 

data. 

 Integration: A set of various separate services that are 

used to integrate the system with existing infrastructure. 

This includes, for instance, a service connecting to the 

airport flight management system and providing its da-

ta. Another included service will use these data to dy-

namically update the configuration of the alert services, 

in this case, allowing or disabling certain areas to be 

passed through by certain kinds of vehicles depending 

on whether or not an aircraft is moving through that ar-

ea. 

 
 High level services 

 Alerting: alerts are stored as a list of critical events 

along with some properties. Push notifications are trig-

gered on added or changed alerts. Alerts are created by 

multiple separate services that use the above lower level 

services to create or change alerts based on certain 

business rules. For instance, by querying Location (po-

sition of an object), Entity (type of object), Map (areas) 

and Storage (stores permission table), an object of not-

allowed type moving into a restricted area could create 

an alert. 

 Multi-Tracking: based on the object position it is possi-

ble to activate in a new window the surveillance of the 

movements of the selected object. This is useful when 

there is a need to closely follow the movement pattern 

of one specific object.  

 Collision Avoidance: the system can act preventively 

by determining if two objects (e.g., vehicle-vehicle or 

vehicle-aircraft) have a collision trajectory. This service 

is also relevant to assure clearance levels between air-

crafts and to alert when a vehicle is not within a safe 

distance from moving aircrafts.  

 Identify Resource: this service provides additional in-

formation about the selected object or map feature. In 

the first case, providing business data collected from 

the airport system, for instance, to describe the vehicle 

characteristics, obtain information about the logged 

driver or to correlate the current position of the vehicle 

with assigned tasks or flight schedules. 

 Path Analysis: this service is used to draw a line as the 

object moves. The output enables the end-user to get a 

visual perception about movement patterns, understand 

patterns in specific time periods like rush hours or de-

tect which vehicles are frequently out of predefined tra-

jectories.       

 
 These control services, in general, correspond to actions 

performed by end-users individually; therefore, it is not fea-
sible to introduce an overhead computation by implementing 
them at the server side. Some control services relate to busi-
ness logic and need, therefore, to get access to business rules 
and business data to be able to actuate over predefined mo-
bile devices or objects within the airport. Concerning the 
control service implementation let us describe the service 
usage, scaling and redundancy, connections via WCF and 
generic collection library. 
 

1) Service usage 
All services have to offer two basic things: a list of all da-

ta and notification of changes. Notification refers to the ser-
vice actively informing the client of events. For instance, the 
location service will let all its clients know when a new posi-
tion arrives. An alerting service could provide notice of new 
or changed infringements. 

An event-based architecture is a pragmatic and reliable 
way to ensure fast response times, meaning that any occur-
rences are shown immediately (less than one second) and, as 
far as possible, dealt with automatically. 

 

2) Scaling and redundancy 
Unlike traditional monolithic systems, the services run as 

independent components and, as a matter of principle, are 
accessed via a network. In fact, it is no problem to run some 
of the services in a different part of the world if that would 
be advantageous. 

One obvious advantage of this strategy is scaling. Since 
services run in parallel, just adding a few more machines will 
directly increase computation capability. 

Also, losing a machine due to, for instance, network is-
sues or hard disk failure, does not pose a problem. Another 
service will simply take over the work of the lost service for 
the time being.  

To enable this architecture, data must not be stored local-
ly on a machine. Instead, we are using distributed high per-
formance databases connected via gigabit Ethernet. 

 

3)  Connections via WCF 
The Application Programming Interface (API) is accessi-

ble via Windows Communication Foundation (WCF), one of 
the most common interchange formats. All connections are 
encrypted. Similar to the web service model much in fashion 
nowadays, instead of traditional large and complex interfac-
es, a simple and clean interface is used. However, in addition 
to traditional web services, we make use of events to de-
crease network overhead and provide real time updates. 

Service interfaces basically feature only two kinds of da-
ta: data lists and events. Noticeably, they do not offer con-
figuration to a client and are thus stateless. This is a feature 
common to web services and means clients have to specify a 
complete query at all times. The advantage is that the ser-
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vices do not need to keep track of their clients, simplifying 
their code a lot and increasing performance generally. 

The reasons for choosing WCF over competing technol-
ogies lie in its simplicity, reliability, interoperability and high 
performance coupled with many years of knowledge of using 
WCF “in the field”. Remarkably, WCF is flexible enough to 
power both simple REST web services and complex state-
aware multi-interface services. WCF can handle connections 
with clients written in different languages (e.g., Java) too, so 
interoperability with other system, for instance Linux, is a 
non-issue. 
 

4) Generic connection library 
Since all components use WCF, a generic library was es-

tablished. It allows easily setting up servers and clients for 
any WCF service, no matter if a simplex or duplex connec-
tion is available. It also includes automatic endpoint creation 
for TCP/IP, HTTP (port 80) and metadata exchange. 

Connection to the server is always fault aware. Any fail-
ure will transparently be encapsulated and provided to the 
client process, while avoiding any critical consequences. 
This means that all client services need to be aware of the 
fact that any connection may fail to work at any time, and 
cache their requests and data accordingly. 

D. Monitoring 

For easier deployment, we make use of WS Discovery. 
This allows services to publish themselves so that discovery-
enabled clients can find them without any configuration. 
Since Discovery is a standard protocol, it is interoperable 
with other clients, services and proxies.. 

A supervision program is used to watch and control the 
state of all services. It ensures that all services are up and 
running, possibly restarting those that fail. It also displays 
the health state of the complete system to an administrator, 
additionally informing of important issues (e.g., a service 
failed permanently) by email or other means. 

E. Graphical User Interface 

The interaction between the software components at the 
Graphical User Interface (GUI) and the Business Logic are 
performed mainly through the lower level services to receive 
domain events. Based on that information, the end-user has 
the possibility to explore the information in more detail by 
executing the high level services. 

V. USE CASE 

In order to validate the SECAIR system, a system proto-
type for a pilot test is being installed at the Airport of Faro. 
For field tests, airport vehicles are provided and cameras 
from the VSTS system are installed. The existing Wi-Fi 
network is strengthened at specific operational areas in the 
airport.  

Some vehicles will be equipped with an onboard unit, a 
touch screen display and a radiofrequency reader to automate 
the driver authentication procedure. All personnel participat-
ing in the field tests will receive a radiofrequency card. The 
association of the driver with the vehicle is performed auto-
matically each time the card is read by the radiofrequency 

reader installed in the vehicle. At least two client applica-
tions are deployed, one situation room to the Apron Control 
Centre for airport operators and a second situation room to 
support other airport stakeholders (e.g., Ground Handler). 

Figure 5 outlines the airport air side areas selected for the 
site tests. Three operational areas were considered: the pas-
senger terminal (Boarding Gates 01 and 02) for indoor test 
scenarios, adjacent indoor-outdoor transition area (to demon-
strate ability to track targets moving from indoor to outdoor 
and back) and the Apron area adjacent to stands 14 and 16 
for outdoor test scenarios. 

 
Indoor scenarios (see Table 2) include: zone intrusion 

detection, target tracking and left behind luggage. Indoor-
outdoor transition areas include the surveillance of people at 
the boarding gates for (dis)embarking procedures. Indoor 
scenarios reflect operational procedures related mainly with 
the observation of people and baggage in restricted access 
areas within the passenger terminal: 

 Traceability of a person at the boarding gate area; 

 Localization capability of the SECAIR system in the 
transition area from passenger terminal into restricted 
access areas (outdoor); 

 Location obtained by fusion of data obtained from the 
following technologies: VSTS and RF. 
 

Outdoor scenarios (see Table 2) cover an area defined 
by 130x130m of the apron comprising Stands 14 and 16. The 
outdoor scenarios reflect operational procedures related 
mostly with the observation of vehicle movements and oper-
ational procedures related to parked aircraft assisting tasks: 

 Traceability of vehicle and driver at the Apron area; 

 Automatic detection of drivers without driving permis-
sion / not logged; 

 Location obtained by fusion of data obtained from the 
following technologies: VSTS, GNSS and UWB. 

 
As presented in Figure 5, after a successful login to the 

SECAIR system, each connected client visualizes the current 
status of the airport layout as a collection of overlapped 
themes, each one representing a specific operational area 
within the airport environment. These themes are managed 
by the Map viewer, forming the background context over 
which the observed objects are represented as point features. 
All thematic layers were provided by the airport authority in 
a standard format as shape files. 

The selection of the “Maps” option at the sidebar, ena-
bles the end-user to dynamically access each feature within a 
specific layer. For instance, to select a feature (e.g., Stand 
14) from the AMD_PARKSTANDAREA layer, which is 
one of the layers used to accurately represent the apron lay-
out, the user just has to select the corresponding polygon at 
the Map viewer (or navigate to the corresponding layer at the 
sidebar and select the feature he is interested in). As present-
ed in Figure 5, the apron folder is a logical folder used to 
semantically group layers; therefore, it is possible to group 
layers with different geometries (e.g., points, lines and poly-
gons) in the same folder. 
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 Some layers are used just to help end-users to get con-
textualized with the airport area they are visualizing. These 
layers are not used by the Business Logic to compute domain 
events. At this phase and during the field tests only five lay-
ers were used to compute domain events: 

 AMD_TERMINAL, layer representing the passenger 
terminal indoor areas, 

 AMD_PARKSTANDAREA, layer representing the 
geometry of all stand areas. Figure 6 presents a print 
screen of the metadata defined for the layer and the 
metadata defined for stand 14;  

 AMD_ APRONELEMENT, layer representing the ge-
ometry of the Apron area; 

 AMD_ TWYELEMENT, layer representing the geome-
try of all taxiways; 

 AMD_ SERVICEROAD, layer representing the geome-
try of all roadways.  

When a feature is selected, besides visualizing the feature 
geometry at the Map viewer, the end-user can also access the 
metadata defined for the selected feature. Metadata common 
to all features are specified at the layer level, for instance, to 
indicate which categories of vehicles are allowed to circu-
late. These metadata might be duplicated if there is a need to 
include values for normal and low visibility operations. 
Metadata specific to a feature are specified individually to 
each feature within a layer, for instance, to cope with tempo-
rary changes to one feature or to cover business rules, which 
apply only to a specific feature or set of features. 

 

 

Fig. 5. Airport layout of the areas selected for the specified scenarios. 

 
 In SECAIR, most of the business rules related to airport 

operational areas have a strong spatial dependency with the 
metadata defined for polygon features, meaning that in a 
certain instant the position of the observed object (represent-
ed as a point feature) can trigger multiple events. When the 
GIS engine performs a topological point-in-polygon overlay 
operation, the current point position of the object is analysed 
against all intersected layers. 

For each intersected layer, the Business Rule component 
will check if any of the specified business rules is infringed. 
Since the system operates with a collection of overlapped 
themes, classified accordingly to their relevance, when moni-
toring for business rule infringements the algorithm orders 

the resulting events according to their severity level. This 
means that, at the Presentation tier, domain events occurring 
in critical areas are visualized with a higher priority in rela-
tion to those occurring in less critical areas (e.g., a runway 
incursion is more severe than a stand area incursion). When 
multiple events are detected, the Map viewer only represents 
the most severe event. The other events are listed at the Alert 
viewer, enabling the end-user to have a good perception 
about the sequence of events caused by a specific per-
son/vehicle. 

The validation of spatio-temporal events gets even more 
complicated because for each object movement the system 
has to perform a set of topological point-in-polygon compu-
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tations to determine whether a given point in the plane lies 
inside, outside, or on the boundary of each intersected poly-
gon features. If we consider that at each instance it is possi-
ble to have multiple objects and that a new position is trig-
gered, even when a vehicle is not moving, it starts to be very 
demanding to comply with all the requirements.  

For each event, the Business Logic uses the metadata 
provided by each layer for location-awareness purposes and 
formulation of the alert message to be visualized by the end-
user at the Presentation tier. 

The design approach was to provide, in a single screen, 
the user with all the data relevant for him to take informed 
decisions. Therefore, the Map viewer corresponds to a spatial 
dashboard where all observed objects are represented as 
colour coded point features and the airport layout as the 
background spatial context, which is used to semantically 
transmit implicit information about the status of some opera-
tional areas.  

For instance, an occupied stand is represented with a 
green polygon, but if it is under maintenance, the same poly-

gon is visualized in grey. In both cases, vehicles are allowed 
to circulate inside the stand area. In the first situation, vehi-
cles are allowed to enter the stand area to assist a parked 
aircraft and, in the latter, because the stand area is deactivat-
ed. But when a stand is operational with a parked aircraft, as 
soon as the information about blocks-off is reported to the 
SECAIR system, the operational status of the stand area 
automatically changes to cleared, causing the colour of the 
polygon to change to red to signal a restricted access area 
where vehicles are not allowed to circulate or park.  

Such visual clues transmit valuable insights to the end-
user at the control centre. To simplify the identification of 
events, moving objects can be visualized with a colour coded 
label to easily transmit which objects are causing infringe-
ments from those operating as expected, i.e., labelled with a 
green colour. Once again, a colour code is used to differenti-
ate less severe (labelled in yellow) from severe events (la-
belled in red). 

 

 

Fig. 6. Metadata assigned to the Layer level and metadata assigned to a specific feature within the layer.  

All events are logged and represented at the Alert viewer 
with information about the event (e.g., severity, type, opera-
tional area, instant, etc.). This feature is useful to support 
decision makers in case there is a need to check for a specific 
event reported during the end-user shift. The reported infor-
mation is automatically filtered based on the end-user pro-
file, meaning that the list of events reported in the Alert 
viewer relate to resources from the airport stakeholder. Only 

the airport authority (e.g., Safety Manager) has access to all 
reported events. 

The KPI viewer presents a set of predefined indicators 
specified for each of the operational scenarios defined in 
Table 2.  
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Table 2. Operational scenarios specified for the field test. 

Num. Scenario Name 

Outdoor Safety (OSA)  

OSA.01 Surveillance of vehicle movements within a stand area  

OSA.02 Collision avoidance support service 

OSA.03 Aircraft ground movement tracking 

OSA.04 Obstruction of an operational stand area 

Outdoor Security (OSE) 

OSE.01 Detection of zone intrusion by unauthorized vehicle 

OSE.02 Personnel tracking at the apron area 

Indoor Safety (ISA) 

ISA.01 Working zone intrusion by unauthorized person 

Indoor Security (ISE) 

ISE.01 Left luggage detection 

ISE.02 Indoor-outdoor personnel tracking 

 
The description of each operational scenario follows a 

template emphasizing relevant issues from the airport stake-
holders’ point of view. Besides a unique identifier with a 
semantic meaning for each scenario, the template also covers 
the following items: 

 Name of the scenario, pointing out concerns from the 
perspective of airport stakeholders; 

 Classification of the scenario, addressing environmental 
influences (indoor/outdoor) and type of events (Safe-
ty/Security); 

 Technical constraints and a list of key indicators cap-
tured by the scenario to measure its impact or relevance; 

 List of actions to be performed by each intervenient 
actor to test the specified scenario; 

 Identification of the expected results for each scenario, 
defining the behaviour of the SECAIR system. 

The net outcome of the SECAIR system will be the crea-
tion of improved or new services to increase security and 
safety of airport (or other critical infrastructures). In order to 
deliver such services, the SECAIR system needs to interop-
erate with the existing airport system to acquire business 
information relevant to properly manage domain events, 
namely data related to: 

 Flight schedules, to align the system actions with the 
flight information scheduled for each stand, tasks allo-
cated to assist the aircraft and reflect any last minute 
change to what was planned; 

 Tasks assigned to staff, including ground handlers ; 

 Staff, data relevant to support the system operational 
intelligence, including data about the airport operator he 
works to, role performed within the airport and specific 
data related to their airport driving licence; 

 List of all resources (e.g., vehicles and equipment) oper-
ating at the airside area; 

 Access to information about the main characteristics of 
the aircrafts operating at the airport. 
 

VI. RELATEDWORK 

The surveillance of surface movement events using 
ground surveillance is challenging for several reasons. First, 
because of the huge amount of demanding requirements that 
have to be validated to protect passengers, staff and critical 

infrastructure from serious security or safety infringements. 
Second, the quantity and quality of available surveillance is 
often poor. In an airport environment, unless the surveyed 
objects are equipped with a transponder, surveillance is 
based on surface movement radar (SMR) returns only. How-
ever, these solutions are extremely expensive to purchase 
and operate, and are subject to masking and distortion in the 
vicinity of airport buildings, terrain or plants [14]. 

The extensive deployment of satellite system and air-to-
ground data links results in the emergence of complementary 
means and techniques. Among these, ADS-B (Automatic 
Dependent Surveillance-Broadcast) and MLAT (Multilatera-
tion) techniques are the most representative [15]. However, 
current radar based systems have many problems to track 
surface targets, especially in very dense traffic areas, such as 
the apron area. On the other hand, most aircrafts turn-off 
their transponders after landing, compromising their identifi-
cation possibilities. This means that such systems will not 
detect non-cooperative vehicles or aircrafts that are not 
equipped with such a transponder. Therefore, there is a 
strong demand for a new sensing technology, in particular 
for smaller/medium airports. Such sensors include near-
range radar networks, Mode 3/A, S or VHF multilateration, 
CCTV systems with video analytics [16], magnetic flux 
sensors or D-GPS installed in vehicles [17]. Although none 
of these sensors is individually able to meet all user require-
ments for airport surveillance, the fusion of the information 
they give can lead to an acceptable solution.  

The Airport Surface Detection Equipment, Model X 
(ASDE-X) system [18], adopted in the United States, pro-
vides precise time-stamped position as required for its prima-
ry mission of improving situation awareness. ASDE-X sur-
veillance is based on plot-level fusion of multiple comple-
mentary sensors, providing air traffic controllers with highly 
accurate, real-time position and identification information of 
all aircraft and vehicles on the airport surface. The system 
accepts and fuses primary SMR returns from objects on the 
airport surface. Any available report from ADS-B or second-
ary surveillance radar is also considered in estimating and 
reporting the fused track position. But the cost of this solu-
tion is high.  

But, for the airport to function, it needs to have the right 
mix of these independent systems, and these systems need to 
cooperate with each other. At such level of interdependen-
cies the airport system pursues a common goal for a set of 
stakeholders according to their concerns, which cannot be 
achieved by these entities individually. This means that an 
airport is a system-of-systems bounded by and understood 
through the identification and analysis of existing systems, 
the knowledge of operational procedures and regulations and 
organizational issues influencing the system of interest. In 
recent work [19], it is already possible to find algorithms 
addressing the very stringent integrity requirements to sup-
port complex event processing (CEP). 

The CEP paradigm arose as a solution for critical envi-
ronments, where there is a need to fuse a huge amount of 
information in order to detect events of interest in the com-
pany workflow [20]. Several proposals to fusion this compa-
ny information have followed a CEP approach in many fields 
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like financial transactions [21], business decisions [22] or 
RFID-based services [23]. The CEP paradigm has been used 
in the present work as the mechanism to orchestrate the con-
textual information inferred by other parts of the system. 
This means a new approach to aggregate and fusion of situa-
tion-awareness information about the observed objects with-
in the organizational context in which they occur. Event-
driven organizations are expected to react quickly to changes 
in their environment. Thus, their decision support systems 
should be driven by the same transactional events that keep 
the business operating. Such approach focuses on developing 
on-board applications that allow a vehicle to infer its role in 
a scene by taking as input, data from different sensors of the 
vehicle and other external data sources [24]. Such sensing 
can provide comprehensive information about the vehicle 
context, extending the surveillance capabilities of the system 
not only to perceive the situation context of a vehicle, but 
also the whole context related to its role within the environ-
ment where it operates.  

In the literature, it is possible to find research projects 
(e.g., Airnet at www.airnet-project.com, 2004; ISMAEL at 
www.ismael-project.net, 2006; EMMA at 
www.dlr.de/emma,  2008; AAS at www.aas-project.eu, 
2010, and LOCON at www.locon-eu.com, 2011), with dif-
ferent technologies that have been developed and successful-
ly tested for ground movement detection, providing actiona-
ble data with a high degree of certainty or as a cost-effective 
solution. 

Besides the identified technological related issues, the in-
teractions between system components and between humans 
and software applications are also subject of interest within 
the academic community, in particular research on discrete 
event monitoring [25], [26]. These references consider safety 
requirements as control structures that restrict system behav-
iour at meta-model level. They propose a framework for 
interface control systems. In this framework, functional re-
quirements and safety requirements are separately formalized 
as interface automata and controlling automata respectively. 

According to their approach, requirements include two 
subtypes: functional requirements and safety requirements, 
which are requirements about the safe operation of the target 
system. There are two common causes of the changes to 
safety requirements. First, safety requirements may change at 
design-time. Second, safety requirements may change post-
implementation. Some safety requirements are unknown 
before the system is developed and used in real environment. 
The requirement specification concerns that guided the de-
sign of SECAIR system in compliance with end-user func-
tional requirements is in line with the methodology adopted 
in [27], to fill in the gap between the evolution of safety 
requirements and traditional verification process. 

A similar approach is also conducted in [28], the motiva-
tion for this work emerges from multi-agent systems as a 
paradigm for developing complex, software intensive sys-
tems in real world scenarios. According to the multi-agent 
paradigm, agents are able to interact and to reply to events 
triggered by their environment. In this work, a detailed 
presentation of the Ptolemy II tool is presented to support the 
design and verification of resource constrained in embedded 

systems. The proposed solution allows the modelling of 
functional and dependability requirements separately. The 
functional model is described in terms of labelled interface 
automata, an action-oriented approach that considers not 
only the control flow, but also the information flow (in-
put/output actions). Safety and security constraints are speci-
fied using controlling automata. It also applies model check-
ing techniques in order to automatically generate a compliant 
model that will satisfy the dependability requirements. 

 Within the SECAIR project, one of the technical re-
quirements is that all location–based technologies are coher-
ently integrated using advanced data-fusion techniques in 
order to reduce installation costs and to address multipath 
effects reduction. The project fusion techniques operating 
with high-performance GNSS systems and improved radio 
based tracking, combined with video based technology will 
enable the accomplishment of an automatic and reliable pre-
diction of events related to safety infringements. This broad 
level of integration extends the state-of-the-art for the sur-
veillance of airport surface traffic, enabling unique automat-
ed decision support capabilities, with new context aware 
services that have not, thus far, been available.  

Very concretely, the results of the SECAIR project might 
contribute to some other initiatives and product develop-
ments [29] [30] [31] [32] [33]. 

 

VII. CONCLUSION 

The SECAIR system improves context awareness and 
controllability via the integration of localization technolo-
gies. By integrating multiple sensor technologies, the system 
delivers a comprehensive picture of ground operations, in-
creasing the controller situational awareness and improving 
the airport safety. 

In the SECAIR, multiple occurrences can be combined 
from different localization technologies to provide insight 
into business operations, enabling in-time decision making. 
Within the SECAIR project, one of the technical require-
ments is that all localization technologies are coherently 
integrated using data-fusion techniques in order to reduce 
installation costs and to address multipath effects reduction. 
The main objective is to develop new context aware services 
based on an innovative solution integrating high-
performance RF tracking combined with video recognition 
technologies and mobility management in a middleware 
platform.  

SECAIR is designed as heterogeneous sensor data fusion 
system architecture, covering the surveillance of non-
cooperative resources and functionalities for continuous 
control of all ground movements within the apron area. A 
special attention is given to the environment of the system, in 
particular to information flowing from and to the system. 
The properties of the system components, as well as the rela-
tionships between them, are core elements for the analysis 
and design of the SECAIR architecture. The project takes 
lessons learned from previous projects in relation to tech-
niques for multi-target, multi-sensor tracking, responding to 
very important security and safety issues in airport environ-
ments. The software components of the SECAIR system are 
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being tested and a field trial is planned to take place at Faro 
airport during the last quarter of 2013, with a full evaluation 
of the results to be done during the first half of 2014.  
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Abstract— Improving the energy efficiency is one of the most 

effective ways to increase supply security and reduce Green 

House Gasses emissions. Furthermore, the increased cost of 

energy has encouraged the development of new technologies 

that allow the efficient use of them, such as monitoring the 

final users energy demand; hence, it is possible to have a more 

efficient consumption behavior without lowering the threshold 

of comfort that consumers are used to. The Smart Home 

Energy project makes a profitable use of these technologies by 

allowing the final user to manage, control, plan and, in most 

cases, reduce the electric bill. To facilitate the bidirectional 

interaction between the customer and the devices integrated in 

the smart home communication network it is necessary to 

follow a holistic approach. This proposal aims to go a step 

further by using the massive consumption datasets to predict 

future energy behaviors, offering personalized 

recommendations and developing a customized “consumer 

energy knowledge” for every home, through heavily processed 

Machine Learning algorithms. 

Keywords— Digital Home; Energy Efficiency; Smart 

Metering; Cloud; Big Data Analytics 

 

I. INTRODUCTION 

From a technical point of view, a home is an extremely 
complex system with many uncertain variables, which can be 
influenced by environmental conditions and human behavior. 

In recent years, the appliances that are being incorporated 
to the households are reaching higher and higher levels of 
energy efficiency. However, these contributions are still not 
enough in the current energy scenario, where external energy 
dependence and indefinite rising prices question the 
profitability of these devices compared to their useful life-
spam and their necessary initial investment. 

In addition, these facts cause that energy saving measures 
and common recommendations (energy-efficient light bulbs, 
electrical appliances A++, awareness campaigns, etc.) are 
increasingly ineffective in achieving a significant reduction 

of the energy costs, stating the need of more advanced 
strategies. 

Therefore, the inclusion of management and control 
systems can represent an adequate line of action to increase 
the energy efficiency at household level. It permits the 
quantification of the home energy demand, recording the 
consumption values and characterizing personalized profiles 
of energy patterns. Based on this information, a set of 
recommendations can be generated, which would modify the 
consumer behavior and ultimately result in reducing the 
electric bill. Other complementary visual tools can help also 
to analyze the consumption and consequently to reduce it. 

Due to the amount of data that these systems has to 
handle is large and expected to keep growing in the future, 
the architecture work presented at ICSEA 2012 [1] has been 
revised and extended with the description of an operational 
system, where the addition of new Big Data based 
components is the key, in order to give the necessary support 
to a massive set of Digital Homes.  

The paper is organized as follows: in Section II, the State 
of the Art is described. The proposed solution is explained in 
Section III. A brief extension of the work focusing on the 
exploitation of the data obtained by the system is done in 
Section IV. In the last section, conclusions are drawn and 
future work is indicated.  

II. STATE OF THE ART 

The integration of various automation and control 
technologies in the domestic environment is called “Digital 
Home” [2]. This term is not only applied on the domestic 
tasks performed by smart appliances, but also aims to cover 
specific customer needs of personal assistance, education 
and/or entertainment as well as security and surveillance.  

One of the main objectives of a Digital Home is to design 
an efficient Energy Management System (EMS). Therefore, 
an appropriate starting point is to study the features and 
functionality of Building Management Systems (BMS)  [3] 
such as tasks  related to the Heating, Ventilation, and Air 
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Conditioning control, a correct monitoring of lighting, 
allowing a control of consumption and its associated costs. 

In terms of architecture, BMS has a similar structure and 
characteristics to those described on the mentioned home 
environment: hardware components as sensors, computer 
processing power, user interfaces (smartphones, PCs, tablets, 
etc.) as well as means of transmission. However, neither 
control of electrical appliances and service robots, nor the 
integration of smart metering devices, are covered by BMS. 

In the last decades, the integration of Distributed Energy 
Generation Units (DEG) at the household level constitutes 
the latest addition to the in-home EMS [4]. There are various 
types of renewable technologies available to install at homes, 
but solar and wind power energy sources are the most 
popular ones. Due to unpredictable weather fluctuations, it is 
challenging to incorporate this type of energy sources to the 
home systems and elaborate accurate energy productions, 
hence reliable prediction models are a main milestone to 
make these installations profitable. Weather data needed to 
make the consumption predictions are highly variable in a 
worldwide approach, because of its different sources 
(meteorological services and institutions), formats, and 
protocols. Short time meteorological predictions also change 
frequently, where an hourly interval is usual to get new 
predictions for the next 72 hours, meaning that done 
predictions also could be changing hourly. 

After integrating these DEG Units, the more integrated 
and synchronized the home energy systems are, the more 
energy savings are achieved due to self-production 
consumed energy. Additionally, these systems are also 
acceptable to help energy operators to get easily equilibrium 
between the energy demand and supply curve. Finally, due to 
the decentralization of the energy system, the losses inherent 
to its medium and long distance transportation will be 
significantly reduced. 

From a physical standpoint, the different elements that 
compose the EMS, e.g., appliances, domotic control 
elements or renewable energies, may interact with each 
other, exchange heat and an influence in the in-doors 
temperature and humidity, changing comfort conditions. For 
that reason, the accurate quantification and statistical 
analysis of all variables involved in the heat exchange 
together with its possible interactions have to be made in 
order to propose real energy-efficient alternatives within the 
comfort conditions predefined by the user.  

The domain of smart homes develops fast but still many 
restrictions have to be faced: the high cost of certain systems, 
storage and processing limitations, etc.  Nevertheless, the 
most important limitation to solve is the lack of true 
interoperability between systems of different manufacturers, 
which makes them to work independently. That could result 
at the end in a duplication of the performed tasks.  So, it is 
essential to communicate those devices with each other in a 
complementary way, i.e., sharing the services to study what 
is happening around them and take decisions accordingly. 

  The use of an open, extensible and modular protocol 
would resolve that requirement. An open platform to be 
considered is UniversAAL [5], supported by the European 
Commission, which has taken promising steps by aiming to 
design, develop, evaluate, standardize, and maintain a 
common service platform for Ambient Assisted Living.  

Covering a wider field, the standard DHCompliant 
(DHC) [6]  communication protocol at the application level 
of TCP/IP stack offers a cost-effective solution regarding 
other protocols, such as technological and brand 
independence, savings in solution investment and control 
and simultaneous management of service robots and smart 
appliances.  

Regarding the storage and processing of data, and in 
contrast to other researches [7][8], all business logic will be 
in the Cloud. Although it is usual to allow remote control, 
the exploitation of the data is performed locally [9]. 
Commercial solutions, which are typically linked to a 
specific product of smart metering, which allow local 
monitoring of a home, do not allow relating information of 
several houses to extract information collaboratively. 

An energy consumption metering infrastructure generates 
large amount of data per home and the quantity increases 
proportionally with the number of houses sending data 
simultaneously. It should also be taken into account the large 
number of users requesting information. In an acceptable 
time response, the system must be able to acquire, store and 
process large amount of data, and scale horizontally. In the 
gap between the very expensive solutions of specific 
hardware supercomputers and enterprise servers,  Big Data 
techniques are the key for achieving that goal [10].   

Moreover, it provides more capabilities to work with this 
large amount of data. It should be mention the integration 
with Machine Learning algorithms, generation of statistics, 
capacity of mixing varied data such as internal data 
(measurements) and external data (climatology, open data, 
etc.). Although there are precedents of using machine 
learning techniques to improve energy efficiency [11], to the 
best of our knowledge, they are not been applied in a 
collaborative way, i.e., using the data collected from all 
houses that are part of a larger network, known as Smart 
Grid. 

III. PROPOSED SOLUTION 

The  presented solution is framed within the Smart Home 
Energy (SHE) project [12]. The architecture of the system 
was designed following a necessary holistic approach that 
takes into account all the elements involved in a smart 
domestic environment, such as electrical  appliances, 
lighting, people or external conditions, in order to model and 
analyze all contributions and interactions.  

As it is graphically shown in Figure 1, the main 
components of the architecture, which will be explained in 
the following subsections, can be grouped according their 
physical situation: 
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Figure 1: Smart Home Energy architecture schema 

  
 

 The user home environment, where all the 
appliances and service robots are able to interoperate 
among them by means of the DHC communication 
protocol.  
Specifically, Smart Metering devices and sensors are 
responsible of acquiring the energy-related home 
information such as the power consumption, the 
luminosity or the temperature. Then, the software 
Smart Home Energy Adapter (SHE Adapter) obtains 
the energy data from the mentioned devices and 
sends it to the cloud in a predefined rate. 

 The cloud [13] infrastructure is based on SuperDoop 
technology, developed by Ingenia [14]. It stores 
large amount of data coming from each home. The 
recommender system works on the data produced 
from the monitored homes in order to generate 
predictions and recommendations through Machine 
Learning methods. Finally, the user can access by 
Internet to the EMS interface, to manage and control 
the operations. For instance, the appliances can be 
remotely turned on and off 
 

 
 

 
These parts – the user home and the cloud environments 

– are going to be described in detail in the next subsections. 

A. User Home Environment 

A Smart Meter is an intelligent measuring device capable 
of measuring, in real time, the power consumption of the 
appliances connected to them [16]. In addition, the type of 
meters used in the project allows to turn them on and off 
remotely.  

 

 

Figure 2: Smart meters (a) EcoManager (Current Cost) and  (b) 

Plugwise  
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For instance, the plug-based EcoManager by Current 
Cost [17] and Plugwise [18][19] options shown in Figure 2 
(a) and (b) are already integrated in SHE, although the 
project aims to be independent of the hardware used for 
obtaining the measures. 

Other useful information to define the characteristics of 
the environment (humidity, number of sunlight hours, rain, 
wind, etc.) to improve energy efficiency, is collected from 
the home through a sensor network of different types, such 
as the ones detailed in Figure 3. 

 

 

Figure 3: Carbon monoxide (CO), luminosity and temperature sensors 

 
The devices integrating the Digital Home are 

interconnected through DHC communication protocol. As 
they come from different manufacturers, it is necessary the 
implementation of a specific DHC Adapter for each one. A 
DHC adapter must include the services that are set out 
below: 

 DHC-Security & Privacy service: prevention of 
fraudulent use, control of the devices, and also, data 
access by unauthorized agents.  

 DHC-Groups service: coordination of collaborative 
tasks done by different devices belonging to the 
system.  

 DHC-Localization service: Supplying information to 
locate devices within the home and help them in 
navigation. 

 DHC-Intelligence service: The intelligence is given 
to the system through the management of rules that 
control the tasks and the Machine Learning 
predictions and pattern recognition. 

 DHC-Energy service: Incorporation of energy and 
Smart Grid [20] concepts to the DHC protocol, by 
means of allowing the user to know the energy 
consumption data, analyzing  the obtained 
information to improve the energy efficiency of the 
system and thereby generating savings. Those are 
the main motivation of SHE project. 

In order to clarify the performance role of the DHC-
Energy adapter, the main operations are described in detail 
below. 

 Establishment of the charging settings: The types of 
charging modes (maximum consumption, cost per 
kWh, etc.) are shown to the customer, which will 
select the best rate. For instance, the possibility of 
choosing when a device will have its loading period   
depending on the tasks that have to be performed, 

time of the day and the tariffs to be applied. Figure 4 
shows a sequence diagram describing the process. 

 

 
Figure 4: Sequence diagram: Obtain tariff information. 

 

 Device status: It is also important to know the 
preferences of the user, and compare it with the data 
that shows the state of the device and the power 
source (either renewable or normal electrical 
supply). The process carried out can be seen in 
Figure 5. 
 

 
Figure 5: Sequence diagram: Device status 

 

 Energy profiles: The system allows a set of possible 
energy consumption configurations. When the user 
does not need the device, the power consumption 
should be zero (“Off” profile) or minimum in case of 
awaiting orders (“Stand by” profile).  In the 
operation mode, some devices can be fixed to the 
highest energy saving rate (“Low” profile) or to 
lowest energy saving rate, which operates on a full 
capacity (“High” profile). Some indispensable 
devices can be set to an especial level without caring 
the savings (“Emergency” profile). 
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Moreover, if a device remains in an inactive state, 
the device must reduce its energy profile to a lower 
level. The way in which this operation is done is 
shown in Figure 6. 
 

 
 

Figure 6: Sequence diagram: Election of an energy profile 

 
For achieving an optimal performance of the system, it is 
necessary to process the large amount of data generated by 
the different devices in a fast rate. Therefore, Web Service 
for Devices (WS4D) technology [21] has been chosen. The 
main driven behind this selection is that DPWS maintains the 
philosophy of Service Oriented Architecture (SOA) 
combined with the convenience of Web Services. This 
solution means that a Digital Home can transmit the captured 
information through the DHC adapter to the Cloud. 

B. Cloud 

It is necessary to store the information from the Digital 
Home in a centralized way in order to have a database that 
allows comparative and heuristics analysis. From the user’s 
perspective, the stored information needs to be accessed 
from any device, anywhere [22].   

SHE project uses SuperDoop technology [23], which is a 
Hadoop [24] and Storm [25] based Open Source Big Data 
Stack integration, that scales horizontally to solve challenges 
as  acquisition, storage, searching, sharing, analysis and 
visualization of large data sets on a tolerable response time-
frame. This can be used for general-purpose applications, 
such as communications, banking, security, smart cities, 
energy efficiency, emergencies, social networks and many 
others areas. 

SuperDoop fits into Lambda Architecture concepts [26]. 
The designed architecture, which is schematized in Figure 7, 
has the following main components: 

 The energy measurement reception from the 
environment can be made over different types of 
networks (wired and wireless). Representational 
State Transfer Application Programming Interface 
(REST) API [27] is used for the communication 
between the Digital Home nodes and the Cloud. It 
defines an interface among the software components, 
where an URL represents a resource whose content 
can be accessed via HTTP protocol via. The use of 
this technology brings some advantages as 
portability between different languages, performance 
and scalability.  

 Acquisition Layer is an additional layer to solve the 
acquisition of the data used by the Speed and Bath 
layer, described below. This concept has been 
implemented as a prototype in a flexible way for 
SHE project using REST and JSON APIs, a 
temporal storage or cache using MongoDB, and a 
Redis based system for the speed data layer data 
insertion. 

 The Speed Layer was needed to provide a real time 
monitoring and control services to users through a 
Graphical User Interface. This layer needs to 
aggregate the data, using typical functions as average 
and summarization for each user, group of devices, 
and time intervals, in a continuous computing close 
real time. Finally, this layer provides the information 
to the Service Layer to make it available to the 
interface. 

 The Batch Layer includes several components to 
store and process the data, applying data mining and 
Machine Learning algorithms to acquire a 
customized knowledge pool for home energy 
consumption. These algorithms can be executed 
massively for each home or user, many times a day, 
to learn and predict the consumption using a large 
set of data for each execution. 

 The Service Layer is the closest to the user, and 
includes data publishing through a REST API for 
both layers, the Batch Layer and the Speed Layer, 
allowing the interface to query, receive and show the 
data. 
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Figure 7: SuperDoop Architecture applied to SHE project 

 
 

The smart meter connector acts as a middleware between 
the SHE Adapter, which is in execution in the user home and 
the SuperDoop platform, in the cloud. 

The stored information is used by the system to generate 
specific recommendations, which will depend on its 
environmental conditions. This is done through an expert 
system that, based on its experience, uses rules to model the 
system.  It integrates a knowledge database of the 
consumption data and a rule editor, which enables the 
customer to test and simulate the rules. The rule execution is 
done with an inference engine based on an execution of rules 
and tree forward. 

Going a step further, this element can also generate 
collaborative recommendations based on actions performed 
in homes belonging to a similar environment profile. For 
making this, it would be necessary to define the way in 
which the distance between two homes or two users is 
calculated. Taking into account that the users can agree 
(value 0) or not (value 1) with the completion of an action, 
the most appropriate algorithms are Tanimoto [28]. The 
distances between all the users are calculated and stored in a 
matrix. When a recommendation is required to be given to 

the user, the algorithm returns the actions that most similar 
users have done, and that the user has not carried out yet. 

It is also possible to extract consumption patterns and 
thus allow making predictions to anticipate and adapt to 
other cheaper options.  

The user can access remotely and from different devices 
to the Energy Management System. Through its interface, 
the consumer is able to manage, control and plan the bill. 
That is to say, the user has a Smart Billing. Furthermore, in 
the user home page, the mentioned energy efficient 
recommendations are offered associated with actions to carry 
them out. 

A complementary useful tool is the incorporation of 
interactive and customizable graphs to show the information 
to the user, who is able to manage the energy consumption 
and consequently improve the energy efficiency. 

As it is shown in Figure 8, the consumption insights 
screen displays the consumption of each day, its distribution 
in the different hourly periods, the accumulated per month 
and the distributed consumption among the various days of 
the week, within the filtering dates, in an interactive and 
visual way.  
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Figure 8: Interface of SIGE:  Consumption Insights  

 
Other historical information is presented in different parts 

of the interface to analyze it and make comparisons. Visual 
Mining tools are applied to help the user to understand where 
power is consumed, where it is wasted, etc. In Figure. 9 the 
weekly user consumption is represented in a heatmap to 
facilitate the discovering of a behavior pattern visually. 

 
The interface takes into account different aspects of 

usability, accessibility and, of course, the functional aspects 
of providing the user with the information that allows 
monitoring and controlling the appliances presented in the 
Digital Home.  
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Figure 9: Interface of SIGE: Heatmap 

 

IV. TEST RESULTS 

After different attempts to match simulated energy 
demand with multivariate regression models, the next step 
was to prove implementation of Artificial Neural Network 
(ANN)  models as suggested in [29]. Several studies about 
prediction of building energy consumption and temperature 
forecaster [30][31][32] are based on ANNs and 
demonstrating a high accuracy in predicting energy demand 
and consumption in buildings. The main drawback is the 
need of a learning process for identifying the particular 
patterns, which define the system performance or behaviour. 
In this case, a simple ANN (3 hidden layers, using a 
symmetrical sigmoid as activation function) has been tested 
with the back-propagation algorithm [33], using as input 
parameters outside temperature, outside humidity ratio, 
previous hourly energy demand, among others. The obtained 
results have satisfied survey expectation since using short-
term ANN for energy demand prediction has shown an 

average error of 3% during a complete year simulation what 
constitutes insignificant deviation compared with typical 
estimations that usually energy experts make in energy audits 
(more than 20%). The comparison between the energy 
demand (heating and cooling) of a small building simulated 
by EnergyPlus ® and the ANN’s outputs is shown in Figure 
10.  

The test was performed with no seasonal discrimination, 
which demonstrates that the results could actually be 
reasonable to predict easily, without high accuracy, the 
energy demand and thus, the energy consumption, in case of 
we know the rated efficiency of domestic facilities. 

Even, the mentioned accuracy has been achieved with 
simple ANN composed by 5-neuron layers designed for 
estimating the thermal energy demand of a house as output, 
paving the way to design a robust energy forecaster. In order 
to include the data in the forecaster, the value of input 
parameters have to be established between 0 and 1 
(dimensionless).  
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Figure 10: Comparison building energy demand and ANN prediction 

 

For instance, in this study, the outside temperature outT , 

humidity ratio   and previous energy demand 
1kd 

have 

been transformed according with following equations (1), (2) 
and (3): 
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Min and max subscripts are related to the minimum and 
maximum historical temperature and potential demand 
respectively. When ANN calculate the current energy 

demand 
*

kd , the inverse transformation is easy to understand 

according to (3). As mentioned above, ANNs need a learning 

process to modify the synaptic weights that allow the 
network to integrate the performance of a complex system. 

The current assessment did not consider the different 
seasons, months, holidays, etc. in order to obtain greater 
precision since another most sophisticated algorithm called 
support vector machine (SVM) considers the identification 
of behavior patterns, related to the likelihood of an event 
occurs based on input parameters [34]. This mixture of 
artificial intelligent and statistical approach, e.g., regression 
models, confers a highly effectiveness in solving non-linear 
problems, with reduced training data, as our current project, 
what shows this model as the ideal candidate for energy 
consumption prediction in buildings. In addition, due to the 
robustness of this prediction method, potential perturbations, 
which could appear by adapting the smart home system to 
new buildings, will be mitigated as it is mentioned in [35]. 

V. CONCLUSION AND FUTURE WORK 

The system described in this paper allows to determine 
that an open stage of interaction between devices and the 
Smart Grid can be set by providing more capabilities than 
pure traditional energy efficiency (such as accounting and 
reductions in consumption). It also permits the establishment 
of a consumption profile for the different heterogeneous 
appliances, which a customer has at home, as well as a 
referral system in the Cloud associated with business 
intelligence that allows reducing even more the energy 
expenditure. All this is done in a distributed way but through 
a single point where the user interacts. Decisions could be 
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ineffective or even counterproductive if a holistic approach 
would not have considered. 

  
Cloud technology offers an elastic and resilient solution 

without requiring a high-capacity storage infrastructure at 
household level. It also facilitates the management and 
maintenance of the integrity, security and availability of data. 
In addition, this solution provides facilities for transparent 
software updating, because most of the software is 
centralized and non-distributed on each node. 

Specifically, the application of SuperDoop to the 
metering data allows doing both a batch and a continuous 
real-time processing of the measurements, working with a 
large set of data taken along the time from a large set of 
homes and historical database. It facilitates the generation of 
configurable and customizable reports, and 
recommendations, among other functions and independent of 
the measuring device. 

The proposed solution applies ANNs and Machine 
Learning algorithms using stored and real-time data, thus can 
be used to acquire personalized consumption knowledge for 
each home. At the beginning of the learning, real data is 
temporally replaced with simulated datasets of homes and 
historical weather data and climate zones, so as the system 
does not have historical data yet. The prebuilt knowledge can 
be applied to a classification algorithm, until the system have 
enough real data, a real customized knowledge progressively 
learns the real behavior and forgets the knowledge based on 
simulated data. Thus, the system would acquire the ability of 
predicting consumption for each home through the 
customized home energy knowledge. 

Summarizing, this technology has advantages over other 
approaches, because it is open, distributed, and scalable. 
Besides, it requires little or no configuration by the end user. 
The use of Big Data techniques does not require initial 
investment. This method and technology can also be used for 
other stakeholder solutions that are beyond the scope of this 
communication. 
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Abstract—New aerial cameras and new advanced geo-
processing tools improve the generation of urban land cover 
maps. Elevations can be derived from stereo pairs with high 
density, positional accuracy, and efficiency. The combination 
of multispectral high-resolution imagery and high-density 
elevations enable a unique method for the automatic 
generation of urban land cover maps. In the present paper, 
imagery of a new medium-format aerial camera and advanced 
geoprocessing software are  applied to derive normalized 
digital surface  models and vegetation maps. These two 
intermediate products then become input to a tree structured 
classifier, which automatically derives land cover maps in 2D 
or 3D. We investigate the thematic accuracy of the produced 
land cover map by a class-wise stratified design and provide a 
method for deriving necessary sample sizes. Corresponding 
survey adjusted accuracy measures and their associated 
confidence intervals are used to adequately reflect uncertainty 
in the assessment based on the chosen sample size. Proof of 
concept for the method is given for an urban area in 
Switzerland. Here, the produced land cover map with six 
classes (building, wall and carport, road and parking lot, hedge 
and bush, grass) has an overall accuracy of 86% (95% 
confidence interval: 83-88%) and a kappa coefficient of 0.82 
(95% confidence interval: 0.78-0.85). The classification of 
buildings is correct with 99% and of road and parking lot with 
95%. To possibly improve the classification further, 
classification tree learning based on recursive partitioning is 
investigated. We conclude that the open source software “R” 
provides all the tools needed for performing statistical prudent 
classification and accuracy evaluations of urban land cover 
maps.  

Keywords-land cover map; classification; assessment; 
thematic accuracy; multispectral camera; map revision 

I. INTRODUCTION 
Land cover maps are an important product of the 

mapping and GIS industry. The coverage of the landscape 
with vegetation, soil or man-made constructions may be 
automatically mapped and analysed. Images taken from an 
airplane or a satellite are used to derive land cover maps 
automatically. The intensity values of picture elements 
(pixels) in different bands of multispectral images are used to 
determine the different types of objects. It is difficult to 
distinguish between objects on the ground and objects above 
the ground, e.g., between buildings and parking lots or trees 
and hedges. Land cover maps can be generated with a higher 
thematic accuracy when information on elevations is 

included [1]. Today, advanced processing tools are able to 
generate elevations of high accuracy and density from 
imagery [2]. The generation of land cover maps and their 
applications will benefit from these innovations.  

Of special interest are built-up areas where small objects 
have to be mapped and where changes over time frequently 
occur. For such areas, land cover maps have to be produced 
by means of high-resolution images. Their ground sampling 
distance (GSD) is a few centimeters. The use of a new high-
resolution multispectral aerial camera will be a characteristic 
of this contribution. In addition, the applied methodology 
uses a new approach in mapping. The images are used for the 
generation of a point cloud of high density and of regular 
structure (grid). Besides the spatial coordinates of a geodetic 
reference system and a map projection (e.g., easting, 
northing, and elevation) the individual points may also have 
attributes such as “height above ground” and “vegetation 
index”. The land cover map is generated by a classification 
procedure and the result is then visualized by simple plot 
commands. In order to assess the thematic accuracy of the 
land cover maps, one typically selects a sample of points in 
the map, derives their true classes using manual procedures 
and then extrapolates the accuracy results to the entire map 
using statistical principles [3].  

The outline of this paper is as follows: After the 
introduction (Section I) the state of the art in the generation 
of land cover maps is discussed and our aims are formulated 
(Section II). The new generation of aerial cameras and 
processing tools is presented in Sections III and IV. Our 
method for the generation of urban land cover maps is 
explained in Section V. Special attention is given to the 
accuracy assessment of these land cover maps (Section VI). 
In Section VII our method is applied to a test area in 
Switzerland. The obtained results on the test area are 
evaluated in Sections VIII and IX. A conclusion on the work 
carried out and suggestions for future work end the paper 
(Section X). 

II. LAND COVER MAPS AND THEIR APPLICATIONS 
Land cover maps have a number of different classes 

(categories), which are visualized in a two-dimensional (2D) 
map by different colours. The standard methods classify the 
images by means of training areas where the truth (reference) 
is known from field work or manual interpretation of images. 
The automatic classification of the images uses the intensity 
values of image elements (pixels) in different bands of the 
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images and applies various statistical methods. More 
advanced methods form larger areas (objects) first and 
classify them in a second step. This object-based 
classification uses a number of attributes like shape, size, and 
texture and generates land cover. The land cover map has to 
be georeferenced. This means that the orientation of the 
images and a digital terrain model (DTM) have to be known 
in advance. The classification may use the original images or 
orthoimages - in the first case the classification result has to 
be rectified and orthogonalized. The derived land cover map 
is assessed by a few independent check points or check 
areas. The results are presented by means of an error 
(confusion) matrix.  

The usage of elevations as an attribute of objects has 
been tried before. In [1], a solution for automatic generation 
of land cover maps has been proposed and applied to a one 
hectare large test area. Elevations, heights, and vegetation 
indices have been derived from images only. True-colour 
orthoimages and false-colour stereo pairs were used for the 
determination of the reference. The overall accuracy of the 
derived land cover map with four classes (building, road and 
parking lot, tree and hedge) has been 79%. The use of stereo-
vision was the preferred approach in the assessment of the 
thematic accuracy. 

In [4], elevations were derived from laser scanning and 
have been used together with aerial images and cadastre 
maps for the generation of a land cover map. Ten urban and 
seven agriculture classes have been determined for the city of 
Valencia/Spain. The overall accuracy of the derived land 
cover map was 85%. Reference [5] describes an object-
oriented classification where 81% of all residential buildings 
are correctly determined for a test area located in Austin, 
Texas/U.S.A. Attributes of objects are  derived from laser 
scanning, aerial images, and road maps.  

Machine learning algorithms are applied for the urban 
land cover classification in [6]. The classification can either 
be based on pixels or object features. A combination of 
pixels, object features (area, length, etc.), and layer values 
(mean, standard deviation, etc.) has been suggested in 
Reference [7].  

A land cover map has many applications and can be used 
for all types of planning. View shed analysis and studies of 
propagation of noise or electromagnetic waves are 
applications in engineering. An important application is the 
revision of topographic data bases. This task requires a high 
positional and thematic accuracy. In order to detect changes 
and errors in topographic databases the generation of a land 
cover map may be the first step in the revision process. The 
superimposition of the land cover map with the topographic 
database will indicate which objects of the topographic 
database have to be added, deleted, or changed in size or 
shape. Recent studies in revision of topographic databases  
are carried out in [8] [9]. The exact actions depend on what 
types of data have to be revised. There are topographic 
databases in 2D, 2.5D, and 3D. Sometimes, the important 
objects are updated only, e.g., buildings, roads, and trees. 
Land cover maps are also used for studies in town 
development. The changes in areas of buildings, traffic, and 
vegetation over several years are studied in [10]. In that 

investigation, the land cover maps are derived from vector 
maps and low-resolution satellite images. The applied 
classification of the images uses intensity values of pixels 
only.  

Thus, our aims for this paper are:  
1) Generation of urban land cover maps by applying decision 
trees based on height and vegetation information derived 
from a new type of aerial images. 2) Assessing the thematic 
accuracy using overall and class specific accuracy measures. 
3) To do so by a class-wise stratified sampling design of 
reference points, which allows for precise estimation of per 
class accuracy quantities. 4) To illustrate that all the 
necessary computation can be done by “R” and its extension 
packages.  

In comparison to the investigation in [1] we now focus 
here on the accuracy assessment as point estimates and 
confidence intervals in the light of a class-stratified sampling 
design. Furthermore, classification is now improved using 
additional classes, and a comparison is made with machine 
learning derived decision trees. Finally, all computations in 
the proof-of-example section are now based on a larger test 
area than previously.  

III. NEW DIGITAL AERIAL CAMERAS 
With the development of new advanced digital aerial 

cameras, the generation of land cover maps has new tools at 
its disposal. There are different types and models of aerial 
cameras. Three of the most advanced cameras will be 
discussed in the following: the Hexagon/Intergraph DMCII 
250, the Microsoft UltraCam Eagle, and the Hexagon/Leica 
Geosystems RCD30 camera. Details of the cameras are 
described in publications [11] [12] [13]. All three cameras 
are frame cameras, which can produce images of high 
resolution and high geometric quality. They are designed for 
mapping tasks. The produced images have different features; 
the major ones are listed in Table I. 

There is a considerable difference in the format of the 
output image. The RCD30 is a medium-format camera; the 
other two cameras are considered as large-format cameras. A 
larger format requires less flying time in order to cover an 
area to be mapped assuming that the images of all cameras 
have the same GSD. The necessary length of the flight is an 
economic factor, and large-format cameras have an 
advantage in projects covering large areas. All three cameras 
can produce black & white, colour, and false-colour images 
simultaneously. Newly designed lenses match the resolution 
of the sensors and make high image quality possible. The 

TABLE I. FEATURES OF THREE NEW DIGITAL AERIAL CAMERAS 

Features UC 
Eagle 

DMCII 
250 

RCD30 

 pixel size                                          [µm] 5.2 5.6 6.0 
 focal length                                      [mm] 80 112 50, 80 
 image size (in flight direction)        [pel] 
                                                          [mm] 

13 080 
68.0 

14 656 
82.1 

6708 
40.2 

 image size (across flight direction)  [pel] 
                                                          [mm] 

20010 
104.1 

17216 
96.4 

8956 
53.7 

 number of pixels per image             [MP] 262 252 60 
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cameras are calibrated, and the obtained calibration data are 
used to correct the images in geometry and radiometry. 
Additional sensors for position (GNSS) and attitude can be 
supplemented and will support accurate georeferencing of 
the imagery. More details have to be mentioned on the 
RCD30 camera because its images will be used in the 
following examples. The colour images are produced from 
one charge-coupled device (CCD) with Bayer filters. The 
infra-red band is imaged by a second CCD of the same high 
resolution (pixel size=6 µm x 6 µm). Image motion is 
compensated mechanically in two axes. The output images 
are corrected for distortion, light-fall off of the lens, and non-
uniformity for dark signals. Two different lenses can be used 
without the need of re-calibration. In order to obtain images 
with GSD=0.05 m, they have to be taken from 417 m above 
ground with a 50 mm lens. One frame will cover 0.15 km2 on 
the ground. A gyro-stabilized mount can be used which will 
prevent big tilts of the imagery.  

IV. NEW PROCESSING TOOLS 
The generation of land cover maps from images requires 

the use of specific software tools. They span from general 
image processing to dedicated software for photogrammetry, 
remote sensing, and geographic information systems (GIS). 
The characteristic of our approach is the use of digital 
elevation models, which are derived from high-resolution 
images. The latest developments in this field may enhance 
the performance of the previously suggested approach of the 
generation of land cover maps [1]. One of the problems to 
overcome is the large amount of data, which might make it 
necessary to divide the work into smaller units. One 64-bit 
computer with 8 GB RAM (as is at disposal in this 
investigation) is not an optimal processor for this task. More 
computer power is necessary to solve the task for large areas. 
The many different software tools are expensive if they have 
to be acquired from commercial software vendors. However, 
an increasing amount of freeware and open source tools has 
become available to conduct some of the tasks. Such tools 
are preferred whenever possible. Specifically, we use the 
open-source software environment “R” [14] for statistical 
computing and visualization and, hence, one aim of the 
present paper is to demonstrate its use in the generation and 
assessment of land cover maps. 

A. Programs for the generation of  digital elevation 
models 
Digital elevation models can automatically be derived 

from two or more images covering the same area on the 
ground. Corresponding image parts are matched using the 
intensity values of image elements (pixels). Spatial ground 
coordinates are intersected by means of the corresponding 
pixels in two or more georeferenced images. The resulting 
point cloud can be transferred into a regular grid of points 
representing a digital surface model (DSM). Such software 
programs are pretty complex and their development requires 
many man years. Professional programs are, therefore, 
expensive. Many parameters have to be tuned by the user in 
order to derive elevations of high accuracy and 

completeness, which in turn means that some expertise is 
necessary in order to derive good results.  

The problems to be overcome are the huge amount of 
data and the mismatches due to the lack of contrast and 
structure in the images. International tests reveal elevation 
accuracies of RMSEZ=4cm at large-scale images with 
GSD=8 cm [15]. The density of the point cloud may be 
extremely high, e.g., 156 points/m2 at GSD=8 cm [16]. This 
means that the derived DSM may have the resolution of the 
images. The use of distributed processing and dedicated 
hardware make a high performance in the calculations 
possible. Reference [17] reports about a benchmark test 
where 997 million points are  derived from 1562 images 
(filling 1.44 TB) in 2.5 hours or six seconds/image.  

The DSM is an intermediate product only. For the 
generation of land cover maps the heights of the objects 
(buildings, trees, etc.) are required. This is accomplished by 
filtering the DSM so that only elevations of the bare earth 
(terrain) will remain. This process requires editing and 
checking. From the remaining terrain points a grid of 
elevations is interpolated, which represents a DTM. The 
editing software is a complex software tool, which allows for 
measuring, correcting, and visualizing of 3D data. The 
difference between DSM and DTM is the normalized DSM 
(nDSM), which is the required input of the classification 
program. The nDSM is derived using a C++ program, which 
performs the matching between the two point clouds by 
using a linear search to identify the first neighbour within a 
distance of 0.05 m. As a consequence, the search of 
corresponding elevations in the two elevation models (DSM 
and DTM) is quite time-consuming. Improvements could be 
obtained by exploiting the spatial structure of the data in the 
search.  

B. Programs for the generation and assessment of urban 
land cover maps 
The generation of the land cover map and the assessment 

of the results are developed using the statistical software 
environment “R”, which is an open source environment for 
statistical computing and graphics. The programming can be 
both object-oriented and functional in style. Furthermore, a 
large number of open source extension packages (created by 
an active community) provide the newest methodological 
functionality for many visualization and statistical tasks. For 
example, the package “survey” [18] can be used for 
computing accuracy measures in complex survey situations, 
“rpart” [19] implements recursive partitioning for 
classification trees, and “vrmlgen” enables the visualization 
of land cover maps in 3D [20]. 

V. APPLIED METHOD FOR THE GENERATION OF LAND 
COVER MAPS  

The applied method uses the nDSM derived from images 
and supplements it with additional attributes. The points of 
the nDSM are arranged in a regular grid of high density. The 
spacing between points has been selected as a multiple of the 
image element (pixel) on the ground. The new unit is called a 
cell in the 2D space or cube in the 3D space. The attributes to 
be added characterize the object to be mapped. They are  
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derived from the images only. The first attribute is the 
normalized height which is the height of objects above 
ground (nDSM). The normalized difference vegetation 
index (NDVI) is the second attribute, which characterizes 
vegetation. Classes of objects are obtained by defining 
thresholds for the nDSM and NDVI values. Table II shows 
an example of such a point cloud with its attributes. A 
classification program will assign a class to each cell/cube 
of the spatial point cloud. The classification scheme is 
depicted in Figure 1. The chosen classes are ‘grass’, ‘road 
and parking lot’, ‘tree and hedge’, and ‘building’. This 
classified point cloud can then be plotted in 2D or 3D. This 
simple classification may be improved by selecting more 
steps in the thresholds and by using information which 
characterizes a class. 

VI. ASSESSMENT OF ACCURACY 
The assessment of the accuracy of the generated land 

cover map is an important task to ensure an appropriate 
quality of the maps. It concerns the positional and the 
thematic accuracy. The positional accuracy is checked within 
the production of the land cover map. It is of great 
importance that all data are in the same reference system and 
that positional and thematic accuracies of the reference data 
are superior to the classified data. The assessment of the 
thematic accuracy is conducted by means of an error matrix. 
This measure is widely accepted and described [3] [21]. The 
employed accuracy measures based on the error matrices as 

well as the design of the accuracy sample will be 
summarized in the following sections.  

A. Accuracy assessment and error matrix 
The classified data are compared with reference data. 

Assume the land cover map consists of a total of N units 
(cells), which each is classified into one of k classes. 
Selecting a cell at random let pij=P(class=i, ref=j), i=1,...,k, 
and j=1,...,k, be the joint probability that the classifier claims 
class i for this class while the reference says it is class j. Note 
that the sum over these k·k probabilities will be 1. The 
probabilities can be represented by a k·k matrix, where the 
rows represent the classified data and the columns the 
reference data. The probabilities in the diagonal of the matrix 
denote the correctly classified sample units for each of the 
classes; all probabilities outside the diagonal represent errors.  

 
The sum of the probabilities in the diagonal is the so 

called “overall accuracy”, i.e., it is the probability that a 
randomly selected unit (cell) will be correctly classified:
   

 
 
 

Other accuracy measures are the so called class-wise 
“producer’s accuracy” and “user’s accuracy” [3]. The 
“producer’s accuracy for class j” is defined as   
 
 

 
 
 
and the “user’s accuracy for class i” as   
 
 
 

 
 
The estimation of these accuracy measures for a specific 

thematic map depends on an estimation of the pij's from an 
“accuracy” sample of size n from the population. Here, n is 
typically much smaller than N. In the case where simple 
random sampling with replacement is used to draw the 
accuracy, the sample estimates are  
 

,/ˆ nn=p ijij
  

 
where nij is the number of cells in the accuracy sample with 
classifier class i and reference class j, and  
 

 
 
the total size of the accuracy sample. Typically, the entire 
error matrix is then just represented by the nij

 
counts in the 

sample. However, in more complex survey designs, the 
probabilities have to be estimated according to the sampling 
design. Hence, any error matrix representing an accuracy 
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TABLE II. SPATIAL POINT CLOUD WITH ATTRIBUTES 

Easting 
[m] 

Northing 
[m] 

Elevation 
[m] 

nDSM 
[m] 

NDVI 

537129.2 5228938.6 486.5 0.2 0.31 
537129.2 5228938.7 488.5 2.3 0.28 
537144.5 5228987.4 486.4 0.1 0.01 
537128.0 5228938.3 490.8 4.2 0.07 

 

 
 

Figure 1. Classification tree for a land cover map with four classes.     
The abbreviations are: b=’building’, t=’tree and hedge’, r=’road and 
parking lot’, g=’grass’.  
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sample has to be accompanied by a statement of the selected 
sample design in order to facilitate proper estimation. 

To assess the thematic accuracy of the land cover map by 
the above measures, one has to decide on an adequate design 
and sample size of the accuracy sample. Since one of our 
aims is to estimate user accuracy for each class up to a given 
precision we use a stratified simple random (STSI) sampling, 
selecting nc samples for each class by simple random 
sampling (without replacement) and, hence, a total sample 
size of n=k·nc. In the subsequent analyses of our stratified 
accuracy sample it is, thus, important to take the stratification 
into account, because classes might be over- or under-
sampled compared to their overall distribution in the map. In 
this case (and ignoring any finite population correction), we 
will use 

 
( ) ( )+iijiij nnNN=p //ˆ ⋅   

 
as estimates [27], where Ni is the total number of units in the 
population, which are of class i and  
 

∑ =

k

j ij+i n=n
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is the number of units  in the accuracy sample, which have 
classifier class i. A particular strength of “R” is here the 
availability of the package "survey" [18], which facilitates 
the computation of such survey weighted accuracy measures 
- even in complex survey situations. As an example, the 
above stratified design is easily specified using the 
svydesign function after which the accuracy measures can 
be computed using the function svyciprop. 

B. Reference data 
The reference data should be independent, of high 

accuracy, and reliable. The collection of the reference data 
has to be carried out nearly at the same point of time as the 
production of the land cover map, so that a change in the 
landscape and vegetation will not have an effect on the 
results of the assessment. The efforts for collecting reference 
data have to be economically justified, i.e., they should be a 
fraction of the costs for generating the land cover map.  

It may be difficult to fulfil all of these requirements. The 
land cover map is generated from a vegetation map (derived 
from false-colour orthoimages based on a DTM) and a 
normalized DSM. Both digital elevation models are 
automatically derived from images in true colour. The 
reference data may be derived by manual photointerpretation 
using false-colour stereo pairs and manual measurements of 
elevation differences. The orientation data of the images are 
determined by some ground control (measured by means of 
GNSS) and tie point measurements in the images. The 
orientation data of the images are the same both for the 
generation of the map and for the assessment. 

C. Sample size determination and confidence intervals 
Since per class user accuracy can be thought of as the 

probability p for a correct classification in a binomial 
experiment with x successes in n trials, one way to determine 

sample size is by specification of the desired width of the 
resulting 95% confidence interval (CI) for this proportion p. 
We will use likelihood ratio test (LRT) based confidence 
intervals for this proportion, because such intervals have 
better coverage probabilities than the standard Wald intervals 
often used in remote sensing [22]. Here, coverage probability 
of a CI refers to the proportion of times the CI will cover the 
true value of p (when thinking of an infinite number of 
hypothetical repetitions). The better coverage of LRT CIs is 
especially pronounced if p is near zero or one, respectively, 
or if the sample size is small. As an example, a 95% Wald CI 
in the situation where n=21 and p=0.85 will have an actual 
coverage probability of just 84%, which is far away from the 
nominal 95%, whereas a 95% LRT interval has a coverage 
probability of 94%.  

LRT intervals for the proportion p are constructed by 
inversion of the LRT test for the hypothesis H0: p=p0 vs. H1: 
p≠p0 [23]. That is, the lower and upper limit of a 95% LRT 
CI are found numerically as the boundary values of p0 
solving the inequality 

    
  
 
Here, Λn,x(p0) denotes the likelihood ratio between p0  and the 
maximum likelihood estimate nxp /ˆ = , i.e., 
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and χ2

0.95(1)≈3.841 denotes the 95% quantile of the χ2 

distribution with one degree of freedom. Implementation of 
such LRT intervals can be found in the “R” package “binom” 
[24]. Assuming a worst-case user accuracy of about 60% for 
each class and a desired half-width of no more than w=10%, 
one can sequentially increase the sample size n until the 
confidence interval for p has a width smaller than 2·w when 
using the observation x=0.6·n. The “R” package 
“sampleSizeBinom” [25], which implements this procedure, 
obtains a required sample size of n=91 per class. Hence, our 
stratified accuracy sample when using 4 classes will totally 
consist of 91·4=364 units. In order to compute the previously 
described LRT confidence intervals also for the survey 
weighted accuracy measures, we use the procedure suggested 
by Rao and Scott [26], which is implemented as part of the 
function svyciprop in the "survey" package. 

D. Kappa analysis 
A further measure of agreement between two raters, who 

both classify a number of items into each of k categories, is 
Cohen's κ [21], which can be viewed as chance adjusted 
agreement measure defined as follows: 
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Landis and Koch [27] characterize κ-values between 0.41 
and 0.60 as moderate, 0.61–0.80 as substantial, and 0.81–1 
as almost perfect agreement between the classification and 
the reference data. An estimate for κ is found by replacing 
pii, pi+, and p+i in (5) with the respective survey adjusted 
estimates. If one, however, ignores the sampling design 
underlying the numbers in the error matrix, and just uses the 
raw survey-unadjusted estimates for the p’s, the obtained κ 
estimate will be biased. For example, if a particular poorly 
classified class is over-sampled, the obtained κ estimate 
might be too low. 

For a STSI design, formulae for computing κ from the 
resulting error matrix can be found in [28]. In [28], the 
formulae are an instance of a more general technique for 
calculating point estimates and variances for transformations 
of survey weighted estimates (see, e.g., [29]).  

To reflect uncertainty in the estimation of κ it is also 
prudent to specify a corresponding (1-α)·100% CI. Again, 
[30] presents equations for computing the variance of the 
estimate, which enables the computing of Wald CIs for the 
stratified case. Note that the package “survey” contains the 
function svykappa to directly compute the survey weighted 
κ estimate and associated Wald CIs based on the general 
equations in [29] – this even works for more complex survey 
designs. It has to be remarked that the use of κ to assess 
classifier performance in remote sensing is somewhat 
debated [30], because κ is directly linked to the overall 
accuracy, but its scale is harder to interpret. Still, we report κ 
estimates here as a supplement measure to the overall 
accuracy, since κ just as the overall and user's accuracy is 
particularly easy to calculate with “R” – even in the case of a 
complex design of the accuracy sample. In summary, the 
principle in the assessment of the thematic accuracy is 
depicted in Figure 2.  

As accuracy measures the survey weighted overall 
accuracy and Cohens’s κ, as well as the producer’s and 
user’s accuracy for each class are selected. Each measure is 
supported by a corresponding CI in order to quantify the 
uncertainty in its estimation. Altogether, one of our points is 
that a per-class stratified sampling approach for the 
assessment of thematic accuracy is easily handled with “R”. 
Such an approach provides reliable estimates for the 

accuracy of each class. 

VII. PRACTICAL EXAMPLE 
A practical investigation is conducted for a residential 

area in Switzerland to evaluate the proposed approach. The 
area consisting of buildings, car ports, roads, parking lots as 
well as trees, hedges, and grassland is photographed from the 
air. The size of the test area is about 1.6 hectares.  

The first land cover map comprises the four classes 
‘building’, ‘tree and hedge’, ‘grass’, ‘road and parking lot’ 
only. The steps in the generation of the land cover map are 
depicted in Figure 3. True colour images are used to derive a 
very dense 3D point cloud by means of matching 
corresponding image parts. The point cloud is then 
transformed into a gridded DSM using interpolation 
techniques. Through a process of filtering, which removes 
elevations above ground as well as blunders, a DTM is 
generated. Then, the difference between the DSM and the 
DTM, the nDSM, can be derived. The DTM is also used for 
the production of a false colour orthoimage, which is further 
processed to a NDVI map containing two classes 
(vegetation, non-vegetation). NDVI and nDSM information 
is used to produce a point cloud with two attributes (nDSM, 
NDVI). The land cover map is produced by classification of 

 

 
 

Figure 3. Steps in the production of a land cover map [1]. Colour and 
false-colour aerial images are used to derive accurate and dense height 
data (nDSM), which are supplemented with vegetation data (NDVI). 
Such an ‘intelligent’ 3D point cloud is input to a classification 
scheme, which generates the land cover map. 

 
Figure 2. Principle of the applied assessment of the 
thematic accuracy. 
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Figure 5. Visualization of spatial land cover map in 3D. 

 

 

 

          

the point cloud with attributes. In this contribution, various 
methods of classification are investigated. The thematic 
accuracy of the land cover map is assessed by several 
accuracy measures including their uncertainty. 

The classification program assigns a class to each cell. 
The cells (cubes) are plotted in 2D (3D) using different 
colours for the chosen classes. Some measures for quality 
assurance are undertaken during the generation of the land 
cover map in order to avoid errors and to obtain good results. 
This involves checking the georeferencing of all input data, 
their completeness, and the intermediate results. In the 
following sections, details of the data used, the tools applied, 
and the results of the assessment of thematic accuracy are 
given.  

A. Used data 
The RCD30 imagery includes four bands (red, green, blue, 
and near infrared) from which colour and false-colour 
images can be composed. Each image is about 6.4 Megabyte 
(Mb) in size. The images are taken with a GSD of about 5 
cm. The radiometric resolution of each band is 8 bit or 256 
intensity values. The images are geo-referenced and data of 
the geometric calibration (camera constant, position of 
principal point) are provided. False-colour images are used 
to derive reference data using stereovision. Furthermore, a 
map of building footprints is produced by means of 
digitizing a stereo-pair of colour images.  

 

B. Software tools 
For the generation of the 3D point cloud the Match-T 

program, version 5.4, of the Trimble/Inpho Company is used 
[31]. Filtering of the data is applied using filters of the 
professional program “DTMaster”, version 5.4, of the same 
company. Manual editing may also be carried out by this 
program. The orthoimages in false colours are produced by 
Inpho’s ”OrthoMaster” program. The difference between the 
two elevation models (nDSM) is calculated by a simple C++ 
program written for the purpose (cf. Section IV.A). The 
generation of the land cover map is carried out in “R”. Input 
is the nDSM and the NDVI map. The NDVI map is 
generated by the open source software LEOWorks [32]. The 
land cover map is visualized using “Quantum GIS” - an open 
source Geographic Information System [33]. The assessment 
of the land cover map uses the “DTMaster” program, which 
enables dynamic positioning to derived sample data. 

C. Results 
The calculation of the DSM (with a spacing of 0.25 m) 

yields a precision of σZ = 0.04 m. The absolute accuracy of 
the DSM is roughly checked by means of a few points, 
which had a maximum difference to the true values of 0.26 
m. The binary NDVI map is generated by applying a 
threshold of TNDVI = 0.1. The threshold for separating low 

and tall vegetation and non-vegetated objects is selected with 
TnDSM =1.0 m. The result of the classification using these two 
inputs is depicted in Figure 4. The four classes are 
represented by different colours and are well separated from 
each other.  

 
Figure 5 shows an extract of the land cover map in 3D. 

 

 

 
 
Figure 4. Result of classification in 2D. Legend: Red dots = 
‘building’, brown dots = ‘road and parking lot’, bright green dots = 
‘grass’, dark green dots = ‘tree and hedge’. 
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D. Assessment of the thematic accuracy 
The overall number of classified cells in the test area 

when using four classes was 255222 (b), 254890 (r), 155819 
(t) and 241408 (g), which gives a distribution of 28%, 28%, 
17%, and 27% of the total area. 364 DSM-cells are selected 
based on the STSI design and are compared with the 
reference as shown in the error matrix of Table III. The 
resulting survey weighted overall accuracy of the 
classification is 82% (95% CI: 78-86%).  

 
The user’s accuracy of the four classes can be found in 

Table IV. The survey weighted κ estimate is 0.76 (95% CI: 
0.71-0.81). When only two classes (i.e., ‘vegetated’ and 
‘non-vegetated’) are considered, the overall accuracy is 91% 
(95% CI: 88-94%).  
 

E. Refinement of the classification 
The achieved results may be improved by selecting 

another strategy and definition of thresholds for NDVI and 
nDSM. Leaving the binary split of NDVI at 0.1, we refine 
the subdivision of nDSM by using splits at both 1m and 3m. 
Figure 6 shows the resulting six classes, i.e., the vegetated 
classes ‘grass’, ‘hedge and bush’, and ‘tree’ and the non-
vegetated classes ‘road and parking lot’, ‘wall and car port’, 
and ‘building’. According to the classifications, the 
percentage of the classes of the total area are 27%, 9%, 8%, 
and 28%, 4%, 24%, respectively.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
The derived land cover map with six classes is depicted 

in Figure 7; white areas indicate areas, which are not 
classified. The error matrix obtained from using stratified 
sampling is displayed in Table V. In this case, the overall 
accuracy is 86% (95% CI: 83-88%). User’s accuracy for 
each class is shown in Table VI and the survey weighted κ 
estimate is 0.82 (95% CI: 0.78-0.85). When only two classes 
(‘vegetated’ and ‘non-vegetated’) are considered, the overall 
accuracy is 95% (95% CI: 93-97%). 

 

TABLE III. ERROR MATRIX OF THE DERIVED LAND 
COVER MAP WITH FOUR CLASSES FOR THE STRATIFIED SAMPLE. 

class \ reference b r t g row 
total 

building  72 7 9 3 91 

road & parking lot  3 79 1 8 91 

tree & hedge  8 2 64 17 91 

grass  0 2 8 81 91 

column total 83 90 82 109 364 

 

 

TABLE IV.  USER’S ACCURACY OF THE DERIVED LAND COVER 
MAP WITH FOUR CLASSES 

class accuracy 95% CI 
building 79% 70%-87% 

road & parking lot 87% 79%-93% 
tree & hedge 70% 60%-79% 

grass 89% 81%-94% 
 

 
 
Figure 7. Land cover map with six classes. Legend: Red dots = 
‘building’, grey dots = ‘road and parking lot’, bright green dots = 
‘grass’, dark green dots = ‘tree’, dark yellow dots = ‘hedge and bush’, 
brown dots = ‘wall and car ports’. 

 
 
Figure 6. Classification scheme for a land cover map with six classes. 
The abbreviations are: b=’building’, t=’tree’, h=’hedge and bush’, 
w=’wall and car port’, g=’grass’. 
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Another possible improvement is the use of more 

advanced classification methods than the current 
classification trees with manually derived rules for the tree 
splitting. We, therefore, investigate the use of classification 
and regression trees [34] with automatically derived splits 
based on recursive partitioning and as implemented in the 
“R” package “rpart” [19]. The classification of each cell is 
based on the continuous measurement values of both nDSM 
and NDVI. 

 
In order to take the sampling design into account during 

the classification we weight each cell i, i=1,…,n, in the 
accuracy sample by its inverse inclusion probability, i.e., in 
our case of stratified simple random sampling the weights 
are wi=Nc(i)/nc(i), where c(i) denotes the class of cell i. An 
overall accuracy of this classification procedure is then 
calculated by n-fold cross-validation, i.e., for each cell i in 
the accuracy sample a classification tree is fitted using the 
other (n-1) weighted cells as training set, then the obtained 

tree is used to classify cell i. Overall accuracy in its survey 
weighted form (as explained in Section VI.A) is then 
computed from these predictions. Such fitting of 
classification trees and accuracy measure computations can 
conveniently be performed using the “R” package “ipred” 
[35].  

In the case of four classes and the accuracy sample of 
n=364, the resulting overall accuracy of the automatically 
fitted regression trees is 77% (95% CI: 72-81%) as compared 
to 79% (95% CI: 74-83%) of the manual tree.  
Note: The overall accuracy of the manual tree is slightly 
different compared to the numbers presented in Section 
VII.D, since the NDVI values are here calculated  from an 
image with a higher resolution (3300 pixel x 3200 pixel 
instead of 802 pixel x 828 pixels of the NDVI-map derived 
by the program “LEOWorks”).  

In case of six classes with n=546, the overall accuracy is 
81% (95% CI: 78-84%) as opposed the 82% (95% CI: 79-
85%) of the manual tree. Altogether, the two results show 
that the gain in accuracy for our test area is not substantial 
when using the automatic classification trees trained from the 
accuracy sample. We, therefore, focus the presentation on 
the more easily interpretable manual tree. 

VIII. DISCUSSION 
The achieved overall survey weighted accuracy of the 

land cover map with six classes is 86%. Regarding the 
important user’s accuracy, the result for class ‘building’ is 
correct with 99% and of class ‘road and parking lot’ with 
95%. This is a very good result because simultaneously the 
survey adjusted producer’s accuracy for the two classes is 
97% and 92%. The results for classes ‘grass’ and ‘tree’ are 
also good with 82% and 84% (corresponding producer’s 
accuracy of 82% and 76%). The derived survey weighted κ 
value is 0.82, which is better than the 0.76 at four classes. 
Using six classes  improves the overall accuracy. 

Automatically fitted classification trees are a 
computationally intensive supervised learning approach, 
which use more flexible splits and thresholds to perform the 
classification. However, these methods require a sufficiently 
large training set to work well. In our test example, the tree 
splitting rules are initially manually selected based on a-
priori contextual information (e.g., a house has a certain 
height) and the resulting classification trees actually perform 
comparable to the more sophisticated machine learning 
approach, while being easier to interpret. One reason for this 
is that contextual knowledge is not captured by the purely 
data driven machine learning procedure - in case of small 
accuracy samples this makes a difference. A way to improve 
the automatic procedure will be to use a Bayesian framework 
for the classification trees where contextual information 
about splits is reflected as data augmented prior cases. 
However, when training sets are larger or contextual prior 
information less clear (e.g., in case of many diffuse classes or 
many indirect input variables), the automatic classification 
trees method and its refinements (e.g., classification tree 
ensembles) may provide superior classification results. 
However, our aim was not to fully explore the details of such 
complex classification for our test area, but rather to show 

TABLE V.  ERROR MATRIX OF THE DERIVED LAND COVER MAP 
WITH SIX CLASSES. 

Class \ 
Reference b h g r t w row 

total 

building 90 0 0 0 1 0 91 

hedge & 
bush 0 41 29 5 16 0 91 

grass 1 11 75 4 0 0 91 

road & 
parking 

lot 
0 1 4 86 0 0 91 

tree 3 2 8 1 76 1 91 

wall & 
car port 5 8 1 13 2 62 91 

column 
total  99 63 117 109 95 63 546 

 

TABLE VI.  USER’S ACCURACY OF THE DERIVED LAND COVER 
MAP WITH SIX CLASSES 

class accuracy 95% CI 
building 99% 95%-100% 

hedge & bush 45% 35%-56% 
grass 82% 74%-89% 

road & parking lot 95% 88%-98% 
tree 84% 75%-90% 

wall & car port 68% 58%-77% 
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that normalized DSMs and NDVI maps provide important 
additional information for land cover classification and that 
training and subsequent accuracy assessments of the 
classification can be refined using stratified sampling without 
much extra software effort. Future work could focus on 
adding extra cell-based attributes and on different machine 
learning algorithms such as support vector machines [36]. 

The displacements of elevated objects in standard 
orthoimages could be avoided by means of using true 
orthoimages instead of standard orthoimages when 
compiling the NDVI map. The use of true orthoimages 
requires digital building models (DBMs), which are seldom 
available because their production is very expensive. 

IX. EVALUATION 
In this paper, elevation data of high density have been 

derived from aerial images. The applied high-resolution 
multispectral images enable the generation of a vegetation 
map and the generation of heights above ground. By means 
of a combined use of height and vegetation data a land cover 
map can be produced with a high degree of automation. Such 
a map is the graphical output of a point cloud with two 
attributes (height above ground and vegetation index).  

Land cover maps with even more classes than the six 
investigated in our work can be generated when a finer 
partitioning of objects attributes is used or further attributes 
characterizing objects are added. For example, more 
intervals in the height above ground can differentiate various 
types of vegetation. In addition, water areas can 
automatically be extracted from the near-infrared band of the 
multispectral imagery. 

An important prerequisite for good results of land cover 
maps is the quality of the applied imagery. Reference [1] 
investigates images used in this work. It is concluded that the 
images of the used camera have similar good results in the 
point spread function as large-format aerial cameras. The use 
of a medium-format digital camera (which is considerably 
less expensive than a large-format camera) is also a novel 
approach for the generation of land cover maps. 
Furthermore, its low weight and dimension enable the 
installation in helicopters and unmanned airborne vehicles. 
The use of medium-format aerial cameras instead of large-
format cameras seems to be a general trend in the field of 
mapping and GIS.  

DTMs, DSMs, nDSMs, or 3D point clouds may already 
exist for large areas. The generation of land cover maps may 
use such elevation data of existing databases. However, 
quality checks have to be carried out in order to determine 
whether the data are fit for purpose. High density, high 
positional accuracy, and completeness of the elevation data 
are prerequisites of the presented approach.  

X. CONCLUSION AND FUTURE WORK 
New advanced aerial cameras and new processing 

software make the automatic generation of urban land cover 
maps more efficient. The additional use of elevations yields 
better results in the classification. In this contribution, the 
assessment of the thematic accuracy of a test area is carried 
out by stereo observations of false-colour images for the 

derivation of reference values. The achieved good results at 
the manual tree classification (86% overall accuracy) as well 
as at the automated classification based on cross validation 
(81% overall accuracy) are possible, because accurate and 
dense elevation and vegetation data can be derived from the 
high-resolution multispectral imagery. The selected approach 
is, thereby, superior to classification from low-resolution 
satellite data. The open source software “R” provides all the 
tools needed for performing statistical prudent classification 
and accuracy evaluation of land cover maps. The updating of 
topographic data bases receives new possibilities to improve 
existing procedures.  

In summary, we suggest to try out the proposed method 
on larger test areas – possibly also comprising of additional 
urban structures – in order to gain more insights about the 
scalability and robustness of the method.  
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Abstract—Simulation can be used for analysis, prediction and 

optimization of business processes. Nevertheless, process 

models often differ from reality. Data mining techniques can 

be used to improve these models based on observations of a 

process and resource behavior from detailed event logs. More 

accurate process models can be used not only for analysis and 

optimization, but also for prediction and recommendation as 

well. This paper analyses process models in a manufacturing 

company and its historical performance data. Based on the 

observation, a simulation model can be created and used for 

analysis, prediction, planning and for dynamic optimization. 

Focus of this paper is in different data mining problems that 

cannot be solved easily by well-known approaches like 

Regression Tree. 

Keywords - business process simulation, business process 

intelligence, data mining, process mining, prediction, 

optimization, recommendation, association rules, genetic 

algorithms. 

I.  INTRODUCTION 

Classic simulation can be used for the analysis of 
business processes. It is useful to test many variations of 
processes, measure the effects and then choose the optimal 
process settings. Thus, the process can be redesigned. It is 
possible to change resource allocation and search for the 
most optimal configuration with respect to context-based 
requirements (price, effectiveness, customer satisfaction, 
etc.). The current process configuration can be tested to 
discover how many cases it can handle over periods of time.  

These models can be built manually but this is time 
consuming and error prone. The main disadvantage is that 
this approach cannot be used for predictions of operational 
decision, but only for strategic decisions if there exist some 
dependency on case attributes (see later). The operational 
decisions are important for internal logistics purposes. The 

casual models have some simplifications – for example 
overall probabilities of routing and naive execution time of 
the task. These parameters are set with respect to on long 
observation of processes, so they can work in a long-term 
simulation for strategic decisions. Nevertheless, operational 
decisions require short-term simulation. These two 
simulation approaches differ significantly. The short-term 
simulation starts in the current state of the process with 
allocated resources, cases in progress with known parameters 
and with waiting cases to handle. Routing probabilities and 
execution times can differ significantly for different case 
variables, therefore, mining of deeper dependencies is 
needed for better solution.  

For example, let us assume a repair process. There are 
two tasks – repair of a basic item and repair of an advanced 
item, repair of a basic item is executed in 90% of cases and 
repair of an advanced item only in 10% of cases. Execution 
time for a basic item is about one hour and execution time 
for an advanced item is about eight hours. If our current case 
has attributes and these attributes lead to advanced repair 
with 80% probability, classic approach using overall routing 
probabilities is not precise enough to be used. And there is 
one another problem – execution time of a task is also 
influenced by case attributes – some case attributes may lead 
to longer execution time. Resources have to be also taken 
into account, e.g., some people work faster and some of them 
slower. 

Predictions, recommendations, and dynamic 
optimizations could be accomplished by operational 
simulation. The system can warn us that some cases will be 
probably late, based on comparison with historic 
performance data. Then, some different scenarios can be 
simulated and evaluated. After that, the system can 
recommend us actions and provide dynamic optimization of 
current running cases – for example; assigning extra 
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resources from a non-critical case to critical or use a different 
sub-process – if we have a slower and cheaper or faster but 
more expensive variation. 

This paper analyses processes of a manufacturing 
company. Simulation model is built using process mining 
and it is used for predictions. Based on these predictions, 
managers can change priorities (reallocation of resources) or 
better plan their storage space, because working front is 
known and, therefore, they can better predict manufacturing 
time. Building of simulation model from discovered model is 
beyond that paper, because analysis of data is also quite hard 
problem because of many real issues that need to be solved – 
that leads to some different problems. So this paper is mainly 
about analysis of data and then, these results could be used 
for the simulation and for other problems as well. 

This work is an extension of our previous research in 
process mining and simulation field [1]. Paper is organized 
as follows. Section II describes related papers. Section III is 
overview of whole idea with some topics as utilization in real 
processes or problems with data preparation. Our real 
manufactory is described in Section IV. Then, three different 
approaches are described in Sections V, VI and VII. It is 
because different types of real problems that are needed to 
achieve our goal. Section V describes prediction using 
standard classification (like regression trees). Section VI 
solves the same problem but with variable feature vector 
length. This type of problem could be solved by 
classification methods, but many of them has problem with 
variable vectors. So we chose Association Rules to solve 
this. Both sections are based on existing methods with some 
extensions to better fit our problem. These extensions are 
described quite in general, not only for our company. Section 
VII solves another type of common problems – unmeasured 
processes. These are processes that are not fully measured 
and we propose some solutions to deal with it. Also, some 
further research is consulted. Section VIII is about analyzing 
errors. Previous sections are about predicting execution 
times, but errors are also important. Section IX is our 
summary of experience in real manufacture and about 
problem with measurement, because it is costly. Last section 
is conclusion. Experiments are provided in all of three main 
sections (V, VI, VII and partly VIII) for better intelligibility. 

II. RELATED WORK 

Data mining techniques can be used in Business Process 
Management. The research area is referred to as Process 
Mining [2][3][4][5][6]. It is focused on analysis of 
information from event logs that were produced by business 
processes. Process discovery (Figure 1) is one of the 
methods and it is able to find a process model from an 
unknown process using many sequence examples of tasks 
and case parameters. 

Except process model, also decision rules, social 
networks [3][7][8] and simulation models [7][8][9][10] 
could be discovered. 

Resource behaviour is also a point of interest 
[11][12][13]. Example of simulation model [7] is depicted in 
Figure 2. 

 

Figure 1. Process discovery. It is possible to discover a process model from 

the trace log.  

It is possible to see routing probabilities and decision 
rules (decision rules are used when case attributes are known 
– that leads to better routing rules) and it is possible to see 
time distribution of tasks. 

Some other research on process prediction was published 
in [8][14][15][16]. Wetzstein [15] used decision trees to 
analyse process performance (see Figure 3). As it can be 
seen, if the response time of a banking service is higher than 
210, KPI (key performance indicator) is always violated. If 
customer id is 1234, manager can observe process 
bottlenecks and try to make banking service faster or find out 
why the customer 1234 has problems. 

Grigori [16][17] uses similar approach used not for 
analysis but for predictions. Huge classifier is learned based 
on case attributes, start time and end time of task execution. 
Classifier can predict final execution time of a case based on 
case parameters and time information from executed tasks. 
Evaluation of that approach compared to our approach is 
discussed in [10]. In addition, our work uses similar 
approach as [15][16][17] but it combines it with process 
mining. 

 

Figure 2. Simulation model. Classic simulation model is enhanced by 

decision rules. Decision rules can make our routing probabilities more 

precise, because they depend on case attributes. 

Finally, when we discover deeper dependencies between 
routing rules and execution time of cases, we can use it for 
simulation related to decision support [10]. 
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Figure 3. Process performance analysis (taken from [4]). Decision tree is 

used to discover factors that lead to KPI violation. We can see that KPI is 

violated when response time of a banking service is larger than 210. 

Our previous work [1] is an extension of papers 
[7][8][10] and it adds some important features, some of them 
inspired by papers [15][16][17]. For example, execution time 
of cases could be also predicted by a classifier such as 
decision rules. This paper shows that our theory of [10] can 
be applied in a real large manufactory company. It also adds 
some additional theory in Section III. 

III. MORE PRECISE SIMULATION MODEL 

As it is said in [10], there is a demand on building more 
precise models than the one described by papers [7][8]. We 
will describe steps needed to accomplish it. 

A. Process Discovery 

If a process is not known, it is possible to discover it 
using process discovery techniques [4][6]. However, only 
process discovery is not sufficient to build simulation model. 
If an explicit model is not present, it is possible to discover 
it, but the precision of the model will be lower than the 
explicitly given by a real model. In some companies, 
discovered model could be more precise than an official 
model but it is because these companies do not have their 
models well-structured in many cases. This is not the case 
for manufacturing companies where prediction and usage of 
short time simulation is considered to be better. 

B. Decision Mining 

Decision mining is based on discovering routing rules in 
OR split nodes. These rules could be also available but 
sometimes they are not applicable. Let us assume that a 
routing rule is based on one parameter, which is inserted into 
the system just before the decision. Thus, our predictor will 
know the next path only in the time of decision – this is a 
useless prediction. In these situations, decision mining has to 
be used. The topic of decision mining is described in [7], 
[8][10]. Classifier is learned on training data where inputs 
are case attributes and output is the next path in process. Our 
work [10] describes another problem, which is missing 
attributes or 100% precise attribute known in the time of 
decision inserted by human (described earlier). If some 
attributes are missing, classic classifiers will not work in a 
proper way. If there is a 100% precise attribute then 
classifier is based only on that attribute. Solution is the same 
for both problems – it is necessary to build several classifiers 
for several milestones of the process – from the start (only 
subset of case attributes are known) to the end (all attributes 
are known). 

C. Execution Time of Tasks 

Execution time of tasks is the most important issue in the 
short-term simulation. Process model and routing rules are 
important as well. However, in companies with predictable 
business processes (especially manufacturing companies), 
control flow and routing rules are used to be formalized and 
nearly 100% precise. 

Execution time of tasks will be described precisely in 
Sections V, VI and VII where different approaches for 
different problems will be introduced. 

D. Usage of analysis and simulation 

There are several ways to use our methods in practice. 
We must realize that we must do two tasks. First task is the 
analysis of historic data, which is the main focus of the 
paper. Second task is to build the simulation model for 
predictions based on previous data discovery. Second task is 
not the main topic of this paper, but it is the main goal. Now, 
we will describe utilization of both steps. 

1) Prediction, Planning, Reccomendation 
First usage is obvious and we described it in Section I. If 

we know the task execution times (does not matter if it is the 
result of data mining or manual measurement), we can better 
plan our whole work, material flow, inventory, machine and 
resource utilization. Using simulation, we can evaluate 
multiple plans and choose the most suitable of them. Also, 
we can monitor running process and check if some problem 
is going to come in future. Of course, with some probability 
– there must be multiple simulation runs. 

There is other utilization in scenario testing. Managers 
can make some change in the process (better machine) to test 
what is the influence and cost of the change.  

2) Analysis 
Because the first step is about data mining, we can use 

these discovered information for another use. If we know 
what case attribute causes what time and variation, manager 
could ask for most influential attribute combinations (low or 
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high time and variation). Variation is also very important 
because high variation suggest some production problems, 
which is not good for planning. With these tools, managers 
can focus on most problematic attribute combinations and try 
to solve them. 

Another usage is for worker performance [13]. There is a 
problem with computation of worker performance, because it 
is dependent on attributes. Paper [13] describes it in further 
detail. 

Error analysis is also an important part. Some attributes 
have higher error probability. Errors are important not only 
to predict execution time of tasks but also to predict routing 
between tasks – faulty product could be sent to repair and 
could not almost affect time of task where it occurred. 
Analysis of error is important for execution time of 
prediction and there is whole short section at the end of the 
paper that describes it more deeply. 

Last usage is about analysis of changes. Suppose 
management of company bought new machine (or new 
working method). Was it really an improvement and how 
much? If we analyze both old and new task data, we can 
discover differences between them. For example, new 
machine could be overall better, but only for some attribute 
combination. 

Analysis of time and variations based on attributes could 
be also good for advertising. Management could focus on 
products that have good attribute combinations for 
manufactory – in our door company, some doors are 
produced fast, some more slowly. If there is a big 
commercial on some more problematic doors, production 
should be late and it could harm name of the company. 

3) Simulation based on historic data 
This type of simulation is not for prediction, but for 

analysis. It is not the simulation as we know it, but only 
replaying of historic log data. Using this, we could analyse 
effect of changes on queues and much more interesting 
features. But this type of analysis is beyond the scope of our 
paper. 

E. Problems in preprocessing step 

Every data mining needs data cleaning and 
preprocessing. This is the step most dependent on data type. 
We should describe some problems we encounter in our 
practice. 

1) Analysing quality of data set 
First step we must always do is to gain information about 

data set reliability. We must analyse records with the same 
attributes, if they are available – they may not, but almost 
every data set contains some set of records with identical 
attributes. Then, we must compute variance of those similar 
records. For example, if there are twenty records with 
attributes A, B, C, we have to compute their variance 
execution times. If A, B, C = 250s, A, B, C = 300s, A, B, C 
= 350s, etc., then we have to compute variance from these 
numbers. If the result variance of nearly all of types of record 
set is not lower than the variance of whole data set (variance 
of all record times), the data set is useless. It means there is 
no dependency on attributes or some attributes are missing or 

there was some problem in measurement – last problem is 
the most probable in our experience. 

2) Low and High Values 
Beware extreme values in data sets, it means different set 

of scenarios. Extremely low values are probably errors that 
were discovered and sent to repair. Extremely high values 
are errors or poorly measured values. We must be careful, 
because sometimes break can affect time dramatically – 
suppose start of task was measured correctly, but then break 
occurred and then work continued – total task time will not 
be useful at all. So high values do not mean automatically 
error, if we want to analyze errors (see later), we need 
information about errors explicitly given in data. Another 
possibility is schedule of breaks. 

3) “Half Measurement” 
Another problem, sometimes solvable, is the “half 

measurement”. Sometimes, there is only information about 
start or end of the process. Sure, we can deduct these times to 
get real time. Deduct means that if product A enters into a 
task and (for example) start time is measured, then product B 
enters the machine and another start time is measured. Then, 
if a task could contain only one product, we can compute 
Time as Start(B) – Start(A). It is easy, but it may not work. If 
we are deducting times (start or end), there must be quite 
high utilization of task (low waiting for product processing – 
pause). Every waiting could be considered as production 
because we have no idea if there was waiting or our product 
took more time to produce. 

Fortunately, this problem could be sometimes solved, but 
only in tasks with low variation based on attributes. Global 
variation could be high, but there is a need that cases with 
identical attributes must be produced with little variation. If 
this is true, we could analyze different sets of records divided 
by attributes (every set of record has its own attributes and 
every records in set have the same attributes). The sets will 
have some execution times and time of every set will be 
ordered ascending. We will get something like this for some 
set of records with the same attribute. For example, there are 
twenty records for attributes A, B, C: 100s, 101s, 102s, etc., 
110s, 112s, etc. 140, etc..If we suppose low variations of 
executions for the same attributes, first records are the real 
execution time whereas others are probably affected by 
waiting time. 

Half measurement is not only burden that negatively 
affects accuracy of prediction but it can be also advantage. 
Measurement devices are also quite expensive so every 
saving counts. 

IV. MANUFACTURING COMPANY 

The manufacturing company is specialized in door 
production. Uniqueness of door is characterized by their 
attributes (about twenty) and based on these attributes, 
different operations are executed. Doors have different 
material, size, weight, different corner and edge types, 
different handle and glasses, etc. Every door has its ID and it 
can be modeled as a case. Doors are mainly manufactured in 
machines (tasks). Some machines work in parallel; some 
machines are bound to several tasks, thus these machines 
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must be treated as resources, because machine could be 
down or working. People are working with machines or in 
manual workplaces. Routing probabilities are 100% 
accurate, because doors with specific attributes must be 
manufactured only by a specific machine and with specific 
settings.  

Resources are quite predictable, because they work on 
shifts and they are always available and planned several days 
ahead. The only unknown parameter is execution time of 
tasks that depends on case attributes – every case is modeled 
as one door, so case attributes are door parameters. Door 
parameters are known at the beginning of the process and are 
constant, so there is no need to build several classifiers for 
several periods of case execution [10]. Execution time also 
depends on people work rate, work queue and error rate 
(especially in manual workplaces), but this is issue beyond 
the paper. 

Context-based predicting the execution time of tasks can 
help with several issues quite precisely. First, it is possible to 
decrease storage spaces, because they could plan execution 
order of cases in order to decrease waiting times. Our 
prediction decreases variances of execution time and thus 
logistics can have methods to plan storage spaces with better 
results when there is a low variance. They will also know if 
some doors will be probably late and for example they can 
respond to that changing priorities, resource allocation, etc. 
Another important issue is the analysis. Managers could 
measure which door types take long time to be produced and 
based on that, they can calculate their price more precisely. 
For logistics, execution time is not as much important as 
influence of variance of execution time. It is possible to 
measure which door types (based on parameters) have high 
variance. Process engineers can focus on those door types 
and try to find out the cause of high variance, or produce 
them only in situations (if it is possible to wait) when 
variance is not such important issue. 

A. Usage in Company 

Because our manufacturing company has quite a lot 
dependence on door attributes, it is important to discover 
them to better plan production. Order of different doors for 
production is also important, because some machines could 
produce some door types faster, some more slowly and we 
need to better balance the product flow. 

V. PREDICTION OF TASKS EXECUTION TIME  USING 

CLASSIFICATION 

The time deviation is sometimes high, but it can be 
decreased by data mining techniques. Thus, it is useful to 
examine data and find relationships between case parameters 
and execution time for each task in the process. This can be 
solved as a classification problem, where case parameters are 
considered as input attributes and execution time is 
considered as the target attribute. 

A. Classification and Prediction Models 

There are many kinds of classification models; every 
model has its advantages and disadvantages based on 
properties of data used for classification. Our problem is 

rather prediction than classification, but both issues are 
related and many models support both of them. One common 
definition is that prediction predicts future and classification 
works as pattern recognition. Other definition is that 
prediction works with numerical target attributes and 
classification with categorical target attributes. Prediction 
can be transformed to classification by transforming target 
attribute from numerical to categorical, where categories are 
intervals that covers whole domain. 

In our case, we have 18 case attributes and one numerical 
target attribute. All case attributes are categorical. Even 
through there are also some of them numerical (width, 
height), but they are standardized to only few distinct values, 
so they can be considered as numerical or categorical 
depending on requirements of classification or prediction 
model. It is more difficult for prediction (even in our case) 
that target attribute varies even for cases with the same 
values of input attributes. This is typical for execution time, 
because work is performed not only by machines, but also by 
people and people do not often work in coherent speed. 

High variability of door types is another problem. In our 
manufacturing company, it is possible to make millions 
kinds of doors, which causes problem in prediction, because 
it is difficult to obtain enough examples for prediction. 
Attributes can also contain high number of distinct values 
which correspond with high variability of door type (this is a 
problem for neural network classification). 

In the next section, some prediction models will be 
described and its applicability is discussed. 

1) Neural Network 
We have tested Neural Network approach, but results 

have not been satisfactory. Neural Network was not able to 
learn. It was caused by the high number of input neurons - 
303. Every categorical column had to be transformed into 
new columns. Every distinct value of that column created a 
new column, which holds 1 or 0 value. For example, the 
column corner has four distinct values – left, right, top, and 
bottom. It creates four new columns that can acquire value 1 
only once for a row (for the columns that belong to one 
categorical column). That transformation was necessary, 
because neural network can handle only numerical attributes. 
Target attribute was divided into several intervals and every 
interval was modeled as a single output neuron.  

We think that network was not able to learn because of 
high number of inputs compared to number of training 
examples and mainly because of the output variability of 
(even identical training examples had little different outputs). 
Thus, we think network is not sufficient for our problem 
because of high number of categorical attributes and 
variability of the target attribute. 

2) K-Nearest Neighbour (KNN) 
The method is based on a simple idea of finding several 

examples from training set closest to an input pattern. We 
simply computed number of differences between training 
example and input pattern. These differences (0 or 1, equals 
or not equals) were weighted. Weight of each attribute was 
computed by the same method described below by the 
regression tree. Higher weight means that attribute has 
higher influence on execution time and it is considered more 
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important. Then twenty nearest examples were given and 
mean, minimum, maximum and deviation of time was 
computed (we measured only mean, but deviation is also 
important in simulation and it is a good indicator of supposed 
reliability of prediction). 

Results (Figure 4) were quite satisfactory (there is only 
subset of real workplaces). We have compared prediction to 
a simple algorithm – prediction based on mean of all 
execution times. The simplest predictor is the predictor that 
assumes mean value for every example. Differences in table 
are mean of all differences between real values and predicted 
values for every tested example. We have run the test with 
600 examples and we have compared them to a dataset that 
contained approx. 10-20 thousands records for every 
workplace. Rating was computed as a ratio between 
difference computed by the algorithm and difference 
computed by mean. Thus, the result 0.5 means that we have 
decreased the variance of execution time of task by about 
50%. 

Figure 4 shows that some results are satisfactory, others 
are worse. For example, ratio of workplace A seems to be 
good, Workplace C is not as good as Workspace A. 
Nevertheless, it is not the problem related to the method, 
execution time does not rely only on attributes. It is for 
example the case of workplaces C, which perform packaging 
and that type of work is naturally quite independent of door 
types. .Workplace A is a machine that does not depend on 
resource skills, workplace B is a workplace with dependence 
on resource skills and workplace C is a manual workplace 
(packaging) that does not depend so much on door type, but 
on resource performance 

3) Regression Tree 
Decision tree is a popular model. It is simple, readable by 

human and quite fast. Precision has not been as satisfactory 
as results given by the K-Nearest Neighbor classifier. 
However, the classification speed is several hundred times 
faster. Regression tree is a decision tree with numerical 
target value. Nodes contain information about mean, 
minimum, maximum and deviation of predicted value. 
Learning algorithm is similar to decision tree, but selection 
of split nodes differs. We have numerical target attribute, 
therefore, algorithm can be as follows: 

 

Input: A table, which contains a numerical target attribute.  

Output: Decision powers of all attributes. 

1. For each column C 

2. For each distinct value vi of column C 

3.          Take all n target values ti of column grouped 

by current distinct value and compute their 

deviation i. 

4. Count the decision power of the column as:  

 DP(C) = 1 / (i / n), i.e., mean of all deviations. 

Algorithm 1: Regression Trees 

 
This algorithm is similar to entropy computation, which 

is computed for categorical target values. The deviation is 
closed to entropy because lower deviation points to better 
decision power. Computing of deviation can be also 

weighted by count of rows related to groups divided by 
distinct values of column – distinct value with more rows 
should be more important. We have tried both approaches, 
but no significant precision difference was observed, even 
maybe precision has been a bit lower. Algorithm described 
above works similar to ID3 algorithm. C4.5 algorithm has 
been also tried, however, no significant difference has been 
found. Post-pruning was based on removing nodes with low 
row count (every node corresponds to a subset of the whole 
data set), because nodes with low row count are not 
representative. 

Regression Tree has had worse precision compared to K-
Nearest-Neighbor (about 1.2 – 1.3 times worse), but it has 
had also several advantages. It is more readable to human 
and it can be used to examine some properties of tasks – for 
example, which combination of attributes affects execution 
time positively or negatively or which combinations of 
attributes have little ratio of prediction – that is represented 
by deviation of target values corresponding to some node of 
tree.  

4) Regression Tree Forest 
Regression Tree Forest is based on several Regression 

Trees. Obvious example can be the Random Forest. The 
Random Forest creates many decision trees (more than one 
hundred) using classic (ID3 or C.45) algorithm with several 
differences: 

1. Every tree randomly selects subset of rows from a 
training set (about 2/3). 

2. Every tree randomly selects subset of attribute 
columns (about 2/3). 

3. Every tree is not pruned and full-grown. 
4. Predictions are made by voting of all trees by 

computing mean. 
It is known that Random Forest is a very precise model 

and it is still quite fast, because it is semantically similar to 
K-Nearest-Neighbor algorithm. However, learning time is 
quite long (it requires more than one hundred trees), we have 
found it not suitable for real-time decision support. However, 
we have tried some trade-of between Random Forest and 
normal Decision Tree. We created several (about ten) trees 
and enforced different first splitting column for every tree. 
Enforced columns were ordered by their decision power. 
Thus, first tree root node begins with the first (best) column; 
second tree root node begins with second column, etc. In 
addition, every tree randomly selects 70% of dataset and 
70% decision attributes as it is used in Random Forest 
algorithm. Trees were pruned (opposite to Random Forest, 
which is not pruned) to about 10 rows in a node.  

It should be stressed out that in normal Random Forest, 
result is computed by mean of all tree results. We have 
selected the best tree result by looking to the deviation of 
tree node. Best prediction could be measured by deviation of 
particular rows covered by a tree node. Node with lowest 
deviation wins. This rule was necessary because mean of all 
tree votes gave very unsatisfactory results – mainly because 
we have had only low count of trees compared to Random 
Forest.  

Then, we designed another improvement – tree result 
(mean and deviation) was not computed only by looking at 
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the leaf node but also the parent node is taken into account. 
We have computed mean by both nodes mean values 
weighted by their deviation (if a child node had much better 
result – low deviation – than parent, its result will have 
bigger vote). That improvement has also been tested in a 
single ordinary Regression Tree and it increased precision 
too, but only slightly. 

 

 

Figure 4. Experiments. Four methods were used on three workplaces. Note 

that a higher column means lower precision. 

Our Tree Forest significantly improved accuracy of 
classifier, the ratio was only about 1.05 times worse 
compared to K-Nearest-Neighbor, however, it was the order 
of magnitude faster than K-Nearest-Neighbor, usability of 
which could be problematic in real time monitoring for all 
tasks due to performance issues. Similar results can be 
explained, because random forest works similar to K-
Nearest-Neighbor. It returns items that are close (by 
attributes) to a predicted item, but it uses tree searching 
instead of searching in the whole table. 

B. Execution Time and Resources 

There is a little problem with resources. The resource 
information can be treated as a normal case attribute, because 
it has impact on execution time of task, but there can be 
some difficulties. For example, if we allow decision tree to 
build tree using resource attribute, final leaf will contain only 
records that were executed only by that resource. This could 
cause problems because sometimes it is better to look for 
more examples, even from another resource. However, if we 
do not have such training examples and resource 
performance does not differ too much from other resources, 
it is useful to look also to another resource records and 
consider them. 

The second problem is related to dynamic changes. Even 
if the process is the same (e.g., technological process), 
workers performance changes over time. More experienced 
workers may be faster, thus our algorithm should be 
prepared for dealing with that kind of issues. We recommend 
the following method, which slightly improved prediction in 
our manufacturing company. 

Suppose K-Nearest-Neighbour or Regression Tree (or 
Forest) classifier. All that classifiers could be implemented 
to return set of records rather than final prediction (mean and 
deviation). The result (mean, deviation) could be 

implemented over those records, but with different weights. 
First, records that belong to the resource, performance time 
of which is now predicting, should have bigger weight (for 
example two times higher) than other records. Second, these 
records (of our resource) should be considered in the time 
plan. Newest records should have also higher weights (for 
example two times higher than the oldest). Why it is not 
possible to take into account time plan also for other records 
(other resources)? Because it is very difficult to know about 
them enough information in order to take into account their 
improvement and skills compared to our resource. This could 
be issue to another paper. 

C. Computing Variance 

As we mentioned, low variance is important for good 
process of planning and material flow. It is useful to know 
variance of a task based on its attributes. Our tested method 
returns the set of examples and then computes means from 
them. It is not difficult to compute variance as well. But 
there can be a problem with different methods that do not 
return a set of examples, but only the final decision (not a 
regression tree problem, because leaves contains mean and 
also variance information even if algorithm is not built to 
return set of examples).  For example, it can be problem with 
Neural Network, which is not built to return examples at all. 

D. Test on Validation Data 

Previous results were tested on training dataset. We have 
done another test using test dataset (about 20% of whole 
data) to prevent overfitting. Results were very similar to 
previous tests; therefore, we did not include them here. It is 
because methods like KNN and Regression Tree are quite 
robust to overfitting. The second reason is related to data – 
there is some variance even for records with the same 
attributes. So overfitting is not an issue here. 

E. Summary 

We have tested three tasks: One machine with little 
human interaction, second machine with manual work and 
third packaging with little dependence on door type, but with 
dependence on resource. As it was presented, Regression 
tree is always less precise than other methods, while 
Regression Tree Forest is as precise as K-Nearest-
Neighbour, because it is like the optimized K-Nearest-
Neighbour. Last method was the weighted Regression Tree 
Forest. As it has been shown, weighting on workplace A did 
not improve result at all, because machine works 
independent on resources and time (it does not learn to work 
faster). In Workplaces B and C, there was some 
improvement. Workplace C had the worst results, because 
packaging is not dependent on door type too much, but it is 
dependent on resource – we can see that weighting slightly 
improved performance. 

VI. PREDICTION OF EXECUTION TIME OF TASKS USING 

ASSOCIATION RULES 

In some cases, there is a need to process non-relational 
data because sometimes the sizes of various cases can be 
different. Their main difference from classic relational data 



290

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

is the fact that various records can contain various counts of 
values (case parameters). To predict execution time of a 
process, it is suitable to use the association rule based 
classification because data are similar to a transactional 
database. For our task, we will consider each case as a 
transaction.  

A. Mining Association Rules 

Association rules were first introduced by Agrawal et al. 
[18]. Mining association rules was primarily designed for 
usage in transactional data. Therefore, it is not any problem 
with discovering association rules from this kind of data. A 
lot of algorithms for mining association rules in transactional 
data have been developed. The Apriori algorithm [19] is 
probably the most famous of them because of its simplicity. 
On the other hand, the FP-Growth algorithm [20] proved to 
be much more efficient than the Apriori algorithm.  

Association rules are most frequently used in market 
domain, typically for market basket analysis, where 
transactional databases are used. Here, the goal of mining 

association rules is to find rules of a form AB where A and 
B are sets of items. If this association rule is found, it is 
usually interpreted as: “If a transaction contains a set of 
items A, it is likely to contain a set of items B”.  

A formal description of the association rule mining 
problem is specified as follows. Let I = {i1, i2, …, in} be a 
set of items, which can be contained in a transaction. Let T = 
{t1, t2, …, tm} be a set of all transactions, where each 
transaction ti = {ii1, ii2, …, iik} is a set of items, where each 

item iij  I (for i 1,m and j1,k). If A is a set of items, a 

transaction t contains A in case that A  t. Then, an 
association rule is defined as an implication of the form 

AB, where A, B  I are sets of items, which are called 
itemsets. These sets must be disjoint. An itemset that 
contains k items will be called k-itemset. 

Potential usefulness of a rule is usually expressed by 
means of two measures – support and confidence. The rule 

AB has a support s, if s% of transactions contains both 
itemsets A and B. It represents the probability of occurrence 
of the rule in the database. This probability can be expressed 
as  

 support (AB) = P (AB) 

Confidence of the rule represents the strength of 
implication in the rule. It is the conditional probability that a 
transaction contains the set B provided that it contains the set 
A. This is expressed as  

 confidence(AB) = P(B|A) = P(AB)/P(A) 

For each association rules mining task, a value of 
minimal required support and confidence must be specified. 
If the condition of minimal support and confidence is 
satisfied, the association rule is called a strong association 
rule. A frequent set is an itemset satisfying user-defined 
minimum support and strong rules are generated from 

frequent itemsets that satisfy also user-defined minimum 
confidence. 

B. Association Rule Based Classification 

The model described above can be also adapted for 
classification. The association rule based method was 
originally designed for classification of text documents into a 
set of predefined categories. Each text document is 
represented as a transaction – a set of words (terms), which 
occur together in the corresponding text document. 
Generally, a transaction is defined as a set of items. 
Therefore, the only required information is the occurrence of 
the term in a document.  

Association rule based classification method was first 
introduced in [21]. The main advantage of it is that it 
provides a human understandable classification model in a 
form of association rules and good accuracy of classification. 
The Apriori-based algorithm is used to generate association 
rules.  

The next method called CMAR [22] was based on a well-
known FP-growth method for mining association rules, 
which is significantly faster than Apriori-based algorithms.  

The method described in this paper is a modification of 
association rule based classification method designed for text 
classification. The original method described in [23] works 
with text documents represented as transactions (set of terms, 
which occur in the document). In the training phase, 
association rules are discovered from these transactions for 
each class separately by use of the Apriori algorithm.  

For this classification method, we are focused only on a 
special form of association rules, which is usable for 
classification. The required form of a rule, which is a result 
of the training phase, is the following: 

 term1   term2    …   termn  Cat, 

where the antecedent of a rule contains a set of terms, 
which frequently occur together in documents that belong to 
category (class) Cat, which is contained in the consequent of 
an association rule.  

We can see that the task of training phase of the 
classification method is to obtain a set of association rules 
for each category. This set of rules is forming the classifier. 

While the set of categories is predefined and there is a set 
of documents belonging to each category, we can obtain a set 
of association rules separately for each category. For each 
category, a set of frequent itemsets is found with use of 
Apriori algorithm in a set of documents belonging to the 
corresponding category. Each frequent itemset is then 
associated with that category.  

That is why the method is called ARC-BC (Association 
Rule Classification – By Category). This property allows to 
perform so-called multiple-class classification, because there 
can exist rules with the same antecedent and different 
category in the consequent. If it is necessary to assign only 
one category for each document, we have to decide 
according to the value of support or confidence of a rule. The 
association rules with lower value of support/confidence are 
omitted from the classifier.  
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If the set of rules is generated, it very often contains very 
high number of similar association rules. To reduce their 
quantity, pruning techniques can be used. The task is to find 
association rules that are more general and have higher 
confidence.  

If we have a suitable number of rules for each category, 
we can use these rules to classify new objects (records, 
documents, etc.). We have to obtain a set of terms 
representing the new object. If there is an association rule 
that contains the same set of terms, the corresponding 
category is assigned to the object. 

Usually, more than one association rule (for more than 
one category) is found for a classified document. It is 
necessary to set a dominance factor, which is counted as a 
sum of association rules’ confidences. This allows getting a 
most dominant category or k most dominant categories for a 
document. 

In [24], this method was adapted to use it for 
classification of classical relational based data but the 
experiments presented showed that it is not very accurate if 
the table contains more quantitative attributes, which must be 
discretized before association rules are going to be 
discovered. In our process mining task, discretization of 
input data is not required. 

C. Usage in Process Mining 

The main difference between our process mining task 
and the process described above is the target attribute, 
because we have to predict a numeric value of processing 
time in our data mining task. The task must be transformed 
into a classification task. The only possibility to do it is to 
discretize the target attribute. Regarding the discretization, 
we have to make two decisions – we have to choose the 
discretization method and the size of intervals created from 
the values of the target attribute. This choice depends 
primarily on the end user’s requirements.  

Sometimes there may be a need to make some post 
processing steps after the training phase of the method 
because the same frequent itemset can be obtained for 
different categories by this classification method. There are 
two possible post processing tasks resulting from this fact: 

If the same frequent itemset is obtained for two adjacent 
categories (intervals in the antecedent of a rule), these two 
(or more) categories can be joined to form one association 
rule. 

If this appears for two or more intervals that are not 
adjacent, we can omit the rule with lower value of support, if 
it is significantly lower. If the difference between two 
support values is not very high, we should keep all those 
association rules in the result of the training phase.  

Discussion about this solution and presentation of some 
other interesting properties of this method will be contained 
in the experimental part of this paper.  

D. Experiments 

We have made some experiments with a real dataset from 
a door producer. The task was to predict time needed to 
make a door from the set of input attributes, such as material, 

size, weight, etc. The dataset consists of 17 input attributes 
and its size is 10000 records.  

It was necessary to discretize the time attribute to apply 
the association rule based classification - the attribute was 
discretized into three categories (intervals), which represent 
low, standard and high time needed to produce the door. 

1) Classification Accuracy 
Our dataset is a relational table and, therefore, it is 

possible to compare association rule based classification with 
other classification methods.  

The value of classification accuracy is between 75% and 
80%, depending on values of minimum support and 
confidence thresholds given by the user. This value of 
accuracy is comparable with other classification methods 
such as naïve Bayesian classifier, decision trees or support 
vector machines. This leads us to a conclusion that our 
method is suitable to predict time also in data with variable 
number of attributes. 

2) Examples of Association Rules 
As the association rule based classifier provides a user 

understandable model, it is also possible to analyze the 
association rules for individual categories. Probably the most 
interesting for the user will be the category, which represents 
high produce time.  

We can mention an example of association rule obtained 

by our method: door_construction = type_1  

edge_D=CH001  high_time. 
This kind of association rule helps producer to plan his 

production and to find the reason of delays during the 
production process. We have obtained about 30 association 
rules for the category representing “high production time”. 
Similar count of association rules has been obtained also for 
other categories.  

It is also interesting to analyze association rules obtained 
for more classification categories. This denotes for higher 
dispersion of time value. This fact also means that attributes 
contained in those rules have less influence on the time of 
production. If these association rules are joint into one rule, 
we have association rules of the form from the following 

example: hardness = 1  filling_type = DTA  high_time  

avg_time  low_time. 
At the end, we can take only interesting associations 

(only those with class high_time or low_time) and then 
select all records that contain these attributes and compute 

mean and variance for them. For example: type_1  edge_D  

= CA003  230s ± 100s. 

VII. UNMEASURED PROCESSES 

Unmeasured processes are processes with known process 
model, however, only the length of execution of the whole 
process is known. This case can be related to many 
companies, because measurement of every process step is 
expensive. But even if we do not know the exact time for 
every task, we are able to discover some of them if enough 
data is available.  

Unmeasured processes could be static or dynamic. Static 
processes are processes that have always the same tasks in 
their process model. For dynamic processes, the process 
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model is built during the runtime based on attributes of a 
process instance (case).  

Analyzing hidden processes could be easily topic for 
whole new paper, thus we will describe only situations 
related to our manufactory company. But our experience 
should be applicable for many other companies with the 
similar problem.  

We give theory only for dynamic processes because there 
is one problem with static ones – if every process instance is 
the same, we cannot compute what is inside the process, 
because it is the changes what allow us to find something 
valuable. On the other hand, static processes are more 
predictable and they could be treated as atomic task. 

A. Sequential Dynamic Processes 

Sequential dynamic processes are processes with 
sequential flow but every process instance contains different 
tasks. One process instance could contain tasks A, B, F, H, 
another one could contain C, E, I. We know duration of the 
whole process instance and names of executed tasks (and 
their order, if it is important). So our information can look as 
follows: 

 

A, B, F, H = 213s, 

C, E, I  =  170s, 

etc. 

 
Our objective is to assign average time duration to every 

task in order to best fit the execution time of the whole 
process. It is obvious that total execution time is the sum of 
lengths of all tasks in the case. If A = 100s, B  = 60s, F = 20s 
and H = 17s, the case with tasks A, B, F, H is supposed to be 
executed after (A+B+F+H) 197 seconds.  How much close 
we will be to real time (213s) depends on quantity (and 
quality) of measured data, total number of possible different 
tasks (size of problem space) and nature of process. If a 
process is predictable (for example machine) then result will 
be close to real values. If a process is not predictable (mainly 
manual labor) then the result will be far from real values, but 
it can be still usable. If a process is exact, it is possible to 
solve the problem with linear equations but this is not 
common for most situations. Even if there is a machine with 
quite predictable speed, its swiftness could be dependent on 
some case attributes (which are or are not available) and 
even if not, there will be still some little variance – for 
example machine must be supplied by material, however, the 
material flow can differ from machine speed. Analyzing 
unmeasured dynamic processes, which is also highly 
dependent on attributes, is not an easy issue to solve. First, 
we will describe how to analyze process, which is not 
dependent on attributes. 

We have created quite simple algorithm, which was able 
to compute satisfactory result quite fast. Our algorithm is an 
iterative computation based on heuristics. Initially, we 
generate candidate solution to heavily speed up iteration. We 
make the following computation: 
 

 

 

Input: Dataset, which contains all process instances 

Output: List of predicted times for all tasks 

1. For each record (process instance I, which contains of 

N tasks) 

2. Compute execution time for every task in case as: 

3.               t = Execution time (I) / N 

4. Add the value of t to time collection of the task. 

5. Compute average from these times for every task. 
Algorithm 2: Initial Candidates 

 

Example: 

A, B, D => 210s 

A, C, D => 240s 

210 / 3 = 70. A = {70}, B = {70}, D = {70} 

240 / 3 = 80, A = {70, 80}, C = {80}, D = {70, 80}  

Averages: A = 75, B = 70, C = 80, D = 75 

 

Second step is the Iterative Algorithm is following: 

 

Input: Dataset, which contains all process instances 

Output: Improved list of predicted times for all tasks 

1. Randomly select one task T. 

2. For every record ri (process instance): 

3.  If ri contains T then continue  

            else go to next record (2). 

4.  Count difference between real time and predicted 

time as: diffi = real – predicted. 

5. diff = diff / number of records containing T 

6. task time = task time + diff * learning coefficient 

7. Compute error E as:  

E = diffi (sum of all differences) 

8. Repeat algorithm until error decreases. 
Algorithm 3: Iterative Algorithm 

 
We have used the value 0.2 as a learning coefficient.  

Learning coefficient is a common method for iterative 
computing, because we do not want to converge to 
suboptimal solution. Good example is the perceptron 
learning algorithm, which was inspiration for our method. 

We have tested our method in manufacturing company at 
a manual workplace. This workplace always makes several 
different tasks on doors based on customer demands. Tasks 
are known, however, only time of whole process instance (all 
tasks on one door) is available. We had about 44 thousands 
of process instances and about 5 thousands of different tasks. 
This is a big number but most of them occurred only once or 
twice. Only about two hundreds of tasks appeared 
frequently.  

Management previously used simple average time for 
every process instance regardless what tasks were included 
in the subprocess. Similar method was used as reference 
solution in previous sections, thus we have used it again. Its 
error was computed in the same way as it was mentioned in 
in step 2 of previous algorithm. The reference error is 
obtained as a sum of all absolute values of difference ( |real – 
average| ) of times for all records. 



293

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Error for average time was 131 seconds (average time 
was 354 seconds). After application of the first algorithm 
(computation of initial candidate), we lowered error to 84 
seconds. After few seconds run of the algorithm (iteration), 
error was decreased to 71 seconds. Thus, initial error was 
354 ± 131 and we reduced it to 354 ± 71 seconds. This is a 
satisfactory result and we do not suppose it could be much 
more improved because of natural unpredictability of manual 
processes. 

1) Setup Time 
Every process may have a setup time. That hidden task 

must be done for every process instance, for example the 
administration or reading the line information from product 
and etc. It may be better to use the normative information 
(measured by standardizer). The problem is that the 
algorithm itself will provide the same error results regardless 
what the set up time is (because the setup time affects all the 
process instances in the same way, this is the problem for 
static processes as we have described it at the beginning of 
this section). But if you want to use task times not only for 
prediction then it is better to measure setup time by 
standardizer and add it to every process instance and then 
compute more realistic task times. 

2) Average Time for Task 
An intuitive way is assigning all tasks an average value. 

This can be done by dividing all process instances by 
number of tasks in it (if there is setup time, we must subtract 
it). Then, we will count average value from these numbers. 
The prediction is now counted as: Total time = setup time + 
number of tasks * average time for task. However, result of 
this method was 145 seconds, which is even worse than our 
base error (131). This is the reason why we did not include 
this method in overview. But it could work for problems 
with similar task times, which was not our case. 

3) Genetic Algorithm 
We have also tested a genetic algorithm with one point 

crossover, tournament selection, mutation and 50 individuals 
in generation. Every individual had a vector that represents 
times of particular tasks. Result of the genetic algorithm was 
not better than the previous method (also not worse), but we 
were testing it repeatedly for several hours. Previous 
algorithm was able to compute it in about half minute. Thus, 
our method is good enough and very fast, with results 
comparable to genetic algorithms. 

We have tried the same genetic algorithm with starting 
individuals close to solution that was found by previous 
iterative algorithm, but result was only slightly better (error 
value was 69 seconds). 

4) K-Nearest Neighbor 
K-nearest neighbor is the good classifier as we used it 

previously with satisfactory results. Our result was also 
satisfying. It reduced error to 73 seconds (from 131s), which 
is very close to our previous results. However, it has a high 
computational demand, which can cause problem while 
using it in real time monitoring. 

Because of different lengths of vectors (process may 
contain any number of tasks), there are multiple ways how to 
implement similarity. We have chosen this one: 

At first, all close vectors are found. Those vectors must 
have the same length and must not differ less than in one 
task. But if the vector length is smaller than 3, the vectors 
have to be completely similar. We have got a result  - 
collection of pair – time (that belong to vector) and weight. 
The similar vectors have weight equal to 1; slightly different 
vectors have weight equal to 0.7. 

If the result collection has too few items (e.g., less than 
10), it is used average time of all records instead. This last 
rule highly depends on nature of the process. In highly 
predictable process, variance is too low, thus it is possible to 
compute result from a small number of examples. But 
processes with relatively high variance will need more than 
few items. 

We have tried several different settings of this method, 
but all settings led to similar results. It seems that error about 
70 seconds is close to global optimal solution of the problem. 

5) Process with Attributes 
To gain better result, we need more information. Process 

attributes are suitable candidates. Process attributes can be 
some descriptive attributes of the process or resources 
involved in the process. Attributes can affect execution time 
of the process in the same way as affected it in previous 
sections. The only difference is that we also have different 
set of tasks in different process instances, thus ordinary 
classification methods are going to fail, but not while 
combining them with some previously mentioned methods 
(classification or association rules). Let us suppose, we have 
computed average time of every task (with some error, of 
course). Predicted time of process instance is a sum of 
average time of its tasks, as we described earlier. So we have 
two times – real time and predicted time. We need to 
compute their ratio. 

 ratio = real time / predicted timed 

The ratio is now the target attribute to predict. Now, we 
can use any classifier (or association rules), as we described 
them in Sections V and VI. In the testing phase, we can 
obtain ratio of the process instance based on attributes. Then, 
we will compute predicted time based on sum of average 
times of its tasks. Finally, we will multiply ratio with 
obtained time. 

We have tried the decision tree forest and difference error 
of 66 seconds (result of prediction without attributes is 71 
seconds) was obtained. That is not an excellent result but it is 
usable. Problem consists in the fact that the process of 
computing average times of task is itself inaccurate, thus the 
result of classification cannot be so accurate as well. But the 
total result – error of 66 seconds from initial 131 seconds is 
still a useful result. 

6) Multiple resources in process 
If there is only one resource, it is possible to use resource 

as ordinary attribute. But what if there were multiple 
resources working on different tasks? Or, what if it is known 
how effective the resource is? We can use similar approach 
that was described in Sections V and VI, only with one 
difference. We cannot multiply classifier result with the total 
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process time, but we must first multiply resource efficiency 
with its task time. For example, John did Task A and B and 
Jane did task D. Times are A = 2 min, B = 3 min, D = 1 min 
and worker efficiency is John = 0.7 Jane = 1.1. Then total 
time = Classifier ratio * (2 * 0.7 + 3 * 0.7 + 1 * 1.1).  

It could be quite hard to compute workers efficiency 
from that kind of data, thus it could be better solution to gain 
it differently (from some data with more precise information 
or from a standardizer). Of course, worker could be more 
skilled in one process and less skilled in another, but 
manager’s experience tells (for manual jobs without high 
qualification), that if worker is slow in process A, it will be 
probably slow in process B as well. 

7) Computing Variance 
As it was said previously, variance is very important for 

planning– mainly for material flow and overall planning. 
High variance causes high inventory and there is a problem 
with synchronization, which can cause deviation from 
desired plan. Variance could by computed using this 
approach. The main idea behind it is that we have set of 
process instances (records) that contain that information – set 
of tasks, and real time of process execution and finally 
predicted time (previously computed by some of our 
methods). Variance for a task is computed as follows. At 
first, all records containing these tasks are selected.  

Then, we need an average value and a current value, 
which is a need for variance computation. We do not know 
what the average value is, but we can suppose that predicted 
value of that record is close to average value of the process 
instance because this is what our methods needed to 
compute. Then, current value is the real value and (real time 
– predicted time)2 is a base assumption.  
 

Input: Dataset containing all process instances. 

Output: Values of difference for each task. 

1. For each task T 

2.  For each record r containing T 

3.  diffT = diffT + (real – predicted)
2
 

4. diffT = diffT / number of records containing T 

Algorithm 4: Counting the values of difference 

 
Note that variance computation is only an estimation, not 

an exact mathematical calculation. If a task causes high 
deviation, then the records of the task will also cause high 
deviation (difference between real and predicted time). 
However, if a task with high deviation is present many times 
with task with low deviation, their deviations will be 
average, so this is only the estimation, which is possible to 
be wrong and it highly depends on tasks, which are in the 
process instances. 

8) Summary of Methods 
Figure 5 is an overview of used methods. We can see that 

precision of all methods are nearly similar, except that 
genetic algorithm and K-Nearest-Neighbor takes much 
computing time – genetic algorithm has very long learning 
time and KNN very long testing time. We can also see that 
classification using attributes slightly improved error rate. 

 

9) Validation on test data 
We did also validation on test data (Data Set was divided 

by 99% for train data, 1% for test validation data). This 
unbalanced distribution was caused by fact that every day 
some new operation that was not in previous data occurred. 
So if we divided our data for example by 80% and 20%, 
results were very bad. There is a high need to learn system 
continuously in real production to better estimate time of 
brand new tasks. This is possible, because our algorithm 
needs about one minute to run. 

We tested 99% of train data with fifty rounds of cross 
validation. Result was slightly worse than error in training 
data (about 1-3 minute to error of every method)  so we did 
not include it here. 

But we also include one little thing – in real prediction, 
every day a new operation with unknown time occurred. We 
have assigned it average time of all known tasks times.   

B. General Dynamic Processes 

General dynamic processes could include parallelism and 
every process instance could be a different process with 
different tasks. Resolving task performance times for general 
processes is more complicated than for sequential processes. 

Example of some process instance with parallelism 
(symbol || means parallelism, symbol + serial execution): A 
+ B + ( (C + D) || (E + F) ) + J. 

This means that A and B are executed serially, then two 
parallel branches are executed – first C and then D, second E 
and then F and after waiting for both branches task J follows. 
Another example of process instance could look like that: A 
+ ( C || (E + F + B) ) + D + D. 

We did not deal with that kind of problem in our 
manufacturing company; however, we would like to propose 
some ideas for future research in this area. Because general 
dynamic process could be any process, every process 
instance has to contain process definition (or log with 
parallelism – see below), not only tasks. If only tasks are 
available, we may use Process Discovery first [6]. This could 
work in some cases, but we will first focus on processes with 
known model. 

Let us suppose we know average times of all tasks. Then, 
the question is, how to compute final process instance time? 
Two examples above show a task execution log enhanced 
with parallel execution. What is the difference between 
normal log and log with parallelism? Normal log for both 
examples should look like: A, B, C, E, D, F, J and A, C, E, F, 
B, D, D. 

This log contains information about executed tasks in 
order to their completion time (or start time). Using this, we 
do not know exactly, which tasks were executed in parallel 
and which of them sequentially, thus we cannot solve 
anything. If there is only a sequential log, process model 
must be available (either for every process instance or 
globally for all process instances). What is difference 
between process model and log with parallelism? Look at the 
second example: A + (C || (E + F + B)) + D + D. 

This process instance should be executed by many 
different process models – for example, two final tasks D 
could be in process instance log, where the task D could be 
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in a loop that allows repetitive execution or it could be 
always two serial tasks D (for whatever reason). 

 

 

Figure 5. Results of different methods for dynamic sequential processes. 

Base error is computed as an error if we use average mean value from 

whole data set for all predictions.   

How can we compute total estimated process instance 
time if we know average times for all tasks? If we have a log 
with parallelism, it is not so difficult. We must simulate this 
dynamic process as it is – if there is a sequential execution, 
we will be adding performance times. If there is a parallel 
execution, we will be able to continue after slower branch is 
completed. For example, first process (A = 2 min, B = 3 min, 
C = 4 min, D = 1 min, E = 1 min, F = 2 min, J = 5 min): A + 
B + ((C + D) || (E + F)) + J.Total = 2 + 3 + Max(4 + 1, 1 + 2) 
+ 5 = 15 min. 

Function Max returns maximum from two input 
numbers. If there is a more complicated process, we must 
use recursion. But what if we know a process model and a 
sequential log? We can use log replay as it is described in [6] 
in the section about Conformance Checking. 

1) How to find solution? 
How to find average times for huge set of process 

instances? It is important that every process instance is at 
least a bit different as we discussed it earlier. Static processes 
are always the same and there are low chances to analyze 
what is inside the process. 

Because of the complexity of the problem, we suggest to 
use Genetic Algorithm. Solution can be coded as a vector of 
real numbers. For example, process instances could contain 
four tasks – A, B, C, D. Thus, we will have vector with four 
real numbers. Fitness of the solution is an evaluation of all 
process instances and computing error. Error should be 
computed in the same way as in Sequential Dynamic 
Processes – error = | real time – predicted time|. After that, 
genetic algorithm setting continues (selection, mutation, 
crossover. number of individuals in generation, static / steady 
state, etc.). We cannot say what setting will be the best 
because it highly depends on current process instances.  

We believe that the genetic algorithm should be able to 
find average times of tasks to find suboptimal solution. But 
closer experiments are beyond the scope of this paper. 

 
 

2) Problem with Process Discovery 
Process Discovery is able to find process model from 

logs [6][7]. Problem of this solution is that it does not 
distinguish between serial execution with arbitrary order and 
parallel execution. For example, let us have two logs: A, B 
and B, A. 

Most Process Discovery algorithms (as Alpha Algorithm 
[7]) see it as a parallel execution, because it does not depend 
on the order. This should be acceptable when we are 
analysing log to discover some usable process model that 
represents some probably possible executions of process, but 
it is not suitable for our time prediction. Sequential and 
parallel executions are evaluated differently. If A is 2 
minutes and B is 3 minutes, than sequential execution takes 5 
minutes and parallel 3 minutes. Administrative processes 
usually also allow this parallel execution really in parallel (if 
electronic documents are used). In manufactory, products 
cannot be produced on both in task A and task B in the same 
time, If parallelism is discovered then it only means that it 
does not depend on order of task. But there is another 
problem – what if there is some material in process that will 
be mounted on product later during processing? Now, it is 
possible that there is a parallel work, which indicates a 
problem. 

However, Process Discovery could still be usable if we 
know which resource executed which task. If task A and B 
are executed by one resource, we know that even if Process 
Discovery says it is parallel execution, one resource must 
execute it sequentially. 

Note that Process Mining discovers global process model 
for all process instances with OR routing branches, so log 
replay must be used to merge process model and log as we 
mentioned above, see Conformance Checking [6]. 

VIII. ANALYSING ERRORS 

Primary analysis of execution time is the main focus of 
this paper but we can also analyse errors. Errors can be also 
dependent on attributes. Errors are an important part of 
simulation. We cannot simulate errors with very low 
probability but we must simulate operational errors like 
defective products. Error situations must be sometimes 
analysed separately from the time analysis (error in products 
must not be involved in time computation), because errors 
are mostly treated differently – for example defective 
products will be sent to repair (another task, similarity with 
Decision Analysis (Section III), or thrown away. 

1) Classification methods 
Classification methods can be easily transformed to 

predict errors instead of time. Error will be used as a target 
attribute of record for classification (0 – no error, 1 – error). 
After that, classifier can predict error for given attributes – 
for example it returns value 0.07, it means there is 7% 
probability of error in that task.  

A. Association methods 

It is also possible to use association rule based 
classification to predict errors. There are two classification 
categories in this task – 0 (“no errors”) and 1 (“error”). It is 
not difficult to obtain some association rules and classify the 
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cases but the main problem is the fact that the training data 
for the “error” category is much smaller than the “no errors” 
category because it is expected that most of products will be 
made without errors and no cases will be classified to “error” 
category.  

Therefore, we will concentrate only on association rules 
obtained for the “error” category. Deeper analysis of this set 
of association rules can show us some interesting properties 
of cases, which lead to some error.  

To use association rules for classification, some complex 
post-processing of association rules should be designed and 
implemented. This is one of the issues to be solved in the 
future research. 

B. Unmeasured process 

Error could happen in unmeasured processes. There 
could be many settings of how error should be handled. 
Process should stop immediately when error occurred, or it 
could run to its end and then all errors are resolved. Other 
information is related to error itself – if we know, which task 
contained error and which one did not – in this situation we 
know only that the process instance finished in error state. 
First situation will result in more precise probabilities and it 
is also quite simple to compute – if there are no attribute 
dependencies, we could only compute successful and 
unsuccessful (error) execution and compute ratio. 

Second situation is more complicated. We know that 
error occurred somewhere in process, but we do not know 
where it is exactly located (in which tasks). However, it 
could be easily solved by a genetic algorithm. Vector of 
tasks error probabilities is a possible solution. Fitness of this 
solution could be computed this way. We will resolve all 
process instances using random generator – process instance 
will be replayed and error will be randomly generated using 
error probabilities for tasks. For example: 

Assume Serial Process: ABC – A – 0.02, B – 0.01, C – 
0.04. Thus, the random generator will generate error with 
probability 0.02 (Task A). If an error occurs then process 
instance will stop and it will end with error. If there was an 
error in historic data then fitness will be increased by 1, 
otherwise by zero. Vice versa, if result of random generator 
is successful, run of process and historic data also ends 
successfully, fitness will also be increased by 1. This must be 
repeatedly executed (at least 10-40 times, the more times, the 
more precise result, but more computational cost). 

The result of the genetic algorithm is most probable task 
error rates. We did not have data for this type of problem. 
We included this method as another future research idea. 

IX. COLLECTING DATA 

We are also trying to start discussion with specialists on 
measurement, because measuring devices are quite 
expensive. There is need to join information from 
measurement, data mining and manufacture planning, 
because there is no need to measure everything. For example 
Half Measurement (Section III) is good example of saving 
money. We will now describe what is important in 
measurement to build simulator: 

- Measure every critical task (bottlenecks). Task that 

are not in any critical path, don not have to be 

measured. 

- It is good to have information about error in data, 

because it is problem to get it from them using only 

time information (Section III). 

- Use Half Measurement everywhere where it is 

possible. Be careful, because only workplaces with 

low variation of production rate and high utilization 

are candidates for Half Measurement. 

- Information about breaks is important, because we do 

not want to include them in production time. 

- Sometimes, removable measure devices should be 

used to measure more tasks in different times – but be 

assured that nothing important has change since last 

measurement. Information must be valid, not 

obsolete. 

- Machine with constant production speed, which are 

also independent on product attributes do not have to 

be measured. But be careful, sometimes preparation 

of product for the constant machine is dependent on 

product attributes, in that case, measure preparation 

instead of production. 

X. CONCLUSION 

In the paper, it has been shown that the quality of results 
does not depend only on our methods, but mainly on 
manufactory itself. For example, if execution time cannot be 
predicted from case attributes in expected precision, 
prediction will be useless. But this does not mean that the 
whole task is not predictable. Some tasks has little variance 
itself, so no advanced methods are needed.  

In our company, predictions helped lower execution time 
variance, which is very useful in internal logistics planning, 
but there is a question what precision is needed to implement 
some better planning techniques that will enable significant 
saving especially in space and time needed for 
manufacturing production by improving input data for 
planning algorithms. We can also find a subset of case 
parameters that have low time deviation and try to optimize 
their production. Other cases could be produced in another 
time or in other machines in parallel with another approach 
(slower but more robust).  

Resources working speed was also the big issue. In 
addition, dynamic aspect of process (new machines, resource 
improvement) is a problem to solve. We also tried other 
approaches like Association Rules and use them with 
success, but still, some problems are awaiting us, mainly 
because of unmeasured or partly measured processes. We 
introduced some solutions that worked and we hope that 
other problems will be solved too. This could be topic of our 
further research. We believe these methods could reach 
maturity and will be used in some manufactories in future. 
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Abstract— WordNet® is one of the most important resources 

in computation linguistics. The semantically related database 

of English terms is widely used in text analysis and retrieval 

domains, which constitute typical features, employed by social 

networks and other modern Web 2.0 applications. Under the 

hood, WordNet® can be seen as a sort of read-only social 

network relating its language terms. In our work, we 

implement a new storage technique for WordNet® based on 

graph databases. Graph databases are a major pillar of the 

NoSQL movement with lots of emerging products, such as 

Neo4j. In this extended paper, we present two new graph data 

models for the WordNet® dictionary. We use the emerging 

graph database management system Neo4j and deploy the 

models on-disk as well as in-memory. We analyze their 

performance and compare them to other traditional storage 

models based on native file systems and relational database 

management systems. With this contribution, we also validate 

the applicability of modern graph databases in new areas 

beside the typical large-scale social networks with several 

hundreds of millions of nodes. 

Keywords-WordNet®; semantic relationships; graph 

databases; storage models; Neo4j; on-disk and in-memory 

DBMS; performance analysis. 

I. INTRODUCTION 

This paper is an extension of the work done in [1], whose 
aim is to provide new data representation models for 
WordNet® based on modern NoSQL graph databases. In this 
paper, we implement various data storage models for these 
representations varying from in-disk models, creating in-
memory virtual disk representations and using pure in-
memory models. It is worth mentioning that the size of the 
WordNet® dictionary enables the efficient employment of 
these variations and offers the best benchmarking platform 
for applications of this moderate size. 

WordNet® [2] is a large lexical database of English 
terms and is currently one of the most important resources in 
computation linguistics. Several computer disciplines, such 
as information retrieval, text analysis and text mining, are 
used to enrich modern Web 2.0 applications; typically, social 
networks, search engines, and global online marketplaces. 
These disciplines usually rely on the semantic relationships 
among linguistic terms. This is where WordNet® comes to 
action. 

A parallel development over the last decade is the 
emergence of NoSQL databases. Certainly, they are no 

replacement for the relational database paradigm. However, 
Web 2.0 builds a rich application field for managing billions 
of objects that do not have the regular and repetitive pattern 
suitable for the relational model. One major type of NoSQL 
databases is the graph database model. Since social 
networks can be easily modeled as one large graph of 
interconnected users, they can be the killer application for 
graph databases with their strength in traversing and 
navigating through huge graphs. 

However, little to no work has been done to investigate 
the use of graph database management systems in moderate 
sized databases. Of course, the database has to be 
relationship-rich for the implementation to make sense. In 
our work, we implement a new storage technique for 
WordNet® based on graph databases. For this purpose, we 
present two data models and implement them on an 
emerging graph database management system: Neo4j [3]. 
Currently, Neo4j is the leading graph database management 
system in terms of installations and user base. WordNet® 
dictionary has several characteristics that promote our 
proposition: it is used in several modern Web 2.0 
applications, such as social networks; it has a moderate size 
of datasets; and traversing the semantic relationship graph is 
a common use case. 

Since the modeling and benchmarking experiences of 
these new graph databases are not as established as in the 
relational database model, we implement two variations and 
conduct several performance experiments to analyze their 
behavior and compare them to the relational model. 

The rest of the paper is organized as follows. Section II 
provides a background on WordNet® and its applications as 
well as a brief survey on graph database technology. Our 
proposed system and data models are presented in Section 
III. In Section IV, we describe the storage models. Section V 
contains the results of our performance evaluation and 
Section VI concludes the paper and presents a brief insight in 
our future work. 

II. BACKGROUND 

A. WordNet® 

The WordNet® project began in the Princeton University 
Department of Psychology and is currently housed in the 
Department of Computer Science. WordNet® is a large 
lexical database of English [2]. Nouns, verbs, adjectives and 
adverbs are grouped into sets of cognitive synonyms 
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(synsets), each expressing a distinct concept. A synset 
contains a brief definition (gloss). Synsets are interlinked by 
means of conceptual-semantic and lexical relations. 
WordNet® labels the semantic relations. The most 
frequently encoded relation among synsets is the super-
subordinate relation (also called hyperonym, hyponym or IS-
A relation). Other semantic relations include meronym (a 
term which denotes part of something but which is used to 
refer to the whole of it), antonym (a word opposite in 
meaning to another), and holonym (a word that names the 
whole of which a given word is a part). The majority of the 
WordNet®’s relations connect words from the same part-of-
speech (POS). Valid WordNet parts-of-speech include 
(noun="n", verb="v", adj="a", and adverb="r"). Currently, 
WordNet® comprises 117,000 synsets and 147,000 words. 
Today, WordNet® is considered the most important resource 
available to researchers in computational linguistics, text 
analysis, text retrieval and many related areas [4]. Several 
projects and associations are built around WordNet®. 

The Global WordNet Association [5] is a free, public and 
non-commercial organization that provides a platform for 
discussing, sharing and connecting wordnets for all 
languages in the world. The Mimida project [6], developed 
by Maurice Gittens, is a WordNet-based mechanically 
generated multilingual semantic network for more than 20 
languages based on dictionaries found on the Web. 
EuroWordNet [7] is a multilingual database with wordnets 
for several European languages (Dutch, Italian, Spanish, 
German, French, Czech and Estonian). It is constructed 
according to the main principles of Princeton’s WordNet®. 
One of the main results of the European project that started 
in 1996 and lasted for 3 years is to link these wordnets to 
English WordNet® and to provide an Inter-Lingual-Index to 
connect the different wordnets and other ontologies [8]. 
MultiWordNet [9], developed by Luisa Bentivogli and others 
at ITC-irst, is a multilingual lexical database. In 
MuliWordNet, the Italian WordNet is strictly aligned with 
the Princeton WordNet®. Unfortunately, it comprises a 
small subset of the Italian language with 44,000 words and 
35,400 synsets. Later on, several projects, such as ArchiWN 
[10], attempt to integrate WordNet with domain-specific 
knowledge. 

RitaWN [11], developed by Daniel Howe, is an 
interesting library built on WordNet®. It provides simple 
access to the WordNet ontology for language-oriented artists. 
RitaWN provides semantically related alternatives for a 
given word and parts-of-speech (POS) such as returning all 
synonyms, antonyms, hyponyms for the noun “cat”. The 
library also provides distance metrics between ontology 
terms, and assigns unique IDs for each word sense/pos. 

Several projects aim at providing access to the 
WordNet® native dictionary. For example, JWNL [12] 
provides a low-level API to the data provided by the standard 
WordNet® distribution. In its core, RitaWN uses JWNL to 
access the native file-based WordNet® dictionary. Other 
projects, such as WordNetScope [13], WNSQL [14], and 
wordnet2sql® [15], provide a relational database storage for 
WordNet®. 

B. Graph Databases 

NoSQL databases are older than relational databases. 
Nevertheless, their renaissance came first with the 
emergence of Web 2.0 during the last decade. Their main 
strengths come from the need to manage extremely large 
volumes of data that are collected by modern social 
networks, search engines, global online marketplaces, etc. 
For this type of applications, ACID (Atomicity, Consistency, 
Isolation, Durability) transaction properties [16] are simply 
too restrictive. More relaxed models emerged such as the 
CAP (Consistency, Availability and Partition Tolerance) 
theory or eventually consistent [17], which in general means 
that any large scale distributed DBMS can guarantee for two 
of three aspects: Consistency, Availability, and Partition 
tolerance. In order to solve the conflicts of the CAP theory, 
the BASE consistency model (Basically, soft state, 
eventually consistent) was defined for modern applications 
[17]. In contrast to ACID, BASE concentrates on availability 
at the cost of consistency. BASE adopts an optimistic 
approach, in which consistency is seen as a transitional 
process that will be eventually reached. Together with the 
publication of Google’s BigTable and Map/Reduce 
frameworks [18], dozens of NoSQL databases emerged. A 
good overview of existing NoSQL database management 
systems can be found in [19]. 

Mainly, NoSQL database systems fall into four 
categories:  

 Key-value systems, 

 Column-family systems, 

 Document stores, and 

 Graph databases. 
Graph databases have a long academic tradition. 

Traditionally, research concentrated on providing new 
algorithms for storing and processing very large and 
distributed graphs. These research efforts helped a lot in 
forming object-oriented database management systems and 
later XML databases. 

Since social networks can be easily viewed as one large 
graph of interconnected users, they offer graph databases the 
chance for a great comeback. Since then, the whole stack of 
database science was redefined for graph databases. At the 
heart of any graph database lies an efficient representation of 
entities and relationships between them. All graph database 
models have, as their formal foundation, variations on the 
basic mathematical definition of a graph, for example, 
directed or undirected graphs, labeled or unlabeled edges and 
nodes, hypergraphs, and hypernodes [20]. For querying and 
manipulating the data in the graph, a substantial work 
focused on the problem of querying graphs, the visual 
presentation of results, and graphical query languages. Old 
languages such as G, G++ in the 80s [21], the object-oriented 
Pattern Matching Language (PaMaL) in the 90s [22], 
through Glide [23] in 2002 appeared. G is based on regular 
expressions that allow simple formulation of recursive 
queries. PaMaL is a graphical data manipulation language 
that uses patterns. Glide is a graph query language where 
queries are expressed using a linear notation formed by 
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labels and wildcards. Glide uses a method called GraphGrep 
[23] based on sub-graph matching to answer the queries. 

However, modern graph databases prefer providing 
traversal methods instead of declarative languages due to its 
simplicity and ease of use within modern languages such as 

Java. Taking Neo4j as example, when a Traverser is 
created, it is parameterized with two evaluators and the 
relationship types to traverse, with the direction to traverse 
each type. The evaluators are used for determining for each 
node in the set of candidate nodes if it should be returned or 
not, and if the traversal should be pruned (stopped) at this 

point. The nodes that are traversed by a Traverser are 
each visited exactly once, meaning that the returned iterator 
of nodes will never contain duplicate nodes [3]. 

Several systems such as Neo4j [3], InfoGrid [24], and 
many other products are available for research and 
commercial use today. Typical uses of these new graph 
database management systems include social networks, GIS, 
and XML applications. However, they did not find 
application in moderate sized text analysis applications or 
relationship mining. 

III. PROPOSED SYSTEM AND DATA MODEL 

Fig. 1 provides an overview of the proposed 
implementation. RitaWN [11] provides synonyms, 
antonyms, hypernyms, hyponyms, holonyms, meronyms, 
coordinates, similars, nominalizations, verb-groups, derived-
terms glossaries, descriptions, support for pattern matching, 
soundex, anagrams, etc. In Fig. 1, RitaWN is represented by 
an arbitrary client in this domain, which sends semantic 
inquiries and receives the results as a list of related terms. In 
the actual RitaWN, the library wraps Jawbone/JWNL [12] 
functionality for Java processing; which, in turn, accesses the 
native WordNet® dictionary. 

 

 
Figure 1.  Architecture of the proposed system. 

In order to separate the data representation model from 

the logic, we extract a RiWordNetIF Java interface. The 
interface defines methods to return semantically related 
words. The methods are categorized into 4 groups in 
ascending complexity with respect to reaching the returned 
values: 

 Attribute inquiries: these methods return single 

attribute values for a given word, such as String 

getBestPos(String w) and boolean 

isNoun(String w). 

 Semantic relationships inquiries: in this set, methods 
return all semantically related words for a given 

word and POS, such as String[] 

getHolonyms(String w, String pos) 

and String[] getHypernyms(String w, 

String pos). In our system, we define eight such 
methods. 

 Relationship tree inquiries: in this set of methods, 
the library returns the whole path from the first 
synset for a given word and POS to the root word. 
Typical root words in WordNet® are “Entity” or 
“Object”. In our implementation, we have 
String[] getHyponymTree(String w, 

String pos) and String[] 

getHypernymTree(String w, String 

pos); which basically trace back 

getHyponym(String w, String pos) and 
getHypernym(String w, String pos) 
respectively to the root word. 

 Common parent inquiries: methods of this group 
find a common semantic path between two words in 
a POS subnet by traversing the WordNet® synset 

graph. For example, the method String[] 

getCommonParent(String w1, String 

pos, String w2) finds the following path 
illustrated in Fig. 2 for the nouns “dog” and 
“animal”. Traversal is done based on a Depth First 
Search algorithm with a slight adaptation to stop 
traversing whenever one of the synsets of the sink 

term w2 is reached. 
 

Figure 2.  Semantic path from ‘dog’ to ‘animal’ . 

A. Data Model 

In the storage layer, illustrated in the lower part of Fig. 1, 
we provide four different representations for the WordNet® 
dictionary as described in the following subsections. 

1) File-based Model 
In its original implementation, RiTa.WordNet uses the 

JWNL [12] library to directly browse the native dictionary 
provided by a standard WordNet® installation. As will be 
shown later, this implementation has the worst performance. 
We use it for validation purposes for the other three 
implementations. 

2) Relational Database Model 
We use a database model similar to the one used in [15]. 

Fig. 3 illustrates a UML class diagram for the relevant 
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classes. The words entity has a wordid as a primary key, 

the lemma definition and the different POSs are coded as 
string with the best POS as the first character of the string. 

Similarly, the synsets entity holds all WordNet® synsets, 

their POS, and definition. The primary key is synsetid. 
The many-to-many relationship between words and synsets 

is modeled by the senses entity. It contains the foreign 

keys wordid and synsetid. Synsets are related to 

each other via the semlinks entity. Synset1id points to 

the from direction and Synset2id to the to direction. 

The types of semantic links are defined by linkid which is 

a foreign key to the linktype entity. All types of links are 

listed in the linktype entity. 
 

 
Figure 3.  UML class diagram for the relational database. 

3) Graph Database Model 
In our proposed work, we model the WordNet® as a 

graph database. An object diagram is illustrated in Fig. 4. We 

have two types of nodes: words (illustrated as ellipses) and 

synsets (illustrated as hexagons). The attributes of a word 

are a lemma and the different POSs, which are coded as a 
string with the best POS as the first character of the string. 

The synset has a property definition. There exists a 

bi-directional relation Rel_sense between words and 

synsets. The attribute pos of the relation indicates the 

POS associated with the sense. Synsets are interconnected 
by directed relations. These relationships 

Rel_SemanticLink carry the type of the link in the 

attribute type. For example, in Fig. 4, word w1 has one sense 

as a noun with link to sysnset sa and two senses as verbs 

for synsets sc and sd. Synset sa has two hyponyms 

sb and se by following the relationships 

Rel_SemanticLink with type “hyponym”. w4 has one 

sense sb as a noun. w2 and w3 – as nouns - share the same 

synset se. w5 has only one sense as a verb which is sc. 

So, if getHoponyms(“w1”, “n”) is called, the result 

will be w2, w3, and w4. 

 
Figure 4.  Object diagram for the proposed WordNet® graph database 

model. 

4) Graph Database Storage with Additional Directly 

Derived Relationships 
In the RiTa.WordNet application scenario, we expect 

many inquiries about semantically related words (e.g., 
hyponyms, synonyms, meronyms, etc.). Synsets are mainly 
the means to return the semantically related words. At the 
same time, the application is typically read-only and 
represents a good example for a wide range of read-only (or 
low-update/high-read) applications. The graph database is 
only updated with the release of a new WordNet® 
dictionary. This motivates us to augment the design 
mentioned in the previous section with the derived semantic 
relationships between words and not only synsets. The idea 
is similar to materialized views known in relational 
databases. The result of semantic relationship inquiries (e.g., 

getHyponyms(), getSynonyms(), 

getMeronyms(), etc.) is generated by traversing only one 
relationship for each result word. We intuitively expect a 
quicker response time at the cost of a high storage volume 
since the connectivity of the graph is highly increased. In the 
case of the limitation of the client application to inquiries 
within the above-mentioned four categories, the original 
relationships can be even dropped. 

In terms of implementation, these relationships are 
identified through the relationship type. Fig. 5 illustrates the 
derived relationships for the example in Fig. 4. Only the 

relationship of type Rel_Hyponym for noun POS of word 

w1; namely, w2, w3, and w4 is drawn. For more complex 
inquiries outside the categories “relationship tree” and 
“common parent”, a combination of original and derived 
relationships are used in the traversal. 
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Figure 5.  Object diagram with the extra derived relationships. 

IV. STORAGE MODEL 

We implement the graph data models using the currently 
leading graph database management system: Neo4j [3]. For 
all implementation models, we attempt to store the data on-
disk. In addition to our work done and presented in [1], we 
also provide implementations stored in-memory. 

A. On-Disk implementations 

Using on-disk implementations is the traditional way for 
storing data. It preserves the content after system shutdown 
but suffers from the latency of hard disks.  

In the file-based data model, WordNet® data is stored 
within the WordNet installation directory on disk. Native 
access is done through JWNL [12] library.  

As for the relational database model, we choose Apache 
Derby [25] as the database management system to hold this 
data model. Apache Derby is part of the Apache Group. It 
gained a good reputation and a high spread for applications 
requiring embedded relational DBMS. We explicitly rule out 
the usage of larger relational database management systems 
running in server mode, such as Oracle or DB2, since we are 
concerned with the use case of relatively small-sized read-
only interrelated data sets. Apache Derby is distributed as a 
Java jar file to be added to the classpath of the application. It 
also comes as a stand-alone version. In this case, the data 
resides in the database container on disk. We follow the 
common practices for standard relational database by 
building indices on the primary and foreign keys. 

For the two data models we introduce in our research, we 
provide implementations for the emerging graph database 
management system Neo4j [3].  

From its background and growing customer base, it is 
clear that Neo4j enjoys an increasing wide spread especially 
in the industry. Another advantage over InfoGrid [24] is its 
ease of use as it does not require the explicit definition of the 
model of the schema in XML as in the case of InfoGrid, 
which renders the addition of more entity types to the graph 
more simple. The basic setup for Neo4j is that the data is 

stored in a proprietary format on-disk. Neo4j then provides 
various data caching strategies in memory for so-called hot-
spot data access. 

B. In-Memory implementations 

For the in-memory implementations, the whole 
WordNet® content is loaded in memory from the permanent 
storage during system startup. Having the content cached in 
memory avoids any access to the hard disk. The moderate 
size of the WordNet® data enables this setting. 

We create a virtual disk out of RAM using RamDisk Plus 
[26], which uses a patented memory management component 
that makes a predefined portion of the RAM appear as a 
physical hard disk to the operating system and programs. 
The file-based data model of WordNet® is simply deployed 
on this virtual hard disk and the same JWNL [12] library is 
used to access the content. 

In the case of the relational model, we experiment using 
two options: 

 Similar to the file-based implementation, the Apache 
Derby database is stored in the virtual RAM Disk. 

 We migrate the implementation to HSQL [27], 
which provides an in-memory transient storage 
mechanism for its tables. During startup, the content 
is loaded from the permanent storage into the in-

memory tables created by the CREATE MEMORY 

TABLE SQL command. 
Finally, for the two Neo4j data models, we also try the 

following two settings: 

 Similar to the file-based and the relational 
implementations, we store both graph data models 
on the virtual RAM Disk. 

 We set the cache management policy in Neo4j to 

strong. This cache setting holds on to all data that 
gets loaded to never release it. Additionally, Neo4j 
store can use memory mapped I/O for 
reading/writing. For optimized I/O access, Neo4j 

uses the java.nio package. Native I/O results in 
memory being allocated outside the normal Java 
heap so that memory usage needs to be taken into 
consideration. In order to get the best out of this 
setting, we increase the size of the cache used and 
the size of the memory mapped I/O to hold all the 
WordNet® data content. 

V. PERFORMANCE EVALUATION 

In order to evaluate the performance of our proposed 
system, we provide four implementations for the Java 

interface RiWordNetIF mentioned in Section III. The 
implementations are file-based storage, relational DBMS 
using Apache Derby and HSQL, the graph database using 
Neo4j, and a second implementation using the materialized 
directly derived relationships also using Neo4j. For each one 
of the settings, we deploy the implementation twice: on-disk 
and in-memory. 

It is important to notice that the purpose of this 
evaluation is to give a general impression on the 
performance impact and not to give concrete benchmarking 
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figures. For sure, the optimization of all DBMS 
implementations; such as using indices or even exchanging 
the DBMS itself versus using future versions of Neo4j might 
lead to different results. We would be satisfied if our 
proposed solution provides slightly better results than 
relational DBMS. It is interesting to observe the effect of 
using in-memory and large caching settings for the different 
data model strategies on a moderately sized content like 
WordNet® as well. 

We develop a simple performance evaluation toolkit 
around our implementations. A workload generator sends 
inquiries to all back-ends. The inquiries are grouped into four 
categories, as mentioned in Section III. The workload 
generator submits the inquiries in parallel to the application 
with each inquiry executing in a separate thread. 

The input for the inquiry is chosen at random from an 
input file containing WordNet® words and their associated 

best POS. In case of getCommonParent(), another input 
file is used, which contains tuples of somehow related words, 
together with their common POS (e.g., “tiger”, “cat”, and 
“noun”). The tuples are chosen carefully to yield paths of 
different lengths. 

The performance of the system is monitored using a 
performance monitor unit that records the response time of 
each inquiry and the number of inquiries performed by each 
thread in a regular time interval. 

A. Input Parameters and Performance Metrics 

The number of concurrent inquiry threads is increased 
from 1 to 50. Each experiment executes on each back-end for 
5 minutes in order to eliminate any transient effects and 
measure the system performance after the ‘warm-up’ phase. 
The experiments are conducted for each type of inquiries 
separately. 

In all our experiments, we monitor the system response 
time in terms of microseconds per operation from the 
moment of submitting the inquiry until receiving the result. 

We also monitor the system throughput in terms of 
inquires per hour for each thread. 

B. System Configuration 

In our experiments, we use an Intel CORE™ i7 vPro 
2.7GHz processor, 8 GB RAM and a Solid State Drive 
(SSD). The operating system is Windows 7 64-bits. In order 
to build in-memory storage, we use RamDisk Plus [26].  

We use JDK 1.6.0, Neo4j version 1.6 for the graph 
database engine, embedded Derby™ version 10.7.1.1 and 
HSQL version 2.3.0 for the SQL back-ends, JWNL library 
version 1.4 [12] for file system based storage. 

C. Experiment Results 

The performance evaluation considers all four types of 
inquiries: 

 Attribute, 

 Semantic relationships, 

 Relationship trees, and 

 Common parent 
 

for the four back-end implementations for both on-disk and 
in-memory settings. 

We drop plotting the results of the native file system-
based implementation from our graphs, although it is the 
only available implementation previous to this research. The 
reason behind this is that the results are far worse than the 
other implementations. The difference in most cases is more 
than one order of magnitude as can be seen on the exemplary 
plot of Fig. 6 of the response time of one the experiments. 
We also drop plotting the results of HSQL implementation 
in-memory, since the deployment using the combination of 
Apache Derby and RamDisk Plus always supersedes the 
relational implementation of HSQL using its in-memory 
feature. In all legends of the subsequent figures, NEO DD 
means using Neo4j with the additional Directly Derived 
Relationships, NEO noDD means using Neo4j with the 
original relationships, and SQL Derby denotes the 
implementation using the SQL Apache Derby embedded 
relational database management system. 

 

 

Figure 6.  Average response time across increasing the number of threads 

with the File System (FS) included in the grpah. 

1) Attribute inquiries 

a) On-disk experiments 

In this set of experiments, the inquiries sent by the 
workload generator comprise attribute inquiries only. Both 
response time, illustrated in Fig. 7, and throughput, 
illustrated in Fig. 8, degrade gracefully with the increase in 
number of threads while having good absolute values. 
Remarkably, the simple Neo4j implementation (without the 
extra directly derived relationships) has a 20% better 
response time than the other two implementations, while the 
full blown Neo4j implementation has a 40% decrease in 
system throughput. The reason for that is the attribute 
inquiries are mainly affected by the node (or tuple in case of 
relational databases) retrieval and caching. No relationship 
traversal is done and hence the Neo4j only suffers from its 
large database size especially with the augmented directly 
derived relationships (see Section V.E). 

In summary, this set of experiments demonstrates that the 
caching mechanisms of graph databases are in general as 
good as the relational databases and that simple operations 
without graph traversals are not underprivileged in this 
environment. 
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Figure 7.  Response time for attribute inquiries (on-disk). 

 
Figure 8.  Throughput for attribute inquiries (on-disk). 

b) In-Memory experiments 

We repeat the same set of experiments using the 
RamDisk Plus settings explained in Section IV.B. The 
response time is plotted in Fig. 9 and the throughput for 
attribute inquiries in Fig. 10.  

These figures indicate exactly the same behavior as their 
corresponding experiments in the on-disk Section. The 
relative decrease in response time and the relative increase in 
system throughput is explained separately and more 
elaborately in Section V.D.  

From Fig. 9, it is clear that the response time of the 
simple Neo4j implementation is still the best by approx. 
20%, while the throughput of the full-blown Neo4j has the 
worst values among the three implementations. 

 

 
Figure 9.  Response time for attribute inquiries (in-memory). 

 
Figure 10.  Throughput for attribute inquiries (in-memory). 

2) Semantic relationship inquiries 

a) On-disk experiments 

In this set of experiments, the explicit storage of semantic 
relationships shows its benefit. The results are retrieved by 
traversing one relationship only, in contrast to 3 for the 
simple implementation and several joins in the relational 
database implementation. The response time, as illustrated in 
Fig. 11, is enhanced by approx. 50% for all number of 
threads when compared to Apache Derby and 30% by adding 
these directly derived relationships to a simple Neo4j 
implementation. However, all three back-ends behave 
identically when it comes to throughput as illustrated in Fig. 
12. The absolute values are far below those of the simple 
attribute inquiries described in the previous section, which is 
expected due to the complexity of these inquiries as 
compared to attribute inquiries. In case of response time, it is 
almost 10 times higher than the previous set of experiments. 
The same applies to the throughput, which is lower by a 
factor of 10 as well. 

 

 
Figure 11.  Response time for semantic relationship inquiries (on-disk). 

 
Figure 12.  Throughput for semantic relationship inquiries (on-disk). 
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b) In-Memory experiments 

The semantic relationship inquiries are repeated for the 
virtual disk settings. Here again, the same system behavior in 
terms of response time and througput is identical as the on-
disk experiments. Fig. 13 illustrates the same response time 
pattern as in Fig. 11 and Fig. 14 illustrates that all three back-
ends behave identically when it comes to throughput; which 
is the same scalability behavior as in the on-disk setting. The 
absolute values, as illustrated in Section V.D are almost the 
same as compared to Fig. 11 and Fig. 12. 

 
Figure 13.  Response time for semantic relationship inquiries (in-memory). 

 
Figure 14.  Throughput for semantic relationship inquiries (in-memory). 

3) Relationship tree inquiries 

a) On-disk experiments 

The operations of this set of experiments are more 
complex than the previous ones. This explains the drop in 
absolute values of the response time and throughput, 
illustrated in Fig. 15 and Fig. 16, respectively when 
compared to the previous experiment. This time the 
degradation factor is only 4. Yet, the system behavior 
remains the same. The response time of Neo4j with the 
directly derived relationships is half that’s of the SQL 
implementation. Even without the extra relationships, the 
response time of Neo4j is 25-30% better than the relational 
model. Here, again, the throughput, illustrated in Fig. 16, for 
all three implementations is the same. The equality of the 
throughput performance index of Apache Derby and the 
Neo4j implementations, despite the short response time of 
the later, is an indication that the internal pipeline 
capabilities of Neo4j is not as good as that of the relational 
model. 

 

 
Figure 15.  Response time for relationship tree inquiries (on-disk). 

 
Figure 16.  Throughput for relationship tree inquiries (on-disk). 

b) In-Memory experiments 

The same trend as the semantic relationship inquiries 

continues with the relationship tree inquiries when running 

in-memory.  
The same drop in absolute values by a factor of 4 when 

compared to the semantic relationship inquiries is also 
reported here. As illustrated in Fig. 17, the response time of 
Neo4j with the directly derived relationships is half that’s of 
the SQL implementation using Apache Derby.  

The response time of Neo4j without the extra relationship 
remains in the middle of both curves. The Throughput 
illustrated in Fig. 18 for all implementations remains 
identical. 
 

 

Figure 17.  Response time for relationship tree inquiries (in-memory). 
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Figure 18.  Throughput for relationship tree inquiries (in-memory). 

4) Common parent inquiries 

a) On-disk experiments 

The inquiries for this set of experiments are the most 
complicated among all experiments. Yet, this is a very 
common use case in social networks. For example, in XING 
[28], the user can always see all paths of relationships 
leading from the user to any arbitrary user in the network. No 
wonder here that Neo4j implementations outperform the 
Apache Derby implementation (and the file system 
implementation which seems to be not able to handle all the 
running threads) in requesting depth first searches of the 
semantic network of WordNet®.  

Again, Fig. 19 illustrates the extreme superiority of graph 
database, especially with the addition of the extra 
relationships. The response time is also enhanced by 45% 
and 30% with and without directly derived relationships, 
respectively.  

The throughput, illustrated in Fig. 20, holds its trend 
across all experiments of being almost the same for the three 
implementations (and omitting the file system 
implementation of course, whose values cannot be plotted 
with the same scale next to their counterparts). 

 

 
Figure 19.  Response time for common parent inquiries (on-disk). 

 
Figure 20.  Throughput for common parent inquiries (on-disk). 

b) In-Memory experiments 

Similar to all previous in-memory experiments, the 
common parent inquiries yield the exact same curves as their 
on-disk counterparts illustrated in Fig. 21 and Fig. 22. 

 

 
Figure 21.  Response time for relationship tree inquiries (in-memory). 

 
Figure 22.  Throughput for relationship tree inquiries (in-memory). 
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D. Comparison Between On-Disk and In-Memory 

Performance 

In this section, we compare the performance of the on-
disk implementations versus their counterpart experiments 
done in-memory. The target is to evaluate the performance 
gain – if any- when keeping the whole content of 
WordNet® in memory. In Table I, we list the relative 
change in response time for each inquiry type. We define 
the average relative change in response time over all 
experiments to be: 

 

TABLE I. CHANGES IN RESPONSE TIME HD VS. MEM 

Inquiry type FS SQL 

Derby 

NEO 

DD 

NEO 

NoDD 

Attribute -11% 8% 11% 8% 

Semantic relationships 7% 7% 7% 7% 

Relationship trees 4% 5% 4% 5% 

Common parent 4% 5% 4% 5% 

Similarly, we list the relative change in throughput for each 
inquiry type in Table II. Analogously, we define the average 
relative change in throughput over all experiments to be: 

 

TABLE II. CHANGES IN THROUGHPUT HD VS. MEM 

Inquiry type FS SQL 

Derby 

NEO 

DD 

NEO 

NoDD 

Attribute 13% -8% -10% -8% 

Semantic relationships -6% -6% -6% -6% 

Relationship trees -4% 5% -5% 5% 

Common parent -4% -4% -4% -4% 

Remarkably, the performance does not increase 
substantially. In several experiments, the performance 
indices even slightly degrade. In all cases, the 
increase/decrease in performance remains within the ±10% 
range. This is attributed to the relatively small size of the 
WordNet® content as will be seen in the coming Section. 
The normal caching mechanisms provided by Apache 
Derby and Neo4j result in loading the whole content in-
memory and renders the usage of the virtual RAM disk and 
all further memory optimization settings needless. 

E. Storage Requirements 

Performance in terms of good response time comes with 
its price. Fig. 23 illustrates the storage requirements for all 
four implementations. The Apache Derby and the normal 
Neo4j implementation occupy slightly more than double the 
original size of the WordNet® file-based dictionary. The 
redundant relationships account for more than 350 MB, 
making the size of the graph database 12 times larger than 
the file-based dictionary taken as a reference point. The 

good side of this particular application scenario is the 
absolute size of the back-ends is affordable by any desktop 
application. As the in-memory experiments also show, there 
is no need to implement extra virtual disks or extravagant 
caching settings, since the size of the largest implementation 
fits easily in the heap of any Java virtual machine of 
moderate size. 

 

 
Figure 23.  Storage for each back-end implementation. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we present two Neo4j graph data models 
for the WordNet® dictionary. We use Ri.WordNet as a 
typical client application that submits semantic inquiries 
discovering the relationships between English terms. We 
divide the inquiries into 4 categories depending on the 
complexity of their operations. Our performance analysis 
demonstrates that graph databases yield much better results 
than traditional relational databases in terms of response time 
even under extreme workloads thus speaking for their 
promised scalability. We also show that storing materialized 
directly derived relationships can improve the performance 
by factors of 2. This redundancy has its price in terms of 
storage requirements, which is acceptable due to the 
moderate size of the database with 117,000 synsets and 
147,000 terms and the read-only nature of this small-scale 
social network. We also prove that there is no need for extra 
measures to hold the moderate size WordNet® content in 
memory by using in-memory databases, creating virtual 
RAM disks, or substantially increasing the caching 
mechanisms. In all our experiments, the on-disk deployments 
yield almost the same performance as the in-memory 
settings. On the long run, i.e., after having the Neo4j warm-
started, almost all of the dataset is cached in memory by the 
underlying graph database management system. The reason 
is that the WordNet® database fits in the heap of the normal 
Java virtual machine even with the materialization on the 
redundant relationships. This adds to the advantages of 
using the graph databases in such moderate-sized scenarios, 
since the benchmarks demonstrate that there is no real need 
to spend extra effort in tweaking the memory usage. 

One important contribution of this work is that it opens 
the door for new application areas for NoSQL databases (in 
this case the Neo4j graph database), namely smaller read-
intensive database applications, in contrast to typical 
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applications of the NoSQL in large scale Web 2.0 such as 
social networks. 

Yet, this is only the beginning. In the future, we plan to 
benchmark other graph database providers, such as InfoGrid 
[24]. We also plan to migrate several research done on 
relationship mining to work on graph database back-ends. If 
the benchmarking experiments show promising results, this 
will open the door for the application of graph databases in 
OLAP applications. Another extension area is the 
comparison against other types of NoSQL such as XML 
databases, document stores or column-family systems. 
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Abstract—The present paper introduces a Multi-Agent 

Distributed Data Mining framework as an approach to 

performance and data security issues. It has been implemented 

by ontologies in order to incorporate semantic content to 

improve the intelligence and efficiency of Data Mining Agents. 

Each agent is only responsible for specific duties. Agents 

communicate and coordinate with each other to enhance data 

mining and keep privacy and confidentiality of data. The 

developed prototype shows a parallel, distributed data mining 

process, and a real-world use case, which integrates birth rate 

data registered during 2011-2012 in México by the official 

censuses. 

Keywords- distributed data mining; multi-agent system; inter-

agent negotiation; ontologies; agent based distributed data 

mining 

I.  INTRODUCTION 

The Process of Knowledge Discovery (KDD) is a set of 
processes focused on the discovery of knowledge within 
databases, while data mining is the application of a number 
of artificial intelligence, machine learning and statistics 
techniques to data. Data Mining is one of the most 
important processes within KDD. However, data mining is a 
computationally intensive process involving very large 
datasets, affecting the overall performance.  

Distributed Data Mining (DDM) has emerged as an 
approach to performance and security issues because DDM 
avoids the transference across the network of very large 
volumes of data and the security issues occasioned from 
network transferences.  

We have developed a Multi-agent Distributed Data-
mining System also known as Multi-Agent Data Mining 
(MADM) to improve performance in [1]. 

According to Sumathi and Sivanandam in [2] data 
mining is related to the process of discovery of new and 
significant correlations, patterns and tendencies mined from 
very large data sources by using statistics, machine learning, 
artificial intelligence and data visualization techniques.  

We consider data mining as the process of extraction of 
new and useful information from very large data sources by 
considering a number of multidisciplinary technics, such as 
statistics, artificial intelligence and data visualization aimed 
to make informed decisions that provide business 
advantage. 

The discovered patterns must be meaningful enough to 
provide a competitive advantage, mainly in terms of 
business. However, in [3], Han proposed data mining as a 
complex data set analysis aimed to discover unsuspected 
data interrelations in order to summarize or classify data in 

different and understandable forms that should be useful to 
the data owner. 

This approach is focused on improving the process of 
data mining; on reducing the exchange of messages on the 
sites that make up the DDM system; on keeping 
performance with respect to memory and CPU at sites 
containing limited resources; on showing that the developed 
prototype can be used to evaluate various data mining 
scenarios and for the data mining on a real-world use case. 

In this paper, we present the definition of a number of 
ontologies in order to incorporate semantic content and more 
information to the messages exchanged between agents and 
thus by increasing interaction among agents they are able to 
make better decisions on the execution of clustering. 

The present paper is organized as follows: The next 
section is focused on the process of data mining. The third 
section details cluster analysis by describing the K-Means 
and the agglomerative hierarchical algorithms. The forth 
section describes the performance problems related to data 
mining. Sections II, III and IV are aimed to describe the 
background of data mining and multi-agent systems. 

Section V presents the proposed framework describing 
the multi-agents, the scope and limitations of the agents 
besides a set of criteria to assess the algorithms performance 
within a multi-agent based system architecture. Section VI is 
concerned to the implementation of the proposed framework, 
and the ontologies introduced. 

Section VII shows the experimentation plan, which has 
considered four possible scenarios for the analyses of the 
experiment results in order to determine prototype 
performance.  

Section VIII presents a case study of birth rate occurred 
and registered during 2011-2012 in Mexico. The last section 
concludes the main topics achieved and the future work to be 
done. 

II. THE PROCESS OF DATA MINING 

The present section is aimed to briefly describe the 
related work on data mining. 

The process of data mining focuses on two main 
objectives: prediction and description. The main goals 
within a knowledge discovery project should be already 
determined and they will determine if descriptive or 
predictive models would be applied. 

The availability of an expert or supervisor would 
determine the type of learning (supervised or unsupervised) 
that will apply during the data mining process. The 
predictive model learns under the control of a supervisor or 
expert (supervised learning) who determines the desired 
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answer from the data mining system [2], whereas the 
descriptive model executes clustering and association rules 
tasks to discover knowledge by unsupervised learning, in 
other words, with no external influence that establish any 
desired behaviour within the system [2].  

The next task within data mining is the identification of 
methods and their corresponding algorithms for 
classification, clustering, regression analysis, or any other 
method that allows building a model that describes and 
distinguishes data within classes and concepts.  

Classification is used mostly as a supervised learning 
method, whereas clustering is commonly used for 
unsupervised learning (some clustering models are for 
both). The goal of clustering is descriptive; that of 
classification is predictive [4].  

III. CLUSTER ANALYSIS 

As our proposal has been implemented with no external 
supervision, Section III is aimed to briefly explain only the 
implemented algorithms and metrics involved in our 
clustering analysis.  

The term cluster analysis encompasses a number of 
different algorithms and methods for grouping objects of 
similar kind into respective categories. Such algorithms or 
methods are concerned with organizing observed data into 
meaningful structures. In other words, cluster analysis is an 
exploratory data analysis tool, which aims at sorting 
different objects into groups in a way that the degree of 
association between two objects is maximal if they belong 
to the same group and minimal otherwise. Given the above, 
cluster analysis can be used to discover structures in data 
without providing an explanation or interpretation.  

There are a number of classifications of clustering 
algorithms; this research takes a basic but practical 
classification that allows organizing the existing algorithms. 
Such algorithms are divided into two categories: Partition 
based algorithms and hierarchical algorithms. 

A. Partition based clustering algorithms 

Given a data set with n data objects to identify k data 
partitions, where each partition represents a cluster and k≤ n. 
There is a good partitioning if the objects within a cluster 
are close to each other (cohesion), or they actually are 
related to each other, and at the same time they are far from 
the objects that belong to another cluster. This section will 
explain the partition based clustering k-means algorithm 
[10]. 

The k-means algorithm represents each cluster by the 
mean value of the data objects in the cluster. 

Given an initial set of k means (centroids) m1
(1)

,…,m k
(1)

 , 
the algorithm proceeds by alternating between three steps: 

1. Assignment step: Assign each observation to the 
cluster with the closest mean.  

2. Update step: Calculate the new means to be the 
centroid of the observations in the cluster. 

3. The algorithm is deemed to have converged when 
the assignments no longer change. 

K-means is a classical partitioning technique of 
clustering that clusters the data set of n objects 
into k clusters with k known a priori. 

Many clustering methods use distance measures to 
determine the similarity or dissimilarity between any pair of 
objects. It is useful to denote the distance between two g-
dimensional instances xi and xj as: d(xi ,xj). A valid distance 
measure should be symmetric and obtains its minimum 
value (usually zero) in case of identical vectors. This section 
describes three distance measure for numeric attributes: 
Minkowski, Euclidean and Manhattan. The distance of order 
g between two data instances can be calculated using the 
Minkowski metric [5]. 

d(xi, xj) = (|xi1−xj1|
g
+|xi2−xj2|

g
+. . .+ |xip−xjp |

g
)

1/g
        (1) 

All distances obeying (1) are called Minkowsky 
distances. However, for g greater or equal to 1, these 
distances are also metrics. The Euclidean distance between 
two objects is achieved when g = 2, if g = 1 then the 
Manhattan distance is obtained. 

B. Hierarchical clustering algorithms 

These algorithms consist of joining two most similar data 
objects, merge them into a new super data object and repeats 
until all merged. There is a graphical data representation by a 
tree structure named dendrogram to illustrate the 
arrangement of the clusters produced by hierarchical 
clustering. There are two ways of creating the graphic, the 
agglomerative algorithm or divisive algorithm [5].     
Agglomerative hierarchical clustering is a bottom-up 
clustering method where clusters have sub-clusters, which in 
turn have sub-clusters, etc.  

The key operation of agglomerative hierarchical 
clustering algorithm is the computation of the proximity 
between two clusters. However, cluster proximity is typically 
defined with a particular type of cluster. The cluster 
proximity in this section will refer to the single link, 
complete link and group average respectively. 

For the single link, the proximity of two clusters A, B is 
defined as the minimum of the distance (maximum of the 
similarity) between any two points x, y in the two different 
clusters. For the complete link, the proximity of two clusters 
A, B is defined as the maximum of the distance (minimum of 
the similarity) between any two points x,y in the two 
different clusters. For the group average, the proximity of 
two clusters Cx and Cy are of size Sx and Sy, respectively, is 
expressed as the average pairwise proximity among all pairs 
of points in the different clusters. 

C. Clustering Evaluation 

In most cases, a clustering algorithm is evaluated using 
internal, external and manual inspection: a) In the case of 
internal evaluation there are some measures like cohesion, 
separation, or the silhouette coefficient (addressing both, 
cohesion and separation); b) For external evaluation 
measures like accuracy, precision are utilized.  In some 
cases, where evaluation based on class labels does not seem 
viable; c) careful (manual) inspection of clusters shows 
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them to be a somehow meaningful collection of apparently 
somehow related objects [6]. 

There are a number of important issues for cluster 
validation, such as the cluster tendency of a set of data, the 
correct number of clusters, whereas the cluster fit the data 
without reference to external information or not, and 
determining which clustering is the best [7]. The first three 
issues do not need any external information. 

The evaluation measures are classified into 
unsupervised, supervised and relative. We have 
implemented the unsupervised evaluation. 

Unsupervised validation: In the case of cluster cohesion 
is concerned to how closely relate the objects in a cluster 
are. In the case of cluster separation is aimed to determine 
how distinct a cluster is from other clusters, these internal 
indices use only information from the data set [7].  

Cluster Cohesion: Measures how closely related are 
objects in a cluster. Then, cluster cohesion can be defined as 
the sum of the proximities to the cluster centroid or medoid.  

Cluster Separation: Measures how distinct or well-
separated a cluster is from other clusters. Therefore, cluster 
separation is measured by the sum of the weights of the 
links from points in one cluster to points in the other cluster. 

Given a similarity matrix for a data set and the cluster 
labels from a cluster analysis, it is possible to compare this 
similarity matrix against an ideal similarity matrix on the 
basis of cluster labels. An ideal cluster is one whose points 
have a similarity of 1 to all points in the cluster and a 
similarity of 0 to all points in other clusters. 

In the case of unsupervised evaluation of hierarchical 
based clustering algorithms, we discuss the cophenetic 
correlation. 

In the agglomerative hierarchical clustering process, the 
smallest distance between two clusters is assigned, and then 
all points in one cluster will have the same value as a 
cophenetic distance with respect to the points in other 
cluster. In a cophenetic distance matrix, the entries are the 
cophenetic distances between each pair of objects. 

If any of single link clustering, complete link or group 
average is applied, the cophenetic distances for each point 
can be expressed in cophenetic distance matrix. Thus, the 
cophenetic correlation coefficient is the correlation between 
the entries of this matrix and the original dissimilarity 
matrix and is a standard measure of how well a hierarchical 
clustering fits the data. As we have briefly described, data 
mining requires the execution of complex algorithms, 
bringing some performance issues as a consequence. These 
issues will be mentioned in the following section. 

IV. PERFORMANCE PROBLEMS ON DATA MINING 

As we have mentioned in previous sections, many 
methods exist for data analysis and interpretation. However, 
these methods were often not designed for the terabyte sizes 
of large data sets data mining is dealing with today. There 
are significant issues of scalability and efficiency of the data 
mining methods when processing considerably large data. 
Algorithms with exponential and even medium-order 
polynomial complexity cannot be of practical use for data 
mining. Linear algorithms are usually the norm. In same 

theme, sampling can be used for mining instead of the 
whole dataset. However, concerns such as completeness and 
choice of samples may arise. Other topics in the issue of 
performance are incremental updating, and parallel 
programming. There is no doubt that parallelism can help 
solve the size problem if the dataset can be subdivided and 
the results can be merged later. Incremental updating is 
important for merging results from parallel mining, or 
updating data mining results when new data becomes 
available without having to re-analyse the complete dataset 
[8].  

In the 1990s, Bailey proposed in [9] a multi-agent 
clustering system to achieve the integration and knowledge 
discovered from different sites with a minimum amount of 
network communication and maximum amount of local 
computation by a distributed clustering system where data 
and results can be moved between agents. There was 
proposed a distributed density based clustering algorithm 
the Peer to Peer model in [10] 

These previous approaches were aimed to improve 
security by a distributed data mining. However, there were 
no measurements of general performances by considering 
distributed agents against centralized clustering techniques 
within a data warehouse. 

In order to improve performance and to implement 
parallelism we have proposed the use of multi-agent system 
within a distributed data mining system. We are considering 
the following database oriented constraints: a limited 
acceptable response time, maximum resource optimization, 
maximum adjust to available memory, minimum I/O costs. 

V. MULTI AGENT SYSTEM FOR DISTRIBUTED DATA 

MINING FRAMEWORK 

This section is focused on the description of the 
Framework we have proposed for the Multi-agent 
Distributed Data Mining System. 

A. Introduction 

Multi-agent system has revealed opportunities to 
improve distributed data mining in a number of ways in 
[11]. However, a single data mining technique has not been 
proven appropriate for every domain and data set [11].  

An agent is a computer system that is capable of 
autonomous action on behalf of its user or owner. An agent 
is capable to figure out what it is required to be done, rather 
than just been told what to do [12].  

An intelligent agent must be reactive, pro-active, and 
social. A reactive agent maintains an ongoing interaction 
with its environment, and responds in time to changes that 
occur in it. A proactive agent attempts to achieve goals, not 
only driven by events, but also taking the initiative. 
However, at the same time a social agent takes into account 
the environment, in other words, some goals can only be 
achieved by interacting with others. The social ability in 
agents is the ability to interact with other agents (and 
possibly humans) via cooperation, coordination, and 
negotiation. Agents have the ability to communicate, to 
cooperate by working together as a time to achieve a shared 
goal. Agents have the ability to coordinate different 
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activities. Agents will negotiate to reach agreements taking 
into consideration the environment in order to react, to 
negotiate, to coordinate, etc. The environments are divided 
in accessible, inaccessible, deterministic, non-deterministic, 
episodic, static and dynamic. 

A multi-agent system is one that consists of a number of 
agents, which interact with one another.  

We propose a mining task that involves a number of 
agents and data sources. Agents are configured to choose an 
algorithm and deal with given data sets. Furthermore, 
performance can be improved because mining tasks can be 
executed in parallel. 

The present research proposes a framework for a Multi-
agent Distributed Data mining, based on models presented 
in [13] and [14], besides such framework has been 
implemented and extended by additional agents such as 
performance, validating and coordinating agents in order to 
address performance and security issues within the disparate 
information systems that conform the distributed data 
mining system.  

Our approach also proposes the use of ontologies to 
improve inter-agents communication by sharing the same 
language, vocabulary and protocols. Therefore, intelligent 
agents for distributed data mining would be able to improve 
the data mining process by a more informed and better 
decision making. For instance, intelligent agents would be 
able to handle the access to the underlying data sources 
according to specific security constraints. Pro-active agents 
would decrease human intervention during data mining 
process; they may adaptively select data sources according 
to given criteria, such as the type, quality or expected 
amount of data. Intelligent agents allow performing mining 
tasks locally to each of data sites and may evaluate the best 
strategy between working remotely or migrating data 
sources [14]. 

B. Agents  

The proposed framework is composed by a number of 
agents, which are described as follows.  

a) A user agent is responsible for the interaction 

between end-users and the coordinating agents in order to 

accomplish the assigned tasks. 

b) Coordinating agent is focused on the correct 

message transmission among the agents within the network. 

It takes the user requirements and sends them to the 

corresponding agent. 

c) Coordinating Algorithm Agent is focused on the 

interaction between clustering agents. This agent receives 

the processed information from the clustering agents and 

executes the algorithm globally in order to guarantee a 

better clustering quality. 

d) Clustering agent is concerned with a clustering 

algorithm. Once the clustering agents have done their task, 

they send local processed information to the algorithm 

coordinator agent. The clustering algorithms are the most 

commonly used and keep the same structure utilized 

within a centralized approach but they can be sent to 

other sites where is required to perform clustering 

avoiding data transference in order to enhance 

performance and enforce security.  

 e) Data agent is in charge of a data source; it interacts 

and allows data access. There is one data agent per data 

source. 

f) Validation agent is responsible for the quality 

assessment of the clustering results. There is one 

validation agent per a measuring technique of a given 

cluster configuration. These agents consider either cluster 

cohesion or cluster separation. In the case of the 

hierarchical clustering, the cophenetic distance is utilized 

to measure the proximity within the hierarchical 

agglomerative clustering algorithm. This distance helps to 

determine the precision. Therefore, is required to compute 

the similarity matrix and the cophenetic matrix. The 

cophenetic distance can be seen as a correlation between 

the distance matrix and the cophenetic matrix. If the 

computed value is close to 100%, the quality of clustering 

is enough. 

g) Performance agent is focused on the measurement 

of operating system resources in order to obtain the overall 

performance of the processing algorithms in terms of data 

transmission, data access and data process. 

C. Measurement and Assessment Performance 

In order to assess performance during data-mining, we 
have considered the following metrics: 

a) Memory used: physical memory consumed by the 

algorithm when it has been executed. The resulting value is 

given in megabytes (MB). 

b) Elapsed Processing Time: the amount of time the 

algorithm took to process. The resulting value is given in 

nanoseconds (ns). 

c) Amount of data transmitted: A quantity in MB to 

determine the total size of all data processed and transferred.  

d) PC-LAN Broadband: Amount of information that 

can be sent over a network connection in a given period of 

time. The bandwidth is usually given in bits per second 

(bps), kilobits per second (kbps) or megabits per second 

(mps).  

e) Elapsed response time: Time interval from which 

the request is made by the user until the result set is 

presented to user. 

f) Transmission-time: time of the node-to-node data 

transfer. 

g) Total Response Time: The total result of the 

processing time + transmission time + response time. 

h) Physical reads: total number of data blocks read from 

disk  

i) Logical reads: total number of data blocks read from 

the main memory (RAM/cache). 
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All these measures are stored within a table as a log 
from where the data agent can access and inform the 
performance agent. Therefore, when a user request is 
submitted, it will be evaluated according to the historical 
information stored in the log, and an execution strategy will 
be developed.  

If the amount of data to be processed is small, the 
performance agent will establish a “low status”, thus the 
creation of a single clustering agent to perform clustering 
analysis would be enough.  

If the amount of data is considerably high, the 
performance agent establishes a “medium status”, in order 
to create two agents to process the data and obtain the 
clustering analysis.  

If the amount of data is very large, the performance 
agent establishes a “high status”, in order to create three 
clustering agents for clustering analysis.  

The status is sent to the coordinating agent, which is 
responsible for building the agents requested.  

In order to improve the clustering results and the 
performance of data mining across the distributed system, 
there has been implemented negotiation among agents by a 
communication protocol. For instance, considering the 
amount of data to analyse, there is a negotiation of what 
clustering method is the best by asking each clustering agent 
if it is able to perform the task according to the resources of 
the site where that agent resides.  

The framework proposes a performance agent which, 
according to the status established from negotiation and 
statistics, it is able to determine the strategy to implement 
the algorithms through clustering agents running on parallel. 

Fig. 1 shows the Multi-Agent System for Distributed 
Data Mining Framework. 

 
 

VI. IMPLEMENTED FRAMEWORK  

The present work proposes the implementation of the 
Multi-Agent System for Distributed Data Mining 
framework described in previous section. We have 
developed a web platform through Agent-Oriented 
Programming paradigm (AOP).  

In order to allow inter-agents communication, agents 
must share the same language, vocabulary and protocols. In 
order to achieve so, we have followed the recommendations 
of the standard Foundation for Intelligent, Physical Agents 
(FIPA). However, one must define specific ontologies, with 
its own vocabulary and semantics of the content of the 
messages exchanged by the agents. We have developed our 
proposed framework with Java Agent DEvelopment (JADE) 
[15], which integrates a library called “jade.gateway” for the 
agent programming within a web interface. The following 
section briefly describes the FIPA Communication Acts and 
Semantic Language. 

A. FIPA Communication Acts and SemanticLanguage 

JADE is compliant to the FIPA[16]. FIPA specifications 
represent the most important standardization activity 
conducted in the field of agent technology. JADE is 
composed by a native Agent Communication Language 
(ACL), which incorporates an Agent Manager System 
(AMS) and a Directory Facilitator (DF).      

JADE provides three different ways to carry out 
communication between agents: 

1) The use of strings to represent the content of the 

messages. This alternative is convenient when message 

contents are atomic data. However is not useful in the case 

of abstract concepts or structured data objects because string 

parsing would be required to access each component. 

2) The use of Java serializable objects, which directly 

transmit message contents. This option is suitable in case of 

local applications where all agents are implemented in Java. 

However, messages are not human understandable. 

3) The definition of objects to be transferred as an 

extension of the predefined JADE classes in order to encode 

or decode the messages into a FIPA standard format. This 

alternative allows JADE agents to interoperate with other 

agent systems. This feature has been implemented in our 

prototype. 
The Agent Communication Language may be modified 

according to system requirements. Message Transport 
Service (MTS) is a service provided to transport FIPA-ACL 
messages between agents in any given agent platform and 
between agents on different agent platforms.  The Agent 
Management System is responsible for managing the 
operation of an agent platform, such as the creation, 
deletion, status, overseeing and migration of agents.  The 
Directory Facilitator provides yellow pages services to other 
agents, maintaining a list of agents and providing the most 
current information about agents in its directory to all 
authorized agents. 

Figure 1. Multi-Agent System for Distributed Data Mining 
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In order to implement negotiation among agents, we 
have utilized a number of communicative acts and protocols 
for effective inter-agent communication: 

OneShotBehaviour: This type of behaviour is executed 
only once and with no interruption; CyclicBehaviour: 
Represents a behaviour that should be executed a number of 
times; CompositeBehaviour: Behaviour based on the 
composition of other behaviours or sub-behaviours, the 
implementation of the framework proposed contains the 
following CompositeBehaviour subclasses; 
SequentialBehaviour: executes a series of sub-behaviours 
sequentially, and is considered finished when all its sub-
behaviours have been completed. ParallelBehaviour: 
executes a series of behaviours concurrently and ends when 
a certain condition is met upon completion of the sub-
behaviours: 

The following communication protocols have been 
implemented: 

FIPA-Request: Allows an agent to request another agent 
to perform an action. The messages exchanged are: 

“Request” followed by the request, “Agree”, if the 
request is accepted, “Refuse” in case the request is rejected. 
“Failure”, if an error occurred in the process, “Inform”, to 
communicate the results. 

FIPA-Query: Allows an agent to request another agent 
an object by a “Query-ref()” message or a comparison value 
by an if() message, depending on what type of request it will 
be a query-if (test of truth). The messages exchanged are: 
“Agree”, Refuse”, “Failure” and “Inform”. 

The class ContractNet implements protocol behaviour 
where an initiator sends a proposal to several responders and 
select the best proposal. The messages exchanged are Call 
For Proposal (CFP) in order to specify the action to 
perform. Therefore, the responders may send a “Refuse” to 
deny the request, a “Not-Understood” if there was a failure 
in communication, or “Propose” to make a proposal to the 
originator. The initiator evaluates the proposals received and 
sends “Reject-Proposal” or “Accept-Proposal. Responders 
whose proposal was accepted send a “Failure” if something 
went wrong, an “Inform-Done” if the action was successful 
or an “Inform-Result” with the results of the action if 
appropriate.  

B. Ontologies for inter-agent communication 

The development of Multi-agent Systems is not an easy 
task; there are a number of issues related to these 
implementations, such as high network traffic derived from 
communication between agents, problems related to 
interoperability of systems and platforms and semantic 
problems.  

The inherent complexity of the applications developed in 
the context of Multi-Agent Systems requires the use of 
ontologies. 

In order to allow agents to communicate each other, they 
must share the same language, vocabulary and protocols. By 
following the recommendations of the standard FIPA, JADE 
already provides a certain degree of overlap when using 
FIPA communicative acts and content language SL 
(Semantic Language), which determines how messages are 

exchanged by the agents. However, one must define specific 
ontologies, with its own vocabulary and semantics of the 
content of the messages exchanged by the agents. 

The term ontology is concerned to the description of 
concepts and the relationships between them. The 
ontologies form part of the knowledge of an agent or a 
society of agents. 

Ontology is defined within JADE in order to improve 
the communication among agents. An agent who wants to 
communicate with other agents within a given application 
domain, should have a common ontology to those agents 
that define the terms to be used. This allows agents to make 
more informed decisions.  

By using ontologies we have incorporated semantic 
content and data to the messages exchanged between agents. 
However, as ontologies are defined based on Java objects, 
semantic is required to be encapsulated or encoded within 
ACL messages.  

C. Conversion support for ontologies. 

Jade incorporates in the jade.content package, support 
(codecs) for two content languages: 

The language SL is human readable and encoded as 
string expressions, and the LEAP language, which is not 
readable by humans and is byte-encoded. 

Ontology is an instance of the class 
jade.content.onto.Ontology where schemas are defined. 
Schemas are sets of elements that define the structure of the 
predicates, the agent actions and concepts relevant to the 
problem domain. We explain these concepts as follows: 

 Predicate: expressions on the state of world. Typical 
applications INFORM messages and QUERY-IF, 
not REQUEST. 

 Agents Actions: expressions that indicate the actions 
some agents can perform. Typically used in 
REQUEST type messages. 

 Concepts: expressions representing objects, 
representing a structure with several attributes. No 
messages appear isolated but included in other 
items. 

 Other elements: primitive (atomic elements as 
numbers or strings), aggregations (sets, lists of other 
terms), expressions (identified entities for which a 
predicate is true), variables.   

We have identified and defined a number of Concepts, 
Agents Actions and predicates in order to establish a formal 
vocabulary for inter-agent communication.  

D. Implementation of Ontology within the Distributed Data 

Mining Based on Multi-Agent Systems: 

As we have mentioned before, our prototype has 
implemented the following agents: User Agent, Coordinator 
Agent, Data Agent, Manager Agent Algorithms, 
Performance Agent, Clustering Agent and Validation Agent. 

We have defined several packages in order to allow 
inter-agents communication. Each package is composed by 
concepts, agent actions and predicates. Such packages are 
mentioned as follows: 
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a) Algorithm Ontology 

This package contains the ontology to communicate the 

User Agent with the Agent algorithm.  

b) Data Ontology  

This package contains the ontology to communicate the 

Coordinating Agent or the Coordinating Algorithm Agent 

with the Data Agent. 

c) Strategy Ontology 

This package contains the ontology to communicate the 

Coordinating Agent or the Coordinating Algorithm Agent 

with the Performance Agent and get a status.  

d) Activity Ontology - Part A 

This package contains the ontology to communicate the 

Coordinating Agent with the Coordinating Algorithm Agent. 

e) Measures Ontology 

This package contains the ontology to communicate the 

Performance Agent with the Data Agent. 

f) Validation Ontology 

This package contains the ontology to communicate the 

Coordinating  Algorithm Agent with the Validation Agent. 

g) Clustering Ontology 

This package contains the ontology to communicate the 

Coordinating Algorithm with the Clustering Agent. 

h) DataSource Ontology 

This package contains the ontology to communicate the 

Coordinating Algorithm or Coordinating Algorithm Agent 

with the Data Agent. The following section describes the 

Web application architecture of the prototype implemented 

for the Multi-agent Distributed Data mining system. 

E. Web Application architecture: 

The Multi-agent System for Distributed Data mining 
Framework has been developed as a web application in 
order to be available for the all users within the network. 
The application is composed by a web interface, data 
repositories, clustering repository and the system engine, 
which are presented in Fig. 2. 

 
Figure  2.  Web Application Architecture 

a) The Web interface allows users to interact with the 

Multi-Agent System through a web browser by sending 

request of data mining tasks and receiving the 

corresponding results.  

b) Data repositories, which consist of file folders or 

PostgreSQL databases. 

c) Clustering Repository with all the clustering and 

validation algorithms. 

d) The System engine for the involved agent 

management, data pre-processing, connection to the 

Database Management Systems (DBMS), and sites 

communication languages. 
The web interface calls the user agent to allow users the 

specification of the node and the data source from which the 
clustering is required.  

User agent asks the data agent to connect to the 
distributed database system and to retrieve information from 
a specific database table or file within a remote or local site. 

Once the node has been specified, the database and table 
the data mining system requires the specification of the 
clustering algorithm, the K number of clusters and the 
metric. 

Fig. 3 shows partial results of the execution of the K-
means algorithm with 5 clusters and the metric Euclidean 
distance. 

 
Figure 3. K-means with 5 clusters and Euclidian distance 

VII. EXPERIMENTS AND RESULTS 

In order to assess the framework proposed in Section V, 
we have carried out a set of experiments according to the 
following possible scenarios: 

a) Centralized Data Scenario: A typical data mining 

system, composed by a centralized data mining process with 

no multi-agents. 

b) Multi-agent Centralized Data Scenario: A Multi-

agent centralized data mining system. 
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c) Distributed Scenario: A Distributed data mining 

system with no multi-agents. 

d) Multi-agent distributed data mining Scenario: A 

Distributed data mining system with multi-agents. 
The identified independent variables are: a) clustering 

methods; b) metrics; c) number of clusters; d) data sources 
The identified dependent variables are: a) data access 

time; b) data transmission time; and c) processing time.  
For each scenario a set of 9 data sources have been 

processed, the corresponding results are presented as 
follows: 

a) Centralized data scenario 

Table I presents the results obtained from processing 9 

data sources by the k-means algorithm, considering no 

agents, 10 clusters and a transfer rate of 500 kb/s. For 

instance, the process of mining a table called agency with 

35000 rows takes 7.83E+09 nanoseconds, and 7.11 Mb of 

memory used. 

TABLE  I. CENTRALIZED, K-MEANS, 10 CLUSTERS SCENARIO 

Table 

name Rows 

Data 

Transfer 

(Mb) 

Data 

Transfer 

Time 

(ns) 

Memory 

Used 

(Mb) 

Processing 

Time (ns) 

agency 35000 0.200272 3.13E+08 7.11 7.83E+09 

school 500 0.003893 6.08E+07 1.22 3.08E+08 

supermarket 150 0.001001 1.56E+07 1.10 3.06E+08 

weights 70 0.000476 7.44E+06 0.76 2.77E+08 

substance 800 0.003338 5.22E+07 1.31 4.36E+08 

articles 500 0.002538 3.97E+07 1.22 3.56E+08 

survey 300 0.005728 8.95E+07 1.51 3.13E+08 

population 300 0.002251 3.52E+07 1.15 2.87E+08 

school_age 1200 0.008817 1.38E+08 1.45 5.44E+08 

Table II presents the results obtained from processing 8 
data sources by the hierarchical algorithm, considering no 
agents and 10 clusters.  

TABLE II. CENTRALIZED, HIERARCHICAL, 10 CLUSTERS SINGLE LINK 

SCENARIO 

TableName Rows Processing Time 

school 500 7.15E+08 

supermarket 150 3.89E+08 

weights 70 2.33E+08 

substance 800 1.69E+09 

articles 500 6.80E+08 

survey 300 4.33E+08 

population 300 4.31E+08 

school_age 1200 4.28E+09 

 

b) Multiagent centralized data 

Table III presents the results obtained from processing 

9 data sources by the k-means algorithm, considering multi- 

agents and 10 clusters. For instance, the process of mining a 

table called agency with 35000 rows takes 7790887000 

nanoseconds. 

TABLE  III. MULTI-AGENT, CENTRALIZED, K-MEANS, 10 CLUSTERS 

SCENARIO 

TableName Rows Processing Time 

agency 35000 7.79E+09 

school 500 2.74E+08 

supermarket 150 2.71E+08 

weights 70 2.43E+08 

substance 800 4.02E+08 

articles 500 3.21E+08 

survey 300 2.79E+08 

population 300 2.53E+08 

school_age 1200 5.10E+08 

 
Table IV presents the results obtained from processing 8 

data sources by the hierarchical algorithm, considering no 
agents and 10 clusters. 

TABLE IV. MULTI-AGENT, CENTRALIZED, HIERARCHICAL, SINGLE LINK, 10 

CLUSTERS SCENARIO 

TableName Rows Processing Time 

school 500 6.81E+08 

supermarket 150 3.55E+08 

weights 70 1.99E+08 

substance 800 1.66E+09 

articles 500 6.46E+08 

survey 300 3.99E+08 

population 300 3.97E+08 

school_age 1200 4.25E+09 

 

c) Distribuited data scenario 

Table V presents the results obtained from processing 

the Agency table distributed on two partitions stored on 

node A and node B. The Agency table was processed by the 

k-means algorithm, with no consideration of agents. For 

instance, the process of mining 36000 rows by the k-means 

algorithm takes 775756400 nanoseconds agency. 

TABLE V. DISTRIBUTED AGENCY TABLE ON TWO PARTITIONS, NO AGENTS 

SCENARIO 

Data  rows 

Node A 

Data  rows 

Node B 

Total Processing Time 

18000 18000 7.76E+08 

 

d) Multi-agent distributed data mining scenario 

Table VI presents the results obtained from processing 

the Agency table distributed on two partitions stored on 

Node1 and Node2. The Agency table was processed by the 

k-means algorithm, with multi-agents. For instance, the 

process of mining 36000 rows by the k-means algorithm 

takes 748213000 nanoseconds agency.  

TABLE VI. MULTI-AGENT, DISTRIBUTED AGENCY TABLE, 2 PARTITIONS 

Data  

rows 

Node1 

Data  

rows 

Node 2 

Total Time 

Processing 

18000 18000 7.48E+08 

Table VII presents the results obtained from processing 

a set of 9 data sources, three agents, three partitions within a 
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distributed environment, and clustering algorithm k-means. 

The memory used for each agent is also presented. 

TABLE VII. MULTI-AGENT, DISTRIBUTED, K-MEANS 

Table 

name 

Number  

of Rows 

Memory  

Used Agent 

1 

Memory  

Used Agent 

2 

Memory  

Used Agent 

3 

Memory  

Used 

Total 

agency 35000 2.33 2.33 2.33 6.99 

school 500 0.36 0.36 0.36 1.08 

supermarket 150 0.33 0.33 0.33 0.99 

weights 70 0.21 0.21 0.21 0.63 

substance 800 0.40 0.40 0.40 1.20 

articles 500 0.36 0.36 0.36 1.08 

survey 300 0.34 0.34 0.34 1.02 

population 300 0.34 0.34 0.34 1.02 

School_age 1200 0.44 0.44 0.44 1.32 

e) Analysis of Results 

According to the identified four scenarios, and in order 

to justify the use of multi-agents for the performance 

improvement, we present in this section a comparison of 

CPU processing time and memory utilization in terms of the 

results we have obtained. Fig. 4 shows a CPU processing 

time advantage in the use of multi-agent system against no 

agents system for clustering 8 datasources  with the K-

means algorithm. Processing the data partitions with multi-

agents and merging the results allows faster data processing. 

If the amount of data is significantly large, data can be 

shared among n agents,  reducing response time. However, a 

disadvantage could be that by sharing data between n agents 

the quality of the clusters may decrease. 

 

 
Figure 4. Centralized no agents vs. multi-agents with k-means algorithm 

Fig. 5 compares the four scenarios identified in terms of 
CPU processing. The comparison shows the advantage 
obtained from clustering the distributed Agency table with 
35000 rows on two partitions versus centralized data and 
furthermore, the advantage of using multi-agents system 

against no agents system in terms of cpu time for the same 
data source 

 
Figure 5. CPU processing time, K-means, four case scenarios. 

Fig. 6 compares the four scenarios identified in terms of 
memory utilization. The comparison shows a slight  
advantage obtained from clustering the 9 data sources on 
three partitions versus centralized data and furthermore, the 
advantage of using multi-agents system against no agents 
system in terms of memory for the same data sources. 
Therefore, we can conclude that the amount of memory 
used in multi-agent, distributed environment was less than 
the memory required for the no-agent, centralized 
environment in all cases. 

 

If we consider that the total amount of memory utilized 
in three sites is less than the total amount required in only 
one site, we can conclude that is possible to achieve a 
balanced workload and a better utilization of resources, 

Figure 6. Distributed vs. centralized clustering in terms of memory . 
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because they are distributed among several sites and be 
executed in parallel in order to obtain better response time. 

We can conclude that agents reduce CPU time 
processing, memory utilization and response time by the 
utilization of multi-agents and distributed data. Furthermore, 
negotiation and parallelization of agents is recommended. 
Even the reduction has not been very significant, the 
proposal pointed out that distributed data mining algorithms 
may offer a better solution since they are designed to work 
in a distributed environment by paying careful attention to 
the computing and the communication resources. 

We have achieved data privacy within a distributed 
multi-agent scenario, where data are processed locally and 
the result has been wrapped by another agent, allowing a 
significant data processing optimization under clustering 
algorithms.  

There is a trade-off between the clustering accuracy 
and performance due to the cost of the computation. On 
the one hand, if the interest is accurate clustering, is better 
to transfer all data to a single node and execute the 
clustering with the whole information. On the other hand, 
if the interest is performance in terms of computation and 
communication costs, is better to execute clustering data 
locally obtaining local results, and combine the local 
results at the requesting node to obtain the final result. We 
assume that in general, this is the less expensive while the 
former approach is more accurate, but more expensive. 

Once the Multi-Agent Distributed Data Mining System 
has been tested, we have carried out a data mining process 
as a case study of birth rate registered during 2011-2012 in 
México. 

VIII. A CASE STUDY OF BIRTHRATE 

A. Census Database Description and Preprocesing 

The present section shows a specialized data mining 
process, which integrates birth rate data registered during 
2011-2012 in México by the official censuses National 
System of Health Information “Sistema Nacional de 
Información en Salud” (SINAIS).  This birth rate database is 
comprised of a total of 64 variables; such variables were 
transformed into numerical values. Some numerical 
variables were eliminated, leaving a total of 55 variables.   

The data mining was processed through the K-means 
algorithm and 10 clusters. 

B. Birth Rate Analysis 

The Multi agent distributed Data mining system is aimed 
to the generation of patterns of interest based on the 
clustering of districts with low birth rates for different 
causes of death in México. The following section is focused 
on the analysis of the clustering obtained. Fig. 7 shows the 
clustering results by K-means algorithm. 

According to the results of the clustering process, we 
can conclude the following: 

In the first cluster, two infants were born in the state of 
Aguascalientes and in the same locality. So, in this case, the 
classification was made according to the entity of birth. 

In reference to the second cluster, most people are 
married or living common-law, most of this population had 
1 or 2 children born dead, but in the current parity new-
borns born alive. In most cases, the mothers received 
prenatal care even though most of them are not entitled to 
any health unit service. Infants received most of their 
vaccinations and vitamins. 

With respect to the third cluster, continue to dominate 
the case of mothers who are married or cohabiting, the 
special feature of this cluster is that the new-born 
populations were mainly male, and they were registered on 
the first day of the month, in 2011. 

The forth cluster is related to mothers who received 
prenatal care in the second trimester of pregnancy and were 
entitled to the National Health Common Service. A 
particular feature of this cluster is that most mothers are 
working in education, but currently they are not working. 

In the fifth cluster, there is the case of mothers who had 
1 or 2 children born dead before, but in the current delivery, 
the child survived. The population has been entitled to the 
National Health Common Service or to the Mexican 
Institute of Social Security. However, the infant was not 
provided of any kind of vaccine or vitamin, in most cases. 
Most births were attended by midwives. 

The sixth cluster shows that in most cases mothers were 
housewives; in such cases, the infants were not given any 
kind of extra treatment, vitamin or vaccination. 

The seventh cluster shows seven mothers living in the 
state of Aguascalientes that were attended by officials from 
the Ministry of Health. In this group, those women are 

Figure 7. Birth rate data clustering by K-means with K=10. 
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housewives whose infants did not receive any extra 
attention or necessary vaccinations. 

Cluster 8 presents the case of mothers who have had 1-3 
pregnancies where there has been a baby born dead, these 
mothers still being the case of housewives. But in this case 
they were grouped according to the attention they received 
from authorities of the Ministry of Health or a paediatrician. 

Cluster 9 presents births that were certified in February. 
In most cases, the births were attended by a paediatrician, 
who had supplied vitamins and vaccines to the new-borns. 

In the case of cluster 10, it shows the case of mothers 
whose status is single, married or cohabiting entitled or not 
to any Health Service. A particular feature of this group is 
that the majority of births took place in November 2011.  

IX. CONCLUSION AND FUTURE WORK 

Nowadays, organizations that operate at global level 
from geographically distributed data sources require 
distributed data mining for a cohesive and integrated 
knowledge. Such organizations are characterized by end 
users localized geographically separated from the data 
sources. The MDD is a relatively new research field, so a 
considerable number of research problems lie, relatively 
unaddressed. 

Nowadays, k-means and agglomerative hierarchical 
clustering algorithms with their corresponding metrics such 
as Euclidean distance, Minkowski distance, Manhattan 
distance and single link are utilized. However, the present 
implementation could be improved by incorporating new 
algorithms.  

The process of clustering can lose precision when data is 
partitioned and processed locally; the coordinating 
algorithm agent merges only the results into a single cluster 
in the case of hierarchical clustering algorithm. However, 
there is a better performance and cutbacks in memory space 
used. 

We have proposed a Multi-Agent Distributed Data 
Mining System in order to improve data mining 
performance and data security considering inter-agent 
negotiation and metadata. This has allowed better decision 
regarding how many agents and where they are required by 
considering further information stored on metadata. 

According to the experiments results, we can conclude 
that there is a better performance in terms of response time, 
memory utilization and processing distribution comparing 
with no agents and centralized environments.  

We have incorporated semantic content and important 
data within the messages exchanged between the agents in 
order to improve inter-agents communication, better 
negotiation and, finally, an improvement on quality 
clustering. 

Regarding the information stored within the log, the 
present implementation utilizes tables containing numerical 
data. 

As part of future work, we have identified the following 
new research directions: 

 The improvement of strategies for processing 
distributed clustering tasks. These strategies involve 

aspects of information organization, resource 
management and data analysis 

 The development of agents in order to execute data 
pre-processing tasks, such as data cleaning, data 
integration, selection and data transformation 

 The development of agents for the execution of 
further clustering tasks, such as density-based 
clustering and grid 

 The development of agents for concurrency and 
distribution control, such as mobile agents 

 The creation of further agents in order to transform 
data into numerical ratings 
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Abstract—New storage technologies, such as Flash and Non-
Volatile Memories, with fundamentally different properties are
appearing. Leveraging their performance and endurance requires
a redesign of existing architecture and algorithms in modern
high performance databases. Multi-Version Concurrency Control
(MVCC) approaches in database systems, maintain multiple
timestamped versions of a tuple. Once a transaction reads a tuple
the database system tracks and returns the respective version
eliminating lock-requests. Hence, under MVCC reads are never
blocked, which leverages well the excellent read performance
(high throughput, low latency) of new storage technologies. The
read performance is also utilised by the read-intensive visibility
and validity rules (MVCC, Snapshot Isolation) that filter the
latest committed version of a tuple that a transaction can see out
of the set of all tuple versions. Much more critical is the update
behaviour of MVCC and Snapshot Isolation (SI) approaches, even
though conceptually new versions are separate physical entities,
which can be stored out-of-place thus avoiding in-place updates.
Upon tuple updates, established implementations lead to multiple
random writes – caused by (i) creation of the new and (ii) in-
place invalidation of the old version – thus generating suboptimal
access patterns for the new storage media. The combination of an
append based storage manager operating with tuple granularity
and snapshot isolation addresses asymmetry and in-place updates.
In this paper, we highlight novel aspects of log-based storage, in
multi-version database systems on new storage media. We claim
that multi-versioning and append-based storage can be used to
effectively address asymmetry and endurance. We identify multi-
versioning as the approach to address data-placement in complex
memory hierarchies. We focus on: version handling, (physical)
version placement, compression and collocation of tuple versions
on Flash storage and in complex memory hierarchies. We identify
possible read- and cache-related optimizations.

Keywords—Multi Version Concurrency Control, Snapshot Iso-
lation, Versioning, Append Storage, Flash, Data Placement, Index.

I. INTRODUCTION

This paper is a follow-up, extended paper to our short
paper published at the DBKDA 2013 [1]. We describe our
Snapshot Isolation Append Storage algorithm (SIAS – [2]) in
more detail, show more results of the comparison to other
storage mechanisms and deliver more detailed analysis.

New storage technologies such as flash and non-volatile
memories have fundamentally different characteristics com-
pared to traditional storage such as magnetic discs. Perfor-
mance and endurance of these new storage technologies highly
depend on the I/O access patterns.
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Fig. 1. Invalidation in SI and SIAS

Multi-Version approaches maintaining versions of tuples,
effectively leverage some of their properties such as fast reads
and low latency. Yet, asymmetry and slow in-place updates
need to be addressed on architectural and algorithmic levels
of the DBMS. Snapshot Isolation (SI) has been implemented
in many commercial and open-source systems: Oracle, IBM
DB2, PostgreSQL, Microsoft SQL Server 2005, Berkeley DB,
Ingres, etc. In some systems, SI is a separate isolation level,
in others used to handle serializable isolation.

Under the concept of Append-based storage management
any newly written data is appended at the logical head of a
circular append log. This way, random writes are eliminated
as they get transformed into sequential writes. In-place update
operations are reduced to a controlled append of the data,
which is an effective mechanism to address the assymmetric
performance of new storage technologies (see Section III).

In SIAS [2], we combine the multi-versioning algorithm
of snapshot isolation and append storage management (with
tuple granularity) on Flash. Under TPC-C workload SIAS
achieves up to 4x performance improvement on Flash SSDs,
a significant write overhead reduction (up to 52x), better
space utilization due to denser version packing per page,
better I/O parallelism and up to 4x lower disk I/O execution
times, compared to traditional approaches. SIAS aids better
endurance, due to the use of out-of-place writes as appends
and write overhead reduction.

SIAS implicitly invalidates tuple versions by creating a
successor version; thus, avoiding in-place updates. SIAS man-
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ages tuple versions of a single data item as simply linked
lists (chains), addressed by a virtual tuple ID (VID). Figure 1
illustrates the invalidation process in SI and SIAS. Transactions
T1, T2, T3 update data item X in serial order. Thereafter, the
relation contains three different tuple versions of data item X .
The initial version X0 of X is created by T1 and updated
by T2. The traditional approach (SI) invalidates X0 in-place
by physically setting the invalidation timestamp and creating
X1. Analogously, T3 updates X1 with the physical in-place
invalidation of X1. SIAS connects tuple versions using the
V ID where the newest tuple version is always known. Each
tuple maintains a backward reference to its predecessor, which
does not need to be updated in place. Hence, updating X0 leads
to the creation of X1.

We report our work in progress on data placement and
summarize key findings and the preliminary results of SIAS
(published in a previous work). In this paper, we focus on
novel aspects of version handling, (physical) placement and
collocation on append-based database storage manager using
flash memory as primary storage.

In Section II we present the related work. Section III
provides a brief summary of the properties of flash technology.
Section IV introduces the SIAS approach, aspects of version
handling, (physical) placement and collocation. Section VI
concludes the paper.

II. RELATED WORK

SIAS organizes data item versions in simple chronolog-
ically ordered chains, which has been proposed by Chan et
al. in [3] and explored by Petrov et al. in [4] and Bober et
al. in [5] in combination with MVCC algorithms and special
locking approaches. Petrov et al. [4], Bober et al. [5], Chan
et al. [3] explore a log/append-based storage manager. The
applicability of append-based database storage management
approaches for novel asymmetric storage technologies has been
partially addressed by Stoica et al. in [6] and Bernstein et al.
in [7] using page-granularity, whereas SIAS employs tuple-
granularity much like the approach proposed by Bober et al.
in [5], which, however, invalidates tuples in-place. Given a
page granularity the whole invalidated page is remapped and
persisted at the head of the log, hence no write-overhead
reduction. In tuple-granularity, multiple new tuple-versions can
be packed on a new page and written together. Log storage
approaches at file system level for hard disk drives have been
proposed by Rosenblum in [8]. A performance comparison
between different MVCC algorithms is presented by Carey
et al. in [9]. Insights to the implementation details of SI in
Oracle and PostgreSQL are offered by Majumdar in [10]. An
alternative approach utilizing transaction-based tuple colloca-
tion has been proposed by Gottstein et al. in [11]. Similar
chronological-chain version organization has been proposed
in the context of update intensive analytics by Gottstein et
al. in [12]. In such systems data-item versions are never
deleted, instead they are propagated to other levels of the
memory hierarchy such as HDDs or Flash SSDs and archived.
Any logical modification operation is physically realized as
an append. SIAS on the other hand provides mechanisms
to couple version visibility to (logical and physical) space
management. SIAS uses transactional time (all timestamps are
based on a transactional counter) in contrast to timestamps

that correlate to logical time (dimension). Stonebraker et al.
realized the concept of TimeTravel in PostgreSQL [13]. A
detailed analysis of append storage in multi-version databases
on Flash is reported by Gottstein et al. in [2].

III. FLASH MEMORIES

The performance exhibited by Flash SSDs is significantly
better than that of HDDs, yet Flash SSDs, are not merely a
faster alternative to HDDs and just replacing them does not
yield optimal performance. This section gives an extended
discussion of their characteristics, as reported in [11].

(i) asymmetric read/write performance the read perfor-
mance is significantly better than the write performance up
to an order of magnitude. This is a result of the internal
organization of the NAND memory, which comprises two
types of structures: pages and blocks. A page (typically 4 KB)
is a read and write unit. Pages are grouped into blocks of
32/128 pages (128/512KB). NAND memories support three
operations: read, write, erase. Reads and writes are performed
on a page-level, while erases are performed on a block
level. A write is only possible to be performed on a clean
(erased) block. Hence, before performing an overwrite, the
whole block containing the page has to be erased, which is a
time-consuming operation. Direct overwrites, as on traditional
magnetic HDDs, are not possible. The respective flash memory
raw latencies are: read-55s; write 500s; erase 900s. In addition,
writes should be evenly spread across the whole volume.
Hence, in-place updates as on HDDs are not possible, instead
copy-and-write is applied.

(ii) excellent random read throughput (I/O Operations per
second – IOPS) especially for small block sizes (as reported
in [4]). Small random reads are up to hundred times faster than
on an HDD. The good small block performance (4KB, 8KB)
affects the present assumptions of generally larger database
page sizes.

(iii) low random write throughput; small random writes
are five to ten times slower than reads. Nonetheless, the
random write throughput is an order of magnitude better than
that of an HDD. Random writes are an issue not only in
terms of performance but also yield long-term performance
degradation due to Flash-internal fragmentation effects. Recent
Flash device manufacteurs report faster random write than
random read IOPS, but these figures can only be achieved by
large on-device caches and do not consider sustained workload.
As soon as their cache is filled, the performance of the Flash
device is bound by the characteristic performance of the Flash
memory.

(iv) good sequential read/write transfer. Sequential opera-
tions are also asymmetric. However, due to read ahead, write
back and good caching the asymmetry is below 25%.

(v) endurance issues and wear; Flash memories are prone
to wear. They only support a limited amount of erase cycles
– avoiding in-place updates and reducing overwrites therefore
aids longevity.

(vi) suboptimal mixed load performance: mixing
reads/writes or random/sequential patterns leads to
performance degradation.
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TABLE I. SIAS AND SI RESULTS ON INTEL X25-E SSD [14]
Queue Depth 1

Trace read IOPS write IOPS read MB write MB time (sec)
SIAS-O(I) 4476 20 19713 89.96 563.675
SIAS-P (I) 4499 19 20666 89.96 587.873
SI (I) 3771 322 19901 1624 721.843
SIAS-O(II) 3947 13 11542 39.76 374.204
SIAS-P (II) 3953 13 11562 39.76 374.341
SI (II) 3656 432 11852 1395 414.869

Queue Depth 32
Trace read I/O write I/O read MB write MB time (sec)
SIAS-O(I) 14500 66 19713 89.96 174.01
SIAS-P (I) 14642 63 20666 89.96 180.658
SI (I) 3360 264 19901 1624.9 805.193
SIAS-O(II) 15981 55 11542 39.76 92.44
SIAS-P (II) 15722 54 11562 39.76 94.128
SI (II) 11365 1338 11852 1395 133.478

1 2 4 8 16 32

SIAS-P 3952 7051 9756 12223 14257 15992

SIAS-O 3944 7041 9742 12147 14463 15178

SI 3226 5002 5916 6520 5405 6619

SI-PL 3655 5926 8019 9037 10441 11487

SI-PG 3719 5992 8108 9151 10699 11701
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Fig. 2. I/O Parallelism on Intel X25-E SSD - 60 Minute TPC-C

IV. SIAS - SNAPSHOT ISOLATION APPEND STORAGE

In this section we provide a summary of the SIAS approach
[2]. SIAS manages versions as simply linked lists (chains) that
are addressed by using a virtual tuple ID (VID), displayed in
Figure 2. On creation of a new version it implicitly invalidates
the old one resulting in an out-of-place write – implemented
as a logical append – and avoiding the in-place update of
the predecessor. The most recent version in the chain is
known as the entrypoint of the chain. Without going into
further details of the algorithm, the visibility is determined
by accessing the entrypoint first and if it is not visible yet
(long running transaction) the predecessor version is fetched
using a pointer stored on the tuple version itself. In order to
keep the entrypoint of each VID, SIAS employs a lightweight
datastructure, where only an entry is created if the data item is
comprised of more than one tuple version. SIAS is coupled to
an append-based storage manager, appending in units of tuple
versions and writing in granularities of pages. Only completely
filled pages are appended in order to keep the packing dense,
which is one of the reasons for the lower write amplification.

The example in Figure 2 shows the history of three
transactions creating/updating data item X . The initial version
is created by transaction T1. Up to this point the traditional
approach and SIAS create tuple version X0. Transaction T2

updates data item X . The traditional approach invalidates X0

by stamping it with its own timestamp (in-place update) and
creates a new version X1 that points to X0, analogously X0

receives a pointer to X1. SIAS creates the new version X1 and
stores it as the entrypoint. X1 receives a pointer to X0 and X0

is left unchanged. X1 is appended to the head of the log storage

and written to the storage as soon as the page is completely
filled or a arbitrary, pre-defined threshold is reached (WAL and
recovery-mechanisms are left untouched). Subsequent updates
proceed analogously.

Table I shows our test results with SIAS. Two traces
containing all accessed and inserted tuples were recorded
under PostgreSQL running TPC-C instrumented with different
parameters. Trace I was instrumented using 5 warehouses with
four hours runtime and Trace II using 200 warehouses and
90 minutes runtime. Both traces were fed into our database
storage simulator, which generated SIAS-O/P and SI traces,
containing read and written DB-pages to be used as input for
the FIO benchmark, which executed them on an Intel X25-
E SSD. SIAS-O is a simulation with and SIAS-P without
caching of the SIAS data structures, where SI is the classic
Snapshot Isolation using in-place updates on the invalidation.
The conclusions of our results are:

(i) SI reads more than SIAS-O but less than SIAS-P

(ii) SI writes more gross-data than SIAS-O/P

(iii) SIAS-O/P reads with more IOPS than SI

(iv) SIAS needs less runtime than SI

(v) SIAS-O/P scales better than SI with higher parallelism.

We also conducted tests using SI and page-wise append,
performing a remapping of all pages, which either appends
pages local at each relation (SI-PL) or at a global append
area (SI-PG) with the results displayed in Figure 2. Figure
3 illustrates the resulting write patterns using the blocktrace
tool in Linux (QD = 1). They both achieve comparable
performance in write throughput, nevertheless on subsequent
read accesses the local approach has the advantage over the
global approach - since the local approach makes better use
of locality. This means that in the local approach pages
of different relations are not interleaved as in the global
approach. We found that in general both of the SI page append
approaches outperform the original in-place SI by 15 to 76%,
both themselfes are outperformed by SIAS-O/P by 6 to 36%.
Our results empirically confirm our hypothesis that (a) appends
are more suitable for Flash, (b) append granularity is crucial to
performance and (c) appending in tuples and writing in pages
is superior to remapping of pages. In the following sections
we describe our approaches to merging of pages and physical
tuple version placement as well as compression and indexing.

A. Write Amplification

One of our key benefits of the tuple based append log
storage in SIAS is the significant reduction in write overhead.
In our TPC-C benchmarks we observed a write reduction of
up 52x compared to a traditional in-place update approach.
The in-place update approach yields the same amount of write
amplification as an append log storage manager that appends
in the granularity of pages (page LbSM) – where the contents
of each page are unknown.

Review the example in Figure 2, the traditional approach
invalidates an old tuple version of data item X in place. This
in-place update, even if it only updates a timestamp and a
pointer, leads to the re-write of the page that contains the tuple
version. In the example X0 gets invalidated by transaction
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Fig. 3. Blocktrace: Left Local Append Regions (SI-PL) - Right Global Append Region (SI-PG)

Fig. 4. Blocktrace: Write Overhead - Left In Place Update - Right SIAS

T2, which leads to the re-write of the page that contains X0.
If the new version X1 is stored in a different page, it also
has to be written to stable storage. The update on X0 only
updates the visibility meta-information, which is necessary to
determine the visible version of X , since older transactions
are still able to read X0. The traditional in-place update
approach to multi-versioning, therefore, physically updates
the predecessor version although the content did not change.
Hence, a whole page may be re-written, which leads to a
significant write amplification. One tuple version has to be
inserted and in the worst case two pages have to be written. The
page append storage manager transforms such in-place updates
into appends, but still has to write the additional page. In SIAS
this effect is alleviated by leaving the old version ’untouched’.

Since the new tuple version is inserted into a new page, which
is only written when it is filled (or an arbitrary threshold is
reached) – this leads to the reported write reduction. The effect
on the write pattern is displayed in a blocktrace diagram in
Figure 4. The diagram shows the blocktrace of the default
in-place update multi-versioning including its default in-place
storage management and the SIAS algorithm. The workload
was the resulting IO-Pattern of TPC-C trace configured with 10
clients, 200 warehouses and had a runtime of 90 minutes. The
trace showed a 52 times write reduction when using SIAS (as
reported in [2]). We found that the longer the trace, the higher
the write reduction, which is a logical consequence since the
amount of updates directly correlates with the reduction. It
is also visible that the in-place approach needs more time
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to complete the workload, while the append storage finishes
earlier. The reason for the lower throughput in SIAS is the low
amount of writes that have to be issued.

B. Merge

One key assumption of append based storage is that once
data was appended it is never updated in-place. In a multi-
version database old and updated versions inevitably become
invisible, which leads to different tuple versions of the same
data item, most likely located at different physical pages.
Hence, pages age during runtime and contain visible and
invisible tuple versions. In a production database running 24x7
it is realistic to assume that net amount of visible tuples on
such pages is low and that an ample amount of outdated dead
tuple versions is transferred, causing cache pollution. Once
a certain threshold of dead tuples per page is reached it is
beneficial to re-insert still visible tuples and mark the page
as invalid. Dead tuples may be pruned or archived. Since a
physical invalidation of the old page would lead to an in-place
update, we suggest using a bitmap index providing a boolean
value per page indicating its invalidation. The page address
correlates to the position in the bitmap index, therefore, the
size is reasonably small. A merge therefore includes the re-
insertion of still visible tuples into a new page and the update
of the bitmap index. On the re-insertion the placement of the
tuples may be reconsidered (Sect. IV-C).

Space reclamation of invalidated pages is also known
as garbage collection in most MVCC approaches. On flash
memories, a physical erase can only be executed in erase unit
granularities, hence it makes sense to apply reclamation in
such granules and to make use of the Trim command. Pruning
a single DB-page with the size smaller than an erase unit will
most likely cause the FTL to create a remapping within the it’s
logical/physical block address table and postpones the physical
erasure. This may result in unpredictable latency outliers
due to fragmentation and postponed erasures [4]. Using the
bitmap index, indicating deleted/merged pages (prunable), a
consecutive sequence of pruned pages within an erase unit can
be selected as a victim altogether. If the sequence still contains
pages, which have not been merged yet, they can be merged
before the reclamation.

SIAS uses data structures to guarantee the access to the
most recent committed version Xv of a data item X , the
entrypoint. If only the most recent committed version has to
be re-inserted (i.e., no successor version exists), nothing but
the SIAS data structure has to be updated. It is theoretically
possible that the tuple version is still visible and invalidated. In
this case a valid successor version to that tuple exists, which
has to be re-inserted as well: Let Pm be the victim page, Xi

an invalidated tuple version of data item X , where Xi ∈ Pm

and Xv ∈ Pk, Pm 6= Pk. Xv is the direct successor to Xi

physically pointing to Xi. The merge of Pm leads to a re-
insertion of Xi as Xi*, which leads to a re-insertion of Xv as
Xv*, pointing to Xi*. The SIAS data structures are updated
such that the most recent committed version of X know is
Xi*. It is not necessary to merge Pk as well, since Xv simply
becomes an orphan tuple version, which is not reachable by the
SIAS data structures. Phantoms cannot occur since Xv* and
Xv yield the same VID and version count. Nevertheless, it is
most likely that Xi will become invisible during the merge

since OLTP transactions are usually short and fast running.
Further the structure is self contained on the tuples. On a
crash it can be re-created by, e.g., a full sequential scan of
the relation. The mapping of virtual ID, that identifies the
data item, to tuple version id, which identifies the data item
in a defined state in time can easily be created since each
tuple version stores the VID. The existing methods of a write
ahead log approach can be utilized to log changes in the SIAS
datastructure.

C. Tuple Version Placement

In SIAS, each relation maintains a private append region
and tuples are appended in the order they arrive at the
append storage manager. Tuples of different relations are not
stored into the same page and pages of different relations are
not stored into the same relation regions. Appending tuple
versions in the order they arrive may be suboptimal, since
merged, updated and inserted tuples usually have different
access frequencies. Collocation of tuples according to their
access frequency can be benefitial since the net amount of
actually used tuples per transferred page is higher [11]. Using
temperature as a metric, often accessed tuples are hot and
seldom accessed tuples are cold. The goal of tuple placement
is to transfer as much hot tuples as possible with one I/O to
reduce latency and to group cold tuples such that archiving
and merging is efficiently backed. Visibility meta-information
also contributes to access frequency, since tuples need to be
checked for visibility. This creates yet another dimension upon
which tuples can be related apart from the attribute values.
Even if the content is not related the visibility of the tuples
may be comparable.

Under the working set assumption and according to the
80/20 rule - both are the key drivers of data placement - (80%
of all accesses refers to 20% of the data – as in OLTP enterprise
workloads [15]) statistics can be used during an update to
inherit access frequencies to the new tuple version.

In SIAS, the length of the chain describes the amount of
updates to a data item (amount of tuple versions). Hence, a
long chain is correlated to a frequently updated data item. A
page containing frequently updated tuple versions will likely
contain mostly invisible tuples after some runtime, hence
simplifying the merge/reclamation process.

Version Meta Data Placement: Version metadata embody-
ing a tuple’s visibility/validity is stored on the tuple itself in
existing MVCC implementations. An update creates a new
version and version information of the predecessor has to be
updated accordingly. SIAS benefits largely from the avoidance
of the in-place invalidation. Further decoupling visibility in-
formation and raw data would be even more benefitial. Raw
data becomes stale and redundancies caused by, e.g., tuples
that share the same content but different visibility information
are reduced or vanish completely. A structure that separately
maintains all visibility information, enables accessing only
needed data (payload) on Flash memory. This principle in-
herently deduplicates tuple data and creates a dictionary of
tuple values. Visibility meta-information can be stored in a
column-store oriented method, where visibility information
and raw tuple data form a n:1 relation. This facilitates usage of
compression and compactation techniques. A page containing
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solely visibility meta-information can be used to pre-filter
visible tuple versions, which subsequently can be fetched in
parallel utilizing the inherent SSD parallelism, asynchronous
I/O and prefetching.

Choosing the appropriate storage medium for this data is
critical for performance, especially since new storage tech-
nologies change the traditional memory hierarchy augmenting
it with new levels [16]. Non Volatile Memories such as
Phase Change Memories seem to be a good match as they
support: (i) in-place updates; (ii) fast random access (read
and write); (iii) byte adressability; (iv) higher capacity than
RAM. Byte addressability is important for small updates of,
e.g., timestamps and to support differential updates. They still
yield an inherent read/write asymmetry and are exposed to
wear. A data structure within such a NVM can store pointers
to raw data on flash. Our current work includes separation and
placement of version information.

The SIAS data structure that stores a mapping of the virtual
ID to the most recent tuple version of a single data item can
be stored on such memories. In our current SIAS approach
this lightweight datastructure is stored in main memory. In
this way the properties of Flash memories are optimally
addressed, since writes are only executed as appends and reads
can be executed in parallel and smaller blocksizes. In SIAS
tuple version only store stale version information, such as the
creation timestamp and a pointer to the predecessor version (if
the version is not the first of the data item). This also enables
the usage of a multi versioned index structure that is capable
of delivering the visibility decision by only accessing the index
structure described in Section V.

D. Optimizations

A number of optimization techniques can be derived from
observation that in append based storage a page is never
updated, yet: compression, optimization for cache and scan
efficiency, page layout transformation etc. Generally these
facilitate analytical operations (large scans and selections) on
OLTP systems supporting archival of older versions.

Compression. Most DBMS store tuples of a relation ex-
clusively on pages allocated for that very relation. In a multi
version environment, versions of tuples of that relation are
stored on a page. Since all these have the same schema (record
format) and differ on few attribute values at most, the tradi-
tional light-weight compression techniques (e.g., dictionary-
and run-length encoding) can be applied.

Page-Layout and Read Optimizations. Since the content
of a written page is immutable and only read operations can
access the page, a number of optimizations can be considered.
If large scans (e.g., log analysis) are frequent, cache efficiency
becomes an issue, hence the respective page-layouts can be
selected. Furthermore it is possible to use analytical-style page
layout (e.g., PAX) for the version data and traditional slotted
pages for the temporary or update intensive data such as
indices. In [17] we analyse the effect of sorted runs in MV-
DBMS’ with ordered append log storage and multi-version
index structures on Flash storage. It is benefitial to append in
sorted runs rather than unsorted single pages and even more
benefitial when it is implemented within the MV-DBMS, since
the MV-DBMS is capable to use the inherent knowledge about

the data. The parallelism of the Flash memories is leveraged
by multiple write streams, created by the separation of append
regions – each relation has its own (local) append region
instead of one single (global) append region for alle relations.

V. MULTI VERSION INDEX

Index structures are vital component of modern databases.
Hence, their importance, especially as performance critical
components, they are still a widely ignored aspect in MV-
DBMS on asymmetric storage. Index structures are mostly not
aware of versioned data and therefore, incapable to leverage
their properties. Maintaining them on asymmetric storage
becomes a critical issue.
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Fig. 5. Indexing: Traditional and SIAS
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Fig. 6. Multi Version Indexing: Traditional and SIAS

Although data items exist in different tuple versions, the
index addresses each version as a unique data item. This leaves
the task of filtering visible versions to the rest of the MV-
DBMS (e.g., executor, transaction manager). In the MV-DBMS
updates of a data item lead to the out-of-place creation of a
new tuple version. The index structure has to be updated (in-
place) in order to index the correct tuple version that represents
the data item.

The previous tuple version of a data can still be visible
to some old running transactions, therefore, the index has to
wait with the deletion of the pointer to the outdated version.
If the index update is delayed there might be more than one
tuple version of a single data item that matches the (indexed)
search criteria. Hence, the index can return a data item in two
different states (versions). Hence, the DBMS implementation
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has to filter correct tuple versions of the data items after the
access to the index. Since the visibility meta-data is stored on
the tuple versions themselfes, this causes additional accesses
to the I/O subsystem - even if none of the tuple versions is
visible.

A. Index Structures in SIAS

SIAS identifies tuple versions of a single data item with
a VID that is unique for all tuple versions belonging to that
data item. Hence, the indexing problem can be fixed by storing
the VID in the index, rather than the direct pointer to the tuple
version. This gives us the benefit that indices do not have to be
updated immediately when a new tuple version of a data item
is created. The old entry points to the VID of the data item,
which subsequently points to the most recent tuple version.

Figure 5 shows the index in the traditional approach and the
SIAS algorithm. The traditional approach stores a pointer to
the tuple version, treating it as a unique data item. Fetching a
tuple version using such an index is comprised of 3 steps: first
the index is searched using a search key. Second, assuming that
a match has been found a pointer is followed. Third the tuple
version is fetched and has to be checked against the visibilty
criteria.

SIAS stores a pointer to the VID of the data item, which
is redirected to the most recent tuple version of the data
item. Fetching a tuple version is also comprised of three steps
including one indirection. First, as in the traditional approach,
the index structure is search using a search key. Second,
assuming that a match is found, the SIAS datastructure is
accessed and the pointer is followed to the most recent version.
Third the tuple version is fetched and the SIAS algorithm
determines the visibility.

In Figure 6, we assume that a data item exists in two tuple
versions, which are both still visible. The first version of the
data item is located on page P0 and the successor version is
located on page P5. This case is most likely since under an
LbSM approach new versions tend to be located at a position
further in the log storage. In the traditional approach the index
has two entries pointing to different positions on the disk.
In SIAS both pointers will point to V ID1, which stores the
pointer to only the most recent version. In SIAS the index is
capable of delaying updates, if now the version stored in P0
becomes invisible, the backwards pointer on the tuple version
stored in P5 won’t be followed and the version stored in P5
becomes the stable version of the data item. This means that
the stable version is the tuple version of a data item that is
committed and no running transaction is capable to read a
previous version. In the traditional approach there is a tradeoff
to pay, the visibility can be determined by accessing the version
individually, which means that theoretically the deletion of the
index entry for the old version can also be delayed but the cost
of accessing the I/O storage always has to be payed.

1) Improvements on the Multi Version Index: Our current
research is on the improvement of the index structure in order
to be capable to answer all visibility related checks by only
accessing the index structure. Hence, avoiding the access to a
tuple alltogether. We have introduced an improvement that is
capable of answering most of the visibility related checks by
accessing the index only in [17].

VI. CONCLUSION AND FUTURE WORK

We propose the combination of multi-version databases
and append-based storage as most beneficial to exploit the
distinguishing characteristics new storage technologies (Flash,
NVM). When integrated they help: (i) utilise the excellent
read performance low read latencies of such technologies for
validity and visibility checks as well as due to the fact that
readers are never blocked by writes; (ii) in addition, several
types of read optimisation can be performed on LbSM level;
(iii) the out-of-place update semantics resulting from the fact
that upon a tuple update a new physical version is produced can
be successfully utilised to reduce the expensive random writes
resulting from in-place updates; (iv) existing algorithms have
been revised to enable these changes.

We have prototypically implemented SIAS in PostgreSQL
and validated the reported simulation results. The highest
performance benefit can be achieved by the integration of the
append storage principle directly into a multi-version DBMS,
reducing the update granularity to a tuple-version, implement-
ing all writes out-of-place as appends, and coupling space
management to version visibility. In contrast page remapping
append storage manager does not fully benefit of the new
storage technology. SIAS is a Flash-friendly approach to multi-
version DBMS: (i) it sequentialises the typical DBMS write
patterns, and (ii) reduces the net amount of pages written. The
former has direct performance implications the latter has long-
term longevity implications.

In addition, SIAS introduces new aspects to data placement
making it an important research area. We especially identify
version archiving, selection of hot/cold tuple versions, separa-
tion of version data and version meta-data, compression and
indexing as relevant research areas.

In our next steps, we focus on optimizations such as
compression of tuple versions to further reduce write overhead
by ’compacting’ appended pages, placement of correlated tuple
versions to increase cache efficiency as a ’per page clustering’
approach and an efficient indexing of multi-version data using
visibility meta-data separation.
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Abstract—The need for the systematic collection and use of 

epidemiological data, together with the undergoing 

modernization of the public healthcare system in Serbia, has 

motivated us to develop Dr Warehouse, an extensible 

intelligent software system for the collection, presentation, and 

analysis of data from epidemiological and public healthcare 

sources. The central point of the system is a data warehouse 

where medical data about registered disease cases and relevant 

demographic data are being collected. Through a web 

application and mobile device client, different categories of 

users may access data that are of interest to them, perform 

built-in analyses, or test their own epidemiological hypotheses. 

Dr Warehouse is expected to provide intuitive visualization of 

epidemiological data, facilitate discovery of epidemiological 

knowledge, and support modelling of epidemic dynamics. We 

discuss our motives for building such a system, the architecture 

of the system, our choices regarding data modelling, and the 

built-in functionalities. We implemented a foundation for 

different analyses that are expected to provide valuable 

insights if properly adapted and used in practice: investigation 

of diagnosis change over time, forecasts based on data mining, 

and compartmental models of disease dynamics. 

Keywords-business intelligence, public healthcare, 

epidemiological analysis, absenteeism, disease outbreak 

prediction. 

I.  INTRODUCTION 

As a result of combining the latest advancements in 
business intelligence and data analysis to the domains of 
public healthcare and epidemiology, we present an extended 
version of the previously published overview of Dr 
Warehouse [1] – a closed source software system that 
supports storing of medical and epidemiological data, while 
offering descriptive, as well as predictive, analyses of disease 
cases and epidemics. There are several key issues that 
motivated us to develop such a solution. Despite numerous 
medical discoveries, lifestyle improvements, and strategies to 
battle epidemics, disease elimination and eradication remain 
as the probably most important goals in disease control [2]. 
Epidemiologists continue to collect outbreak data and 
analyse the dynamics of various ever-changing diseases in 
order to better understand their nature and, consequently, 

devise new effective countermeasures. With the proliferation 
of information technology, public healthcare has entered a 
new era with its own set of opportunities and challenges [3]. 
However, the increased possibilities in data collection and 
analysis have led to problems with the systematic treatment 
and use of available data [4][5]. On the other hand, the 
modernization of the public healthcare system in Serbia 
includes, among many tasks, a switch to electronic records 
and increase of the availability of medical information to all 
people involved in public healthcare. In a situation where 
many institutions of public healthcare conduct research 
separately using their in-house devised approaches, having a 
common point where epidemiological data could be stored 
could promote cooperation of these institutions and 
publishing of up-to-date epidemiological information to 
general public. As a response to these issues, we provide a 
potential solution in the areas of public health and 
epidemiology by building a software system that could help 
in the prevention and control of epidemics. This could be 
achieved by providing many procedures for different types 
of epidemiological research and a single data source that is 
tailored to the need for frequent analyses. 

Within Dr Warehouse, all medical and epidemical data 
are stored in one such central data source, a specially 
designed data warehouse. Supported analyses include 
various data visualization techniques, statistical methods, 
analysis of absenteeism data, data mining algorithms, and 
compartmental epidemic models. Results of the analyses 
may be accessed through a rich web client application, which 
offers all of the analyses included in the system, or a mobile 
device client, which offers a subset of analyses primarily 
tailored to the needs of non-experts. Given the rapid rate of 
discovery of new analysis methods and epidemic models, we 
made the system extensible and ensured that new types of 
analyses and data visualization may be easily added. 

The paper is organized in six sections, including 
Introduction. Section II offers a review of similar software 
systems and a comparison of their capabilities to those 
featured in Dr Warehouse. Section III presents our motives 
for building the Dr Warehouse system. In Section IV, there is 
an overview of the system, its architecture, featured data 
warehouse, and functionalities of client applications. Some 
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of the descriptive and predictive analyses supported by the 
system are presented together with sample results in Section 
V. Section VI includes concluding remarks and ideas for 
further research. 

II. RELATED WORK 

There are numerous software systems for 
epidemiological analyses and monitoring. One group of such 
systems provides mostly statistical procedures that are often 
used in epidemiology. Open Source Epidemiologic Statistics 
for Public Health (OpenEpi) [6] is an example of a freely 
available system that may be run in a web browser [7] 
because it is implemented in HyperText Markup Language 
(HTML) and JavaScript. It focuses on statistical calculations: 
calculation of confidence interval and sample size, 
estimation of power for different types of studies, execution 
of various statistical tests, etc. Another free solution is 
WinPepi [8], which is a set of desktop applications that are 
similar to OpenEpi and offer many statistical procedures that 
are useful in epidemiology. When compared to Dr 
Warehouse, both OpenEpi and WinPepi are projects of a 
narrower scope because they ignore data storage and 
management. Furthermore, they put emphasis on statistics 
and a large number of calculation modules whose input is 
mostly a small set of summarized values. Unlike Dr 
Warehouse, they do not support data mining, visual 
representation of data, epidemiological maps, nor user 
extensions. However, the source code of OpenEpi may be 
directly modified to include new procedures. 

The second group of epidemiological systems includes 
data storing and manipulation capabilities in addition to 
analysis procedures. Epi Info [9] is one such example of a 
desktop software application with a wider range of 
functionalities than OpenEpi and WinPepi. What sets it apart 
from other software systems for epidemiology is support for 
form creation. A user may design custom forms through an 
integrated editor and later use them for data entry. Besides 
basic and advanced statistical procedures, this system 
supports data import and export, as well as basic data 
selection and transformation. It has good data visualization 
capabilities and offers various types of charts, tables, and 
even map overlay. Its main strengths with respect to Dr 
Warehouse are support for form creation, direct data entry, 
data transformation and data import/export for various types 
of data sources. However, there is a conceptual difference 
between these two systems regarding data storage. Epi Info 
is a tool that may be used over any data (in the supported file 
or database format) and, therefore, provides transformation 
functions, which a user utilizes in order to prepare data for 
analyses. On the other hand, Dr Warehouse features a data 
warehouse with a fixed set of facts and dimensions, and a 
carefully designed ECTL process, which is automatically 
executed. Therefore, there is generally no need for manual 
data import and transformation because data preparation is 
done automatically. In other words, Dr Warehouse may be 
seen as a more specialized and more automated solution in 
which the data warehouse has a prominent role. Our system 
relies on a strong dependency between the data warehouse 
schema and analyses, which helps to simplify the analysis 

process. This, in turn, alleviates much of the burden 
concerning data preparation, which is usually the longest 
activity in analysis projects. Some of the main features of Dr 
Warehouse that Epi Info lacks are data mining procedures 
and the support for adding user extensions. We consider data 
mining to be an essential part of the system because, unlike 
most statistical procedures, it is well suited for analysing 
large quantities of data that are efficiently stored in a data 
warehouse. We may summarize this comparison by 
generally classifying Epi Info as a solution that offers a fixed 
set of analyses for any set of data attributes and Dr 
Warehouse as a solution that features a fixed set of data 
variables but an extensible set of techniques for data 
presentation and analysis. 

The third group consists of typically web-based systems 
that focus on epidemiological monitoring and publicly 
presenting latest disease outbreak data for different regions 
throughout the world. They primarily rely on data from 
numerous Internet-related sources, which may be informal or 
official. HealthMap [10] provides a world map with the latest 
information on outbreaks by automatically collecting and 
integrating data mostly from several online news sources and 
reports from eyewitnesses and officials. There is also a 
mobile version of the system with similar functionalities.  
Another web system with a support for mobile devices is 
Outbreak Watch [11]. It does real-time analyses of data in 
social networks by evaluating keywords that are considered 
to be indicators of outbreaks. In this manner, the system 
tracks changes in the number of reports concerning relevant 
diseases. Google Flu Trends [12] was created as an attempt 
to estimate actual flu activity in various countries by 
analysing aggregated Google search queries that are related 
to flu. Since there is a relationship between an actual number 
of flu cases and search queries about flu, as confirmed by the 
overall match between the official surveillance data and the 
calculated estimates, this service offers near real-time results, 
which may help in preparing a response to a flu outbreak. Dr 
Warehouse is similar to these systems, as it may offer latest 
epidemiological data and forecasts in the form of charts, 
tables, and maps. In addition to supporting web access, it 
also features a mobile version with a selected set of services. 
On the other hand, the principle difference lies in the 
selection of data sources. The three monitoring systems use 
data that are available on the Internet (HealthMap and 
Outbreak Watch) or from web search queries (Google Flu 
Trends), while Dr Warehouse displays only data present in 
the data warehouse, which was planned to include credible 
data collected in healthcare institutions. However, the ECTL 
process in Dr Warehouse may be extended in the future to 
include data from public web sources. 

When compared to the three aforementioned groups of 
epidemiological software, Dr Warehouse is a complex 
system that possesses traits typical of all three because: (i) it 
may offer any statistical procedure that has been added as an 
extension; (ii) data management is one of the key segments 
of the system; and (iii) collected data are constantly available 
to users via web and mobile client, which makes the system 
suitable for epidemiological monitoring. As a result, we 
consider the following two characteristics to be its major 
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advantages over the other solutions: (i) versatility, i.e., 
suitability for healthcare institutions, epidemiologists and 
general public; and (ii) comprehensiveness, i.e., support for 
data collection and storage, epidemiological analysis, data 
presentation, and functionality extension. 

III. MOTIVATION 

In addition to the prediction of epidemics and 
understanding of disease dynamics, we are motivated by two 
more specific reasons: modernization of the healthcare 
system in Serbia and impact of absenteeism on the economy.  

As outlined in the national development strategy [13], the 
Serbian healthcare system is undergoing a significant 
transformation. Many segments of that system are being 
modernized to rely more on electronic records as opposed to 
traditional paper records. Moreover, the expected 
interconnection of healthcare centres would allow a better 
electronic access to medical data and consequently better 
conditions for data analyses, as in the case of the health 
information system (HIS) for the Serbian Ministry of 
Defence [14]. In such circumstances, Dr Warehouse could be 
integrated into the main healthcare system, which would act 
as a data source. After several processing steps, these data 
would be stored in the data warehouse within the Dr 
Warehouse system. Dr Warehouse has been developed also 
as a pilot solution that should demonstrate advantages of 
using a business intelligence (BI) system in the healthcare 
domain. It is primarily applicable within institutions that deal 
with disease prevention, such as institutes of public health.  

Absenteeism is defined as “failing to report for scheduled 
work” [15]. High absenteeism has negative impact not only 
on colleagues and superiors, who must cope with greater 
workloads, but also on the profit. According to the 2009 
research by the Chartered Institute of Personnel and 
Development (CIPD) from Great Britain [16], the most 
important reasons for the short-term work absence (up to 
four weeks) are: colds, influenza, stomach problems, 
headaches, migraines, injuries of the muscular and skeletal 
system, and pain in the lower back part. Most of these 
conditions, which are also a major health problem in Serbia, 
are preventable non-communicable diseases (NCDs). 
However, there is no adequate prevention and control of 
NCDs in Serbia [17]. We hope that, by using Dr Warehouse, 
valuable absenteeism patterns could be uncovered. 

There are three primary groups of users who might 
benefit from the developed system: employees in public 
healthcare institutions, researchers in epidemiology, and non-
experts interested in epidemiological information. Users in 
public healthcare institutions that are dealing with 
epidemiological data could utilize our software system, 
which is specially tailored to the epidemiological domain, 
instead of relying on solutions that are intended for generic 
statistical analyses. An expected advantage of having a 
domain-specific system would be an increase in user 
productivity. Large amounts of data that are typical of 
modern HISs may be well utilized owing to the well-tried 
approach incorporated into our system – a data warehouse 
for data storing and data mining for efficient analyses. The 
main system load may be reduced by running analyses 

primarily on data stored in Dr Warehouse. The second group 
of users are scientists whose research is related to 
epidemiology. By utilizing Dr Warehouse, they may create, 
test, and improve epidemic models through adding, running, 
and modifying new extensions. New visualization techniques 
for epidemiological data may also be employed and 
evaluated. Furthermore, the system may also target users 
who are not medical experts but are interested in latest 
disease trends, forecasts, or results of some specific analysis.  

Owing to the adverse health of the population in Serbia 
and the “white space” in terms of medical services aimed at 
predicting disease occurrence, our decision to develop a 
system that would allow the use of BI technologies in such a 
context should be both socially and economically justified. 

IV. SYSTEM OVERVIEW 

In this section, we present the system and give an 
overview of its architecture and functionalities. Public 
resources concerning  the system are available at [18]. The 
featured data warehouse, which represents a foundation for 
data analyses, is explained in more detail. We also elaborate 
on the featured web application, mobile application, and 
built-in support for adding new functionalities. 

A. System Architecture 

There are four principal components in the system: (i) 
database server, (ii) application server, (iii) web client 
application, and (iv) mobile device client application. The 
overview of the system is given in Fig. 1.  

The database server is depicted as a rounded rectangle 
titled SQL Server (in the left portion of Fig. 1). It consists of 
a relational database management system (SQL Server 
RDBMS), which hosts a data warehouse containing 
epidemiological and medical data; services for data analyses 
that focus on data mining and OLAP cube analytics (SQL 
Server Analysis Services); and data integration services (SQL 
Server Integration Services) for data extraction, 
transformation, and loading (the ETL process) from the 
supported types of data sources (Excel files, various 
relational databases, data files, or some other external 
sources). 

The application server is depicted as a rounded rectangle 
titled Dr. Warehouse Server (in the central portion of Fig. 1). 
It acts as an intermediary between the database server and 
the two client applications. This component communicates 
with the database server using the ADOMD.NET 
subcomponent, which is responsible for providing access to 
analytical data sources. On the other hand, web services 
(WCF Services) are used to exchange information between 
the application server and the two client applications.  New 
functionalities (Extensions) may be added to the application 
server using the MEF subcomponent.  

The web client application, which is depicted in Fig. 1 as 
a rounded rectangle titled Silverlight Client Application, may 
be extended in the similar manner using its own MEF 
subcomponent. It also supports reading of Serbian identity 
cards (ID cards) using the Smart Card Reader module. The 
mobile device client is depicted in Fig. 1 as a rounded 
rectangle titled Windows Phone 7. 
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Figure 1.  System overview.  

The system may fit into existing HISs and provide 
various services to other similar solutions. This architecture 
allows the possibility of having the database server and 
application server reside at different physical locations. 
Furthermore, in order to increase the scalability and 
performance of the system, the data mining and analysis 
services (currently implemented using Microsoft SQL Server 
Analysis Services [19]) may be located separately from the 
database server. In future versions of the system, the 
architecture may be extended to include terminals that would 
be publicly available and offer a set of functionalities similar 
to those in the existing web client application. 

B. Data Warehouse 

The data warehouse is modelled using a star schema, 
which consists of eight dimensions, two of which are role-
playing dimensions, and one fact table (Fig. 2). The fact 

table keeps track of events that lead to absenteeism, disease 
occurrences and time measured in days that person spent 
away from duty or workplace. Each dimension represents the 
context of disease occurrence and absence. Therefore, we 
can observe these events in the context of time (when an 
event occurred or ended), gender of the person involved, 
place where it happened, person’s profession, data source, 
absence cause, person’s age, and diagnosis that was 
established. 

Dimensions concerning diagnosis, place, and time have 
several hierarchical levels modelled as a fully denormalized 
structure, which enables multi-level classification of factual 
data. In the time dimension, we have two hierarchies: one 
defined as calendar year, quarter, month, and day, and the 
other one as calendar year, week, and day.  

 

 

 
Figure 2.  The star schema of the data warehouse.  
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The diagnosis dimension has three levels of hierarchy for 
diagnosis, disease subcategory, and disease category. Within 
the community (place) dimension, there are four levels of 
hierarchy for community, state, region, and continent.  

Although the normalization of our schema would remove 
redundant data, which in turn would make the schema easier 
to maintain and change, our initial considerations of the 
schema type led us to choose the star schema. 
Denormalization, which is typical for the star schema, helped 
us to reduce the number of foreign keys and to reduce the 
query execution time. As the system was designed to be used 
by a wide variety of users, ease of use was one of our 
priorities. For end users, the star schema is more 
comprehensible than snowflake schema and less complex 
queries are needed to satisfy their information needs. Since 
this is a pilot project, advanced cost-benefit analysis of 
normalizing our star schema into the showflake schema is a 
matter of our future work. The unavailability of a larger and 
more complex absenteeism data set was a major reason for 
simplifying the initial schema design and focusing on the 
aforementioned fact and dimensions. 

The data warehouse was implemented using Microsoft 
SQL Server 2008 [20]. It includes the following dimensions: 
DimCause, DimDiagnosis, DimGender, DimProfession, 
DimCommunity, DimDataSource, DimTime, and DimAge. 
DiseasePresence is the only fact table in the system. Each of 
these tables contains a surrogate primary key, which allows 
us to deal with changes in natural key in a more convenient 
way and track slowly changing dimensions. 

Taking into consideration that the data in the system are 
expected to reflect the actual state of the health of a 
population, it is necessary to support acquisition and 
integration of medical data from multiple sources. We 
developed a solution within Microsoft Integration Services 
[21], which allows us to extract, clean, transform, and load 
(ECTL) the necessary data. The ECTL process is divided in 
six SQL Server Integration Services (SSIS) packages each of 
which covers control and data flow between sources (Excel 
files or databases) and corresponding fact or dimension table. 
Furthermore, for each package, set of actions is specified 
within SQL Server Agent [22] jobs. Those actions involve 
preparing source files, configuring connections to data flow 
sources and destination, executing the packages and backing 
up old source files. Moreover, the execution of SSIS 
packages is logged and completion status is emailed to an 
administrator.  

We perform incremental extraction, i.e., we consider only 
data that were added to the HIS of a public health institute or 
uploaded to application sever after the previous extraction. 
Extracted data serve as an input for a series of 
transformations in which we detect and eliminate errors and 
inconsistencies: (i) different domains of semantically 
equivalent attributes (as in the case of the attribute 
GenderName); (ii) different encodings of textual data 
(ProfessionTitle); (iii) different granularity of semantically 
equivalent attributes (DiagnosisCode). Diagnosis codes that 
are used in the source HIS are shorter versions of the codes 
that are featured in the 10th revision of International 
Classification of Diseases (ICD 10) [23]. We created a 

transformation that relies on regular expressions to resolve 
this issue. In this manner, we extended disease information 
with the disease name, subcategory and category. 
Dimensions DimGender, DimTime, and DimAge, which are 
static dimensions, are not extracted from data source. They 
are created within the context of the data warehouse and their 
records are either loaded manually or generated by a custom 
procedure.  

At the moment, there is only support for data insertion. 
Since the data set in the current version of the system is only 
a sample taken from a HIS, we decided to keep all data in the 
data warehouse, while leaving the implementation of a 
deletion policy for obsolete data and data that have little or 
no impact on the system output, to be included in the future 
version.  

In order to meet the needs for efficient and flexible 
consumption of valuable information produced by the 
system, we developed an online analytical processing 
(OLAP) database, which contains rich metadata. The OLAP 
cube makes our data organized in a way that facilitates non-
predetermined queries for aggregated information. As we 
used Kimball Method [24] to implement the dimensional 
model in the relational database, the OLAP design step was a 
straightforward translation from the existing design. The 
relational database serves as the permanent storage of the 
cleaned and conformed data, and feeds data to the OLAP 
database. Data mining structures and models are stored in the 
third database, which, together with the OLAP database, 
resides at the Analysis Server – the primary query server in 
the system. 

C. Web Application 

The majority of the functionalities that are available to 
expert users are incorporated into a web application, which is 
implemented in Microsoft Silverlight [25]. The 
communication between the application server and the web 
client is done via web services using Microsoft Windows 
Communication Foundation (WCF) [26]. At present, the 
client application possesses functionalities concerning: 
access to medical records stored in the data warehouse; 
upload of data files containing medical records; access to the 
data cube and use of some of the cube’s advanced analytical 
operations; execution of advanced analyses and forecasts, as 
well as result retrieval; upload of extensions; and their 
invocation. 

The contents of the web application are organized as a set 
of Silverlight pages, where each page groups a number of 
similar functionalities. Within the Home page, users may 
access a chart about the most common causes of absenteeism 
for the current month. Moreover, in order to fulfil the needs 
of more experienced users accustomed to traditional reports, 
we created various operational reports within the server-
based reporting platform, SQL Server Reporting Services 
(SSRS) [27]. Besides data sheets, these reports include rich 
data visualization in form of 3D charts. Users may access 
reports on-demand through a web browser. After they run a 
report, they can export it to another format, such as Excel 
spreadsheet or PDF. The functionalities of other pages are 
presented in the remainder of the subsection. 
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1) General Predictions 
The Analysis page contains functionalities regarding the 

execution of advanced analysis and forecasts that identify the 
most probable diseases (or causes of work absence) and the 
most frequent diagnosis mismatches. Through this page, a 
user is able to generate basic predictions concerning a 
selected subpopulation for a particular quarter of a year. The 
subpopulation may be specified by selecting an age group, 
gender, and municipality (Fig. 3). More information about 
these predictions may be found in Section IV-C. 

2) Personalized Predictions 
The What about me? page is a location from which it is 

possible to generate and retrieve results of the personalized 
predictions concerning the most probable diseases (or causes 
of work absence). In order to generate these predictions, a 
user is required to insert his or her ID card into the attached 
smart card reader and a report is automatically generated. 

Card data are read with the help of the Čelik API [28], 
which is primarily intended for integration of ID cards into 
business systems. In order to access the smart card reader 
from a web browser, we had to enable trusted applications to 
run inside the browser. Moreover, as soon as health smart 
cards become publicly available in Serbia, we intend to adapt 
the system to allow data reading from these cards as well.  

3) Analytical Operations 
The execution of analytical operations and access to 
historical data is provided within the Health Reports page. 
Users may perform operations such as dice and slice in order 
to analytically process the available data. The PivotViewer 
control [29], which is an integral part of the page, helps users 
to interact with thousands of items at once and see trends and 
patterns that would be hidden when looking at one item at a 
time. Fig. 4 shows the PivotViewer control in which green 
squares represent diagnoses and the numbers of their 
occurrences among males of a certain age. The user is able to 

zoom in and select squares in order to retrieve more 
information on the corresponding diagnosis such as 
description and number of occurrences.  

4) Upload of New Data and Functionalities 
The Upload page offers functionalities regarding uploading 
of server and client extensions. Within the Extensions page 
users may activate and run uploaded extensions. 
Furthermore, through the Upload page users may upload 
Excel files containing medical records. As most HISs 
support exporting data in the form of Excel files, we 
considered it to be most suitable format for the task. Every 
uploaded file is stored with a unique name, which prevents 
file name collisions. In order to minimize the impact of the 
intense ECTL activity on user experience, we scheduled a 
server job that executes SSIS package every day at 12:00 
pm. 

However, we are going to reconsider this decision once 
we gather concrete data on the frequency of data upload and 
user activity within the web application. The first step in the 
job is reserved for preparing the uploaded file for the ECTL 
process and the last step for backing up the file. All steps 
within the job are repeated until there are no more files in a 
directory on the server where uploaded files are stored. 

5) Diagnosis Discovery Support  
The Symptoms Checker page is part of our more recent 
research, which resulted in the functionality that supports 
medical diagnosis discovery. The diagnostic process is based 
on symptom matching in a way that is sensitive to the 
diagnoses that are dominant in the population to which the 
patient/user belongs. This functionality, which is presented 
in more detail in [30], utilizes data sets presented in Section 
IV-A, and a two-phase algorithm that is based on the 
differential diagnosis method from medical diagnostics and 
predictive models for disease occurrence in a subpopulation. 
 

 

 
Figure 3.  Section from the Analysis page in the web client. 
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Figure 4.  Data visualization using PivotViewer.  

D. Mobile Application 

Dr Warehouse Mobile is a mobile client for the Dr 

Warehouse system. It is an application designed for 

smartphones and implemented only for the Microsoft 

Windows Phone platform [31]. However, porting the mobile 

application to other platforms such as Android and iOS is a 

matter of future work. Given the fact that smartphones are 

widely used, we have chosen to offer a mobile application 

as a way of integrating the collected medical information 

and predictions from Dr Warehouse into regular activities of 

potential users. 

The mobile application has functionalities similar to 

those offered through the web client. However, it has a 

narrower set of features that are customized for mobile 

users. Its functionalities are organized into several 

segments: Login Process, Registration Process, Current 

Position, Position Information, Personal Information, and 

Symptoms. In order to exchange data between the mobile 

client and application server, we developed WCF web 

services tailored for the mobile client. The methods for 

determining the common diseases and potential diagnoses 

are the slightly modified versions of the corresponding 

methods available through the web application. 

Once started, the mobile application presents a login 

screen (Login Process) with the option to navigate to the 

user registration form. When registering in the system 

(Registration Process), a user provides personal information 

such as age, gender, profession, and place of residence. The 

provided information is used when performing a 

personalized analysis similar to that featured in the What 

about me? page in the web client. 

After a successful login, the user is provided with the 

position (Current Position) obtained via the GPS receiver of 

the phone and Microsoft TerraService [32]. With this 

information, the user may inquire about the most common 

diseases at the current location (Position Information). For 

this purpose, the client issues an asynchronous call to a web 

service. Once the response is received, the user is informed 

via the toast pop-up notification and information about the 

most common diseases is shown on a map. Moreover, the 

same information, in the textual or chart form, may be 

obtained for any location that is designated by the user. 

In the similar manner, the user may retrieve a list of 

diseases that are most probable for the subpopulation to 

which the user belongs, where the subpopulation is 

determined using the personal information provided during 

the registration, or for any other specified subpopulation, 

where the user needs to specify the required information: 

age, gender, profession, and location. The scenario of 

obtaining prediction according to the personal information 

(Personal Information) is illustrated in Fig. 5. 

The last segment of the mobile application is devoted to 

providing potential diagnoses for a list of symptoms 

exhibited by the user (Symptoms). The user may create a 

personal symptom list by adding observed symptoms from a 

list of the common symptoms, which is regularly updated 

from the server, or by manually entering the name of a less 

common symptom. After the symptom list is submitted for 

the evaluation, the list of potential diagnoses is retrieved 

from the server. For each diagnosis, there is additional 

information such as risk factors, treatments, and aliases (Fig. 

6). Furthermore, the user may access a separate description 

of a potential diagnosis. For each provided piece of 

information about a diagnosis, there is a hyperlink to a 

relevant resource with a more detailed description. 
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Figure 5.  Personalized predictions within the mobile client.  

 

 
Figure 6.  Description of a potential diagnosis within the mobile client.  

 

E. Extensibility 

New functionalities may be added to the system in the 
form of extensions. The support for extensibility was 
implemented using Managed Extensibility Framework 
(MEF) [33]. A user may upload an extension, which then 
becomes immediately available for use without a need to 
restart the system. There are two types of extensions: (web) 
client extensions and (application) server extensions. Both 
may be uploaded to the application server through the web 
client. A web client extension is automatically downloaded 

from the application server to a web client machine, where it 
is then executed. This is done upon the first invocation of the 
extension at the client side. Such extension is actually a 
Silverlight web page that is embedded within the Extensions 
page in the web application. It is generally expected to act as 
a user interface to the built-in or user-added (via server 
extensions) queries and analyses. On the other hand, server 
extensions reside on the application server, where they are 
also executed upon the invocation initiated at the client side. 
These extensions are functions generally responsible for data 
operations, analyses, and epidemic models. 

V. FEATURED EPIDEMIOLOGICAL ANALYSES 

In this section, we present three types of epidemiological 
analyses that are available in Dr Warehouse: an analysis 
about the difference between the initial and final diagnosis 
during work absence, epidemiological forecasts that rely on 
data mining and epidemiological forecasts that rely on 
compartmental models. In addition to describing a data set 
that was used, we offer exemplary results of these analyses. 
These results primarily illustrate what kind of valuable 
information may be obtained from Dr Warehouse. Their 
validity is tightly coupled with the quality of available 
epidemiological data and the precise tuning of procedure 
parameters. 

A. Data – Sample, Quality, and Security 

Data set used in the testing of the system during the 
development was acquired from the HIS of The Institute of 
Public Health of Vojvodina in Novi Sad, Serbia. The 
obtained sample (an excerpt is featured in Fig. 7) has 
approximately 8,500 records about workplace absences that 
ended in 2009. It contains depersonalized information 
including: gender (represented by the variable pol), age 
(starost), municipality code (opstina), absence cause (uzrok), 
start (prvidan) and end date (krajdan) of absence, disease 
codes for initial (pdijag) and final (zdijag) diagnosis, and 
business activity code (delatn) of a person involved.  

Gender is represented by numbers 1 and 2 referring to the 
male or female respectively. Business activity code is 
represented by a five-digit code indicating sector, division, 
branch and group of a business activity in accordance with 
the classification of activities as defined by the 
corresponding law of the Republic of Serbia. Municipality 
code is a unique identifier of the municipality in which an 
absence was recorded.  

The cause of the absence is denoted by numbers from 1 
to 12 that respectively correspond to: disease, isolation, 
accompanying sick person, maintenance of pregnancy, tissue 
and organ donor, injury at workplace, injury outside of 
workplace, occupational disease, nursing a child under 3 
years, nursing a child over 3 years, care of other sick person, 
and maternity leave. Initial and final diagnosis codes are 
obtained by reducing the appropriate diagnosis codes defined 
by the 10th revision of International Classification of 
Diseases (ICD 10) to four characters. Codebooks of diseases, 
business activities, causes and municipalities may be 
gathered from official Internet sites of organizations that are 
responsible for their maintenance and distribution.  
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Figure 7.  Excerpt from a data set used in the generation of predictions. 

Credibility of the data depends largely on the credibility 
of data sources. Therefore, we rely on sources that can 
guarantee the integrity and validity of provided data. 

Within the system, we provided different ways of 
presenting and making use of existing data. Dr Warehouse is 
not only conducive to making decisions for medical experts 
by means of its data rich reports, but also favourable to 
general population because of its easy to use components. In 
such way we tended to satisfy some of the secondary data 
quality criteria such as reliability, credibility, usefulness, 
added value, ease to use, and accessibility. However, the 
conception and measurements according to these criteria are 
established on primary or secondary quality properties which 
are mainly assessed by subjective methods [34]. The 
denormalization of the data warehouse schema, which is 
described in Section III-B, affects some of the properties 
corresponding to the primary data quality criteria such as 
efficient use of storage and response time. Although it entails 
the generation of redundant data, we consider it beneficial 
because it optimizes read performance and makes the 
schema more comprehensible to users. 

Security in software systems that contain medical data is 
generally one of the top concerns of software designers. In 
the current version of Dr Warehouse, the featured data 
warehouse supports storage only of depersonalized medical 
records. In such design, there are generally no standard 
issues with patient privacy and confidentiality of patient 
health records. Moreover, Dr Warehouse was developed to 
give wide access to epidemiological data to different 
categories of users. However, future versions may support 
distinct user roles that include specific functionalities and 
access to different portions of contained data.  The future 
access control is expected to follow the role-based access 
control (RBAC) model [35]. 

In the more recent development of the system, we 
extended our solution with a data set acquired from Freebase, 
an open repository of structured data [36]. We were able to 
downloaded JavaScript Object Notation (JSON) [37] files 
that contain structured information on findings consistent 
with diagnoses. After parsing those files, we obtained 
records about diagnoses, corresponding symptoms, risk 
factors, disease causes, treatments, and medical specialties. 
Those records were stored in a specially designed relational 
database which is presented in more detail in [30]. 

B. Changes in Diagnosis 

The situation when the final diagnosis in an absence case 
differs from the initial one may be of special interest to 
medical experts. Analysing cases in which complications 
lead to a change in diagnosis or finding often misdiagnosed 
cases could help experts to devise strategies for the 
prevention or control of such situations. 

For these reasons, we added support for the comparison 
between the initial and final diagnosis associated with a 
single workplace absence. For each pair of the initial (L) and 
final (R) diagnosis that appears in the available data set, we 
automatically calculate the number of matching absence 
cases (Support), their share in the whole data set (Support 
%), the percentage of cases with the initial diagnosis L that 
also feature the final diagnosis R (Prob_LR), and the 
percentage of cases with the final diagnosis R that also 
feature the initial diagnosis L (Prob-RL). A user may choose 
to view only the specified number of the most frequent 
diagnosis changes, and further select either the initial or final 
diagnosis to investigate which diagnosis changes are 
associated with the selected diagnosis.  

An excerpt from the results of an analysis about 
diagnosis change is given in Fig. 8.  The majority of changes 
between the initial and final diagnosis is observed when the 
supervision of normal pregnancy was substituted with the 
health supervision and care of other healthy infant and child. 
This scenario happened in 258 cases, which make up 99.61% 
of normal pregnancy cases. A similar trend is noticed when 
the initial diagnosis was officially recorded as the 
supervision of normal first pregnancy (50 cases). Such 
diagnosis changes could be considered trivial as they are 
numerous and do not have much informational value.  

On the other hand, the diagnosis changes with lower 
support value could better demonstrate in what ways a 
diagnosis may change. In 43 cases with an unspecified 
abdominal pain as the initial diagnosis, there were six 
different outcomes (Fig. 9). In the majority of such cases 
(83.72%), the diagnosis remained the same. The most 
common change was the one to dyspepsia, which happened 
in 3 cases (6.98%). The remaining cases further illustrate 
how a set of unrelated diagnoses, such as cholelithiasis, 
lumbago, haemorrhoids, and gastroduodenitis, could 
substitute an imprecise initial diagnosis. As a result, the 
discovered information might indicate for which common 
alternative diagnoses a more thorough test could be 
administered in order to reduce the chance of making a 
wrong diagnosis. 

C. Forecasts based on Data Mining 

In Dr Warehouse, we utilize three classification 
algorithms that are supported by Microsoft SQL Server 2008 
R2 Analysis Services: decision trees, naive Bayes, and neural 
network classifier. These classifiers are trained to estimate 
the individual share of each disease in all work absences 
attributed to the 15 most common diseases, as determined by 
examining the available data set, for a selected year quarter 
and subpopulation, as defined by age group and gender, in a 
selected municipality.  
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Figure 8.  Some of the most frequent changes in diagnosis. 

 
Figure 9.  Cases with an unspecified abdominal pain as the initial diagnosis. 

 
 
In this manner, we may form coarse predictions of the 

distribution of the most common diseases in a selected 
subpopulation. In Fig. 10, we give a set of predictions for 
male employees in the city of Novi Sad who are between 40 
and 61 years old. This example demonstrates how a share of 
some common diseases in that subpopulation may change 
throughout a year. These estimates are generated using the 
naive Bayes classification algorithm for Novi Sad. 

Predicted shares indicate that essential hypertension, 
dorsalgia (thoracic region), and lumbago with sciatica may 
be causes of a larger percentage of absence in quarters 2 and 
3 (spring and summer), while their share substantially 
decreases during quarters 1 and 4 (winter and autumn). On 
the other hand, viral infection is most responsible for 
absences in quarter 4 (autumn). 

D. Forecasts based on Compartmental Models 

Compartmental models are a group of epidemic models 
that are used to predict dynamics of an epidemic by dividing 
an analysed population into several compartments 
(subpopulations) and calculating the changes in compartment 
sizes given some initial conditions [38][39][40]. These 
conditions include sizes of compartments (generally 
expressed as percentages of a whole population) at a single 
moment in time.  

Population compartments correspond to susceptible, 
infectious, recovered, or some other group of individuals in a 
population. Furthermore, there are disease-related parameters 
that are needed in the calculation of changes in 
compartments sizes: contact rate, recovery rate, birth/death 

rate, etc. Different models from this family feature different 
compartments and may be used to obtain forecasts for 
different diseases. The actual spread of a disease (transition 
of individuals between different compartments) is modelled 
by a system of differential equations. 

Compartmental models may be used to predict 
epidemics. However, the modelling of a disease offers 
additional benefits. Compartmental models are typically used 
to analyse the state of equilibrium for a particular disease, 
i.e., the point when there are practically no more changes in 
the size of featured compartments. Moreover, the 
information from such models may be applied to control or 
even prevent outbreaks by using it to define an adequate 
vaccination strategy. 
 

 
Figure 10.  Example of percentage disease shares for male employees in 

Novi Sad aged between 40 and 61 years, as predicted using a naive Bayes 

classifier. 
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As an example of how Dr Warehouse may support 

standard epidemic models, we implemented five 
compartmental models based on the information from [41]. 
With these models, it is possible to describe some common 
diseases such as influenza, measles, and sexually transmitted 
diseases. Moreover, they describe with different levels of 
detail the nature of infection and potential immunity, which 
is suitable for a broad range of diseases. Both the short-term 
and long-term forecasts may be made owing to possibility to 
include basic demographic processes in these models. 

The implemented models are added to the system in the 
form of extensions. For each model, there is a separate client 
extension. Each client extension is a Silverlight page within 
the web application. These pages are used for actions such as 
setting parameters, invoking model execution, and 
presenting results. In addition to client extensions, there is a 
single server extension for all implemented models. This 
extension contains functions that are responsible for 
numerically solving systems of equations which correspond 
to compartmental models. Our implementation approximates 
the solution by using the 4th order Runge-Kutta method for 
solving a system of ordinary differential equations. It is 
invoked from a client extension and provides results for the 
client side.  

Various compartmental models may be implemented in a 
similar manner. The major differences in the implementation 
would be a change in the set of differential equations that 
model a disease and addition of new parameters or 
compartments. By adding the support for several different 
compartmental models in the form of system extensions, we 
have demonstrated that Dr Warehouse may be used to 
predict the rate of spread of any disease for which there is an 
adequate compartmental model. Given the fact that 
alterations of the basic models are constantly created and 
evaluated, the extension mechanism in the system is suitable 
for the timely testing of a model for a new disease or variant. 
In the remainder of the subsection, we give an overview of 
the supported models. 

1) Simple SIR Model  
The simple SIR (Susceptible/Infected/Recovered) model 

derives its name from the three compartments that are used 
to model a population struck by a disease: susceptible (S), 
infectious (I), and recovered (R). A susceptible individual 
from the S compartment may become infectious through 
contact with an infectious individual from the I 
compartment, while an infectious individual becomes a 
member of the R compartment after a recovery period and 
develops a lasting immunity. The rate at which a disease is 
transmitted from an infectious to a susceptible individual is 
the contact rate β, while a rate at which an infectious 
individual recovers is the recovery rate γ. Actual values for 
the rates β and γ depend on the disease that is being 
modelled. Some of the diseases that may be described by this 
model are influenza, measles, and acute hepatitis C. Three 
ordinary differential equations describe the dynamics: 



 

 dSdt– I S 
 dIdtI S – γI 
 dRdt γI. 

In order to analyse the dynamics of a disease within a 
population, a user of the Dr Warehouse system has to specify 
the necessary parameters: S, I, R, β and γ. As an aid in this 
process, the extension may automatically provide the 
recommended values of β and γ for a disease that has been 
selected by the user from the list of the disease supported by 
the extension. The compartment sizes (S, I, and R) may be 
automatically estimated from the previous disease cases once 
the user specifies the coefficient describing the share of the 
available data set with cases in the complete population, and 
the periods from which the number of infected and recovered 
individuals should be determined 

In Fig. 11, we give an example of a prediction that was 
generated by a chronological simulation for influenza using 
our implementation of the simple SIR model. The presented 
chart demonstrates a typical situation when equilibrium in a 
population is gradually reached after a peak in the number of 
infected individuals.  

2) Generalized SIR Model  
The generalized SIR model is an extension of the simple 

SIR model, in which demographic processes are 
acknowledged: the appearance of new susceptible 
individuals through birth and the disappearance of 
individuals from all three compartments (S, I, and R) 
because of death. The inclusion of these processes in the 
model is especially suitable when analysing the dynamics of 
a disease over a longer period. In addition to the parameters 

of the simple SIR model, there is the mortality rate , whose 
value is often used for the birth rate as well. The equations 
used in this model are slightly more complex from those in 

the simple SIR model owing to the terms with the  rate: 

 dSdt– I S – S 
 dIdtI S – γI – I 
 dRdt γI – R. 

 

 
Figure 11.  Example of a disease forecast obtained using the simple SIR 

model. 
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3) SIS Model  
The SIS model could be considered a narrower version of 

the simple SIR model owing to the absence of the 
compartment containing recovered individuals. In this 
model, once an individual stops being infectious, there is no 
immunity period. As a result, this individual immediately 
becomes susceptible to the modelled disease. This scenario is 
typical of many sexually transmitted infections. There are 
two equations modelling such diseases: 

 dSdtγI– I S 
 dIdtI S – γI 

In Fig. 12, there is an example of a prediction obtained 
from using the SIS model.  

4) SIRS Model  
The SIRS model is another variation of the SIR models, 

in which immunity to the modelled disease is lost after a 
limited period, i.e., a recovered individual eventually 
becomes susceptible. Because of this addition, there is a new 

parameter  - the rate at which the immunity is waning. A 
system of equations that take into account these events and 
basic demographic processes include: 

 dSdt + R– I S – S 
 dIdtI S – γI – I 
 dRdt γI – R – R. 

5) SEIR Model  
The SEIR model is more complex than the 

aforementioned models as it features additional compartment 
E, which contains exposed individuals. A susceptible 
individual may become first exposed and only then 
infectious. Exposed individuals are infected but not 
infectious, i.e., they cannot transmit the disease for a certain 

period that may be expressed using the  rate. The equations 
that model such dynamics include: 

 dSdt– I S – S 
 dEdtI S – E – E 
 dIdtE – γI – I 
 dRdt γI – R. 

 

 
Figure 12.  Example of a disease forecast obtained using the SIS model. 

VI. CONCLUSION AND FUTURE WORK 

We provided an extended overview of a software system 
that may be used in public healthcare and epidemiology for 
data collection, data mining, analyses, monitoring, and 
research. The main contribution is the construction of a 
versatile and comprehensive software solution for 
epidemiology, as opposed to the similar existing solutions. It 
should act as a central point for the collection of 
epidemiological data, their analysis, and presentation tailored 
to different groups of intended users: public healthcare 
professionals, epidemiologists and general public. We expect 
that this system may have an important role in the activities 
concerned with epidemic control owing to the several 
already implemented compartmental models for the 
prediction of disease dynamics. The provided data 
visualization and reporting controls should offer better 
understanding of temporal and spatial disease patterns. In 
addition to a general description of the system’s architecture, 
data source, and client applications, a special attention was 
given to the implementation of the data warehouse and data 
analyses. The presented examples of analyses illustrate some 
of the results that may be obtained through the system using 
the available data sample. In order to support application of 
the latest epidemic models and their evaluation in the context 
of the collected data, we incorporated an extensibility 
mechanism that allows addition of new functionalities to the 
system. 

We demonstrated through various examples that the 
developed solution is operational and supports 
epidemiological monitoring, research, and prediction. These 
capabilities are illustrated on a data sample from an 
institution of public healthcare. However, the actual value 
brought by this solution could only be determined after its 
prolonged use. During that period, epidemiological data 
should be collected within the featured data warehouse. 
Since many epidemiological analyses require data sets 
covering large time spans, the system should be running for 
at least several years before it could be systematically 
evaluated. By creating Dr Warehouse, we have provided a 
software foundation for epidemiological forecasting through 
two predictive approaches that have been extensively and 
successfully used in practice: mathematical modelling of 
disease dynamics and data mining of epidemiological data. 
In addition to using available implementations of predictive 
procedures, epidemiologists may make customizations and 
even add completely new procedures to the system. This is a 
more probable research scenario because epidemiological 
characteristics of many diseases are region-dependent and 
may change over time, which in turn requires new ways of 
predicting epidemics and disease dynamics. For these 
reasons, the actual potential of the system may only be 
achieved if the system is adopted and readily used by the 
domain experts. 

There are numerous ideas for future work and research 
on the presented system. We may modify the existing 
analyses and make them more generic so that they could 
support a greater number of queries. Moreover, we intend to 
implement and test several models that are based on cellular 
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automata. The data warehouse schema may be altered and 
extended in order to support additional analyses. Since low 
quality data within such solutions may cause “unnecessary 
anxiety, investment of time, and expensive engagements 
with healthcare professionals” [42], we plan a more elaborate 
assessment of data quality as part of future work. 
Furthermore, based on these assessments, we intend to 
improve the ETL process as it is considered a key data 
quality factor. Given the fact that data quality varies 
according to user experience, among other factors, we intend 
to utilize the assessment method for subjective quality 
properties and the Data Quality Manager (DQM) Prototype 
presented in [34]. The presented DQM is a prototype for the 
assessment of data quality within heterogeneous databases 
that incorporates a data quality assessment framework based 
on extensions of the Reference Model, Measurement Model, 
and Assessment Model. Moreover, it takes into account the 
type of information system when assessing data quality. We 
consider such property important because of the high data 
quality requirements associated with the application area. 

We may also enforce a strict security policy by 
introducing user roles and separating the set of 
functionalities into subsets better suited for various user 
categories. A new version of the system could be 
implemented using open (and free) technologies, which 
could lead to a creation of a completely open version of the 
system. Due to the prominence of spatio-temporal and 
epidemiological data in Dr Warehouse, best practices from 
geographic information systems and constraint databases are 
topics also worth exploring in the future. Furthermore, 
significant additions to the system would be the construction 
of an epidemiological knowledge base, which could be 
regularly updated or consulted during data analyses, together 
with the inclusion of a convenient ontology. We have 
already undertaken some of these activities by integrating 
information from Freebase into Dr Warehouse. With such 
enhancements, the semantics may be expressed and the new 
version of the system could communicate with other systems 
that follow the idea of the Semantic Web. 
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Abstract—The suggested method for 3D generalization of 

groups of buildings in urban environments is based on the 

rasterization of the 2D footprints of 3D buildings. The 

rasterization is processed within quarters, which are 

automatically defined by using Digital Elevation Model (DEM), 

water objects and roads. Quarters were organized into a 

hierarchical model according to the gaps between the quarters 

and the stages of the clustering process. Each degree of 

generalization corresponds to some level of hierarchy. The 3D 

urban perspective is computed based on separate levels of 

generalization of each quarter as a function of its distance from 

a pre-defined view point. The developed approach enables to 

compile a 3D scene of urban environment based on the 

generalized buildings' layer. The buildings' layer consists of 

objects with different degree of generalization level which is 

growing gradually from the view point. The two main 

distinctions of the approach from others are: (1) the 

generalization is implemented with respect to the geospatial 

properties of urban environments and the relations between 

the objects; (2) the approach is simple and universal which 

enables to simplify the whole area of a city and can be applied 

to different types of cities. 

Keywords-Generalization; 3D urban model; groups of 

buildings; hierarchy of quarters  

I.  INTRODUCTION  

3D generalization of the urban model is a fast-growing 
topic. The main types of objects in the 3D city model are 
buildings. Nowadays, 3D models are used in many 
disciplines [33]: GPS navigation, desktop and mobile city 
viewers, geo-simulation, architecture, and many others. The 
two common problems which usually arise in any discipline 
are: (1) huge computer resources are required for drawing 
3D models based on the original, non-simplified buildings, 
and (2) 3D models based on the original non-simplified 
buildings are very detailed and often appear unreadable and 
overly complex. To resolve both problems we have to 
generalize the buildings. There are two different tasks in the 
building generalization process: (1) simplification of a single 
building, and (2) generalization of groups of buildings. The 
topic “simplification of a single building” is a widely 
researched topic; we can describe several different 
approaches of generalization, all of them valid. In contrast, 
“generalization of a group of buildings” has only been 
treated, so far, on a very limited level. There are several very 
similar approaches, largely based on the Delaunay 

Triangulation (DT) (e.g., [40] and [25]). We propose, in 
concept, another approach for the generalization of groups of 
buildings, based on rasterization and vectorization 
operations, which are carried out by sub-dividing the urban 
neighborhood into quarters. This paper is structured as 
follows: the related work is considered in section two, the 
source data are described in section three, the algorithms of 
raw quarter calculations and building quarters’ hierarchy are 
presented in sections four and five, the raster based 
algorithms of  generalizing group of buildings is considered 
in section six, the results are evaluated in section seven and, 
finally, in the last section the conclusions are detailed. 

II. RELATED WORK 

One of the most holistic approaches to the 3D 
generalization of buildings was described in [40]. The main 
idea supposes that, within a threshold (distance from a view 
point), we will generate objects which contain the results of 
simplification of single buildings, whereas outside of the 
threshold we will generate objects containing the results of 
groupings of buildings and their simplification as a single 
building. An approach of “converting 3D generalization 
tasks into 2D issues via buildings footprints” was described 
by He et al. in [11]. 

The generalization of 3D building data approach [7], 
based on scale-space theory from image analysis, allows the 
simplification of all orthogonal building structures in one 
single process. Another approach [36] considers buildings in 
terms of Constructive Solid Geometry (CSG). In [40] an 
approach was proposed which realized 3D single building 
simplification in 5 consecutive steps: building footprint 
correction, special structure removal, roof simplification, 
oblique facade rectification and facade shifting. A very 
interesting approach was proposed by Kada in [16] and [17]. 
In this approach, geometric simplification was realized by 
remodeling the object by means of a process similar to half-
space modeling. Approximating planes are determined from 
the polygonal faces of the original model, which are then 
used as space dividing primitives to create facade and roof 
structures of simpler shapes.  

The second aspect of 3D generalization of an urban 
environment is the generalization of groups of buildings. 3D 
generalization of groups of buildings is mentioned in several 
publications (e.g. [8], [10], [11], [37]). These papers describe 
different approaches to 3D grouping and group 
generalization: grouping of building models (using the 



344

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

infrastructure network) and replacing them with cell blocks, 
while preserving local landmarks [8]; “express different 
aspects of the aggregation of building models in the form of 
Mixed Integer Programming problems” [10]; and, grouping 
of building models “with a minor height difference and the 
other with a major height difference” [11]. 

2D building generalization algorithms should also be 
considered for use by researchers for a 3D building group 
generalization. A holistic and automated generalization 
method based on a pseudo-physical model was considered in 
[15]. An approach based on Delaunay triangulation, Graph 
and Gestalt theory was described by Li et al. in [25]. 

In the above-mentioned publications, different 
approaches were considered, but we can identify some 
common ideas which are important for most research in this 
area. 

In most cases it is very useful to generate levels-of-detail 
(LOD); normally, researchers use 3 or 4 LODs ([4], [27] and 
[36]). LODs are widely used in 3D video games, usually for 
detailed objects; more simplified objects are created for 
saving processor load and virtual memory [27]. Usually a 
detailed object has references to several simplified versions 
(at different levels of simplification), so that if the object 
stays near the view point, the most detailed version of the 
object is used, and as the object is located further from the 
view point the more simplified object is used.  

It is very popular to use CityGML standard for 3D urban 
models ([9], [13], [19], [20], [21], [22], [23] and [35]). This 
format supports many useful possibilities, which are very 
important for working with 3D urban models (e.g., LODs, 
topology, semantics etc.).  

Today, 3D city visualization is an extremely fast-
developing topic [3]. There are many benefits to using 3D 
city models, for instance, the significant advantages of using 
3D maps in cadastral systems and public participation in 
urban planning processes have been described by Shojaei et 
al. in [34] and by Wu et al. in [39]. There are many 
approaches and technical solutions for storing and 
visualizing 3D city models. In [31] a detailed analysis of 
existing approaches to 3D city visualization was published. 
According to this publication, there are several principal 
formats and standards which are normally used in reviewed 
projects - namely - CityGML, KML/CALLADA, X3D, 
X3DOM, HTML5/WebGL, OpenStreet map data format. 
Several data sets store huge amounts of 3D buildings' models 
- Paris, Berlin, Mainz, Blacksburg geodatabases and 
OpenStreetMap data were described. In addition, important 
applications for working with 3D virtual city data - 
CityServer3D, 3DCityDB, IGG Web 3D Service, OSM-3D 
Web 3D Service, HPI 3D Server and Web View Service, 
Xnavigator, InstantReality Player, BSContact Geo,HPI 3D 
WVS Clients, Google Earth - were reviewed.  

The OpenStreetMap crowdsourcing project has made it 
possible to depict 3D maps of numerous cities world-wide. 
For a huge number of building models, users are defining 
tags (attributes) such as building heights, number of floors, 
type of roofs etc. The OpenBuildingModels platform [38] 
enables us to prepare and add to the OpenStreetMap realistic 
3D complex buildings models. This, and the fact that the 

OpenStreetMap is a free open source project and allows 
access to the data under a copy-left license, enables the 
development of applications for creating 3D interactive real 
maps. Impressive results were achieved in the OSM-3D 
project (see [29]). This is an experimental but actual project, 
working in 3D globe application, and has been released as 
Java Applet.  

As mentioned by Hildebrandt and Döllner in [12], due to 
the advances in computer graphics and improved network 
speed it is now possible to navigate in a 3D virtual world in 
real time. Until recently, the technologies employed required 
installing standalone applications or plugins on navigators. 
The relatively new HTML 5 format brings new solutions for 
visualizing 3D data in a web browser by using WebGL. 
Several globe projects have proven that such technologies 
are feasible and can be employed. One of these projects was 
described by Mao and Ban in [28], where CityGML data are 
interactively converted to X3D format according to the user 
request on the server, and the X3D data are visualized on the 
user's web browser. This method can work on any modern 
web browser with WebGL (e.g., Mozilla Firefox, Google 
Chrome, and Safari). In [30] it has been proven that the same 
approach can effectively work on mobile devices (smart-
phones and tablets). 

In spite of the large number of publications and 
developing projects, we can identify a very important 
shortcoming on almost all 3D city maps (or screenshots). 
There are usually only two ways of displaying large cities: 
depicting only the buildings nearest to the view point 
(whereas all the other buildings are not displayed and the 
area is depicted as a plain map), or displaying all the 3D 
building models (which usually causes a long processing 
time and heavy computer and internet traffic resources, and 
furthermore, causes distant parts of the city to be presented 
as a very dense and unreadable 3D view). As mentioned 
above, we are seeing a large number of publications on 
generating and using LODs of single buildings, while there 
are only a very limited number of approaches to creating 
LODs of group of buildings in order to solve the problem 
described above. 

Additionally, it must be mentioned that in the approach 
we used Kohonen’s self-organizing maps [18] (one of the 
artificial neural network algorithms) to classify quarters 
according to a set of different attributes.  

There are several possible approaches to 
multidimensional classification. In our case, using one of the 
clustering algorithms seems very promising. There are 
several common groups of clustering algorithms: 
hierarchical clustering, centroid-based clustering, 
distribution-based clustering, and density-based clustering. 
According to [14] “hierarchical clustering is based on the 
core idea of objects being more related to nearby objects than 
to objects farther away”. “As such, these algorithms connect 
'objects' to form 'clusters' based on their distance”. This 
method is often considered obsolete. Centroid-based 
clustering is based on defining the optimal central vector of 
clusters. K-means or Lloyd's algorithm [26] is a well-known 
centroid-based approach. It is an unsupervised algorithm 
which requires setting the number of classes. It has been 
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mentioned that a k-means approach cannot find non-convex 
clusters [6]. Some k-means algorithms to classify the raw 
quarters of Trento have been tested, and the results look 
interesting and useful for our aims. According to [32] 
distribution-based clustering methods “suffer from one key 
problem known as over-fitting, unless constraints are put on 
the model complexity”. In density-based clustering, clusters 
are defined as areas of higher density than the remainder of 
the data set [24]. The DBSCAN [5] density-based popular 
clustering method has serious disadvantages for our case, as 
it is not easy to define initial parameters (certain distance 
thresholds and minimum number of points required to form a 
cluster) for this method. This disadvantage was partially 
eliminated in the OPTICS [2] method; in this method only a 
minimum number of points are required. But it is still a 
problem, because in our case we have a very specific small 
group of quarters. On the other hand, if we set a small 
minimum number of points we will get too many clusters. 
From all the approaches described, the k-means algorithm 
seems very suitable for our investigation. The Kohonen’s 
self-organizing map (SOM) [18] is one of the ANN methods; 
this method's implementation is very close to k-means. SOM 
is not only a clustering method; it is also a very useful tool 
for visualization and evaluation of the results of clustering. 
At this time we are focusing our attention on the SOM 
approach of clustering. 

 

 

Figure 1. Map of Trento. 

III. SOURCE DATA 

For implementing and testing our approach, the free 
geodata of the city of Trento, Italy was used. The buildings 
(with individual heights), water objects and roads were 
extracted from the landuse map of Trento (see Fig. 2). The 
landuse map and land relief (DEM) were downloaded from 

the website of Trento Municipality [41]. On the map of 
Trento (see Fig. 1) the buildings are depicted as brown areas; 
the extent of the maps in Fig. 2, Fig. 3 and Fig. 4 are marked 
with a red square; the extent of the map on Fig. 13 with a 
blue square, and the view point and view direction of Fig. 14 
with an orange circle and arrow. 

IV. CALCULATION OF RAW QUARTERS 

Finding a realistic method of simplification is a very 
important issue in generalization. One of the more common 
problems is when buildings are joined through obstacles 
such as wide roads or rivers. In this case, buildings must not 
be joined to each other, and these buildings from the two 
sides of the obstacle should be merged with other, more 
distant objects, which are, however, located on the correct 
side of the obstacle. To resolve this problem, we decided to 
split the urban space into quarters which are divided by the 
main, significant objects. These objects cannot be involved 
in the generalization itself. 

To calculate the quarters, we decided to use the slope of 
the terrain, water objects and roads. In Trento, it was found 
that buildings are positioned only on areas with a slope of 
less than 30 degrees. Accordingly, areas with slopes greater 
than 30 degrees of the terrain were excluded. We also used 
roads and water objects for defining the quarters. These 
objects are polygons extracted from the landuse map. In an 
initial work [1] we used attributed data of roads, based on the 
fact that we worked with linear objects downloaded from the 
OpenStreetMap website. In the next stage, presented in this 
paper, we use polygonal features, which, due to their 
geometric characteristics (their size) as the main parameter, 
avoid the need to use attributed data (like type of object) of 
roads and the water objects. All these three classes – slopes, 
roads and water objects - were merged into one raster map 
with 1 meter resolution (which has been found to be 
adequate for small-scale urban generalization).  

The raster map of the merged objects is the base for 
quarter calculating; further processing can be divided into 
several consequent steps.  

The raster transformations for splitting the city into 
quarters have been selected because the standard vector 
approaches (e.g. polygons based on vector roads) have 
several limitations. The source vector road data may contain 
features such as unfinished roads, dead end roads, etc., 
features affecting its topological correctness. Splitting the 
area into quarters based on these data might result in a very 
complex polygonal map containing artifacts. In contrast, the 
raster transformations approach enables to exclude most of 
the artifacts and the unnecessary boundaries and vertices. As 
the width of the narrowest roads is about 2-3 meters, the 
resolution of the raster maps has been defined as 1 meter. 
Accordingly, the quarter map is composed of polygon 
bounds which coincide approximately with the road 
centerlines (±1 meter), as well as not intersecting the 
buildings. 
A. Region growing of base features 

All pixels of the merged objects got the value “1”; empty 
space on the raster map got the “Nil” value. Each group of 
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pixels with value “1” has been expanded by adding one pixel 
(1 meter) and the results are depicted in Fig. 3.  

B. Inverting of pixel map 

At this step, the values of pixels were inverted (“1” to 
“Nil” and vice versa), resulting in many pixel areas with the 
value “1” which are split by “Nil” pixels. 

C. Defining quarter areas having unique values 

To set a unique pixel value to each quarter area, we 
vectorized the raster map. Each vector that defines a 
polygonal object got a unique integer identifier. Polygons not 
containing buildings were removed. Then the vector map 
was rasterized. For raster values, polygon identifiers were 
used. As a result (see Fig. 4), we got a raster map with 
groups of pixels (a "quarter") and each group (which is 
separated by “Nil” pixels from the adjacent group) got a 
unique integer identifier. 

 
 

Figure 2. Shaded Landuse Map of Trento and Buildings (brown polygons). 

 

Figure 3. Non-Nil Pixel Groups which Split the City Space into Quarters. 

 

Figure 4. Inverted Raster Map with Unique Pixel Values. 
  

At this stage, a set of raw quarters was prepared. The 
next data processing was based on this. We can see on the 
map that quarters contain holes, dead-ends and unfinished 

roads. These elements naturally disappear during the 
generalization of the quarters. 

V. CALCULATION OF QUARTERS’ HIERARCHY 

In the previous step we prepared raw quarters. We cannot 
use them for a high level of generalization, as raw quarters 
would be too small for large generalized buildings. To 
overcome these limitations, a new flexible hierarchical 
approach of subdividing the urban area into variable quarters 
was developed. The raw quarters are placed on the lowest 
level of the hierarchy; on the highest level, the whole area of 
the city is defined as one large quarter. A special approach to 
developing the quarter generalization (or quarters merging) 
will enable this hierarchy, where the size and content of the 
quarters will be correlated with the level of the 3D 
generalization, and this, in turn, will be related to the 
distances from the view point. Each level of the hierarchical 
tree of quarters has some level of quarters’ generalization. 
The hierarchy is based on buffer operations. We will widen 
the quarters by a buffer; thus, adjacent quarters will be 
merged into one object, while other objects will only change 
their geometry (outer boundary of quarters will be 
simplified, some inner small elements like holes and dead-
end roads will be filled). Then we will decrease the quarter 
by a buffer with the same size. If the width of the gap of 
merged quarters is smaller than the buffer width, the objects 
remain as a merged polygon, otherwise the polygon will be 
split back into separate objects differing from the original 
objects due to their simplified geometry. 

The raw quarters will be generalized and organized in a 
hierarchical tree. Each level of tree is built on the previous 
level, and is calculated as follows: first, the attributes of each 
quarter are calculated, depending on their classification. 
Each level is built according to some base buffer width. All 
quarters are separated into temporary layers according to 
their classes. Then, we apply buffer operations (with a width 
which is equal to two times the base buffer width) separately 
to each layer, and overlay all the layers into one map. On this 
map, we apply buffer operations with the base buffer size to 
all quarters without taking their classes into consideration. 
This suggested approach helps to merge quarters of the same 
class faster than others (i.e., quarters of different classes 
should be at least twice as close as quarters of the same class 
to be merged). In Listing 1 the algorithm of this process is 
presented. In Fig. 5 you can see its results (A: Background 
Color by Original Classified Quarters, Black Polylines are 
Outlines of Buffers by Classes of Quarters, Width is Equal to 
Twice the Base Width; B: Withdrawal of Buffers; C:  
Adding Base Buffer Width to the Polygons; D: Withdrawal 
of Buffers –Resulting as the Final Buffering).  

The first step of quarter generalization is calculating the 
attributes for each quarter. These calculated attributes (a list 
of the attributes is depicted in Fig. 6) will be used for the 
classification of the quarters.  

We decided to use the Kohonen's Self-Organizing Map 
approach to classify quarters. The number of clusters was 
defined for all levels in the hierarchy of the quarters to 
perform classification. There are several techniques to 
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Listing 1. Algorithm of Building the Hierarchical Tree of Quarters. 
 

quarters=original_quarters 
 

for  ( buffer=1 , buffer+=0.2 , buffer < 2): 
 

     Calculate attributes of quarters 
 

     Classify quarters according attributes 
 

     for ( i=0 , i++, i < number of classes): 
 

           Extracting class i into separated map 
 

           foreach current_quarter in quarters: 
 

               Adding buffer*2 to current_quarter 
 

               Withdrawing of buffer*2 from current_quarter 
                 

           Merging quarters from separated maps into 
           buffered_quarters 
            

           foreach current_quarter in buffered_quarters: 
 

               Adding buffer to current_quarter 
 

               Withdrawing of buffer from current_quarter 
      

     Appending of buffered_quarters into result Hierarchical Tree 
 

     quarters=buffered_quarters  
      

                   
               

 
 

Figure 5. Buffering Process.  

 
automatically define the numbers of clusters (e.g., a gap 
statistic approach, an information theoretic approach, etc.). 
At this time, we have focused on a manual definition of the 
number of classes. An initial manual analysis of a series of 
maps based on quarter attributes visualization was carried 
out. On Fig. 6 you can see example of quarters’ 
classification, meaning of parameters are presented below: 

• A - Typical Azimuth of Buildings' Sides;  

• S_q – Aarea of Quarter;  

• S_b – Area of Buildings in a Quarter;  

• D – Density of Buildings, S_b/S_q;  

• F_q - Fractal Dimension  of the Quarter's Boundary, 
2·log(perimeter) / log(area);  

• F_b – Mean Fractal Dimension of Buildings' 
Boundaries in a Quarter;  

• C_q – Compactness of a Quarter, 

perimeter/(2·√(π·area));  

• C_b – Mean Compactness of  Buildings;  

• P_q – Perimeter of a Quarter;  

• P_b – Mean Perimeter of Buildings;  

• PP – P_b/P_q;  

• H - Arithmetic Weighted Mean by Areas of the 
Heights of Buildings.  
 

 

 
 

Figure 6. Diagram of Codebook Vectors (Centers of Clusters). 24 Classes of 
Calculated Quarters with Buffer Width of 1.6 meter..  

 
As aforementioned, in order to take into account the 

quarters' classes, adding a weighted buffer to the quarters has 
been suggested (thus differentiating between quarters of the 
same class and quarters of different classes), aiming to merge 
neighboring quarters. To avoid vector artifact and topology 
problems, data was converted to raster, and buffering 
operations were executed in a raster environment. We used 
the raster resolution as the base width of the buffer. Not only 
does the buffering phase provide the possibility of merging 
quarters, but this operation also helps to fill holes and dead-
end roads in polygons, and to eliminate small elements of 
quarters' boundaries. It should be mentioned that converting 
vector to raster can also work like a generalization operation. 
Generally speaking, this phase in the research, which is 
based on vector to raster and raster to vector operations, as 
well as region growing and buffer implementations on the 
one hand, and on the quarters' attributes on the other hand, 
enables us to generalize the quarters and lets us move up or 
down in the hierarchical level of the quarters' subdivision.  

As mentioned above, quarters of the same class were 
merged faster than quarters of different classes. This was 
achieved by putting quarters of the same class into isolated 
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Figure 7. Quarter Buffering Generalization (Buffer Width, in meters):  

A: Original Raw Quarters; B - 1.4, and C - 1.8. 

 

sub-environments (temporal layers) and using different 
widths of buffers (see Fig. 6 and Fig. 7).  

This suggested approach allows the performing of quarter 
generalization based on buffering operations while taking 
into account quarters' classes. Using this method builds a 
hierarchical tree of quarters (in the current sample of Trento, 
from the raw source of 2679 small quarters up to a single 
huge quarter). We performed the generalization of quarters 
starting from a buffer width of 1 meter and increasing it by 
increments of 0.2 meter, until the buffer width reaches 2.6 
meter. It was decided to start quarter generalization from 1 
meter because this is the resolution which is used to generate 
the raw quarters; and because the upper limit of 2.6 meter as 
a higher buffer width generates oversized quarters. 

As in the previous research [1], we decided to use 8 
degrees of generalization of buildings based on rasterization 
processes with resolutions 10, 15, 20, 25, 30, 40, 50 and 60 
meters (resolutions which correspond to degree of 
generalization). A graph of the varying number of quarters 
and the size of maximal quarter (see Fig. 8) was used to 
define which levels of hierarchy can be used for further 
processing. In addition, the original vector map of buildings 

was converted to raster maps with different resolutions (10, 
15, 20, 25, 30, 40, 50 and 60 meters). These raster maps, 
overlaid with the generalized quarter maps, were used to 
estimate which resolution of buildings generalization should 
be used with each generalized quarter map. Overlaying of 
the generalized quarter map with different resolution raster 
maps of buildings is illustrated in Fig. 9. We can then see 
very clearly on the right side of the figure that the sizes of 
the generalized buildings are too large to use this quarter 
map for generalization at this resolution. 

 

 
 
Figure 8. Graph of Number of Quarters (blue Line, left Y-axis); and the Size 
of Maximal Quarter (red line, right Y-axis in million sq. meters); X-axis – 

Base Buffer Width (in meters). 

 

    
 

Figure 9. Quarters and Sizes of Buildings Generalization:  
Appropriate (left) and Too Large (right). 

By using this method we estimated which levels of 
quarter hierarchy can be used and which resolution of 
buildings generalization should be processed with these 
levels (see Table 1). 

VI. GENERALIZATION OF BUILDINGS 

The fact that in urban areas, most (if not all) of the 
buildings have orthogonal sides, is the background for our 
raster-based generalization approach. Usually, in adjacent 
areas (quarters in our case), buildings would be spatially 
oriented in the same direction. Therefore, the generalization 
process consists of defining the typical azimuth of buildings' 
sides for each quarter. Once a typical azimuth is known, by 
applying the rasterization process in this direction, the 
staircase-type appearance of lines, or legs of closed 
polygons, which is very common in the rasterization 
processes, can be eliminated. A non-rotated rasterization 
(parallel to the grid axes) while the buildings are positioned 
in another orientation will result in a staircase-type 
appearance of the bordering lines of the buildings and too 



349

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

many unnecessary vertices, which will prevent us from 
achieving a smooth geometry of the generalized objects. 

A. Defining the azimuth of buildings' sides  

As aforementioned, in urban areas, most of the buildings 
have orthogonal sides; thus, it is possible to define the 
average spatial orientation of the buildings. Within each 
quarter, the azimuths of all the buildings' sides were 
computed. For each building in the quarter, the longest side 
and its azimuth were identified. Then all the azimuths of the 
other sides were rotated by 90 degrees (clockwise) again and 
again; and the rotated azimuths (and their lengths) were put 
into one list. The list was sorted by lengths, and then lengths 
with the same azimuths (up to a predefined threshold) were 
averaged. A threshold of 1 degree when looking for close 
buildings' side azimuths has been found to give satisfactory 
results. A weighted average of the azimuths of the longest 
lengths of all the buildings within a quarter is used to define 
the general orientation of all the buildings of the quarter. 

TABLE I.  BASE BUFFER WIDTHS AND APPROPRIATE RESOLUTIONS OF 

BUILDINGS GENERALIZATION 

Base buffer width (in meters) used to 

generate quarters’ map (number of 

level in hierarchical tree) 

Resolutions of generalization, 

(in meters) 

original buildings (0) original buildings 

original buildings (0) 10 

original buildings (0) 15 

1.0 (1) 20 

1.0 (1) 25 

1.2 (2) 30 

1.4 (3) 40 

1.6 (4) 50 

1.8 (5) 60 

 

B. Rotation and rasterization of the buildings in a quarter 

As mentioned above, and in order to significantly reduce 
the number of vertices of the generalized building and 
achieve a more realistic appearance of these simplified 
objects, rasterization should be carried out in the spatial 
orientation of the buildings. A rasterization which is spatially 
oriented parallel to the grid axes will define the buildings 
which are not oriented parallel to the grid axes in a staircase-
type appearance of the buildings' sides. Accordingly, all the 
buildings within a quarter were rotated counter-clockwise at 
the angle of the general orientation of all the buildings of the 
quarter. Then the rotated buildings were rasterized using a 
certain pixel size resolution (as explained in the next 
section). Each pixel with more than half its area covered by 
the original buildings gets the value “1”; otherwise it gets the 
value “Nil”. Fig. 10 shows the result of this stage. 

The level of the generalization is a function of the pixel 
size rasterization process - the greater the pixel size, the 
greater the degree of generalization. Accordingly, each 
quarter has been generalized at several levels of rasterization, 

resulting in several layers of different levels (level-of-detail) 
of generalized buildings for each quarter. Based on the 
original data of Trento, and according to our analyses, we 
found that using pixel size resolutions of 10, 15, 20, 25, 30, 
40, 50 and 60 meters produces satisfactory results of a 
continuous and consecutive appearance of the level-of-detail 
of the generalized buildings. Buildings were generalized 
independently for all quarters and at all resolutions according 
to Table I (each resolution corresponds to a definite level of 
quarter hierarchy). Generalized buildings are stored in 
separated layers; the identifiers of these layers contain 
resolution of the buildings generalization and the number of 
the level in the quarters’ hierarchy (or actually, the buffer 
width).  

 
Figure 10. The Generalization Process of Buildings in a Quarter: Original 
Buildings (left); Rotated Quarter and the Generalized 10 meter Rasterized 

Buildings in red (middle); Final Result (right). 

 
Listing 2. Algorithm of Arranging the Quarters’ List (Based on the 

Hierarchical Tree) to Compile a 3D Scene. 
 

array=[   [ zone from view point , hierarchy level ], 
              [           0-1000 m,                       0            ], 
                              … 
              [              >8000 m,                     5            ]   ] 
 

result_list=[] 
 

foreach current_zone,  current_level in array: 
 

      Intersect map of current_zone with current_level of quarters’ 
      hierarchy, getting current_quarters list 
 

      foreach quarter in current_quarters: 
 

           if (child of quarter in result_list): 
 

                 Append others child quarters of quarter to result_list  
 

           else: 
 

                 Append quarter   to   result_list   
       

To draw a 3D perspective of the city with the generalized 
buildings, the position of a view point had to be defined. 
Then we built buffer zones around the view point. The buffer 
zones defined the distances (practically, range of distances) 
from the view point to each quarter. As mentioned above, 
generalized buildings are grouped separately and stored by 
quarters in layers with identifiers containing the resolution of 
the buildings generalization and the level in the quarters' 
hierarchy. To define what layers of generalized buildings 
will be used in the 3D scene, we intersect the first zone (0-
1000 meter from view point) with the 0-level map from the 
quarters' hierarchy. Selected quarters are stored in an 
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accumulated list containing IDs of quarters and the level of 
each quarter in the hierarchy. Then we take the zone next 
further from the view point and check on Table I what level 
of quarters should be used, and intersect this zone with the 
defined quarter layer. After that we check all the selected 
quarters. If a member-quarter of the selected quarter (i.e., it 
is part of the quarters in the lower hierarchy that compose the 
selected quarter in the current hierarchy) already exists in the 
accumulated list, we add to the list only the other member-
quarters of the current selected quarter. Only quarters which 
do not contain member-elements in the accumulated list are 
added to the list. To compile a final 3D scene we just need to 
merge layers of the original and the generalized buildings, 
according to the accumulated list, into one layer. The process 
is repeated until the last zone is achieved. On Listing 2 a 
pseudocode of this described process is presented. 

Fig. 11 depicts the degree of generalization for each 
quarter, where the colors indicate the degree of the 
generalization. The relationship between the distances from 
view point, pixel size generalization, and the colors, are 
described in Table II. Finally, we merged all the separate 
generalized layers of all the quarters into one map (see Fig. 
13) for further 3D visualization. The division of distances 
from the view point into a scale of continuous intervals was 
based on several tests, which enabled us to draw a realistic 
and continual 3D model or perspectives. The results of a 3D 
visualization, and comparison of the 3D perspectives with 
the original buildings and with the generalized buildings, are 
presented in Fig. 14. 

 

 

Figure 11. Defining the Degree of Generalization using Buffer Zones: 
Borders of Buffer Zones (red circles) and Quarter Borders (black). 

TABLE II.  DISTANCES FROM THE VIEW POINT, RESOLUTIONS OF 

GENERALIZATION, AND COLORS 

Distances from 

view point, meters 

Resolutions of 

generalization, meters 

Background colors of 

the map in “Figure 12” 

0 - 1000 original buildings  

1000 - 2000 10  

2000 - 3000 15  

3000 - 4000 20  

4000 - 5000 25  

5000 - 6000 30  

6000 - 7000 40  

7000 - 8000 50  

>8000 60  

 

VII. NUMERICAL EVALUATION 

Table III presents the number of geometry primitives and 
the speed of the visualization process as a comparison 
between the original data and generalized data. As we can 
see, there is a significant reduction in visualization speed and 
in the number of polygons and nodes. 

TABLE III.  RESULTS OF THE GENERALIZATION 

Parameter 
Original building 

layer 

Generalized building 

layer used for 3D 

visualization 

Number of nodes 114,648 34,391 

Number of polygons 46,339 14,956 

Speed of 3D 

visualization, second 
6.6 1.2 

 
To evaluate the quality of generalization, the mean 

coefficient of building compactness was calculated for each 
resolution of generalization (see Fig. 12). The coefficient of 
compactness of a single building is equal to α=P

2
/(4*π*A), 

where P – perimeter, A – area (α=1 for a circle, α=1.27 for a 
square). 

 

 

Figure 12. Coefficient of Building Compactness. X-axis – Resolution of the 
Generalization (0 - Original Buildings). 
 

In Fig. 12 we can see that the coefficients of the 
buildings' compactness decreases significantly from 1.71 to 
1.27, which demonstrates the efficiency of the approach. 
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Figure 13. The Northern half of Trento with the Original Buildings (left) and with the Generalized Buildings (right):  

Different Levels of Generalization and Background Colors are according to Table I. 

 

       
 

Figure 14. 3D Perspective with the Original Buildings (left) and with the Generalized Buildings (right). Zoomed Areas are Marked in Red.  
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The method and the process were developed by using a 
standard PC (DELL Vostro 3550), 4 processors: Intel® 
Core™ i3-2310M CPU @ 2.10GHz, with 1.8 GB Memory. 
In addition, Debian GNU/Linux 7 operating system, GRASS 
GIS, Bash and R programming languages were used. 

VIII. CONCLUSION AND OUTLOOK 

A new method for the 3D generalization of groups of 
buildings has been presented. To implement a multi-scale 
buildings generalization, a new hierarchical approach to the 
generalization of quarters and their contained buildings was 
developed. The approach is based on classification of 
quarters according to multiple attributes and on buffering 
operations. The raster-based approach of the method for 
buildings generalization is based on standard tools of 
rasterization, vectorization, region growing, and overlaying. 
The main advantage of the developed method is the ability to 
simplistically and efficiently generalize buildings at different 
levels, achieving variable, but continuous, level-of-detail of 
the buildings as a function of the depth of the plotted 
perspectives. The continuity of the generalized product is 
achieved by subdividing the area of the city into quarters, 
which take into account the significant objects affecting the 
process. As a result, the generalized 3D model does not 
contain unreadable and overly detailed separate buildings on 
the one hand, and is able to merge further groups of 
buildings on the other. At the same time, even though the 
buildings are simplified, the model maintains the 
geographical correctness and specifications of the urban area. 

 The developed method helps reduce the time, and the 
computer resources required, for drawing 3D models or 
perspectives of a city or urban areas.  
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