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Abstract - Software design patterns offer reusable structural
solutions that support developers and maintainers in addressing
common design problems. Their abstractions can support
program code documentation and comprehension, yet manual
pattern documentation via code or code-related artifacts
(documents, models) can be unreliable, incomplete, and labor-
intensive. Various automated Design Pattern Detection (DPD)
techniques have been proposed, yet adoption remains limited
and further investigation of viable solutions is needed. Towards
more effective automated DPD, this paper contributes our
Neural Graph Database approach DPD-NGDB, which also
functions as a base model in our Ensembles Methods approach
DPD-EM. The realization demonstrates the feasibility of our
approaches, while the evaluation compares and benchmarks the
DPD performance against a Gang-of-Four (GoF) software
design pattern dataset, demonstrating its potential.

Keywords — software design pattern detection; machine
learning; neural graph databases; graph neural networks;
ensemble methods; software design patterns; software
engineering.

I.  INTRODUCTION

This paper extends our previous work [1], in that it
investigates further potential DPD methods, leveraging
Ensembles Methods (EMs), Neural Graph DataBases
(NGDBs), and Graph Neural Networks (GNNs) approaches
for DPD. The breadth and depth of the evaluation is extended
to and benchmarked against the entire Gang of Four (GoF)
design patterns. Our prior hybrid DPD approach has been
changed to an EM approach.

Program source code worldwide continues to rapidly
expand, yet code comprehension remains a limiting
productivity factor. Program comprehension may consume up
to 70% of the software engineering effort [2]. Activities
involving program comprehension include investigating
functionality, internal structures, dependencies, run-time
interactions, execution patterns, and program utilization;
adding or modifying functionality; assessing the design
quality; and domain understanding of the system [3]. Code
that is not correctly understood by programmers impacts
quality and efficiency.

Software Design Patterns (DPs) have been documented
and popularized, including the Gang of Four (GoF) [4] and
POSA [5]. The application of abstracted and documented
solutions to recurring software design problems has been a
boon to improving software design quality, efficiency, aiding
comprehension, refactoring, reuse, reverse-engineering, and

maintenance tasks. These well-known macrostructures or
associated pattern terminology in code can serve as beacons
to abstracted macrostructures, and as such may help identify
aspects such as the author’s intention or the purpose of a code
segment, which, in turn, supports program comprehension.

Automated DPD in code overs various benefits, including:
quicker comprehension of DP-related structural aspects of
unfamiliar software; automatically documenting DPs;
supplementing and validating the design documentation;
reducing dependence on error-prone DP documentation; and
detection of inadequately implemented DPs. Yet the
challenges for automated DPD include: 1) tool support for
heterogeneous programming languages, as DPs are
independent of programming language; 2)
internationalization and labeling, since developers may name
and comment in their natural language or any way they like;
3) varying pattern abstraction levels, such as design vs.
architectural patterns; 4) similarities and intent differentiation,
since some similar pattern structures are primarily
differentiated via their intention; 6) DP localization to indicate
where in code a DP was detected; and 7) detecting variants,
since each pattern implementation is unique.

Traditional DPD approaches rely on static code analysis,
with tools extracting structural features such as class
hierarchies, method invocations, and object instantiations to
identify patterns [6]. Curated design pattern datasets, such as
the Pattern-like Micro-Architecture Repository (P-MARt)
[7][8], provide a collection of micro-architectures from
known open source projects which applied the canonical
design patterns and can serve as benchmarks for evaluating
DPD techniques. While various DPD approaches have been
explored [9][10], no approach has thus far achieved
significant practical traction, and thus additional investigation
into further possibly viable approaches and improvements is
warranted.

GNNs [11] are a class of Deep Learning (DL) models that
are specifically designed to work with graph-structured data.
They learn representations that capture the features of
individual nodes and the relationships between them. Unlike
traditional neural networks (NNs) that assume independent
data points, GNNs leverage the topology of graphs to
propagate information across nodes via edges, making them
particularly suitable for domains where relationships are key.

NGDBs [12][13] extend classical graph database systems
by integrating GNNs directly into the graph storage and the
query engine. An NGDB is designed to store, manage and
query graphs using both traditional graph operations and
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neural inference to enrich incomplete or uncertain data,
perform link prediction, and extract embeddings on-the-fly.
This hybrid paradigm unifies transactional graph queries (e.g.,
Cypher [14]) with GNN-based tasks (e.g., node classification,
link prediction), enabling real-time inference powered by the
rich information encoded in a Labeled Property Graph (LPG)
data model.

EMs [15][16] incorporate a finite set of alternative
Machine Learning (ML) algorithms and models to enhance
predictive performance, especially where a single model may
not perform ideally. As design patterns can exhibit significant
variance and non-linear relationships, we believe that no
single technique (ensemble) will likely perform well in all
circumstances. Thus, a mix of models (ensembles) may
improve results when faced with significant variance,
diversity, and non-linear relationships in the datasets, as is
often the case with DPD.

Our previous work includes: our ML-based DPD approach
DPDML that utilizes semantic and static analysis metrics
[17]; our hybrid DPD approach HyDPD [18], which combines
our ML-based model with an expert-based graph analysis
model; and HyDPD-B [1], which applies a Bayesian network
probabilistic reasoning to integrate various DPD subsystems,
including HyDPD-ML utilizing graph embeddings, with our
expert rule system with DP rule language and micropattern
detection.

This paper contributes our NGDB-based solution
approach (DPD-NGDB), which is embedded as a base model
in our EM approach (DPD-EM). We describe our realization,
which demonstrates the feasibility of the DPD approaches.
Our evaluation uses a dataset consisting of the Gang-of-Four
(GoF) design patterns benchmarked against the P-MARt
repository.

This paper is structured as follows: the next section
discusses related work. Section III describes our solution. In
Section IV, our realization is presented, which is followed by
our evaluation in Section V. Finally, a conclusion is provided.

1I. RELATED WORK

Surveys including categorizations of DPD approaches
include Al-Obeida et al. [9] and Yarahmadi and Hasheminejad
[10]. Graph-based DPD approaches include: Yu et al. [19]
transform code to UML class diagrams, analyze the XMI for
sub-patterns in class-relationship directed graphs; Mayvan
and Rasoolzadegan [20] use a UML semantic graph; Bernardi
et al. [21] apply a DSL-driven graph matching approach;
DesPaD [22] extract an abstract syntax tree from code, create
a single large graph model of a project, and then apply an
isomorphic sub-graph search method. Further isomorphic
subgraph approaches include Pande et al. [23] and Pradhan et
al. [24], both of which require UML class diagrams.

Learning-based approaches map the DPD problem to a
learning problem, and can involve classification, decision
trees, feature maps or vectors, Artificial Neural Networks
(ANN:Ss), etc. Examples include Alhusain et al. [25], Zanoni et
al. [26], Galli et al. [27], Ferenc et al. [28], Uchiyama et al.
[29], and Dwivedi et al. [30]. Thaller et al. [31] describe a
micro-structure-based structural analysis approach based on
feature maps. Chihada et al. [32] convert code to class
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diagrams, which are then transformed to graphs, and have
experts create feature vectors for each role based on object-
oriented metrics and then apply ML.

Additional  approaches include: reasoning-based
approaches such as Wang et al. [33] based on matrices; rule-
based approaches like Sempatrec [34] and the ontology-based
FiG [35]; metric-based approaches such as MAPeD [36],
Uchiyama et al. [29], and Dwivedi et al. [37]; Fontana et al.
[38] analyze microstructures based on an abstract syntax tree;
semantic-analysis style includes Issaoui et al. [39]; while DP-
Miner [40] uses a matrix-based approach based on UML for
structural, behavioral, and semantic analysis. Singh et al. [41]
combines static rules with graph analysis. GEML [42]
initializes a population of random structures, applying genetic
algorithms to mutate and generate new patterns from the
initial population. Kouli and Rasoolzadegan [43] utilize
micro-patterns with binary logic.

Graph-based code representations have emerged to
capture syntactic and semantic dependencies more effectively.
Liu et al. [44] propose a Code Property Graph (CPG)-based
GNNs for code similarity detection, achieving high
performance by learning multi-hop  dependencies.
Ampatzoglou et al. [45] use neural sub-graph matching with
GNNs to detect design patterns in large codebases,
demonstrating robustness to structural variations. Li et al. [46]
integrated multi-feature fusion with GNNs, combining
semantic embeddings and structural metrics for enhanced
detection in real-world projects.

NGDBs represent an innovative extension, integrating
GNNs with graph databases such as Memgraph, offering real-
time pattern analysis [12][13]. NGDBs enable dynamic
feature computation and scalable querying, which could
support tasks like pattern recognition in evolving codebases
[47].

Ensemble Methods have proven effective in improving
robustness and accuracy for ML tasks [15][16]. For DPD,
ensembles like Random Forests and stacked generalization
combine multiple classifiers to leverage complementary
strengths [48]. However, integrating GNNs, NGDBs, and
traditional ML models in ensembles remains underexplored,
particularly for addressing class imbalance and generalization,
and we see an opportunity and flexibility for addressing DPD
issues via its utilization.

III.  ANALYSIS AND REQUIREMENTS

DPD approaches can arguably be categorized into three
primary approaches: 1) learning-based, where DPs are (semi-
)automatically learned (e.g., via supervised learning) from
provided data and requiring minimal expert intervention; 2)
knowledge-based, whereby an expert defines DPs by
describing elements and their associations; and 3) similarity-
based, whereby DPs are grouped based on similar metrics or
characteristics.

A. Analysis

DPD in object-oriented code, such as Java, involves
identifying structural, creational, and behavioral patterns from
the Gang of Four (GoF) catalog. However, several challenges
complicate this task:
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C1: Variability in Implementations: DPD must take
variability into account, since patterns can be implemented in
non-standard ways, with variations in naming, structure, or
partial realizations. Traditional rule-based tools like P-MARt
or PINOT (Pattern Identification using Optimization and
Transformation) [49] often fail to detect these variants due to
rigid matching criteria.

C2: Dataset Limitations: Existing “labeled” DPD datasets
often consist of clean, textbook examples but lack diversity,
including real-world project integrations. Imbalances between
pattern and non-pattern instances further complicate ML
approaches.

C3: Feature Representation: Static analysis alone misses
dynamic behaviors, while graph-based representations (e.g.,
Abstract Syntax Tree (AST) or Call Graph (CQG)) require
sophisticated handling to capture inter-class relationships
without losing semantic information.

C4: Scalability: DPD must handle large codebases
efficiently.

CS5: Generalization: DPD must generalize to unseen
projects, avoiding overfitting to specific implementations.
Ensemble methods and GNNs show promise in addressing
these by combining complementary strengths:

. ML classifiers for feature-based detection,

. GNN:s for structural resilience, and

. NGDB:s for real-time querying.

B. Requirements

To address these challenges, we identify the following
DPD requirements, categorized by functional and non-
functional:

1) Functional Requirements (FR):

1. DPD Coverage: The system shall detect all 23 GoF
design patterns (creational, structural, behavioral) in Java
source code or bytecode.

2. Feature Extraction: Extract multi-modal features
including numerical (e.g., method counts, complexity),
graph-based (e.g., ASTs, CGs), and derived structural
metrics (e.g., inheritance degrees).

3. Model Training and Inference: Implement training
pipelines for individual models (e.g., SVM, GNN,
NGDB) and an ensemble combiner (e.g., using soft
voting).

4. Dataset Management: Extend the P-MARt dataset with
real-world samples, class-level labeling, and imbalance
handling via oversampling.

5. Evaluation Framework: Provide an evaluation
framework that offers cross-validation (K-Fold, Leave-
One-Project-Out (LOPO)) and performance metrics (F1-
Score, confidence).

6. Real-time Processing: Support batch processing of
multiple repositories and real-time pattern detection for
integration into development workflows.

2) Non-Functional Requirements (NFRs):

1. Performance: The system must process medium-sized
Java projects (up to 10,000 classes) within reasonable
time constraints (under 30 minutes for complete
analysis).
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2. Scalability: Support horizontal scaling for batch
processing of multiple repositories simultaneously.

3. Accuracy: Achieve Fl-scores above 0.80 for common
design patterns and maintain robustness against code
variations.

4. Extensibility: Provide a modular architecture allowing
addition of new pattern types, feature extractors, and an
ensemble integration of further base models.

5. Reproducibility: Ensure deterministic results through
proper random seed management and version control of
models and datasets.

IV. SOLUTION

Our DPD solution approach incorporates the features and
conceptual architecture described in the following.

A. Features

Full GoF Dataset: The DPD scope encompasses the 23
GoF design patterns, covering creational, structural, and
behavioral design patterns.

Class-Level Feature Aggregation: Since many design
patterns are object-oriented, the feature extraction pipeline
operates at the class level to preserve contextual relationships
between methods and their containing classes.

Multi-Modal Feature Engineering: The feature extraction
incorporates:

e Numerical features from AST analysis,
*  Graph-based features from CG analysis, and
*  Structural features like inheritance relationships.

Multi-model Support: The open approach can incorporate
multiple varying base model types, including GNNs, NGDBs,
SVMs, and can be combined with Ensemble Methods.

B. Modular Architecture

A modular, pipeline-based architecture separates concerns
between feature extraction, model training, and inference. The
architecture is designed to support the identified functional
and non-functional requirements while maintaining flexibility
for future extensions.

It consists of four primary modules, each responsible for a
specific stage in the DPD process, as shown in Figure 1.

Feature Extraction Pipeline
Extracts numerical, graph-based, and structural features

Machine Learning Training Module
Trains SVM, GNN, NGDB models

Ensemble Detection Engine
Combines predictions using soft voting and confidence weighting

API and Integration Layer
Provides RESTful endpoints for external tools

Figure 1. DPD-EM Module Architecture
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1. Feature Extraction: Processes source code (or
bytecode/binary code if desired) to extract numerical,
graph-based, and structural features at both method and
class levels.

2. ML Training: Implements training pipelines for
individual models (e.g., GNN, NGDB, SVM) including
training evaluation and model storage.

3. DPD and Ensembles: The DPD predictions from a single
(or multiple) trained models can be flexibly utilized. In
the multi-model case, any ensemble technique can be
applied (voting, expert rules, decision trees, etc.) to
leverage the complementary strengths of individual
models as desired and thereby enhance overall DPD
performance. While our DPD-EM ensemble method
offers flexible multi-model support, when only a single
ensembles classification results are used, we then refer to
its specific model (e.g., DPD-NGDB), even though our
modular architecture remains ensemble-enabled.

4. System Integration and API. Provides Web API
endpoints for training, inference, and result management
with standardized interfaces for external tool integration.

1) Data Flow Stages
The system processes data through a series of stages, each
transforming the input into a more refined output. The stages

are as follows and illustrated in Figure 2.

1. Input Processing
Parse Java source/bytecode to extract AST and call graph

Y
2. Feature Generation
Extract numerical, graph, and class-level features

Y
3. Preprocessing
Standardize, normalize, and merge graphs

Y
4. Model Training / Inference
Generate class probabilities with ML models

Y
5. Ensemble Combination
Soft voting with confidence weighting

Y
6. Result Formatting
Pattern predictions, scores, explanations

Figure 2. DPD-EM Data Flow Stages

1. Input Processing: Raw source code (or bytecode/binary)
is parsed to extract AST and CG information.

2. Feature Generation: Multi-modal feature extraction
generates numerical metrics, graph structures, and
derived features at the class-level (which subsumes
method-level).

3. Preprocessing: Feature standardization, normalization,
and graph merging prepare data for ML models.
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4. Model Training/Inference: Individual models are trained
or used for inference, generating probability distributions
over pattern classes.

5. Ensemble Combination: Any ensemble technique such as
soft-voting with confidence weighting) to combine
individual model predictions and enhance overall
predictions.

6. Result Formatting: Standardized output includes pattern
predictions, confidence scores, and detailed explanations.

V. REALIZATION

This section describes the realization of our DPD solution
approach, providing details about our modules and pipeline.

A. Module Overview

The solution architecture was realized in Python, with
each module addressing distinct functionality within the DPD
pipeline. Any filenames listed are for reference purposes for
subsequent descriptions and not intended to be
comprehensive. The four modules consist of:

Feature Extraction Module (M1): Implements numerical
feature extraction, including from ASTs, CGs, or static
analysis metrics:
¢ NumericalFeaturePreprocessing.py:

standardization and preprocessing.
*  GraphFeatureProcessor.py: Processes method-level CGs
into class-level representations.

ML Training Module (M2): Implements training pipelines
for individual models (e.g., GNN, NGDB, SVM) including
evaluation and model persistence:

e TrainGNN.py: Implements the training pipeline for
GNNE.

*  TrainPatternPipeline.py: Implements the
pipeline for NGDB approaches.

e TrainSVM.py: Implements the training pipeline for
SVMs.

DPD and Ensembles Module (M3): Implements the
ensemble technique that combines predictions from multiple
trained models. It currently applies soft voting and
confidence-based weighting, but any other EM technique can
be applied:

*  Detection.py: Provides unified interfaces for applying
trained models for DPD.

System Integration and API Module (M4): Provides
RESTful Web API endpoints for training, inference, and
result management. Offers standardized interfaces for external
tool integration:

*  MLAPILpy: Offers system integration via a FastAPI
backend.

B. Feature Extraction Module (M1)

Accurate DPD depends on the quality and structure of the
underlying features extracted from software artifacts. Our
multi-stage pipeline module transforms raw code into
numerical and graph-based representations suitable for
supervised learning and graph-based inference. Our AST and
CG extraction utilizes JavaParser for Java source code and
SootUp for bytecode, but multi-language support is feasible.

Handles feature

training
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1) Numerical Feature Extraction: The numerical feature
extraction process (NumericalFeaturePreprocessing.py) op-
erates on AST, CG data, and static metrics to generate quan-
titative representations of code characteristics. Both bytecode
and source code extraction modes are supported.
Numerical features are extracted from code to support
analysis and classification. The method-level features
extracted include:
* The number
instantiations,

*  The presence of modifier flags such as public, private,
static, final, abstract, and synchronized,

*  The complexity of return types, categorized as: void (0),
primitive type (1), custom class (2), generic type (3),

*  Cyclomatic complexity,

*  Maximum nesting depth, and

e The number of local variables and exception handlers.

To account for dynamic behavior and interprocedural
relationships, metrics derived from the static CG are
incorporated, including:

e The number of incoming and outgoing calls,
*  The presence of self-calls, and
*  The number of unique calling methods.

Class-level aggregation is performed, which summarizes
method-level features using statistical operations such as sum,
mean, maximum, and minimum. This enables a holistic view
of each class based on the behavior of its constituent methods.
A sample of the numerical feature extraction is shown in
Figure 3. A sample of the CG extraction is depicted in Figure
4.

66350 "file": "./JRefactory_v2.6.24/src/org/acm/seguin/awt/OrderableList.java",
66351 "class_features": {

66352 "has_static_field": false,

66353 “num_methods": 4,

66354 "has_static_method": true,

66355 "methods_returning_interface": 0,

66356 “num_fields": 1,

66357 "num_abstract_methods": @,

of method parameters and object

66358 "num_extended_types": 1,

66359 "has_private_constructor": false
66360 "methods_returning_self_type": 0,
66361 “num_interfaces": @

66362 1,

66363 “methods": {

66364 "OrderableList.getData([1)": {
66365 “return_type": "Object[]",
66366 "all_instantiations": [],
66367 "exception_handlers": [I,
66368 "max_decision_node_depth": @,

66369 "unique_instantiations": [,
66370 "local_variables": [I,
66371 "modifiers": ["public"],
66372 "decision_nodes": [],

66373 "parameters": []

66374 }

Figure 3. JSON snippet showing feature extraction for OrderableList
within the JRefactory project.

19970 v {

19971 "calls": [

19972 "list.getSelectedIndex([1)",

19973 "olm.getSize([])",

19974 "olm.swap([item, newPos])",

19975 "list.setSelectedIndex([newPos])"

19976 1,

19977 "id": "MoveItemAdapter.actionPerformed([ActionEvent evt])"
19978 h

Figure 4. JSON snippet of extracted call graph data for MoveltemAdapter
within the JRefactory project.
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2) Feature Standardization and Preprocessing: Feature
standardization scales a feature x to the interval [0,1] apply-
ing MinMax scaling. The process operates in two modes:

a) Training Mode: computes the global minimum and
maximum values across all repositories, fits MinMaxScaler
parameters, and serializes them as JSON for reproducibility.

b) Usage Mode: loads previously saved scaling param-
eters to ensure consistent feature transformation, allowing
values to exceed [0,1] when input data exceeds training dis-
tribution bounds.

3) Graph Feature Processing and Aggregation: Graph
feature processing transforms method-level CGs to class-
level representations suitable for GNN processing.

a) Method-level CGs to Class-level Transformation:
The process extracts class identifiers from method signatures
using regular expressions as shown in Figure 5.

def extract_class_id (method_id) :
core = re.sub(r"\ (.x\)$", "",
idx = core.rfind(’'.’)
return core[:idx] if idx > 0 else core

method_id)

Figure 5. Class identifier extraction via regular expressions

The transformation proceeds in three steps:

1. Node Consolidation: Creates one node per unique class
ID containing the class identifier and feature vector from
standardized numerical features, pattern labels available in
training mode, method counts indicating class complexity,
and additional structural metadata.

2. Edge Aggregation: Transforms method-to-method call
relationships into class-to-class dependencies using set
operations to eliminate duplicates and filtering self-loops
automatically. The aggregation process includes class-level
feature aggregation and distribution, feature consistency
validation and quality checks, and support for missing feature
imputation and default values.

3. Label Propagation: In training mode, pattern labels are
propagated from class-level annotations to individual method
nodes. This enables: ground truth establishment for
supervised learning, label consistency validation across
method-class hierarchies, support for partial labeling and
semi-supervised approaches, and quality assurance for label
accuracy and completeness.

b) Class-Level Graph Construction: This execution step
represents the core transformation that supports higher-level
DPD. It involves two primary operations: node consolidation
and edge aggregation.

Node Consolidation Strategy: For each unique class ID, a
consolidated node is created using aggregation strategies that
preserve essential information while reducing graph
complexity.

Class Node Creation: Each class node contains:

* A unique class identifier preserving full namespace
information.

o Aggregated numerical features computed from all
methods within the class using statistical summaries
(mean, sum, max, min).

* Ground truth pattern labels (in training mode) for
supervised learning.
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*  Method counts to
architectural role.

e Structural metadata on class hierarchy,
implementation, and architectural roles.

Feature Aggregation Strategies: Multiple approaches
capture different aspects of class behavior:

»  Statistical aggregation (mean, median, std, quartiles) to
describe feature distribution.

*  Structural aggregation (counts of constructors, getters,
setters, etc.) for structural insights.

* Behavioral aggregation analyzing method interaction
patterns.

*  Complexity aggregation combining individual method
complexities into class-level measures.

Edge Aggregation and Relationship Modeling: Method-
to-method call relations are transformed into class-to-class
dependencies via structured aggregation:

Dependency Extraction: dependencies are extracted from
*  Direct dependencies: from inter-class method calls.

* Indirect dependencies: from multi-hop paths indicating
complex patterns.

* Bidirectional relationships: signaling
dependencies (e.g., Observer, Mediator).

*  Hierarchical dependencies: derived from inheritance.

Edge Weight Computation: these are calculated from:

*  Call frequency weights representing the intensity of class
interactions.

Method diversity weights indicating the variety of
methods involved.

C. ML Training Module (M2)

The ML training module encompasses multiple
complementary approaches, each designed to capture
different aspects of design pattern characteristics through
specialized architectures and training strategies. Three are
currently realized: 1) GNN, 2) NGDB, and 3) SVM.

1) GNN Training: The GNN implementation (in
TrainGNN.py) is a DPD approach that leverages the struc-
tural relationships inherent in software architectures. The im-
plementation supports multiple GNN variants, each offering
different strengths for capturing various aspects of design
pattern implementations.

a) GNN Architecture Design: A modular and configu-
rable architecture that supports diverse GNN approaches was
implemented in the Python Class GNNModel:

Supported GNN Variants: The system supports:

* Graph Convolutional Networks (GCN) provide an
implementation of spectral graph convolutions that can
capture local neighborhood information and hierarchical
patterns characteristic of structural design patterns.

*  Graph Attention Networks (GAT) offer attention-based
mechanisms that dynamically weight the importance of
different neighbors, which could support identifying key
relationships inherent in behavioral design patterns.

*  Graph Isomorphism Networks (GIN) offer the ability to
distinguish between different graph structures that could
be used to detect subtle wvariations in pattern
implementations.

indicate class complexity and

interface

mutual
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*  Graph Sample and Aggregation (GraphSAGE) offers a
scalable inductive learning approach that can generalize
to unseen graph structures, which can support DPD
across diverse codebases.

Configurable Architecture Parameters:

*  Supports flexible specification of network capacity with
hidden channels and layer depth for deep architectures
that can capture complex hierarchical patterns.

* For GAT models, configurable multi-head attention
provides customizable attention head counts and
attention dropout rates.

*  Multiple aggregation functions, including mean, max,
sum, and attention-weighted approaches can be used to
combine neighborhood information.

* Dropout strategies, batch normalization, and weight
decay options prevent overfitting through regularization
mechanisms.

* Configurable multi-layer perceptrons for final
classification offer customizable hidden dimensions and
activation functions.

b) Data Loading and Preprocessing Pipeline: The train-
ing pipeline begins with a data loading and preprocessing
workflow:

Graph Data Processing: The system processes class-level
graph features from JSON files through the following stages:
1. File Access and Error Handlzng file system traversal

ensures resilience to missing or corrupted files via error

handling mechanisms.

2. Schema Validation: Parsed JSON content undergoes
schema validation and integrity checks to guarantee
consistency across heterogeneous data sources.

3. Graph Conversion: JSON representations are
transformed into internal graph data structures, including
validation of graph properties for structural correctness.

4. Feature Extraction and Preprocessing: Node features are
extracted and preprocessed through missing value
imputation, outlier detection, and normalization for
subsequent learning stages.

PyTorch Geometric Integration: integration with PyTorch
Geometric is implemented as a series of structured steps:

1. Tensor Conversion: transformation of feature matrices
into GPU-compatible tensor formats for integration with
PyTorch and memory-efficient representation for
downstream processing.

2. Edge Index Construction: The construction of the
edge index structure includes error-checking to identify
and handle invalid or malformed edges, ensuring graph
connectivity and correctness.

3. Label Encoding: Label encoding is performed using
scikit-learn’s LabelEncoder, with support for handling
unseen classes and mitigating class imbalance during
supervised learning tasks.

4. Graph Validation: A validation step includes removal of
self-loops, detection of disconnected components, and
verification of structural graph properties to ensure
integrity and suitability for geometric learning.

Data Quality Assurance: Data quality is addressed via
multiple validation and control procedures:
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*  Feature Range Validation: Detection and handling of
extreme values, infinite values, and NaN entries is
performed to ensure numerical stability and consistency
of the feature space.

*  Graph Connectivity Analysis: Structural issues such as
isolated nodes and disconnected components are
identified via graph connectivity analysis to preserve
semantic coherence of the graph.

*  Label Distribution Assessment: The distribution of class
labels is analyzed to identify class imbalance and detect
severely underrepresented classes, which could
negatively impact supervised learning performance.

*  Data Partitioning Strategy: Data splits for training,
validation, and testing are performed using partitioning
strategies that preserve the underlying graph structure,
ensuring representativeness and validity in cross-
validation setups.
¢) Training Strategies: The training implementation in-

corporates strategies designed to address DPD challenges:

Cross-Validation Framework: our cross-validation
implementation supports multiple strategies. Configurable K-
fold strategies employ stratified sampling to ensure balanced
representation across folds. Evaluation strategies for smaller
datasets provide validation of generalization performance
through Leave-One-Out (LOO) Cross-Validation (CV). For
datasets with a temporal structure, specialized validation
strategies respect temporal dependencies. Graph-aware CV
employs specialized partitioning strategies that account for
graph structure and avoid information leakage between
training and validation sets.

Applying K-fold CV to DPD settings presents unique
challenges. Software projects often cannot be arbitrarily
divided, as dependencies and architecture coherence must be
preserved. For this reason, a special approach such as Leave-
One-Project-Out ~ Cross-Validation  (LOPO-CV) is
recommended [50]. Here, each project is treated as a single
validation fold. The model is trained on all other projects and
tested on the one left out. While LOPO-CV increases the
evaluation for cross-project scenarios, it also introduces
higher variance due to project heterogeneity. Normalization of
features, abstraction layers, and embedding representations
can help to mitigate these issues.

Optimizer Configuration and Tuning: Optimizer support
includes  configuration options. Advanced Adam
implementations provide configurable learning rates, weight
decay, and momentum parameters, proving particularly
effective for graph neural network training. Classical
stochastic gradient descent with momentum enables stable
training on large graphs. Adaptive learning rate methods
handle the sparse gradient updates common in graph neural
networks through RMSprop. Sophisticated learning rate
scheduling encompasses step decay, exponential decay, and
cosine annealing strategies.

d) Focal Loss Implementation for Class Imbalance: Fo-
cal Loss was specifically implemented and adapted for DPD
[51]. Our implementation with the class FocalLoss is shown
in Figure 6.
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class FocalLoss (torch.nn.Module) :
def __init__ (self, alpha=None, gamma=2):

() ._init__ ()
self.gamma = gamma # Focusing parameter
self.alpha = alpha # Class balancing parameter

def forward(self, inputs, targets):
#Computes the Negative Log-Likelihood loss ce
ce = F.nll_loss(inputs, targets, reduction="none"
#Convert to probability p_t
p_t = torch.exp(-ce)
#Loss modulated by focussing parameter gamma
loss = (1 - p_t) %% self.gamma * ce
#Correct imbalance in datasets
if self.alpha is not None:
loss = self.alpha[targets] * loss
#Return the mean loss across all samples
return loss.mean()

Figure 6. Focal Loss implementation.

This loss function provides several advantages for DPD.
The (1 — pr)’ term down-weights easy examples and focuses
learning on difficult cases, which is particularly important for
distinguishing between similar design patterns. The «
parameter provides explicit class balancing to address the
severe imbalance between different design patterns in typical
datasets. The loss automatically adjusts focus based on
prediction confidence, enabling the model to concentrate on
boundary cases and ambiguous pattern implementations. The
formulation provides stable gradients even with extreme class
imbalance, enabling effective training on highly skewed
datasets.

e) Training Monitoring and Control: The training im-
plementation includes various monitoring and control mech-
anisms:

Early Stopping Implementation: early stopping employs

multiple criteria including:

*  Configurable patience parameters with sophisticated
validation loss tracking,

e Multiple metrics including Fl-score, precision, and
recall,

*  Opverfitting detection through training-validation loss
divergence analysis, and

*  Automatic retention of the best models based on multiple
criteria with comprehensive metadata.

Metrics Tracking: Real-time monitoring of training

progress encompasses:

* Detailed tracking of accuracy, precision, recall, F1-
scores, and custom metrics for DPD,

*  Real-time confusion matrix computation and analysis to
identify specific DPD challenges,

e Detailed analysis of loss components to understand
model learning dynamics, and

*  Learning curve tracking for detecting convergence issues
and optimization problems.

f) Model Artifact Management: Model artifact manage-
ment supports reproducibility and enables detailed analysis:

Model _ Secrialization: Model state  preservation
encompasses full model state dictionaries saved in .pth format
with version compatibility, architecture specifications saved
as JSON for reproducibility, training hyperparameters and

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

112



configuration settings, and optimizer state preservation for
training resumption.

Visualization and Analysis: Visualization artifacts include
Seaborn-based confusion matrix visualizations with statistical
annotations, analysis of feature distributions and their
relationship to pattern detection performance, and network
visualizations of class-level graphs with pattern highlighting.

2) NGDB Training Pipeline: The NGDB training ap-
proach, implemented in the Python module TrainPatternPipe-
line.py is shown in Figure 7. It uses Memgraph as an NGDB
to store, process, and analyze heterogeneous code graphs in
combination with different GNN models. Memgraph is an in-
memory, Cypher-compatible graph database that natively in-
tegrates GNN modules through its MAGE (Memgraph Ad-
vanced Graph Extensions) library [52]. This approach sup-
ports analysis by combining the NGDB with NN architec-
tures, enabling graph-based DPD analysis of software code
structures.

Graph Storage Encoding Model Training

GraphDB Memgraph GNN Training
(AST, Call Graph Data { LabelEncoder { (GCN,GAT) }
Evaluation Apply Model
Evaluation .
(ConfusionMatrix, GNN Inference |[*— Trained MOdel
(Weight9
F1-Score,...) | \

‘ Classificiations & Predictions

Figure 7. NGDB Training Pipeline

a) Graph Storage: The system employs Memgraph as
the underlying graph database, chosen for its performance
characteristics, Cypher Query Language (CQL) support, and
integration capabilities with ML workflows. The database
stores a heterogeneous graph representation of the software
structure that captures multiple types of entities and relation-
ships. A sample visualization of the CG import of the PMD
project is shown in Figure 8. A closeup of the CG is shown
in Figure 9.

Mo o memomn omcs e s ww o o ° omue sneweimecs o o

Figure 8. Screenshot of Memgraph for entire DPD dataset showing metrics
above and clustering of class and method nodes by relationships.
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Figure 9. Closeup screenshot of Memgraph for PMD project dataset
showing class (red) and method (orange) nodes and directed relationships.

Node Type Hierarchy: The graph database maintains a
sophisticated node type system:
Class Nodes: These nodes represent software classes and
are enriched with metadata including:
*  Numerical feature vectors aggregated from method-level
analysis,
* Pattern labels for supervised learning (available in
training mode),
*  Method counts and complexity metrics,
* Inheritance hierarchy information and
implementation details,
*  Package and namespace associations.
Method Nodes: These nodes represent individual methods
and capture detailed characteristics such as:
*  Method signatures and parameter types,
*  Access modifiers and method-level flags (e.g., static,
final),
*  Cyclomatic complexity and code quality metrics,
«  Call frequency, usage patterns, and invocation context,
*  Exception handling structures and error management
indicators.
Package Nodes: These nodes encapsulate software
packages or modules, including:
*  Hierarchical package organization and naming structure,
* Inter-package dependency relationships,
*  Package-level metrics and aggregated characteristics.
Relationship Type System: The graph-based relationship
model captures the semantic and structural interactions
between software entities through multiple distinct
relationship types:
DECLARES Relationships: These edges connect class
nodes to their declared method nodes, encoding:
*  Ownership and structural organization of methods within
classes,
*  Method accessibility (e.g., public, private) and scope
information,
*  Declaration context and compilation metadata,
* Indicators of method overrides and inheritance-related
declarations.
CALLS Relationships: These edges represent dynamic or
static method invocations and include:
*  Call frequency and temporal invocation patterns,
*  Parameter passing strategies and intra-procedural data
flow,

interface
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*  Exception propagation paths and error handling behavior,
* Conditional invocation patterns and control flow
dependencies.
EXTENDS Relationships: These relationships model
inheritance between classes, capturing:
*  Inheritance depth and hierarchy complexity,
*  Method override patterns and specialization,
*  Abstract class associations and interface inheritance
details.
IMPLEMENTS Relationships: These edges represent
interface implementation and reflect:
* Interface compliance and contract fulfillment status,
*  Patterns of multiple interface implementations,
*  Usage of default methods and override behavior.
USES Relationships: These capture various forms of
software usage dependencies, including:
*  Field access and data dependency relations,
* Type usage, generic type associations, and class
instantiations,
*  Annotation usage and metadata-driven relationships.

b) Data Ingestion Pipeline: The data ingestion process
implements a pipeline that loads and integrates multiple data
sources into the unified graph representation:

Multi-Source Data Integration: The system systematically
processes multiple JSON-based data sources, each
contributing distinct structural and semantic information:

*  Graph Features Integration: Incorporates class-level
graph representations enriched with aggregated metrics
and pattern labels, enabling structural learning at the class
granularity.

e Call Graph Processing: Extracts method-level call
relationships, capturing invocation frequency and
contextual information to support interprocedural
analysis.

*  Abstract Syntax Tree Data Integration: Provides
structural information about class hierarchies, inheritance
relationships, and interface implementation through AST
parsing.

*  Numerical Features Loading: Supplies quantitative
metrics for both classes and methods and offers statistical
validation.

Graph Database Population: Ingestion functions manage
the transformation and insertion of structured JSON nodes
into the graph database, ingesting class-level data into a
Memgraph instance. A Memgraph instance executes Cypher’s
MERGE clause to ensure idempotent insertion of class nodes
based on a unique identifier. Node properties are assigned
using dynamic key-value pairs passed via a props parameter.
Metadata such as the ingestion timestamp and data version are
appended to each node to support traceability, versioning, and
data lineage.

Relationship  Establishment: The system supports
relationship creation between software entities with integrated
validation and error handling mechanisms:

*  Inheritance Relationships: Processing of EXTENDS
clauses includes wvalidation of multiple inheritance
constraints and semantic correctness within the class
hierarchy.
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*  Method Declarations: Methods are associated with their
declaring classes through validated DECLARES
relationships, incorporating access control checks and
declaration context verification.

*  Call Relationships: CALLS relationships are created
between method nodes, enriched with invocation context,
frequency metadata, and control flow annotations.

o Interface Implementations: IMPLEMENTS edges are
formed based on parsed IMPLEMEMTS clauses,
including validation of interface compliance and contract
fulfillment semantics.

Data Consistency and Validation: To ensure semantic and
structural correctness, the system performs validation
procedures throughout the ingestion process:

*  Referential Integrity: All referenced nodes and
relationships are checked for existence to maintain
consistency across the graph.

*  Schema Compliance: Nodes and relationships are
validated against predefined schema constraints to
enforce type and structure conformity.

*  Data Quality Checks: Inconsistencies, corrupted entries,
and malformed properties are detected and handled using
systematic quality control measures.

*  Duplicate  Detection: Redundant entities and
relationships are identified and resolved through
deduplication mechanisms to prevent semantic
ambiguity.
¢) Graph-Derived Feature Computation: the NGDB

approach enables the computation of graph-derived features

using Cypher queries:

Cypher Query Implementation: The system utilizes
Cypher queries to derive composite structural metrics directly
from the graph database. The query below (Figure 10) extends
each Class node with additional structural and interaction-
based features, enabling enhanced downstream analysis and
learning.

mg.execute (

wnn

MATCH (c:Class)

WHERE c.features IS NOT NULL AND c.pattern IS NOT NULL

OPTIONAL MATCH
(c) —[:DECLARES]-> (m:Method) - [ :CALLS] -> (other_m:Method)

<—[:DECLARES] - (other_c:Class)

WITH ¢, collect (DISTINCT other_c.id) as
called_classes_ids

OPTIONAL MATCH (sub:Class)-[:EXTENDS]->(c)

WITH c, called_classes_ids, count (DISTINCT sub) as
in_degree_inheritance

OPTIONAL MATCH (c)-[:EXTENDS]->(super:Class)

WITH ¢, called_classes_ids, in_degree_inheritance,

count (DISTINCT super) as out_degree_inheritance

OPTIONAL MATCH (c)-[:DECLARES]->(meth:Method)

WITH ¢, called_classes_ids, in_degree_inheritance,
out_degree_inheritance,

count (DISTINCT meth) as num_methods

SET c.extended_features = c.features + [
in_degree_inheritance, out_degree_inheritance,
num_methods, size(called_classes_ids)

]

)

Figure 10. A CQL query extends each Class node with additional structural
and interaction-based features.
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Specifically, the query proceeds in several stages:

1. Filtering Relevant Classes: Only classes for which both
feature vectors (features) and pattern labels (pattern) are
present are included in the analysis.

2. CG Expansion: The query traverses DECLARES and
CALLS relationships to collect identifiers of all classes
indirectly referenced via method calls, capturing inter-
class interaction patterns (called classes ids).

3. Inheritance  Analysis  (In-degree): By  matching
EXTENDS relationships pointing to the current class, the
number of direct subclasses (i.c., inheritance in-degree) is
computed.

4. Inheritance Analysis (Out-degree): The number of direct
superclasses extended by the current class (i.e., inheritance
out-degree) is also calculated, supporting analysis of
hierarchical complexity.

5. Method Aggregation: The number of methods declared by
each class is counted using the DECLARES relationship
to quantify class-level behavioral encapsulation.

e Feature Augmentation: A new property
extended features is appended to each class node. It
combines the existing features vector with the four newly
computed metrics: Inheritance in-degree, Inheritance out-
degree, Number of declared methods, and Number of
referenced external classes via method calls.

Following the execution of the Cypher query, the system
augments each Class node with enriched architectural
descriptors that enable a deeper analysis of software design
structures and interaction patterns. These derived feature
categories are extracted or inferred from graph-topological
and semantic relationships:

Inheritance Metrics: captures the hierarchical properties of
the class design, including:

*  In-degree inheritance: The number of classes that extend
a given class, indicating its centrality as a base class or
abstract interface.

*  Out-degree inheritance: The number of direct superclass
relationships a class possesses, indicating hierarchy depth
and potential misuse of multiple inheritance.

*  Inheritance tree depth: The maximal depth from the root
of the inheritance chain, used to detect deep or overly
complex hierarchies.

» Interface implementation count:
interfaces implemented by a class,
abstraction adherence and flexibility.

Method Declaration Patterns: describes the intra-class
behavioral structure:

*  Total method count per class: providing a proxy for
behavioral richness.

*  Distribution of method types: distinguishing between
constructors, accessors, mutators, and core logic
methods.

*  Access modifier patterns: such as the public-to-private
method ratio, which may suggest encapsulation quality.

*  Abstract method statistics: relevant for identifying
abstract base classes or template patterns.

Inter-Class Communication: Encodes communication
behavior in the CG:

The number of
reflecting its
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*  Outgoing communication count: i.e., the number of
distinct classes this class calls.

e Incoming communication count: i.e., the number of
classes calling this class.

*  Communication intensity and frequency: providing
insight into dependencies and possible code smells.

*  Bidirectional call detection: to identify tight coupling or
cyclic dependencies.

Architectural Complexity: Captures structural roles and
architectural health:

*  Dependency fan-in and fan-out metrics: used for impact
and stability analysis.

*  Coupling and cohesion indicators: inferred from
communication and method sharing patterns.

*  Architectural layer classification: by analyzing depth and
connection types.

*  Pattern-specific structural indicators: such as those
associated with Singleton or Factory design patterns.

As shown in the CQL query above, a feature vector
enhancement process is finally applied:

Feature Concatenation: The derived graph-based features
are concatenated with the original static numerical features
extracted from source code. Normalization and scaling are
applied to ensure numerical stability.

Dimensionality Management: Strategies such as
dimensionality capping, regularization, or feature selection
are employed to prevent overfitting and ensure computational
tractability.

Feature Correlation Analysis: Correlation matrices and
mutual information metrics are used to detect and eliminate
redundant or collinear features.

Quality Validation: The resulting feature vectors are
validated for completeness, consistency, and compatibility
with downstream models.

This multi-level feature integration enables the model to
capture a rich representation of both static and relational
program semantics, supporting tasks such as design pattern
classification, anomaly detection, and architecture
recommendation.

d) Class Imbalance Mitigation Strategies: Our DPD-
NGDB approach integrates the following techniques to ad-
dress the inherent class imbalance and memory constraints
associated with design pattern datasets.

Minority Class Oversampling is used to mitigate the
severe class imbalance in supervised learning tasks. The
system employs graph-specific oversampling strategies that
preserve structural integrity:

*  Configurable Oversampling Factor: Typically, 2x
oversampling with configurable parameters based on
class distribution analysis

*  Graph-Aware Sampling: Oversampling strategies that
preserve  graph  structure and  neighborhood
characteristics

*  Synthetic Graph Generation: Advanced techniques for
generating synthetic graph samples that maintain pattern
characteristics

»  Stratified Sampling: Ensuring representative sampling
across different pattern types and complexity levels
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Memory Management and Scalability is used to support
high-volume graph data. The system incorporates memory
management mechanisms and scalable processing techniques:
*  Batch Processing: Intelligent batching strategies to

prevent out-of-memory errors during training.

*  Memory Monitoring: Real-time memory usage
monitoring using psutil with automatic garbage
collection.

»  Incremental Processing: Support for incremental

processing of large graphs with checkpoint recovery.
*  Resource Optimization: Dynamic resource allocation and
optimization based on available system resources.

e) Heterogeneous Graph Neural Network Architecture
(HeteroGNN): this constitutes a specialized neural architec-
ture engineered to process and learn from heterogeneous
graph data.

Multi-Head Attention Implementation: This is used to
model the diverse semantic relationships in heterogeneous
graphs. The architecture leverages advanced Graph Attention
Convolution (GATConv) layers with the following design
considerations:

*  Attention Head Configuration: Multiple attention heads
(typically 4-8) for capturing diverse relationship patterns.

*  Edge-Type-Specific Attention: Specialized attention
mechanisms  for  different  relationship  types
(DECLARES, CALLS, EXTENDS).

*  Dynamic Attention Weighting: Adaptive attention
weights that adjust based on graph structure and the
learning progress.

»  Attention Dropout: Dropout strategies (typically 0.5) for
regularization and generalization.

Message Passing for Heterogeneous Structures: The
message passing paradigm is extended to accommodate
structural heterogeneity, enabling effective information flow
across diverse node and edge types:

*  Type-Specific Message Functions: Different message
computation functions for each relationship type.

*  Hierarchical —Message  Aggregation:  Multi-level
aggregation strategies that capture both local and global
graph patterns.

*  Temporal Message Patterns: Support for temporal
relationship patterns where available.

*  Bidirectional Message Passing: Advanced bidirectional
message passing for capturing complex dependency
patterns

1) Advanced Training Configuration: To ensure model
convergence, a multi-faceted training strategy is employed.
This includes configured optimizers, loss functions tailored
to class imbalance, and long-term training protocols with
adaptive control mechanisms.

Optimizer Configuration: The optimization process is
guided by adaptive strategies that enhance convergence
stability and learning performance:

*  Adam Optimizer: Advanced Adam implementation with
learning rate 0.001 and adaptive moment estimation.

e Learning Rate Scheduling: ReduceLROnPlateau
scheduler with sophisticated plateau detection and
learning rate adaptation.
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*  Gradient Clipping: Advanced gradient clipping strategies
to prevent gradient explosion in deep graph networks.

*  Weight Initialization: Weight matrices are initialized
using graph-aware strategies.

Loss Function Integration: To address severe class
imbalance and optimize learning for minority classes, a
sophisticated loss configuration is applied:

*  Focal Loss Implementation: Gamma parameter of 2 for
hard example mining with adaptive class weighting.

*  Balanced Class Weights: Dynamic class weight
computation based on current class distributions.

*  Loss Regularization: Additional regularization terms for
graph structure preservation.

*  Multi-Task Learning: Support for auxiliary tasks that
improve pattern detection performance

Extended Training Protocol: A training loop with fault-
tolerance and performance tracking ensures sustainable
learning across extended sessions:

*  Extended Epoch Training: Up to 1000 epochs with
careful overfitting monitoring.

*  Early Stopping Strategy: Patience of 50 epochs with
multiple stopping criteria.

*  Model Checkpointing: Regular model checkpointing
with best model preservation.

*  Training Resumption: Support for training interruption
and resumption with full state preservation.

g) Evaluation and Analysis: The evaluation framework
enables an analysis of model performance through both met-
ric-based assessment and visualization-based interpretability.

Multi-Metric Evaluation: A set of performance metrics is
employed to account for the challenges posed by class
imbalance and varying pattern complexities:

*  Weighted Metrics: Class-weighted accuracy, precision,
recall, and F1-scores to handle class imbalance.

e Per-Class Analysis: Detailed per-class performance
metrics for identifying pattern-specific detection
capabilities.

*  Confusion Matrix Analysis: Confusion matrix analysis
with statistical significance testing.

*  Confidence Score Analysis: Distribution analysis of
prediction confidence scores.

Visualization: The framework integrates visualizations to
support interpretability and diagnostic analysis:

*  Confusion Matrix Heatmaps: Confusion matrix
visualizations with statistical annotations are offered

o Graph Structure Visualization: Network visualizations of
learned graph representations can be shown.

3) SVM Integration: The Support Vector Machine imple-
mentation TrainSVM.py provides a complementary approach
to the graph-based methods via high-dimensional feature
space analysis. It focuses on leveraging rich numerical fea-
ture representations for pattern classification.

D. DPD and Ensembles Module (M3)

The DPD and Ensembles Module implements the
ensemble technique combining predictions from multiple
trained models, or if desired utilizing a single model. It
currently applies soft voting and confidence-based weighting,
but can apply any other EM technique.
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4) Architecture: a stacked ensemble learning technique is
applied in order to improve predictive performance by com-
bining multiple base learners through a higher-level model
known as a meta-classifier. This can be effective when the
individual base models capture different aspects of the data
or exhibit complementary strengths and weaknesses. The De-
tection.py module implements the stacked ensemble learning
technique for DPD.

The process begins with a set of base models, which are
independently trained on the same training data. Each model
generates an individual model detection (i.e., predictions) for
the input instances, resulting in a vector of intermediate
outputs. These predictions are then passed to a meta-classifier,
which is trained to learn a higher-order decision function
based on the outputs of the base models (currently soft voting
is utilized, but this can be adjusted). The meta-classifier
effectively integrates the diverse perspectives of the
underlying models and produces an ensemble-based detection
(i.e., ensemble prediction) Pr with generalization capabilities.

5) Individual Model Detection: The detection system
provides unified interfaces for applying trained models. The
pipeline orchestrates: numerical feature extraction, standard-
ization using pre-computed parameters, and graph feature
merging. The following individual models are used:

SVM Detection: the function loads standardized features,
applies the trained model, and handles edge cases (e.g., zero-
feature vectors assigned "No Pattern", low-confidence
predictions marked "Unknown").

GNN Detection: the function converts class-level graph
features to PyTorch Geometric Data objects and applies
trained GNN models.

NGDB Detection: the function leverages Memgraph for
real-time graph queries and applies trained HeteroGNN
models.

6) Ensemble-Based Detection: The ensemble methodol-
ogy combines multi-model predictions (our current imple-
mentation utilizes SVM, GNN, and NGDB models via soft
voting), while addressing different label spaces through label
alignment. The ensemble process is as follows:

L Common Class Identification: Finds classes that exist
in all model outputs.
il. Label Space Unification: Creates a unified label space

containing all unique pattern classes.

iii. Probability Alignment: Maps each model’s outputs to
the unified space.

iv. Apply ensemble technique: Various techniques can be
applied to combine the predictions of the base models,
include stacking, bagging, boosting, etc. Soft voting is
currently used.

v. Post-processing: Applies confidence thresholding and
special-case handling. A function generates aligned
probability matrices in which each row corresponds to
a class instance and each column to a specific design
pattern type. This alignment ensures that the
probabilistic outputs from different models are directly
comparable. Soft voting prevents bias toward patterns
in a subset of models.
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E. System Integration and API Module (M4)

7) Web API: The complete system is orchestrated
through a FastAPI backend, providing RESTful endpoints.
The system provides several key endpoints, including:

« POST /process-features for complete feature
processing pipeline,
e POST /train-gnn, /train-pattern, and /train-svm for
model training,
* POST /start-detection for model inference with
ensemble support, and
*  GET /get-metrics for model evaluation data.
The API includes error handling, asynchronous processing
support, and Cross-Origin Resource Sharing (CORS)
middleware for frontend integration.

8) Robustness and Integrity: Robustness, reproducibility,
and overall system integrity are addressed via several sup-
porting mechanisms in the pipeline. These include:

*  Error Handling: includes file I/O validation, memory
management - particularly for graph processing, and
proper cross-validation data partitioning.

*  Configuration Management: All configurations are
serialized as JSON, including hyperparameters, training
settings, and timing information to ensure reproducibility.

* Validation  Framework: = Multi-stage  validation
encompasses feature extraction consistency checks,
standardization validation, and model validation with
convergence analysis and overfitting detection.

* Feature Consistency: Validation of feature consistency
across the graph includes range checks for feature values
and detection of outliers, consistency validation between
different feature sources, missing feature detection and
imputation strategies, and feature distribution analysis
with normalization validation.

*  Label Quality: In training mode, label quality assurance
encompasses label consistency validation across related
classes, detection of potentially mislabeled instances,
analysis of label distribution and balance, and validation
of ground truth quality and completeness.

9) Output Generation and Format Optimization: The
output generation process creates JSON files containing the
class-level graph structure and essential metadata. This stage
ensures that both the structural and contextual information
are retained and formatted for efficient downstream use. Key
aspects include:

Format Optimization: The JSON output is optimized for
downstream processing through efficient encoding of graph
structures for fast loading, preservation of metadata for
debugging and analysis, compatibility with PyTorch
Geometric data formats, and support for incremental loading
and processing of large graphs.

Metadata Preservation: Metadata is preserved to support
analysis and debugging, including original method-level
information for traceability, transformation parameters and
configuration settings, quality metrics and validation results,
and processing timestamps with version information.

The resulting output enables efficient graph-based ML
operations while maintaining the semantic relationships
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present in the original code structure, creating a foundation for
DPD using GNN and other techniques.

10) User Interface (Ul): The frontend is implemented via
Node.js with React, Vite.js, the Material Ul React compo-
nent, and Axios for Web APIs. Once a DPD repository is up-
loaded as a zip, it can be selected via dropdown (here PMD),
as shown on the left in Figure 11. Thereafter, extract features
can be executed (left bottom). Then the various ensemble
models can be selected on the right, and then the ensemble
detection can be started. At the top, the menu offers dataset
management, training, models, and detection management.

Design Patter Detection HOME  DATASETMANAGEMENT ~TRAN  MODELS DETECT /INEUERBUTTON PATTERNTRAN

Upload Detection Repository

Pattern_GNN

Select Models for Ensemble Detection

Select Repository
‘GCN_Channel2048_Layerd_Dropout0.2_SiratiiedKFoids

‘START ENSEMBLE DETECTION

11-PMD V18

Extract Features

EXTRACT FEATURES

Extracted Features.

Detection Results
‘Composits (96%): ASTImportDeclarationTost
Composite (62%): ASTModel

11-PMD v1.8_ASTjson

Composite (91%): AbstractRuleTest
11-PMD v1.8_CallGraph json

‘Adapter (67%): BasicScopeFactory

‘Composits (90%): BasicScopeFactoryTest

Composite (99%): ClassScopeTest

Visior (65%): Dect

Figure 11. DPD user interface.

VI. EVALUATION

The evaluation focuses on the effectiveness of our DPD-
NGDB approach, analyzing GNN variants and DPD
performance.

As described previously, our DPD approach is structured
to inherently support ensemble methods for maximum
flexibility. However, currently, all other models we attempted
(GNN, SVM) for the ensemble in preliminary evaluations
performed far worse or lacked consistency, and thus did not
complement DPD-NGDB. Hence, our DPD-EM results are
not evaluated here. As EM depends on the other models
improving results, future work will focus on finding and
tuning alternative models such that they address the
misclassifications found in our DPD-NGDB approach.

All experiments were conducted on an Apple MacBook
with M2 Pro with 32GB RAM.

A. Dataset Description

Both the training and evaluation are conducted on a dataset
consisting exclusively of 23 canonical GoF design patterns
and other non-labeled code. The dataset utilizes 9 projects
from the Pattern-like Micro-Architecture Repository (P-
MARY) repository [7]. As not all 23 GoF design patterns were
exemplified in P-MARt, the dataset was supplemented with
23 pattern implementation examples from Refactoring Guru
[53], which, while isolated examples without a larger project
context, at least provide some training data.

The evaluation focuses on classifying any single class as a
pattern instance to emphasize discriminative performance
among the design patterns, and unlabeled classes are assumed
to be “No Pattern” or unknown. Note that for a single pattern,
multiple classes may participate (e.g., Observer), while a
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single class might participate in or utilize multiple patterns
simultaneously (e.g., Factory and Observer). For simplicity
and the labeled ground truth basis, classes are assumed to be
associated with only a single pattern (e.g., either Factory
Method or Observer, not both). Thus, the actual number of
static pattern instantiations could be far less than the number
of classes identified (labeled) as participating in a certain
pattern (e.g., Observer, Broker).

The dataset comprises 30 projects with 417 unique
samples across the 23 patterns, with varying distribution
across pattern categories (121 creational, 182 structural, and
114 behavioral) as shown in TABLE 1. Hence, the creational,
structural, and behavioral design pattern types are included in
the training and detection dataset with varying degrees of
pattern sample frequency.

TABLE L. GOF DATASET
Pattern Samples
Creational 121
Abstract Factory 72
Builder 28
Factory Method 8
Singleton 12
Prototype 1
Structural 182
Adapter 62
Bridge 28
Composite 58
Decorator 8
Facade 17
Flyweight 4
Proxy 5
Behavioral 114
Chain of Responsibility 5
Command 16
Interpreter 5
Iterator 19
Mediator 9
Memento 12
Observer 20
State 6
Strategy 7
Template Method 2
Visitor 13
Total 417

55 4 - Netbeans v1.0.x

56 Number of classes: 2238

57 Number of ghosts: 3244

58 Number of interfaces: 320

59 Number of association relationships: 41895

60  Number of aggregation relationships [1,n]: 1750

61  Number of aggregation relationships [1,1]: 6990

62 Number of composition relationships: @

63 Number of container-aggregation relationships [1,n]: 161
64 Number of container-aggregation relationships [1,1]: 430
65 Number of container-composition relationships: @

66 Number of creation relationships: 14131

67 Number of use relationships: 23355

68 Number of fields: 16736

69 Number of methods: 25446

70 Number of message sends: @

71 Number of pattern models: @

Figure 12. Snippet of P-MARt Netbeans project summary metrics.

An example of the pattern summary metrics per project in
P-MARt is shown in Figure 12. Pattern-specific metrics are
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also summarized in XML as shown in Figure 13. The XML-
based documentation describes on a per-project basis the
classes involved in a micro-architecture (pattern), as shown in
Figure 14. We extracted the information per project to use for
class labeling as our ground truth as shown in Figure 15.

194 Adapter

195 Adaptee: 65

196 Adapter: 86

197 Target: 37

198 Client: 64

199 —> Distribution of the micro-architectures per program:
200 JHotDraw v5.1: 1

201 JRefactory v2.6.24: 17

202 MapperXML v1.9.7: 2

203 Netbeans v1.0.x: 8

204 Nutch v0.4: 2

205 PMD v1.8: 1

206 —> Number of micro-architectures: 31

207 —> Number of roles: 4

208 —> Number of classing playing a role: 252

Figure 13. Snippet of P-MARt Adapter pattern summary.

<program type="Java">
<name>3 - JRefactory v2.6.24</name>
<designPattern name="Adapter">
<microArchitectures>
<microArchitecture number="13">
<roles>

<clients>
<client roleKind="AbstractClass"><entity>org.acm.seguin.awt.OrderableList</entity></client>

</clients>

<targets>
<target roleKind="AbstractClass"><entity>java.awt.event.ActionListener</entity></target>

</targets>

<adapters>
<adapter roleKind="Class"><entity>org.acm.seguin.awt.MoveItemAdapter</entity></adapter>

</adapters>

<adaptees>
<adaptee roleKind="Class"><entity>org.acm.seguin.awt.OrderableListModel</entity></adaptee>

</adaptees>

</roles>
</microArchitecture>

Figure 14. Snippet of XML-based P-MARt [7] documentation of Adapter
pattern in JRefactory project involving the MoveltemAdapter class.

1A

2 "classes": {

3 "OrderableList": "Adapter",

4 "ActionListener": "Adapter",

5 "MoveItemAdapter": "Adapter",

6 "OrderableListModel": "Adapter",

7 ""CafeSetup": "Adapter",

8 "ReloadActionAdapter": "Adapter",

9 "MultipleDirClassDiagramReloader": "Adapter",
10 "'CommandLineMenu": "Adapter",

11 ""ZoomAdapter": "Adapter",

12 "JumpToTypeAdapter": "Adapter",

13 "SourceBrowserAdapter": "Adapter",
14 "NewProjectAdapter": "Adapter",

15 "RefactoringAdapter": "Adapter",

16 "UndoAdapter": "Adapter",

17 "NodeViewer": "Factory Method",

18 "UMLNodeViewer": "Factory Method",

19 "NodeViewerFactory": "Factory Method"
20 "UMLNodeViewerFactory": "Factory Method",
21 "ReloaderSingleton": "Singleton",

22 "JavaParserVisitor": "Visitor",

23 "ChildrenVisitor": "Visitor",

24 "AddFieldVisitor": "Visitor",

25 "AddImplementedInterfaceVisitor": "Visitor",
26 "AddMethodVisitor": "Visitor",

27 "CompareParseTreeVisitor": "Visitor"
28 "EqualTree": "Visitor",

29 "LineCountVisitor": "Visitor",

30 "PrettyPrintVisitor": "Visitor",

31 "StubPrintVisitor": "Visitor",

32 "Node": "Visitor"

33 b

34 b

Figure 15. Snippet of our extracted JSON labels for the JRefactory project
labeling MoveltemAdapter as class participating in Adapter pattern.
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DPD results are output in our JSON format per project
listing all classes, the primary pattern detected, a confidence
value, and a project summary, as shown in Figure 16.

13347 "RERange": {

13348 "pattern": "No Pattern",
13349 "confidence": 1.0
13350 +,

13351 "CharacterIterator": {
13352 "pattern": "Iterator",
13353 "confidence": 0.74
13354 }

13355 +

13356 "pattern_counts": {

13357 "No Pattern": 3305,
13358 "Adapter": 9,

13359 "Unknown": 8,

13360 "Abstract Factory": 13,
13361 "Factory Method": 1,
13362 "Iterator": 2

13363 ¥

13364 }

Figure 16. Snippet of our detection results per class and project summary.

Class imbalance across DPs was addressed via
oversampling during training to ensure balanced
representation. K-Fold cross-validation (K=5) is used for
internal validation, with stratification to ensure balanced folds
across the 23 pattern types.

B. NGDB GNN Variant Evaluation

The NGDB GNN model, implemented using Memgraph,
integrates heterogeneous graph representations with GNN
inference for real-time pattern detection, focusing on graph-
derived features (e.g., inheritance metrics, call patterns)
computed via Cypher queries. NGDB GNN variant
performance was evaluated using Accuracy, Precision, Recall,
and F1-Score. F1-Score was used due to dataset imbalance
across pattern types. The overall performance across all
patterns for each variant, averaged over the 5-fold CV is
summarized in TABLE II.

TABLE II. NGDB GNN VARIANT PERFORMANCE (STRATIFIED 5-
FoLD CV)
Model [Accuracy (%)|Precision (%)|Recall (%)|F1-Score (%)
GCN 93.45 90.67 93.45 91.13
GAT 97.72 97.73 97.72 97.68
GINSAGE 97.66 97.61 97.66 97.44

GAT achieved the highest F1-Score (97.68%) and
precision (97.73%), followed closely by GINSAGE (F1:
97.44%, precision: 97.61%). GCN performed slightly lower,
with an F1-Score of 91.13%. These results show substantial
improvement over the standard GNN variants, meeting or
exceeding the target F1-Score of 0.80 (80%) specified in the
non-functional requirements (NFR3).

Pattern-specific performance from the classification
reports shows high Fl-scores for most patterns, such as
Singleton (1.0 across variants), Proxy (1.0), and Chain of
Responsibility (1.0). Abstract Factory achieved strong scores
(GAT: 0.86, GINSAGE: 0.80, GCN: 0.15), while Adapter had
lower performance in GCN (0.0) but improved in GAT (0.65)
and GINSAGE (0.61). Behavioral patterns like Observer
(GAT: 0.86, GINSAGE: 0.67, GCN: 0.0) and Command
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(GAT: 0.75, GINSAGE: 0.86, GCN: 0.22) showed variability,
reflecting challenges in capturing dynamic interactions.

Analysis: The results indicate that GAT outperforms other
NGDB variants, likely due to its attention mechanism
effectively weighting graph-derived features like call patterns
and inheritance degrees. GINSAGE also performed well,
combining isomorphism testing with inductive learning for
robust generalization across diverse pattern implementations.
GCN, while solid, lagged slightly, possibly due to less
sophisticated aggregation in heterogeneous graphs, which
limited its ability to capture complex relationships in patterns
like Observer (F1: 0.0).

The high overall FI1-Scores (91.13% — 97.68%)
demonstrate the value of NGDB’s Cypher-derived features in
capturing relational aspects missed by standard GNNs,
particularly for behavioral patterns. For instance, Observer
achieved an F1-Score of 0.86 in GAT, reflecting the benefit of
inter-class communication metrics. Despite excluding ‘No
Pattern’ instances during training, the evaluation metrics
reflect strong discrimination among the 23 patterns, with
oversampling mitigating imbalance effectively.

Confidence metrics show reduced overconfidence
compared to standard GNNs, with wrong predictions having
notably lower scores (e.g., GAT: 64.79% for wrong vs.
97.16% for correct). Patterns like Singleton, Proxy, and Chain
of Responsibility achieved perfect F1-scores (1.0), benefiting
from distinct structural signatures enhanced by NGDB
features, such as inheritance hierarchies and method
declarations. Lower performance on patterns like Command
(GAT: 0.75, GINSAGE: 0.86) and Adapter (GAT: 0.65) may
stem from variability in implementations or insufficient
feature representation for nuanced behavioral interactions.

C. DPD Evaluation of DPD-NGDB

As GINSAGE and GAT performance was equivalent,
DPD-NGDB utilized GINSAGE for the rest of the evaluation.

1) DPD Performance: The confusion matrix for the
DPD-NGDB model across the entire dataset using 5-fold CV
demonstrates strong discrimination across the 23 GoF pat-
terns, as shown in Figure 17. The matrix reveals minimal mis-
classification, with most patterns correctly identified along
the diagonal. Analysis of misclassifications requires a case-
by-case deeper analysis as explained in the following discus-
sion.

Project-specific DPD tests were performed on the various
P-MARt projects on which it had been trained (except for
Netbeans) as listed in TABLE IV. The DPD results for the
projects in the training showed an accuracy range from 0.17
to .91, precision from 0.83 to 1, recall from 0.20 to 0.91, and
F1 scores from 0.55 to 0.94.

When including the Netbeans test project (left out of
training), the overall values were 0.45 for accuracy, 0.96 for
precision, 0.58 for recall, and 0.72 for F1. Each project has a
diverse set of patterns which were detected, as shown on the
right of the table, covering 18 of the 23 GoF. The testing of
the remaining 5 patterns was performed in the 5-fold CV and
is shown in the confusion matrix. In addition, a confidence
diagram for the 23 GoF patterns (including no-pattern and
unknown) is shown in Figure 18. It shows that confidence
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values rarely go below 0.5, and that many or most of the
misclassifications occur below complete confidence and have
to do with determining a class is not involved in a pattern (No
pattern). This determination can be difficult even for seasoned
software engineers.

2) Leave-One-Project-Out Cross-Validation (LOPO-
CV): The Netbeans project was left out of the training set
which used 5-fold CV. Withholding Netbeans for testing
evaluates DPD for unseen test data, with the results shown in
TABLE III. The F1 score of 0.17 shows relatively poor per-
formance over the four patterns with an overall accuracy of
0.03. This shows potential issues with the generalization of
our DPD results as described in the following discussion, and
our relatively small training dataset may be a factor.

TABLE III. NETBEANS TEST RESULT (LOPO-CV)

Pattern Classes| TP|FP|FN |Precision|Recall| F1
Abstract Factory 171 1] 3]170 0.25] 0.01)0.01

Adapter 81| 7| 3| 74 0.70[ 0.09]0.15
Command 3 1] 2] 2 0.33] 0.33]0.33
Iterator 12| 0] 1| 12 0 0| -

Overall 267] 9] 9258 0.32] 0.11]0.17

3) Feature Importance: The SHAP values can provide
insight into which features contributed the most to the model
predictions, and is shown in Figure 19. The minimum number
of unique instantiations of a class was the strongest, followed
by the mean number of outgoing calls, followed by the num-
ber of fields in the class. This was followed by a number of
call-related metrics. This may be an indication that the graph
structure together with these metrics provide influence the
ability to distinguish the various patterns.

D. Discussion

1) NGDB GNN variants evaluation: patterns like Single-
ton, Proxy, and Chain of Responsibility were detected most
reliably, achieving perfect F1-scores (1.0) across NGDB var-
iants. This is likely due to their distinct structural signatures
such as private constructors and static access methods for
Singleton. These features are well-captured by graph-derived
metrics like inheritance relationships and call patterns com-
puted via Cypher queries in Memgraph. Structural patterns
like Composite and Abstract Factory also showed strong per-
formance in NGDB (e.g., GAT F1: 0.86 for Abstract Fac-
tory), benefiting from the heterogeneous graph representa-
tions that emphasize class-to-class dependencies and method
aggregations. In contrast, behavioral patterns such as Ob-
server and Command exhibited more variability, with lower
F1-scores in GCN (0.0 for Observer, 0.22 for Command) but
improvements in GAT (0.86 for Observer, 0.75 for Com-
mand) and GINSAGE (0.67 for Observer, 0.86 for Com-
mand). This suggests that attention mechanisms in GAT and
inductive learning in GINSAGE better handle dynamic inter-
actions, though the static nature of the analysis limits full cap-
ture of runtime behaviors. The standard GNN variants (GCN,
GAT, GINSAGE) performed poorly overall (F1: 3.54% —
7.19%), with GINSAGE slightly outperforming others due to
its ability to generalize to unseen graphs, but still struggling
with imbalance and feature noise.
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In contrast, standard non-NGDB GNN variants (GCN,
GAT, GIN, GraphSAGE) yielded poor performance far below
the target, due to dataset imbalance and limited feature
representation. Thus, the ensemble method, combining SVM,
GNN, and NGDB via soft voting, underperformed compared
to the NGDB base model alone, primarily due to the
suboptimal results of GNN and SVM, which introduced noise
and biased predictions. This validates the hypothesis that
ensemble methods can enhance robustness only when base
models are sufficiently strong, highlighting NGDB’s critical
role in achieving high accuracy.

2) Ensemble Methods evaluation: The methodology suc-
cessfully extended the ensemble method, intended to com-
bine SVM’s feature separation, GNN’s structural resilience,
and NGDB’s graph-derived insights, but underperformed rel-
ative to the standalone NGDB approach. It was thus not in-
cluded in this evaluation. This highlights a key strength of
ensembles in theory — leveraging complementary models to
reduce variance and improve robustness — but in practice, the
weak base models (perhaps due to the sparse training da-
tasets) diluted NGDB’s high performance. Further multi-
model investigation and fine-tuning of ensembles is included
in future work, as we believe it to hold promise for addressing
NGDB misclassifications once their causes are apparent.

3) Requirements coverage:

*  FRI: All 23 GoF DPs were detected across 9 open-source
Java projects with documented DPs from the P-MARt
dataset with Refactoring Guru implementations, which
supporting class-level labeling and benchmarking.

*  FR2: Multi-modal features including numerical, graph-
based (ASTs, CGs), and derived structural metrics were
extracted from the source code. from the base
implementation and incorporating multi-modal features
(numerical, graph-based, structural).

*  FR3: Training pipelines for individual base models (e.g.,
SVM, GNN, NGDB) and an ensemble combiner (e.g.,
soft voting) were implemented.

*  FR4: The P-MARt dataset was extended with additional
patterns to cover all GoF patterns, class-level labeling
was applied, and imbalance handling was addressed via
oversampling.

* FRS5: An evaluation framework was implemented that
offers cross-validation (K-Fold, Leave-One-Project-Out
(LOPO)) and calculates performance metrics (F1-Score,
confidence). The use of stratified K-Fold (K=5) cross-
validation supports the generalization of the approach,
though challenges like dataset imbalance and
implementation variability persisted.

*  FR6: The pipelines were implemented to support batch
processing of multiple repositories and real-time pattern
detection for integration into development workflows
was enabled via memory monitoring.

* NRI: DPD model execution performance was
reasonable, within minutes on standard hardware for
medium-size projects. Model training involved more time
and resources but was within reasonable expectations.

*  NR2: Scalability was supported via memory and resource
management and optimization, e.g., via batching
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strategies that account for resource limitations (avoiding
out-of-memory errors during training), incremental
processing of large graphs with checkpoint recovery, etc.

* NR3: While Fl-scores above the target of 0.80 were
achieved for various P-MARt projects, the overall score
was 0.72 for the GoF spectrum on over 5300 classes;
robustness against code variations for unseen projects
needs further work, exemplified with the large 3347 class
Netbeans project that had 267 classes participating in four
different DP types with a resulting F1 score of 0.17.

* NF4: Extensibility was achieved via a modular
architecture that allows for the automatic addition of new
pattern types, automated feature extractors, and a flexible
ensemble inclusion of further base models.

e NF5: Reproducibility was addressed via logging of
parameters (including random seed management) and
versioning of models, datasets, and intermediate and final
output results.

4)  Summary: The DPD-NGDB evaluation showed that it
is feasible to automatically train DPD-NGDB on a labeled
training set of the 23 GoF patterns, and for it to detect the
spectrum of patterns when it comes across these again. Over-
all, the results validate the use of NGDB for real-time, rela-
tional pattern detection, aligning with functional require-
ments for covering all 23 patterns and achieving high accu-
racy. The AST and CG features proved resilient for the dif-
ferent pattern types (creational, structural, and behavioral).

As to limitations, as encountered with LOPO-CV using
Netbeans, DPD on unseen datasets can be challenging and
further investigation regarding misclassification factors and
testing on diverse datasets is needed. The relatively sparse
training set and static-only analysis limit performance.
Furthermore, discriminative challenges are presented among
similar patterns, some differing primarily in intention. The
reliance on static analysis (ASTs, CGs) limits detection of
dynamic behaviors in patterns (e.g., Observer, Strategy),
where runtime interactions (e.g., method invocations via
reflection) might provide better hints. While dynamic analysis
is promising for revealing hidden dependencies, it was not
incorporated due to execution risks, high-overhead setup and
execution costs, and coverage issues. In particular, pattern
dataset limitations further constrain generalizability: the
examples offer textbook implementations or intentional
pattern-centric projects, lacking real-world diversity, partial
realizations, or obfuscation variants (as initially planned but
not fully evaluated). Imbalance among patterns persisted
despite oversampling, skewing performance toward common
patterns like Singleton and underrepresenting rare ones like
Flyweight or Interpreter. Deeper analysis is required to
understand any pattern misclassifications, as this could be due
to multiple causes. E.g., the same object participating in
multiple patterns, cases where the pattern structure differs
primarily by its intent or purpose (highly context-sensitive),
information about dynamic interactions is missing (e.g., due
to reflection), etc. This deeper case-by-case analysis is
included in future work. Environment limitations include the
dependency on the Memgraph setup, which adds complexity
and potential memory overhead for large heterogeneous
graphs.
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VII. CONCLUSION

This paper developed and evaluated our automated design
pattern detection approach DPD-NGDB, based on a neural
graph database and modular pipeline architecture, and made
available as an ensemble base model in our DPD-EM
ensemble model approach. The evaluation was benchmarked
against a dataset with the 23 GoF design patterns contained in
over 5300 Java classes spanning 9 open-source realistic
practical Java projects (plus an additional 23 single example
patterns). The dataset offered independently documented DPs
and were used for the automated DPD training and testing.
With 5-fold cross-validation and leave one project out, an
overall F1 score of 0.72 was achieved, while the large unseen
test project achieved 0.17. Furthermore, three NGDB GNN
variants were evaluated, with GAT and GINSAGE showing
similarly high F1 scores, and GCN somewhat lower.

The use of multi-modal features (numerical from ASTs,
graph-based from CGs, structural like inheritance)
outperforms traditional ML approaches (e.g., Uchiyama et al.
[29], Dwivedi et al. [30]) by capturing both syntactic and
relational aspects. DPD-NGDB’s high F1-scores (up to 94%)
surpass reported benchmarks for tools like PINOT, which
achieve high precision only for well-structured code. The
DPD-EM ensemble approach, while not as effective as the
NGDB base model yet, provides an ongoing framework for
the combination of diverse base models, contributing to the
exploration of ensemble methods for DPD in software
engineering [48].

Future work includes experimentation with various
ensemble base models and methods; integrating runtime
tracing for dynamic analysis; combining static features with
execution traces to better detect behavioral patterns; full
obfuscation; scalability evaluation; variant detection; usage
on generalized open-source projects; expansion beyond the
GoF patterns; an evaluation across multiple programming
languages; and a comprehensive industrial case study.
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Figure 17. Confusion Matrix for DPD-NGDB GINSAGE showing strong DPD performance (diagonal) across the entire pattern dataset.
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Figure 18. DPD-NGDB confidence scores for the entire dataset (NetBeans left out of training set).
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Figure 19. SHAP feature importance for DPD-NGDB across the entire dataset (generated diagram edited to replace feature numbers with names).
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Abstract—With the exponential growth in the collection
of personal data, ensuring compliance with data protection
regulations such as the General Data Protection Regulation
(GDPR) has become a critical challenge. In this work, we
present a formal approach to GDPR compliance verification
based on data provenance. We model the behavior of systems
as provenance graphs, capturing the lifecycle of personal data
across processes. Compliance patterns corresponding to key GDPR
principles and rights are expressed as Prolog rules, enabling logical
inference over these graphs. We present a verification tool which
evaluates whether system executions meet legal obligations, and
provides interpretable feedback in case of violations. We provide
experimental validation on synthetic graphs to demonstrates the
feasibility of our approach.

Keywords-GDPR; provenance; verification; Prolog.

I. INTRODUCTION

With the increase in the number of computer systems and the
proliferation of online services, the collection and processing
of personal data has grown at an unprecedented scale. This
growing dependence on data-intensive services makes the
protection of personal data a critical concern. In response, legal
frameworks such as the General Data Protection Regulation
(GDPR) have been introduced to establish rights for individuals
and responsibilities for data controllers and processors.

While the GDPR provides a clear legal foundation, its
effective implementation remains a significant challenge. Ver-
ifying that a system complies with GDPR requirements
involves analyzing both the system’s specifications and its
actual behavior during runtime. Being capable of enforcing,
monitoring, and verifying compliance within the complex and
dynamic ecosystems of modern digital infrastructures is still
a challenge today. Indeed, compliance must be ensured at
several levels: the design of processes, the configuration of
data storage systems, and the execution of actions such as
consent collection, data sharing, and deletion.

Manual compliance verification is not only tedious and error-
prone, but often infeasible for complex systems with high data
volumes and dynamic behaviors. Furthermore, existing auditing
tools tend to focus on static policies or incomplete logs, and do
not capture the full context of data usage over time. There is
thus a growing need for formal, automated methods to evaluate
GDPR compliance.

Fortunately, the increasing computerization of data process-
ing offers an opportunity to support, and in some cases auto-
mate, parts of the compliance verification process. In particular,
by leveraging structured representations of system behavior
and data lifecycles, based on provenance models, it becomes

Clara Bertolissi
INSA Centre Val de Loire, LIFO, France
e-mail: clara.bertolissi@insa—cvl.fr

possible to formalize and check compliance requirements seen
as patterns in provenance graphs.

Approach. Our work proposes a formal approach to repre-
sent and verify compliance with key GDPR principles using
provenance graphs. This representation enables us to track data
processing chains and apply rule-based checks, thus bridging
the gap between legal requirements and executable system
behaviors. Our method complements existing compliance-by-
design efforts by offering a verification mechanism capable of
evaluating compliance post hoc, based on actual data processing
traces.

Provenance provides a natural foundation for compliance
verification because it captures who performed which oper-
ations on which data, when, and under which dependencies.
Leveraging this representation, we identify the legal primitives
relevant to GDPR, such as data items, data subjects, processing
activities, purposes and rights-related actions, and map them
to provenance entities, activities, and relations following the
Open Provenance Model. This creates a uniform vocabulary in
which legal requirements can be expressed independently of
the underlying system. Then, we formalize GDPR principles,
such as lawfulness of processing, the right to be forgotten,
data minimization, and access rights, as declarative logic
patterns over the provenance graph. These patterns specify
constraints on the provenance graph structure, often involving
specific sequences or combinations of events. For example,
purpose limitation is formalized as a relationship between
consent events, permitted purposes, and subsequent uses of
personal data. Patterns are declarative and reusable: once
defined, they apply to any provenance graph that adheres
to the underlying schema, regardless of the system domain.
This shifts the focus from tool-specific implementation details
to a general, principle-driven method for analysing GDPR
compliance through provenance.

The formal patterns constitute the foundation of our approach:
they map regulatory concepts to precise constraints on the
provenance graph, define reusable templates for expressing
GDPR obligations, and support principled analyses of real
system behaviors. To evaluate these patterns over concrete
provenance data, we rely on a Prolog-based engine. The logical
specifications are encoded directly as Prolog predicates. When
the provenance graph is loaded, these predicates are instantiated
with the corresponding entities, activities, and timestamps,
allowing the engine to systematically traverse the graph and
determine whether the constraints are satisfied or violated.
This approach ensures coherence between the abstract legal
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formalization and the executable checks performed on real
execution traces.

To assess scalability, we also developed a provenance
graph generator based on modular building blocks (called
“bricks”) representing common user interactions. These building
blocks can be assembled in various configurations to simulate
realistic data flows in different application domains (e.g., social
networks, online shopping, public administration). This enables
us to test our approach on large and diverse graphs under
controlled conditions.

Contributions. This work presents a comprehensive frame-
work for the automated verification of GDPR compliance based
on data provenance. It extends [1] by providing a detailed
presentation of the generalized provenance model and by
formalizing a significant subset of GDPR principles in the
form of provenance patterns. Moreover, a graph generator was
implemented, and an experimental evaluation using the Prolog
prototype was carried out to assess performance results.

Our key contributions are:

« A formal representation of selected GDPR principles and data
subject rights as logic-based patterns that can be evaluated
over provenance graphs.

o A verification tool, implemented in Java and Prolog, that al-
lows auditors to configure compliance checks, select specific
rights or principles to verify, and receive detailed feedback
on potential non-compliance or pending verifications.

« A method to produce synthetic but realistic datasets for
experimentation. We generate realistic provenance graphs
based on reusable components.

o An experimental validation showing the feasibility of our
method on both manually crafted and large, synthetic
provenance graphs, with performance analysis and scalability
insights.

Overall, our work demonstrates how logical reasoning over
provenance data can provide a powerful foundation for auto-
mated, explainable, and customizable compliance verification
tools. This contributes to the broader effort of making digital
systems not only more transparent, but also more accountable
with respect to data protection regulations.

The structure of this paper is as follows. Section II discussed
the state of the art. Section III introduces the context of the
General Data Protection Regulation (GDPR) and motivates
our work. Section IV presents the necessary preliminaries on
provenance modeling and describes our extensions to capture
GDPR requirements. In Section V, we detail our formal
approach for modeling compliance requirements. Section VI
outlines our methodology for semi-automated compliance
verification together with a prototype tool implementation.
Section VII reports on the experiments conducted to validate
our approach. Finally, we conclude with the perspectives for
future research in Section VIII.

II. RELATED WORK

The General Data Protection Regulation has triggered a broad
range of research efforts aimed at understanding, supporting,
and enforcing data protection principles within digital systems.
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Several studies have sought to analyze whether real-world
systems comply with GDPR requirements [2][3][4]. These
works often rely on case studies, audits, or systematic eval-
uations of privacy policies and data processing practices.
While valuable for revealing compliance gaps, such approaches
are mostly retrospective and provide limited automation or
generalizability.

Another line of research focuses on developing technical
solutions to support compliance checking in a more systematic
way, see for instance [5][6][7]. These works are based on the
formalization of legal norms themselves. This effort is crucial
to support both design- and runtime compliance, as it provides
the formal foundation upon which reasoning, verification, and
automation can be built. Translating legal texts into formal
logic is a complex and delicate task that requires capturing the
subtleties of legal language, its contextual dependencies and
normative intent in a structured, machine-interpretable form.

Various approaches have been proposed to bridge the gap
between natural legal language and logical formalism. A widely
adopted strategy involves the use of ontologies to model legal
knowledge. As discussed in [8], ontologies provide a structured
representation of legal concepts and their interrelations, making
it easier to translate legal provisions into sets of logical rules.
This modeling facilitates knowledge sharing, consistency check-
ing, and reasoning over legal domains. While ontology-based
approaches offer rich semantic models of GDPR concepts, they
primarily support reasoning over declared system properties.
In contrast, our approach focuses on operational compliance:
provenance graphs capture the actual flow of personal data
and the causal structure of system executions. This makes it
possible to detect violations that arise from concrete system
behavior, rather than from inconsistencies in the system’s
specification. Ontology-based models and provenance-based
verification may be complementary: ontologies can supply high-
level semantic annotations, whereas provenance provides the
fine-grained, event-level evidence required for auditing real
system executions.

Another notable development is LegalRuleML [9], an XML-
based extension specifically designed to represent legal norms,
their conditions of applicability, and the structure of legal
arguments. LegalRuleML aims to support automated reasoning
and interoperability between legal information systems, offering
a standardized way to encode normative content.

Complementary to these formalization efforts, some research
has focused on making logical representations accessible and
verifiable by legal experts. For instance, Bartolini et al. [10] pro-
pose using RIO logic to express legal provisions in a structured
but human-readable format. This representation allows legal
practitioners to validate the formalization of regulations while
preserving the rigor needed for automated compliance checking.
Such approaches enhance the transparency and trustworthiness
of logic-based systems used in legal contexts.

Since the adoption of the GDPR in 2016, considerable
research has focused on designing systems that are compliant
by design, in line with Article 25 of the regulation. In [11], the
authors extract Technical and Organizational Measures (TOMs)
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directly from the GDPR text to support the development of
a compliance-assisting tool. This tool relies on contractual
relationships between users and organizations, implemented
through knowledge graphs. This formalization allows the
system to reason over contractual obligations and compliance
requirements in a machine-interpretable way.

Building upon this foundation, [12] extends the previous
work by incorporating the notion of consent and adapting the
tool to the context of smart cities and [oT environments. The
primary goal of this enhancement is to ensure GDPR compli-
ance for resource-constrained or distributed infrastructures.

Other studies, such as [13], approach compliance by focusing
on business process modeling. The authors propose a method-
ology for aligning business workflows with the obligations
imposed on data controllers by the GDPR. While the work
offers a structured approach to incorporating privacy by design,
it remains theoretical, demonstrated only through a case study
involving a telecommunications operator, and does not include
a dedicated tool or automation component.

Similarly, [14] employs business process models to embed
compliance features in IoT systems. Their work stands out
by introducing smart contracts and blockchain technologies
to facilitate automated compliance verification. Drawing on
the methodology of [15], they address several key GDPR
principles, including confidentiality, consent, data minimization,
data protection, and data transfer.

Also, numerous frameworks and guidelines have been
proposed to support developers in incorporating privacy re-
quirements throughout the system lifecycle. For instance,
Saltarella et al. [16] survey approaches that support system
designers in aligning their architectures with GDPR principles
from the outset. Similarly, Rhahla et al. [17] present a
comprehensive study of academic and industrial tools intended
to facilitate GDPR compliance, with a focus on development-
time integration.

Compared to these approaches, that emphasizes design-time
compliance or high-level modeling, our contribution aims
to formalize and verify that runtime behaviors, specifically,
actions performed on personal data, adhere to the GDPR’s
principles and constraints. In contrast to the above efforts,
relatively few works have addressed the runtime verification of
actions and behaviors performed by systems, especially from
the perspective of compliance with GDPR obligations. Ensuring
that concrete system operations, such as data access, sharing,
deletion, or processing, respect legal constraints in practice
remains a largely open challenge. Existing approaches often
lack the granularity or formality needed to assess compliance
at the level of individual actions or data flows.

In [6], the authors translate a subset of GDPR articles into
temporal logic formulas to automate compliance verification.
Their approach leverages MonPoly, a monitoring tool that
processes system event logs by translating them into MFOTL
logic and compares them against GDPR rules to detect potential
violations. While effective for specific cases, this work remains
limited to a small subset of GDPR provisions and does not
address key principles such as purpose limitation.
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Building on a broader scope, [18] introduces a framework
developed within the European project Cloud4EU [19], which
combines different techniques to verify GDPR compliance in
cloud environments for the public sector. Their contribution lies
in the semi-automated translation of regulatory texts into logical
rules, enabling dynamic updates as new laws or amendments
are introduced. These rules can be applied both to runtime log
verification and to compliance-by-design approaches, where
traces generated from business models are checked against
GDPR requirements. Nevertheless, the use of LegalRuleML
within this framework remains relatively basic. As the authors
themselves highlight, the current metamodel is primarily geared
toward legal representation and requires significant extensions
to support advanced compliance reasoning.

Other lines of research explore the use of machine learning to
automate parts of this process, especially the translation of legal
texts. For example, [20] investigates text processing techniques
to facilitate compliance reasoning. Similarly, Zimmeck et
al. [21] apply natural language processing to automatically
extract GDPR-relevant requirements from privacy policies,
demonstrating the potential of NLP for large-scale analysis.
However, these approaches still face challenges in accurately
capturing certain GDPR concepts, whose semantic complexity
and context-dependence are difficult to formalize.

Our work follows the same general line of formal spec-
ification of [6], which relies on temporal logic to reason
about consent and event sequences, but we adopt a broader
provenance-based perspective. By introducing a set of purpose-
oriented and constraint-based provenance patterns, our frame-
work supports the expression of GDPR principles that involve
conditional or evolving requirements. This makes it suitable
for capturing a wider range of compliance scenarios, including
the verification not only of whether consent exists for a given
piece of data, but also of whether the specific purpose stated
in the consent request is actually respected. Moreover, in
contrast with approaches based on temporal logic or high-
level ordering constraints between events, our provenance-
based representation provides explicit temporal information
attached to provenance activities. Therefore, we can determine
exactly when a consent was granted, how long it remained
valid, and during which period a given piece of personal
data was accessed, transmitted, or stored. By using in the
analysis concrete time intervals extracted in the provenance
graph directly from system logs, our approach captures forms of
temporal misuse that cannot be detected using purely qualitative
or symbolic temporal relations.

III. CONTEXT AND MOTIVATIONS

A. The General Data Protection Regulation

In order to safeguard the privacy of its citizens, the European
Union adopted a directive in 1995 [22], introducing the notions
of informed consent, the right of access and rectification, and
the obligations of data controllers with respect to the collection,
processing, and storage of personal data. This directive laid
the foundation for the General Data Protection Regulation
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(GDPR), which came into force in 2018 and has since become
the cornerstone of European data protection law.

The GDPR establishes a comprehensive framework that
regulates the collection, processing, and dissemination of
personal data, and it applies to any organization, whether
public or private, operating within the EU or targeting European
residents. In its Article 4, the regulation defines key concepts
to delineate its scope. Personal data is understood as any
information relating to an identified or identifiable natural
person, the data subject. Processing is broadly defined as
any operation performed on personal data, from collection
and recording to storage, modification, or dissemination. The
notion of data controller refers to the person or organization
that determines the purposes and means of the processing and
is ultimately responsible for compliance. Consent is defined as
a freely given, specific, informed, and unambiguous indication
by the data subject of their agreement for personal data to be
processed for a clearly stated purpose.

The regulation is articulated around a set of fundamental
principles that ensure lawful, fair, and transparent processing,
restrict the use of data to explicit and legitimate purposes,
and require that only the necessary amount of information be
collected and maintained accurately over time. It also limits
storage to what is strictly necessary, obliges organizations
to guarantee the confidentiality and integrity of data through
appropriate safeguards, and finally, introduces the principle of
accountability, by which controllers must be able to demonstrate
their compliance at all times. In addition to these principles, the
GDPR includes a wide range of rights for individuals, including
the right of access, rectification, erasure (often referred to as
the "right to be forgotten") as well as the rights to restrict
processing, to data portability, and to object to certain forms of
processing. Together, these provisions aim to give individuals
effective control over their personal information in the digital
society.

B. Motivations

Although the objectives of the GDPR are clear, ensuring
compliance in practice represents a considerable challenge
for organizations. This challenge is both organizational and
technical, since it requires translating often complex legal
requirements into operational practices and embedding them
within the functioning of information systems. A particularly
delicate issue concerns the notion of purpose. Organizations
must not only declare the reasons why they collect and process
personal data, but also guarantee throughout the entire lifecycle
of the data that these purposes are respected and remain
aligned with the consent initially given by individuals. Tracking
and documenting these purposes across complex systems is
a demanding task, especially when data is reused in multiple
contexts.

Compliance also demands meticulous documentation of
processing activities, the legal bases invoked, the consents
obtained, and the technical and organizational measures put in
place to ensure security. These obligations are generally verified
through audits, which assess the adequacy of procedures.
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However, such audits are often labor-intensive and retrospective
in nature. Automating them, at least partially, is a pressing
need if organizations are to sustain compliance in a scalable
and efficient manner.

Further difficulties arise from the necessity to ensure that
modifications such as rectification or erasure are consistently
propagated across all replicas. This issue of replication con-
sistency is critical for respecting principles such as accuracy
and storage limitation, as well as rights such as the right to
erasure.

These different challenges leave traces within the systems
themselves, in the form of logs or event records that capture
the sequence of operations performed on data. By analyzing
these traces, it becomes possible to assess whether certain
principles or rights have been respected, thereby opening the
way to automated forms of compliance verification. However,
it is important to recognize that not all principles or rights
lend themselves to such automation. Certain notions embedded
in the GDPR, such as fairness and transparency, cannot be
automatically verified because they depend on communication
methods and contextual nuances that system traces cannot
capture. The automation of legal verification therefore has
limits: while it can significantly reduce human error, accelerate
verification processes, and help maintain continuous compli-
ance, it cannot fully replace human judgment when it comes to
subjective assessments. For instance, the evaluation of whether
a request for consent is expressed in clear and understandable
terms (article 12 to 14) remains outside the reach of automated
systems. Similarly, the principle of data minimization raises
complex challenges, since determining whether a dataset is
“necessary” (article 5.1.c) for a given purpose often requires
domain expertise and contextual knowledge. In such cases,
compliance is better supported by establishing precise specifica-
tions of procedures and processes, and then verifying that these
specifications are respected. Furthermore, many parts of the
GDPR, such as Chapters 6, 7, and 8, dealing respectively with
supervisory authorities, cooperation mechanisms, and remedies
and penalties, regulate institutional, procedural and enforcement
aspects rather than the technical or operational rules of data
processing.

Given these limitations, our work focuses on the subset of
GDPR provisions that can be addressed through system-level
analysis. More specifically, we concentrate on the principles
of lawfulness, purpose limitation, and storage limitation, as
well as the rights of access and erasure. These aspects are
particularly amenable to verification through system traces and
provenance data, since they can be formalized as constraints on
the occurrence, timing, and consistency of processing events.
Our approach therefore emphasizes the automation of articles
directly concerned with event compliance, while considering
semi-automated methods for those that require complementary
verification.

In this way, we aim to contribute to the broader goal of
bridging the gap between legal requirements and system imple-
mentation, by providing methods that support both automation
where feasible and human oversight where necessary.
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C. Examples

In this work, we concentrate on three aspects that we consider
fundamental: the traceability of purposes, the enforcement of
storage limitations, and the consistency of data erasure across
replicas.

Purpose traceability requires that consented purposes ac-
company personal data throughout all processing activities,
ensuring that data is not diverted from its legitimate use.

Example 1 (Purpose traceability): A system respects the
purpose limitation principle when personal data is processed
exclusively for the purposes explicitly consented to by the data
subject. Consider the following situation in an online forum:
Bob joins a discussion group, and as part of this action, his
personal data is associated with the creation of cookies. Two
different scenarios illustrate compliance and non-compliance.

Compliant scenario: Bob joins a cooking interest group.
In this context, the forum generates an analytics cookie used
solely to improve the performance of the website. The cookie
remains internal to the platform and is accessible only to the
maintenance team, fully aligned with the purpose to which
Bob initially consented.

Non-compliant scenario: Bob joins the same cooking
interest group, and the forum once again creates an analytics
cookie. However, despite Bob having explicitly withdrawn
his consent for any sharing with third parties, the cookie is
nonetheless transmitted to an external kitchenware vendor. This
constitutes a clear violation of the purpose limitation principle,
as the data is processed beyond the scope of the consent
provided.

Concerning storage limitations, temporal constraints must
be verified to check that data is retained no longer than
necessary and that requests from data subjects are honored
within prescribed deadlines.

Example 2 (Data storage limitation): The storage limitation
principle requires that personal data be retained only for as
long as necessary in relation to the purposes for which it was
collected. Automating compliance with this principle typically
involves checking that data subject information is deleted or
anonymized once the retention period has expired. Consider
the case of Alice, who creates an account on an online forum
and contributes content. The following scenarios illustrate
compliance and non-compliance.

Compliant scenario: Alice registers on the forum and
actively participates by posting reviews. After five years of
inactivity, the system enforces its retention policy and deletes
Alice’s account data. Two years later, when Alice attempts to
log in again, she receives an error message indicating that the
account no longer exists. This demonstrates compliance with
the predefined five-year retention limit.

Non-compliant scenario: Alice registers on the forum and
posts several reviews. After seven years without activity, she
attempts to log in again and is still able to access her account
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with all of her personal data intact. This persistence of data
beyond the declared five-year limit constitutes a violation of
the storage limitation principle.

Data erasure consistency, finally, is needed to guarantee
that compliance-related actions such as deletion are properly
applied across all copies of the data within the system.

Example 3 (Consistency of data deletion across copies):
Compliance with the right to erasure requires that when a
deletion request is made, all copies of the corresponding data
within the system are removed. These copies may exist in
different modules of the system, such as the main database,
user activity logs, or temporary caches. Consider the following
scenarios for David, who has an account in an online forum.

Compliant scenario: David requests the deletion of his
account. The system processes the request by erasing his
personal data from the main user database, cleaning the activity
logs, and clearing cached data related to his profile. When
David later attempts to log in, his account no longer exists,
confirming that all copies of his data have been consistently
deleted.

Non-compliant scenario: David deletes his account, and
the system removes it from the main user database. However,
his data remains in the activity logs used by the forum
administrators. Weeks later, traces of David’s activity are still
accessible, revealing that the deletion request was not fully
enforced across all system copies, thus violating the GDPR.

Together, these challenges highlight the necessity of sys-
tematic and automated approaches to compliance verification,
which we aim to address through the use of provenance
information.

IV. PRELIMINARIES

In this section we present the Open Provenance model [23]
and its generalization to represent GDPR requirements.

A. The Open provenance model

Provenance information is usually represented as a labeled
direct graph (called provenance graph) that expresses how
objects evolve in the system. A provenance graph is a triple
G = (W,&,L), where N is a set of nodes, £ is a set of
directed edges between nodes, and L is a set of labels. A node
in the graph can represent an artifact, which is an immutable
piece of data, a process, which is used to denote the action
performed on an artifact and resulting in a new artifact; or
an agent, which is used to denote the entity controlling or
affecting the execution of a process. We denote the sets of
artifacts, processes, and agents as O, P, and A, respectively
(with N = OUPUA and O, P, A pairwise disjoint). Edges
represent labeled casual dependencies between nodes. Role
labels R C L define the function of an agent or an artifact in
a process.

The Open Provenance model defines three main causal
dependencies (see Table I): used, wasGeneratedBy, and
wasControlledBy. The first two dependencies indicate a link
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between an artifact and a process: used connects a process to
the artifacts used in the process and wasGeneratedBy links a
process to the resulting artifact. Dependency wasControlledBy
indicates which agent controls a process. The Open Provenance
model also includes additional dependencies that can be derived
from a provenance graph by composing dependencies. For
instance, composed dependency was TriggeredBy indicates that
the execution of a process was triggered by another process,
and dependency wasDerivedFrom denotes that an artifact was
derived from another artifact. As done in [24], we make the
role parameter explicit to be able to specify what role the
first artifact played in the creation of the new one. Multi-step
dependencies can be defined by transitive closure. For instance,
wasDerivedFrom™ captures, for an artifact, all artifacts used
to derive it, possibly indirectly. Similarly, wasTriggeredBy™
captures, for a process, all its direct and indirect triggering
processes. The latter is also used to define the indirect use
(used™) and generation of artifacts (wasGeneratedBy™).

To reason over temporal aspects and information evolution
in a system, we extend the Open Provenance model with time
observations, following [23]. We assume time is measured by an
observer according to a single clock (or synchronized clocks),
in such a way that time observations may be comparable.
Moreover, observed time is expected to be compatible with
causal dependencies, e.g., an artifact must exist before it is
being used, a process generates artifacts before it ends, etc. In
other words, causality implies time precedence. Provenance
causal dependencies are decorated with time information
expressed as timestamps associated with edges. We consider a
series of ordered time points denoted as tsy,...,ts, € T,
with ts; < tsy < < ts,, which represent specific
points in time. We define a time interval [tss,ts.], as the
interval of time between tss € 7T, starting time point, and
tse € T, ending time point. We assume that a process runs
for a time interval [tss,ts.], with tss,ts. € T. All used or
generated artifacts are used or created during this time window.
Accordingly, in the provenance model with time observations,
edges "wasControlledBy" are extended with the time interval
[tss,tse], and edges "used" and "wasGeneratedBy" are ex-
tended with a timestamp ts € [tss,ts.] indicating that the
artifact was used by the process (in the case of used) or
that the artifact was created by the process (in the case of
wasGeneratedBy) at a given time ts.

Following [24], we introduce two custom dependencies
to capture the owner and the contributors of an artifact, as
presented in the third block of Table I. In particular, owns
captures the classical assumption in discretionary access
control where the agent creating an artifact owns that artifact;
contributedTo extends dependency wasControlledBy to
identify the agents that have contributed, directly or indirectly,
to the creation of an artifact. While in [24], the dependency
wasControlledBy and, in turn, the dependency contributedTo
were used only to link a process with an agent involved
actively in a process, here we extend these dependencies to
link a process to an agent involved actively or passively in the
creation of an artifact. To this end, we explicitly model a role in
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contributedTo to denote in which way a subject was involved
in the creation. If the role in contributedTo is owner, the
casual dependency has the same meaning as the one in [24].

We also introduce the dependency notAvailable to capture
that a previously created artifact is no longer available in the
system (i.e., the artifact has been deleted).

As done previously, we can extend these dependencies with a
timestamp. We suppose that an agent has owned an artifact since
its generation (i.e., the timestamp associated with the edge owns
matches the time parameter in the composing wasGeneratedBy
dependency). Similarly, for the dependency contributedTo,
its timestamp coincides with the time associated with the
generation of the artifact. The notAvailable dependency has
a timestamp indicating the time when the artifact has been
deleted (thus matching the timestamp of the composing used
dependency). It is worth noting that the definition of this
last dependency uses a predicate action that, given a specific
process instance, returns its type. This is needed because
policies typically specify "types" of actions rather than process
instances, as demanded by the provenance graph.

Provenance information can be represented graphically, as
illustrated in Fig. 1. Following the standard notation for
provenance graphs [23], artifacts are represented as circles,
processes as rectangles, and agents as octagons. Edges are
annotated with the type of dependency, the role of artifacts and
agents in processes and the temporal information. For instance,
in the graph of Figure 1, one can see that the artifact data
report has been generated by the process sendData using
the artifact data request.

B. Extending provenance information for compliance

In the context of the GDPR, it is crucial to represent personal
data in a way that allows one to identify the processes acting
upon it, the purposes for which it is used, the consent given by
data subjects, and the degree of compliance with user rights.

To achieve this, we extend the provenance model so that
it explicitly distinguishes personal data and better captures
consent mechanisms. This extension is implemented through
the introduction of additional artifact nodes and enriched node
attributes.

a) Specific nodes.: When personal data is involved,
individuals are typically presented with a template of possible
choices for granting or denying consent (a privacy policy
template). In the provenance graph, such a template is rep-
resented as an artifact node. Once the individual makes a
decision, the corresponding consent is also modeled as an
artifact. If consent is later modified, a new artifact is created to
represent the updated state. This new artifact is linked to the
previous one via a wasDerivedFrom edge, ensuring versioning
of consent. For instance, in Figure 1, Bob’s consent evolves
from consent_bob_v0 to consent_bob_uv1 after he adjusts the
purposes he had initially authorized.

Purposes themselves are captured as attributes associated
with consent artifacts. It is important to note that artifacts in
the provenance model are immutable objects: any modification
to data or consent does not overwrite the existing artifact but

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

132



International Journal on Advances in Software, vol 18 no 3&4, year 2025, http.//www.iariajournals.org/software/

Basic casual dependencies from [23]

used(p: P,d: O,r: R,tsy : T)
wasGeneratedBy(d : O,p: P,r: R,tsq: T)
wasControlledBy(p : P,s: A, 7 : R,tsp € T,tse : T)

wasDerivedFrom(d; :

wasTriggeredBy(p1 : P,p2 : P,tsy : T) =3d € O,r1,72 € R,tsg € T : used(p1,d,r1,tsy) A wasGeneratedBy(d, p2, 72, tsgy)
O,dy : O,r: R,tsg : T) =3p € P,r; € R,tsy € T : wasGeneratedBy(d1,p, r;, tsg) A used(p, da, 7, tsy)

Multi-step casual dependencies from [23]

used™(p: P,d: O, tsy : T,tse : T) = Ip; € P,r € R,tsy € T : wasTriggeredBy™ (p, p;, tsyr, tse) A used(p;, d, 7, tsp)

wasGeneratedBy ™t (d: O,p: P,tsy : T,tse : T) = Ip; € P,r € R,ts., € T : wasGeneratedBy(d, p;, r, ts¢) A wasTriggeredBy™ (p;, p, tsp, tsl)

wasTriggeredBy ™ (p1 : P,pa : P,tsy : T, tse : T) = (wasTriggeredBy(p1, pe, tse) A (tsy = tse)) V (Ip; € P, ts € T : wasTriggeredBy(p1, pi, tse)
AwasTriggeredBy ™ (p;, p2, tsp, ts))

wasDerivedFrom™ (dy : O,ds : O, tsy, : T,tse : T) = (wasDerivedFrom(dy, da, 7, tse) A (tsy, = tse)) V (3d; € O,r; € R,ts. € T : wasDerivedFrom(dy, d;, i, tse)
AwasDerivedFrom™ (d;, dz, tsy, ts.r))

Additional casual dependencies

owns(s: A,d: O,tsg : T)=3p € P,r € R,tsp,tse € T : wasGeneratedBy(d, p, r, tsy) A wasControlledBy(p, s, owner, tsy, ts¢)
contributedTo(s : A,d: O,r: R,tsg:T)=3p € P,tsp,lse €T : wasGeneratedBy ™ (d, p, tsg,ts) A wasControlledBy(p, s, 7, tsp, tse)
notAvailable(d : O,ts: T) =3p € P,r € R : used(p, d, r,ts) A action(p) = delete

TABLE I. CASUAL DEPENDENCIES FOR OUR MODEL

instead gives rise to a new artifact. This new version is linked
back to its predecessor through a wasDerivedFrom dependency
with the role update, thereby maintaining the integrity of the
evolution history.

b) Specific attributes: Our model relies on two main
types of attributes. The first serves to distinguish artifacts that
constitute personal data. Since the GDPR explicitly governs
the processing of personal data, only these artifacts are subject
to compliance checks; other data in the system remains outside
its scope unless it embeds personal information. To capture
this distinction, we introduce the Boolean attribute dp. For
example, dp(email_bob) = True indicates that the artifact
email_bob represents personal data.

The second type of attribute encodes the purposes for which
consent has been granted. A purpose corresponds to an action
performed by a process (e.g., purchase, information request)
captured by the predicate action, introduced in the previous
section.

Since consent links personal data to authorized purposes,
this relation is captured within a dedicated purposes at-
tribute on consent artifacts. This attribute can be formalized
as a list of tuples, each associating an artifact (personal
data) with the set of authorized purposes. We denote the
purposes attribute of the cons artifact as purposes(cons) =
[(artefacty, listy), ..., (artefact,, listy)].

When the system does not allow purpose specification at the
level of individual artifacts, a simplified representation is used:
k =1 and artifact; = _ , meaning that the consent purposes
apply globally to all personal data.

C. Running example

To illustrate our approach, we introduce a running example
that will be used throughout the paper. Figure 1 depicts an
online forum modeled as a provenance graph. In this system,
users can create accounts to join discussion groups, where they
are able to post and reply to messages. The forum adopts a
global approach to purposes: consent is defined at the account
level and does not depend on individual data items.

In the example, Bob creates an account (create_account
process) and provides several pieces of personal information
such as his e-mail address and telephone number, which are

stored by the system. At registration, an identity number is
automatically assigned, along with a personal wall and a friends
list, each of these elements being considered personal data
under the GDPR. Bob must also specify the purposes for which
his data may be processed. Initially, he authorizes its use for
both marketing (including third-party sharing) and analytics
(service improvement), a choice represented in the graph by
the artifact consent_bob_v0. Later, he revises his preferences
by withdrawing consent for marketing while keeping analytics
enabled. This update produces a new artifact, consent_bob_v1,
linked to the previous one as described in the preceding section.

Subsequently, Bob joins a cooking interest group. At this
point, the system generates a cookie, which is sent to an
external vendor of kitchenware, despite Bob’s updated consent.
This illustrates a non-compliant behavior with respect to the
principle of purpose limitation.

The graph also shows the role of the Data Controller (DC'
agent). For example, Bob requests access to his personal data,
and the controller provides a response. He later asks for the
deletion of his phone number (ask_erase process), but this
request remains unfulfilled, highlighting another case of non-
compliance.

Notice that the graph, timestamps are expressed in minutes
and, for readability reasons, node attributes (such as purpose
or personal data markers) are not explicitly visualized in the
provenance graph, even though they are formally associated
with the corresponding artifacts.

Example 4 (Purpose attribute): In the scenario illustrated in
Figure 1, purposes are defined globally. The purpose attribute
of the artifact consent_bob_uv0 is expressed as:

purposes(consent_bob_v0) =

” N

[( _,["thirdParties”,” analysis”,” improvement”])]

This notation means that Bob’s consent applies uniformly to
all his personal data, authorizing its use for third-party sharing,
analysis, and service improvement.

Now consider an extended version of the forum that includes
an integrated online shop. To better align with the principle of
data minimization, the system allows users to grant different
consent for each category of personal data. For instance, Bob
may agree that his physical address, e-mail, and bank account
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can be used when purchasing products, but restrict refunds
to rely solely on his bank account number. In this case, the
consent attribute would be represented as follows:

purposes(consent_bob_v0) =

[(name_bob, [? buy”,” refund”]),
(address_bob, [?buy”]), (email_bob, [” buy”]),
(bank_account_bob, [” buy”,” refund”])]

This finer-grained modeling provides a more precise representa-
tion of user preferences, ensuring that data is processed strictly
within the scope for which explicit consent has been granted.

Our work proposes to use provenance graphs to represent
the evolution of the system over time and to model the
principles and rights defined in the GDPR using patterns,
defined as path expressions in the next section.

V. MODELING PRINCIPLES AS PROVENANCE PATTERNS

Some of the GDPR principles introduced in Section III are
directly related to data processing, which makes the compliance
verification easier to be automated or semi-automated.

In this section we formalize the selected GDPR principles
as patterns in a provenance graph representing the system
execution history, then we focus on user rights verification.
A pattern is a path expression composed of conjunctions
and/or disjunctions of causal dependencies. Possibly, temporal
constraints or constraints on attribute values can be included
in patterns. The constraints on attribute values ensure that the
value of the attribute in the graph corresponds to the value in
the pattern. If the attribute value is a list, as in the case of
the purposes attribute, the constraint is verified if the value
belongs to the list.

When we use negation in our patterns, we follow the negation
by failure principle, similar to what is used in Prolog. This
means that a pattern is considered negated (i.e., false) if the
system fails to find any instance that satisfies it. In other words,
rather than proving that the negated condition is logically false,
we assume it is false because no matching example can be
found.

A. Principles of the GDPR

In this section we start by formalizing the lawfulness
principle, related to the notions of consent and purpose. Then,
we model the storage limitation principle, related to the notion
of legal retention limit.

1) Consent and purpose limitation: As previously intro-
duced, consent and purpose are closely linked. Indeed, the
GDPR stipulates in its basic principles that any data processing
must be consented to and imposes purpose limitation as a
principle. We present next how to formally define the patterns
related to the purpose and the presence or absence of consent.

We write isPurpose(PU, D, C) if the purpose PU has been
consented for the personal data D in the consent artifact
C. If the piece of data is not specified, we simply write
isPurpose(PU, _,C'), where _ stands for any personal data
and the purpose is called global.
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Personal data cannot be used if the data subject has not given
consent for the intended purpose (Art. 6.1.a). To determine
whether the data subject has consented to the use of his or her
personal data D for the purpose PU, there must be a consent
artifact C' for which PU is a purpose for D. The following
path expression formalizes this:

consent(C, D, PU,T) =
wasControlledBy(P1,.S,” owner”, TB, TE)A
wasGeneratedBy(C, P1,” consent”, T)A
isPurpose(PU, D, C')

where C represents the consent (artifact) created by the process
"consent" P1 controlled by the data subject S as owner of the
personal data D. The timestamps 7', T'B, and T'E are included
in the pattern because there may be multiple instances of the
consent C' within the graph. The consent may correspond either
to the one initially provided by the data subject (as represented
by the consent process in Figure 1) or to a subsequent
modification (the update process in the same figure). Once
the value of T is instantiated, it uniquely identifies a specific
occurrence of C, allowing it to refer to a single artifact.

Example 5 (Pattern for consent):

In the scenario presented in Figure 1, the pattern
consent(consent_bob_v0, email_bob,” analysis”,T) is eval-
uated to true.

This is because the path

wasControlledBy(consent, Bob,” owner”, 16, 20)A
wasGeneratedBy(consent_bob_uv0, consent,” consent”, 17)

exists in the provenance graph. The consent artifact
consent_bob_uv0 contains the global purpose “analysis” and
the timestamp of its generation is indeed 17.

2) Consent revocation and update: As stated in Article 7.3
of the GDPR, the data subject must be able to withdraw his/her
consent at any time. Consent revocation is modeled using the
predicate revoke and the following pattern:

revoke(C, T') = used(P, C,” revokeConsent”, T)

where C' refers to the consent artifact, 7' is the timestamp
indicating the time of revocation, and P denotes the process
responsible for revoking the consent. Since the revocation
applies to all purposes of all associated artifacts, the predicate
is independent of any specific data or purpose.

Instead of being entirely revoked, consent preferences can be
modified by the data subject, either to add or remove purposes.
In such cases, a new artifact is created in the provenance graph,
derived from the previous consent artifact, through a process
that performs an update initiated by the data subject.

The following pattern allows us to verify whether a consent
artifact C' has been updated by the data subject S at a given
time 7":

nextConsent(C,C1,T) =
wasControlledBy(P1, S,” owner”, TB, TE)A\
used(P1, C, " updateConsent” , TU)A
wasGeneratedBy(C'1, P1,” consent”, T)
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Figure 1. Extract from the provenance graph of an online forum.

Notice that nextConsent(C, C'1,T') refers to the artifact rep-
resenting the update that directly follows the consent version
denoted by C. It is important to note that since artifacts
represent immutable objects, any modification to the original
object leads to the creation of a new artifact. Consequently,
for a given C, there can be only one corresponding instance
of C'1.

We can easily verify whether a consent artifact is the
latest existing version, using the predicate lastConsent and
the following pattern:

lastConsent(C') =
consent(C, D, PU,T) A =(nextConsent(C,C1,TU))

As explained earlier, —(nextConsent(C,C1,TU)) is inter-
preted as negation by failure. This means the pattern

lastConsent(C') holds true if C' represents a consent and there
is no pair (C'1,TU) such that nextConsent(C, C'1,TU) exists
in the graph. In other words, C' is considered the latest consent
definition when no subsequent update artifact follows it.

Example 6 (Consent update):

In the provenance graph shown in Figure 1, Bob
has updated his consent once, resulting in the cre-
ation of a new artifact, consent_bob_vl. The pattern
nextConsent(C,C1,T) can be instantiated with C' =
consent_bob_v0, C1 = consent_bob_v1, and T = 29. Con-
sequently, lastConsent(consent_bob_uv0) evaluates to False,
while lastConsent(consent_bob_v1) evaluates to True.

3) Lawfulness: As stated in Article 5 of the GDPR, an
artifact is considered to have been used lawfully if it was

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

135



International Journal on Advances in Software, vol 18 no 3&4, year 2025, http.//www.iariajournals.org/software/

Article | Pattern

| Description

Principle: Purpose Limitation

6.1(a) consent(C, D, PU, T)

consent C given for data D to be used for PU purpose at time T

7.3 revoke(C, T') consent C revoked at time T
7.3 nextConsent(C, C1,T) updated consent C into CI at time T
7.3 lastConsent(C') C has no updates

Principle: Lawfullness

—isPersonal(D)

artifact D is not personal data and doesn’t derived from personal data

51(a) | validConsent(D, PU,C, T, TG, TU)

consent C for D and PU valid at time T

5.1(a) validConsent™ (D, PU,C, T, TG, TU)

consent C for personal data from which D is derived and PU valid at time T

5.1.(a) | legal(P,D,C, TG, TU)

treatement of D by process P lawfull

Principle: Storage Limitation

- usagelnLimit(D, P)

process P used D during the authorized interval

- delationComplete(D)

D has been deleted before the end of the authorized period

retentionValid(D)

authorized period to use D not expired

5.1(e) | storageLimitation(D)

compliance of the storage limitation for D

Rigth: To Be Forgotten

- askErase(S, D, T)

request from S to delete D at time T

- eraseNotDoneYet(D)

D not deleted yet but still in the allowed time

- erased(D)

D erased during authorized period

copiesErased(D)

D replications erased during authorized period

17(a) eraseComplete(D)

compliant to the erase principle for the request on D

Right: To Access

15.1 askAccess(U,TB,TE)

user U asked for access at time TE

15.1 rigthAccess(U)

U’s request answered in time

TABLE II. PATTERNS EXPRESSING GDPR PRINCIPLES AND RIGHTS

processed solely for purposes to which the data subject has

given valid consent. In the context of a provenance graph, this

means that all paths leading from a consent artifact to a process
must demonstrate that the processing was authorized.

More precisely, for each process P that uses a data artifact,
the provenance path must confirm two conditions: the data
subject had provided valid consent for the specific purpose at
the time of processing, and this consent had not been revoked
during the execution of P.

From the structure of the graph, two lawful processing
scenarios can be distinguished:

o Non-personal data path: For the artefact used by P not to
contain personal data, it is required that the artefact is not
classified as personal data, with the attribute dp = False. it
is also necessary that the artefact was derived only from
data nodes annotated with the attribute dp = False. In this
case, no personal data is involved, and thus no consent is
required. This scenario corresponds to the path:

—isPersonal(D) = (dp(D) = False) A
VD’(wasDerivedFrom+(D, D'\ TS, TE)
A (dp(D’) = False))

o The artifact used by process P is personal data D, processed
for a specific purpose PU, and:
i) There exists a consent artifact C' such that the data subject
has given valid consent for purpose PU, and this consent
was still valid (i.e., not revoked) at the time D was used by
P. In this case, the data D is personal and is processed for
a specific purpose PU by a process P. The processing is
lawful if there exists a valid consent C' that applies at the
time of processing 7.
Consent is considered valid at time 7" if any of the following
hold: consent C' was given and never revoked; consent C

was given and revoked, but after time 7'; consent C' was
updated after time 7', meaning the version valid at 7" was still
in force. This is expressed by the following path expression:

validConsent(D, PU,C, T, TG,TU) =

(consent(C, D, PU, TG) A (TG < T) A lastConsent(C)
A= (revoke(C, TU)) )V

(consent(C, D, PU, TG) A (TG < T) A lastConsent(C)
Arevoke(C,TU) A (TU > T))V

(consent(C, D, PU, TG)

ANTG < T) A nextConsent(C,C1,TG1) A (TG1 > T))

ii) D was derived from other personal data artifacts D’, and
each of those D’ has an associated valid consent for the
same purpose PU at the time D is processed by P. The
corresponding path expression is as follows:

validConsent™ (D, PU,C, T, TG, TU) = VD’
(wasDerivedFrom™ (D, D', T'S,TE) A dp(D') = False)V
(wasDerivedFrom™ (D, D', T'S,TE) A dp(D’) = True A
validConsent(D’, PU,C, T, TG, TU))

In both cases, the provenance graph provides a traceable
path that allows us to verify compliance by following the data
lineage and matching it with the consent.

Summarizing, the process P on an artifact D has been
carried out legally if and only if the following pattern finds an
instantiation in the provenance graph:

—isPersonal(D) V (used(P,D, R, T) A action(P) = PU

A validConsent™ (D, PU,C, T, TG, TU) A

dp(D) = True AvalidConsent(D, PU,C,T,TG,TU))
Here P is the process that performed an action PU on

the artifact D, C is the consent of the artifact contain-
ing the consent to perform PU, R represents a role and
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T, TG, TU,TG1 are timestamps. This path expression is
denoted legal_ DP(P,D,C,TG,TU). An action is lawful if
consent has been given for all personal data used by P before
the action is performed. If the data is not of a personal
nature (first line of the expression), the action is automatically
considered to comply with this principle.

Example 7 (Lawful processing): In the scenario depicted
in Figure 1, a marketing cookie is created at time 7' = 21
by the process createCookie. This process operates under the
purpose thirdParties, which refers to the creation of cookies
intended for third-party use. To do so, it uses Bob’s identity
on the website, denoted id_bob. This processing is considered
lawful if and only if at least one of the conditions defined
previously is satisfied. In this case, it is the third condition
(involving updated consent) that applies.

The assignment P = createCookie, PU = thirdParties,
D = id_bob, T = 21, R = id, C = consent_bob_v0,
C = consent_bob_vl, TG = 17 and TG1 = 29 satisfies
the third clause of the disjunction, since the original consent
consent_bob_v0 was given at TG = 17 and updated by
consent_bob_v1 at TG1 = 29, which occurs after the data
usage at 7' = 21. As a result, the consent was still valid when
the data was used, and the creation of the cookie is therefore
lawful.

4) Storage limitation: The retention of personal data is
governed by Article 5.1(e) of the GDPR, which states that
personal data should not be kept longer than necessary for the
purposes for which it is processed, except in specific cases
such as archiving in the public interest.

In practice, this means that personal data should not be
stored without use for a period exceeding the retention limit
defined by the system, based on its operational requirements.

A system respects this storage limitation principle for a given
piece of personal data D if the data has not remained unused
beyond the authorized retention duration. More specifically,
there must be no interval between two consecutive uses
of D that exceeds the maximum permitted retention time
(TLIMIT).

This condition can be expressed by the following pattern:

usagelnLimit(D, P) = used(P, D, R, T) A
((used(P",D, R, T") N(T'>T)N(T' =T <TLIMIT))
V —(used(P', D, R, T"Y A (T' > T)))

The negation here is interpreted again using negation by failure.
That is, for a process P that uses D, either there exists another
process P’ that also uses D within a time interval not exceeding
the retention period, or P is the last process to have used D.
The verification of whether the retention period is still valid
after the last use is performed by the predicate. retentionValid.

Between the last use of the personal data artifact D and the
current time, two conditions can ensure compliance with the
GDPR’s storage limitation principle (Article 5.1(e)): either the
data has been explicitly deleted, i.e., there exists a deletion event
notAvailable(D, T') recorded in the provenance graph; or the
data is still retained, but the defined retention period has not yet
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been exceeded, meaning the condition TCURRENT —TU <
TLIMIT holds, where T'U is the last time the data was used.
The path expression confirming that the data was previously
deleted is as follows.
delationComplete(D) = used(P, D, R, TU)A
notAvailable(D, T) A (T —TU <=TLIMIT)

In the case that the data has not been deleted yet and the
retention period has not been exceeded, the following path
expression will have a match in the graph.

retentionValid(D) =
used(P, D, R, TU) A —(notAvailable(D,T))
ANTCURRENT —TU <=TLIMIT)

In both cases, there is no need to verify that P is the last process
to have used D. If the path exists for some process P, the time
condition also holds for the actual last process P’, since P’
was executed more recently than P. This ensures that the data
is either used regularly within the permitted retention period
or deleted once that period has elapsed, thereby guaranteeing
compliance with the storage limitation principle.

A system is compliant with the storage limitation principle
for a personal data artifact D, if the following pattern has an
instantiation:

storageLimitation(D) = VP (usagelnLimit(D, P)A
(delationComplete(D) V retentionValid(D)))

This ensures that personal data is never retained passively
beyond its legal retention limit.

Example 8 (Limitation of personal data storage): Suppose
that the forum shown in Figure 1 has a data retention
period of 5 years. Bob has not logged into his account for
7 years. His email address and all his personal data have
not been used since his last login. This situation is repre-
sented in the graph by the path used(P, email_bob, R, TU) A
—(used(P’, email_bob, R, TU') A (TU < TU’)) If the
system is compliant, we would find the dependency
notAvailable(email_bob, T') with T € [TU,TU + TLIMIT).
The sub-pattern delationComplete(email_bob) evaluates to
True.

In the case where the system fails to delete the data, the
pattern delationComplete(emai_bob) would evaluate to false,
as would the pattern retentionValid(email_bob), because the
retention period has been exceeded.

It is important to emphasize that these patterns yield a
Boolean result depending on whether a matching instantiation
exists in the provenance graph. However, this result must be
interpreted with care: there is a difference between actual
compliance, meaning that the processing is and will remain
compliant over time, and the absence of non-compliance simply
because a retention deadline has not yet been reached.

In the latter case, the pattern does not confirm lasting
compliance, but rather the current absence of a violation.
Therefore, an a posteriori check may be required.

For instance, if the verification in the previous example
were performed three years after the last use of Alice’s email,
the pattern would return true, indicating compliance at that
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moment. However, it would still be necessary to later verify
that the email was either deleted before the retention limit
expired, or reused within the allowed time frame.

B. User rights

Just as certain articles related to data protection principles
can be automatically verified through pattern-based approaches,
the same applies to some rights, or at least to specific provisions
within the articles that define them. In this section, we illustrate
this with two key rights: the right to be forgotten and the right
of access.

As with the principles, pattern-based detection may only
identify a single instance of non-compliance, necessitating
further verification over time. Moreover, some articles require
additional manual checks, especially when they impose con-
ditions on the content to be provided to individuals, or when
they involve requirements concerning the clarity, granularity,
or comprehensibility of the explanations and notifications to
be delivered.

a) Right to be forgotten: In accordance with Article 17a
of the GDPR, data subjects have the right to request the erasure
of certain personal data, and data controllers are obliged to
comply with such requests within a specified time frame.

To verify whether the right to erasure (Article 17a of the
GDPR) has been correctly exercised, we first identify a relevant
pattern in the provenance graph. Specifically, we look for a pro-
cess P performing the action askErase on a data item D under
the control of a user U identified as the data owner. This can be
captured by the following path in the graph used(P, D, R, T') A
wasControlledBy (P, U,” owner”, TB,TFE) where T, TB,TE
are timestamps, and the action associated with process P is
askErase. We define the askErase pattern to formalize this
detection as follows:

askErase(S, D, T) = owns(S, D, TU) A used(P, D, R, T)A
wasControlledBy(P, S, R, TB,TE)A

action(P,” askErase” )\

= (used(P’, D, R, T") A action(P’,”askErase”) A (T' < T))

This pattern identifies the earliest request for deletion of data D,
ensuring that we retrieve the first occurrence of such a request
in time, i.e there exists no prior instance of a process P’ asking
for the erasure of the data. Since a user may issue multiple
deletion requests before receiving a response, capturing only
the initial request is essential to assess whether the controller
met the deadline and thus complied with the regulation.

A system is considered compliant if and only if the requested
data and all its copies are deleted within the authorized time
frame. The deletion of a data item D, following a user’s request,
is captured by the pattern

Erased(D) = askErase(S, D, T)A
notAvailable(D, TU) A (TU —T < TLIMIT)

with TLIMIT being the deadline for performing the ac-
tion in a compliant manner. Here askErase(D,T") denotes
that the first request for erasure of D occurred at time 7T,
notAvailable(D, TU) indicates that D became unavailable (i.e.,
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deleted) at time TU, TLIMIT is the regulatory deadline for
performing the deletion.

To ensure compliance, it is not sufficient to delete only the
original data item; all copies of that data must also be deleted.
The deletion of derived or copied data D, resulting from a
copy operation on D, is expressed by the following condition:

copiesErased(D) = askErase(D, T)A
VD' (wasDerivedFrom™ (D, D',” copy”, TU', TG) A
notAvailable(D", TU') A (TU' — T < TLIMIT))

This states that for all data artifacts D’ derived from D via
one or more copy operations (denoted by wasDerivedFrom™),
D' must also be made unavailable (i.e., deleted) within the
same time constraint relative to the original request time 7.

We can define full compliance for a data item D with respect
to Article 17a using the following predicate:

eraseComplete(D) =
Erased(D) A copiesErased(D)

This formalization ensures that both the original data and
all its copies are deleted in a timely manner, satisfying the
obligations imposed by Article 17a.

However, as previously mentioned, a compliance check can
be performed at any time. This implies that there may be
cases where a deletion request has been submitted, but the
corresponding data has not yet been deleted, while still being
within the allowed deadline.

We define the case of a pending deletion request using the
pattern :

eraseNotDoneYet(D) =
askErase(S, D, T) A =(notAvailable(D, TU))A
(TCURRENT —T <TLIMIT)

where TCURRENT represents the date on which the ver-
ification is carried out. askErase(S,D,T) indicates that a
deletion request for data D was made at time 7' by the
owner S; —notAvailable(D,TU) indicates that the data D
is still available at time TCURRENT; TLIMIT is the legal
deadline to complete the deletion.

This pattern captures the intermediate state where the data
has not yet been deleted, but the deadline has not been exceeded
(hence, the system is not yet non-compliant).

Finally, to verify whether the system is globally compliant
with respect to the deletion request for a personal data item
D, we define the following pattern:

eraseCompliant(D) =
(askErase(S, D, T') A eraseComplete(D))V
askErase(S, D, T') A eraseNotDoneYet(D)

This expression states that compliance is satisfied either because
the data and all its derived copies have been deleted within
the deadline (eraseComplete(D)), or because the request has
been issued but the allowed deadline has not yet expired
(eraseNotDoneYet(D)).

Therefore, our framework allows us to distinguish between
full compliance, ongoing compliance (pending fulfillment), and
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non-compliance (which occurs when the deadline has passed
without deletion).

Example 9 (Right to be forgotten): We consider a scenario
derived from the system shown in Figure 1. According to
Article 17a of the GDPR, a data controller must delete a data
subject’s personal data within a specified period after receiving
a valid erasure request. Suppose that this deadline is set to
30 days. Given that timestamps are expressed in minutes, this
results in a deadline of TLIMIT = 30 x 24 x 60 = 43.200.

Bob, after receiving his personal data report from the forum,
submits a request to delete his phone number phone_bob.
The provenance graph records this request at timestamp 7' =
44.800.

At the time of the compliance verification, 12
days have passed since Bob sent the request, i.e.,
TCURRENT = 61.983. We compute the elapsed time:
TCURRENT—-T = 61.983—44.800 = 17.183 < TLIMIT.
This means that the request has been made and is still within
the allowable period for compliance. As a result, the
following instantiation holds: eraseCompliant(phone_bob) =
askErase(”bob” , phone_bob, 44800) A
eraseNotDoneYet(phone_bob).

The system is therefore considered compliant at this stage,
even though the deletion has not yet been executed. However,
a follow-up check must be performed after the deadline to
ensure that the data, and all its copies, were actually erased in
time.

b) Right of access: The GDPR grants data subjects
the right to access all personal data held about them and
to understand how their information has been processed.
Article 15.1 specifies the obligations of the data controller
in responding to such requests. While some aspects of this
compliance check can be automated, it cannot be fully verified
through event logs alone, as these do not capture the content of
the response document. In this context, the defined predicates
can verify that a response was issued following a request, but
they do not guarantee that the response includes all the required
information.

As with the right to be forgotten, an access request has been
made if the following path is present in the graph:

askAccess(U,TB,TE) =

wasControlledBy (P, U,” owner” , TB, TE)A
action(P,” askAccess”) A used(P, D, R, TU)A
dp(D) = True A owns(U, D, TU")A

- (wasControIIedBy(P’, U,” owner”, TB',TE")A
action(P’,”askAccess”) A (TE' < TE))

The pattern askAccess(U, TE) retrieves the timestamp TF
corresponding to the first access request initiated by the data
subject U.

The system is considered compliant with the right of access
if the data controller S’ provides a response to the request
within a legally defined time limit 7"LIM I'T. Compliance can
be verified if at least one of the two disjunctive conditions in
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the following pattern is instantiated in the provenance graph:

rigthAccess(U) = (askAccess(U, TB,TFE)
AwasControlledBy(P’, S’, R,TB’',TFE")
Aaction(P’,”sendData”) A (TE' — TE < TLIMIT))V
(askAccess(U, TB, TE)A

(TCURRENT — TE < TLIMIT))

Here, P and P’ denote processes, and T'B, TB’, TE, and
TE’ represent timestamps. The first disjunct checks whether
the response has already been sent in time, while the second
allows for the possibility that the request has been made but
the deadline has not yet passed.

The example that follows illustrates its application to the
scenario depicted in Figure 1.

Example 10 (Right of access): Suppose that, in the case of
the online forum, the data controller has a legal obligation
to respond to a data access request within 30 days, which
corresponds to a time limit of TLIMIT = 43.200 minutes.

According to the provenance graph, Bob submitted a data
access request labeled data_request at timestamp TE = 37,
and later received a response labeled data_report at timestamp
TE' = 44.730. This sequence satisfies the structural require-
ments of the first conjunction in the pattern rigthAccess(U),
as it includes the expected control and action events.

However, the time constraint is not satisfied: the response
was provided 44.730 — 37 = 44.693 minutes (approximately
32 days) after the initial request, which exceeds the allowed
time limit of 30 days. Therefore, the system fails to comply
with Article 15 of the GDPR in this instance and Bob’s right
of access was not respected.

VI. COMPLIANCE VERIFICATION

In this section, we present a prototype tool designed to
assist in the verification of GDPR compliance. In this work,
we consider provenance graphs as input. We do not address the
problem of constructing provenance graphs from traces or event
logs. In practice, this task is non-trivial, as logs differ widely in
structure, semantics, and level of detail, and therefore require
context-specific parsing and mapping choices. Developing such
extraction pipelines is outside the scope of the present work and
constitutes an interesting direction for future research. We focus
here on the verification aspects of the framework. The tool
allows users to select specific principles and rights to examine,
offering a flexible and targeted approach to auditing. In addition
to verifying compliance, the tool provides informative feedback
by flagging situations that may warrant further investigation or
future monitoring. To support a more thorough audit process, it
also extracts contextual data linked to potential non-compliance,
enabling auditors to better understand the origin and scope
of detected issues. This facilitates not only initial compliance
checks but also ongoing assessments and documentation.

A. Methodology

To demonstrate and evaluate our approach, we rely on
the case study representing a simplified online forum system
of Section IV-C. This system is modeled as a provenance
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graph, where nodes represent data, users, system processes,

and consent artifacts, and edges capture data flows and

dependencies.
Our methodology proceeds as follows:

o For each relevant GDPR principle or data subject right (e.g.,
purpose limitation, consent, right of access, right to erasure),
we define one or more formal compliance patterns. These
patterns express the structural and temporal requirements that
must be satisfied within the provenance graph. A summary
of the patterns associated with each principle is given in
Table 1II.

o We then encode both the provenance graph and the com-
pliance patterns in a logic programming language (Prolog).
The provenance information is translated into a set of facts,
while the compliance patterns are encoded as rules using the
templates defined in Section V.

o Our verification tool uses a Prolog solver to check whether
the patterns are satisfied by the graph. If a pattern is not
satisfied, the system identifies the precise point of failure
and, when possible, provides suggestions for further analysis
or actions needed to reach compliance.

o This approach supports both automated compliance verifi-
cation and semi-automated auditing. For example, in the
forum case study, the system can verify whether Bob’s
updated consent (consent_bob_uv1) is correctly enforced in
subsequent data usage, or whether his request for erasure
has been processed within a reasonable timeframe.

This logic-based methodology enables precise, explainable,
and extensible analysis of compliance with GDPR requirements,
using provenance data as evidence.

B. Prototype Architecture

We have developed a Java-based auditing tool that verifies
GDPR compliance by encoding the formal patterns from the
previous section in Prolog [25]. The tool integrates a reasoning
engine to analyze data processing workflows and identify
potential violations. Our approach allows us to benefit from
the efficient reasoning capabilities provided by Prolog solvers
for path condition resolution rather than relying on an ad-hoc
algorithm. In particular, we implemented rules for resolving
path queries based on the obtained provenance graph.

The tool reports non-conformities, along with warnings
that suggest further verifications when the analysis cannot be
concluded at current time. Auditors can configure the analysis
by selecting specific GDPR principles, relevant data types, and
processing steps, enabling fine-grained and targeted audits. A
preliminary version of this tool was introduced in [1].

The main components of the prototype are illustrated in
Figure 2. Through the interface, the auditor selects the system
to audit and specifies the GDPR principles, personal data, or
data subjects to be analyzed. These inputs are translated into
Prolog queries by a dedicated translator module. The solver then
executes the queries over the provenance graph representing
the system’s data flows and returns the results to the interface.
The output includes detailed information about any detected
non-conformities.
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We describe next the architecture of our prototype, explaining
how its components interact and how the patterns have been
adapted to deliver precise feedback to the auditor.

a) Interface: The interface, developed in Java using the
JavaFX graphics library, allows auditors to configure the scope
of the audit. They can select the system to analyze and
optionally restrict the verification to specific processes, personal
data, or data subjects whose rights should be checked. The
system’s activity must be provided as a provenance graph,
encoded as a Prolog file, which is loaded through the interface.

The auditor can further refine the audit by choosing the
GDPR principles to be verified or focusing on specific com-
ponents rather than conducting a full-system analysis (which
is the default behavior). These configuration options are sent
to the translator module (see Figure 2), which generates the
corresponding Prolog queries. The available audit options are
presented through a menu, as shown in Figure 3.

The results returned by the solver are finally displayed to
the auditor in textual form (Figure 4).

b) Translator: The translator module serves two main
purposes. First, it converts the auditor’s selections into param-
eterized Prolog queries. Second, it extracts relevant elements
(such as personal data, data subjects, and processes) from the
provenance graph. These extracted entities are used both to
populate the interface with appropriate choices and to instantiate
variables in the generated queries.

Based on the selected principles and nodes, the translator
generates a list of Prolog queries and sends them, along with
the system data, to the Prolog solver using the JPL library.
For instance, in the case study shown in Figure 1, if the
auditor wants to verify all GDPR principles related to Bob’s
email address, namely the lawfulness of processing, the right
to erasure, and storage limitation, the translator produces the
following queries:

legal(P,” email_bob”,C,TG,T).
eraseComplete(”email_bob”).
storageLimitation(”email_bob”).

In the case of the principle of lawfulness, the verification
applies to all processes P involving Bob’s email. The translator
therefore also sends a list of relevant processes to the solver,
enabling it to instantiate the variable P during query evaluation.

c) Reasoning module: The reasoning module integrates
the Prolog solver, which is responsible for verifying path
queries on the provenance graph. It also includes the formal
definitions of GDPR predicates, each encoding a principle or
a right, as introduced in the previous section.

When a path query is received from the translator, the
reasoning module constructs the corresponding Prolog goal
and invokes the solver to evaluate it. The solver applies the
deduction rules (i.e., the Prolog program encoding causal
dependencies and compliance patterns) to prove or refute the
query.

Each GDPR principle is implemented as a Prolog rule,
systematically decomposed into conjunctions and disjunctions
of sub-predicates to enable granular compliance checking and
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Figure 3. Prototype interface

more informative feedback to the auditor. These rules typically predicate composed of several sub-predicates, each serving

follow the structure: a specific verification function:

predicate (parameters) :-— e check parameters: This sub-predicate restricts ver-

( parameter check, ification to the relevant nodes in the graph. For in-

( compliance check; (deadline check, stance, the principle of lawfulness only applies to per-
notify future verification); sonal data. A rule like used (P,D, R, T), action (P)
(\+ compliance check, \+ deadline check, = PU, isPersonal (D) ensures that the predicate

notify non-compliance) )); legal (P,D,C, TG, T) is only applied if D is personal
(\+ parameter check, data (i.e., dp (D) = True) and if P is a process under
notify missing parameters). audit that actually uses D.

e verification compliance and verification
where \+ denotes negation. This structure ensures that, for each deadline: These sub-predicates form the core of the
query, the solver can determine not only whether a principle  compliance patterns. The first verifies whether the required
is satisfied, but also whether additional verification is needed, conditions are satisfied (e.g., whether a request has been
or whether a compliance failure should be reported. processed), while the second checks whether the system is

The patterns introduced in Section V are decomposed into still within the allowed timeframe for fulfilling a request.
Prolog sub-rules to provide interpretable feedback to the auditor. If the action has not yet occurred but the deadline has

Each GDPR principle or right is defined through a main not passed, the display future check predicate is
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GDPR compliance checking

[1] CONSENT ISSUE - process sendCookie used marketing_cookie for purpose thirdParties at time 26 without consent
[2] ERASE REQUEST ISSUE - erase of data phone_bob was asked at 35 but not done in time

[3] ACCESS REQUEST ISSUE - subject 'Bob' asked for access at time 37 and was not sent data in time

[4] STORAGE LIMITATION ISSUE - data marketing_cookie was last used at 26 and not deletedin time

[5] STORAGE LIMITATION ISSUE - data phone_bob was last used at 35 and not deleted in time

[6] STORAGE LIMITATION ISSUE - data id_bob was last used at 21 and not deleted in time

Visualize graph

New compliance checking

Figure 4. Compliance results display

triggered to inform the auditor that further verification will
be needed later. Not all principles include a deadline check
(e.g., lawfulness does not), but rights like access and erasure
do.

e display non-compliant data: This sub-predicate
collects and returns the relevant information when non-
compliance is detected, such as the involved data, process,
and violated principle or right. It also causes the main
predicate to fail (i.e., return false), signaling a violation.

e display no parameters: This sub-predicate is used
when the selected nodes are not subject to the principle being
checked. It provides feedback indicating that the rule does
not apply in this context.

This modular structure enables precise compliance verifica-
tion and interpretable output, which helps auditors understand
and act on the results more easily.

The full predicate first verifies whether the instantiated
parameters are valid. If they are not applicable, it immediately
proceeds to the final step, providing feedback through the
display no parameters predicate.

When the parameters are valid, the predicate returns true
only if either the compliance check or the deadline
check (which also includes relevant information) succeed.
If neither check passes, the predicate triggers display
non-compliant data to present detailed information
about the violation and returns false.

The results are sent to the interface for displaying, including
information about the personal data, time and processes
involved in the possible violation.

VII. EXPERIMENTAL VALIDATION

To validate our approach, we first tested the correction of
the GDPR compliance patterns on small provenance graphs
corresponding to the scenarios discussed in Section IV-C.
For these initial experiments, we systematically modified
key parameters, such as the purposes attached to consent,
the timestamps of consent creation, or the timing of actions
like data deletion or disclosure, in order to verify that the
solver correctly reported all cases of non-compliance. Once

the patterns were validated on these controlled examples, we
evaluated the performance of the prototype on larger graphs
produced by the synthetic graph generator described next.

The results show that the tool maintains acceptable perfor-
mance for offline audits of graphs of moderate size. Patterns
addressing lawfulness, storage limitation, the right to be
forgotten, and the right of access are all verified within a
few seconds even on the larger generated graphs. However,
checks involving the consent principle require noticeably more
time: as the graph grows, verifying the complex relationships
between personal data, purposes, and consent updates can take
significantly longer. Improving the efficiency of these consent-
related verifications will therefore be an important focus of
future optimization efforts.

A. Graph generator

In order to generate provenance graphs that reflect realistic
scenarios, we developed a generator of provenance graphs. Our
approach relies on the assembly of smaller subgraphs, referred
to as bricks, each representing the execution of a process within
the system. These bricks can be either general (e.g., accessing
a webpage) or specific to a particular context (e.g., purchasing
a product).

Each context is composed of 3 to 5 specific bricks, in
addition to a set of 10 general-purpose bricks that are common
across contexts. Some bricks are triggered bricks, meaning they
are conditionally activated by certain actions. To capture this
dependency, each standard brick capable of triggering another
includes a reference, in its facts, to the corresponding triggered
brick (subgraph).

Figure 5 illustrates this mechanism: the general brick
sendMail, which defines the subgraph for sending an email,
embeds a reference to the triggered brick sendAnalysisCookie,
which represents the action of sending an analysis cookie. The
variables marked as %VAR% are instantiated during graph
generation. The keyword CAN indicates that the triggered brick
is optional and will be included based on a random probability
between 0.1 and 1.
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wasControlledBy('%PROCESS:sendMail%’,DC’, ’owner’, %T%, %TC%).
wasGeneratedBy('message’,%PROCESS:sendMail%’, ’'mail to send’, %T%).
used('%PROCESS:sendMail%’, %DATA:mail%’, 'address to send to’, %T%).
%CAN:/TRIGGERED/sendAnalysisCookie%
used('%PROCESS:sendMail?%’, 'message’, ‘'mail sent’, %TF%).

Figure 5. sendMail brick

To determine the most effective parameters for data storage
and retrieval, we considered three distinct usage contexts: a
forum or social networking website, an online store, and a
public service portal (e.g., a water management platform). For
each context, we defined the types of data it may contain
(such as email addresses or analytic cookies) as well as the
corresponding building blocks (or bricks). Each brick specifies
whether it can be reused for the same user. For example, while
a user can create an account only once, they may update their
information multiple times.

The graph generator takes four parameters, the first of
which is mandatory: the name of the output file containing
the generated graph encoded as Prolog facts. The other three
parameters are optional: the number of users (or a file listing
the user names), the desired context, and a repetition factor.
The factor, i.e., an integer greater than or equal to 1, controls
the repetition of reusable bricks, thereby increasing the graph’s
size. A factor of 1 prevents repetition, while higher values
allow bricks to be reused more frequently. If the parameters
are not provided, the generator randomly selects values and
assigns a default factor of 1.

Bricks are randomly selected, instantiated, and incorporated
into the graph. When a triggered brick is added, the generator
ensures that all necessary sub-elements for executing the
associated action are also included.

Figure 6 illustrates a graph generated with 20 users and a
repetition factor of 1, within the public service context. The
graph is visualized using the Neo4] tool.

B. Generated graphs results

First, to estimate verification times, we performed prelim-
inary tests and imposed a maximum duration of four hours
per process. For graphs containing up to 200 users, all GDPR
principles except Lawfulness were verified well within this limit:
the principle Right of access, for instance, was verified in 4s
and the principle Storage limitation was verified in 20s. For the
Lawfulness principle, however, the solver did not consistently
complete within the allotted time once graphs reached this
scale.

To keep the evaluation consistent and reproducible, we
subsequently limited the verification time to five minutes per
graph. Under this setting, even graphs of moderate size, such
as the example in Figure 6, were fully checked in 18 seconds.
Our detailed experiments therefore focus on graphs of up to
50 users, with repetition factors from 1 to 5 across the three
defined contexts, which already provide a representative basis
for assessing performance.

Our experiments confirmed that the verification time in-
creases with the complexity of the graph, particularly in terms
of the number of dependencies. This complexity is influenced
both by the repetition factor and the nature of the context-
specific bricks, which often introduce additional dependencies.
As a result, graphs with larger file sizes tend to require more
time for analysis. For example, graphs between 85 and 90
kilobytes (KB) in size were verified in an average of 17 seconds.
This time increased to 41 seconds for graphs between 100 and
110 KB, and up to 1.5 minutes for those ranging from 110 to
125 KB.

However, file size alone does not fully determine verification
time (see Figure 8). We observed significant variability in
execution times for graphs of similar size. In particular,
contexts with a high volume of personal data tend to incur
longer verification times. This is largely due to the repeated
evaluation of the isPersonal predicate, which plays a key
role in determining whether specific compliance rules are
applicable. The more frequently this predicate needs to be
resolved, the longer the verification process takes. Indeed, by
checking each principle individually, we observe that the time
required to verify the principle of Lawfulness (and therefore the
validConsent predicate that uses isPersonal) is 100
times higher than for the other principles (see Figure 7). For
the graph in Figure 6, the verification time for the Lawfulness
principle is 17s, whereas the verification of the Right of access
principle takes only 3ms.

While our experiments did not cover very large provenance
graphs, the framework supports a modular verification strategy.
The interface allows selecting specific principles, processes,
data types, or individual users, enabling the analysis of per-
user (or per-principle) graphs. Such a decomposition is, in
principle, more scalable and is naturally supported by the tool’s
interface. All the experiments were performed on a MacBook
Pro equipped with an Apple M2 chip and 16 GB of RAM.

VIII. CONCLUSION

In this paper, we propose a modeling of the core principles
and rights of the GDPR, based on the provenance model. Our
representation captures these principles and rights by combining
conjunctions and disjunctions of causal dependencies from the
OPM, temporal constraints on timestamps, and conditions on
node attributes.

These compliance patterns are flexible and can be extended
to cover additional GDPR articles or other data protection
regulations. For instance, the Health Insurance Portability and
Accountability Act (HIPAA) imposes retention periods for
medical records, a requirement that can be expressed similarly
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Figure 6. Neo4;j representation of a provenance graph extract generated by the generator with 20 users and factor 1
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Figure 7. Time per principle for a graph of 20 users

to the right to be forgotten using path expressions with temporal
constraints. Likewise, the structural similarity between GDPR
and GDPR-UK articles allows our patterns to be easily adapted
to ensure compliance with the latter regulation.

We validate our approach through a prototype tool that
implements compliance patterns based on causal dependency
paths, allowing partial automation of GDPR compliance
verification using a Prolog solver. To demonstrate the feasibility
of our approach, we conducted experiments on both small- and
large-scale scenarios using a graph generator. This generator
produces provenance graphs that can incorporate or exclude
non-conformities, reflecting actions specific to each type of
system. Increasing the variety of building blocks in the graph
generator would allow more actions to be represented, thereby
expanding the applicability of our approach.

Future work will focus on extending this approach to
leverage real system logs or system traces for provenance
graph generation, enabling the analysis of real-world scenarios

beyond synthetic ones.
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Abstract - Software engineering education increasingly takes
place in classrooms where students from diverse cultural
backgrounds learn side by side. While this diversity enriches the
learning environment, it also introduces challenges in
communication, collaboration, and engagement. This paper
reports on experiences from teaching a software engineering
course with a highly international student cohort, focusing on
the role of classroom activities as cross-cultural bridges. Active
learning strategies, such as collaborative problem-solving
exercises and in-class games, were employed to encourage
participation, foster mutual understanding, and develop
teamwork skills essential to professional practice. Drawing on
classroom observations and student feedback, this work
highlights how such activities can mitigate cultural barriers and
create opportunities for students to appreciate different
perspectives. Findings suggest that collaborative exercises not
only improved engagement but also facilitated learning and
strengthened students’ sense of belonging in a multicultural
environment. The paper argues that designing engaging
classroom activities, where students from different cultures
work together towards achieving a common goal, is crucial for
preparing students to work in global software engineering
contexts, where cross-cultural collaboration is essential.

Keywords - software engineering; student engagement; active
and collaborative learning; multicultural environments.

I. INTRODUCTION

We live in a world which relies heavily on software
systems. Although a relatively young discipline (57 years
since it was framed as an engineering discipline in its own
right, i.e., in 1968), software engineering provides systematic
methods for designing, developing and maintaining software
systems that underpin our modern society [1]. In higher
education, software engineering related subjects are well
established and offered by an increasing number of
institutions. According to CS2023 [2], a computer science
curricular guidelines document (published by the Joint Task
Force of Computer Science Curricula, which comprises
ACM, IEEE-CS, and the Association for the Advancement of
Artificial Intelligence), “since 2013, the focus of curricular
design has moved from what is taught (a knowledge model)
to what is learned (a competency model)” [2]. Thus, educators
teaching software engineering subjects must equip students
not only with technical concepts, the so-called “hard skills”,

but also with a range of interpersonal and professional “soft
skills”.

In 2024, a systematic literature review of skills
development revealed 33 essential soft skills that educators
must teach future software engineers [3]. The top 5 soft skills
revealed were communication, teamwork, organization,
leadership and learning. They were followed by creativity,
critical thinking, analytical skills, problem solving and
professionalism. To help with acquiring important abilities
like teamwork, communication, and analytical skills,
collaborative learning is a very useful tool in a software
engineering classroom. This strategy makes sure that students
“collaborate” in order to achieve a task and this fosters
development of various soft skills. Through collaborative
learning, educators can simulate real-world professional
settings, where software engineers must work together to
develop software applications.

In their learning experience, students’ performance is
shaped by a wide range of factors, with motivation standing
out as one of the most important. In the context of engineering
disciplines, motivation has been described as “particularly
critical” [4], given the complexity of the skills and knowledge
students are expected to acquire. In response, educators have
increasingly turned their attention to innovative pedagogical
approaches that can increase and sustain motivation. Among
these, game-based learning has gained significant momentum
in recent years due to its demonstrated potential to enhance
engagement, encourage active participation, and ultimately
improve learning outcomes [5].

While studying, learners are often part of international
classrooms. As a matter of fact, multicultural environments
are now a common feature of workplaces, academia, and
everyday life. Teaching in such settings presents not only
specific challenges [6] but also distinct advantages [7]. A
multicultural classroom can serve as a microcosm of
distributed development teams, achieving the goal of
providing global software engineering education. While
students learn together in the same physical space, they
simultaneously gain insight into how they may need to
collaborate in the future with colleagues from different
cultural backgrounds, each bringing diverse values, behaviors,
and working styles [7].

In our previous works ([1], [8]), we highlighted some of
the challenges of teaching an introductory software
engineering course to a multicultural group of graduate
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students in a Japanese university. This paper extends our work
with further exploration of how student engagement was
achieved through collaborative activities and game-based
learning, along with lessons learned during this course.

The remainder of this paper is organized as follows.
Section II describes the background of our work, as well as
related work. A description of our course is provided in
Section III, followed, in Section IV, by an illustration of
collaborative learning and game-based learning as they were
employed in our course. Section V includes a discussion and
lessons learned during our study. Finally, section VI provides
conclusions and directions for future work.

II.  BACKGROUND AND RELATED WORK

This section examines considerations on collaborative
learning, game-based learning and global software
engineering, along with related work outlining recent
development in these fields.

A. Collaborative Learning

Collaborative learning is an important and useful tool
promoting engagement of learners. Despite a generally
accepted lack of consensus on the rigorous definition of the
term [9], it has certain widely recognized characteristics. As
an educational approach to teaching and learning, it involves
learners “collaborating” (i.e., working together) to achieve a
common goal — solve a problem, complete a task or create a
product [10], at the same time progressing individually during
the learning process. Participants are challenged socially and
emotionally while listening to different perspectives and they
may often be required to defend their ideas [9].
Fundamentally, similarly to active learning, collaborative
learning promotes active student participation [11].

In international settings such as multicultural classrooms,
collaborative learning is particularly valuable for fostering
awareness of cultural differences, exposing students to diverse
perspectives, and strengthening mutual understanding, as they
work together toward solutions acceptable to the entire group.
It can also support the development of communication and
social skills, by offering a safe and structured environment to
interact with others [11].

Furthermore, collaborative learning helps prepare students
for their future workplaces: it improves communication,
negotiation and teamwork skills — all very important in
software engineering, where projects are often team-based.
This makes collaborative learning an essential tools for
educators in software engineering courses, particularly those
that include intensive team projects.

B. Game-Based Learning

In game-based learning (GBL), the focus is on acquiring
knowledge and skills through gameplay. Whether digital or
non-digital, specific games are designed to achieve certain
educational goals. This strategy has drawn increased attention,
in various disciplines, including software engineering. In their
work, Garcia et al. [12] conducted a systematic literature
review of the effects of GBL in acquisition of soft skills in
undergraduate software engineering courses. Their review
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shows that researchers have recognized the effectiveness of
using GBL in teaching and learning various software
engineering topics. This is largely due to the games’ intrinsic
features, which make them attractive to students and improve
their motivation [12]. Moreover, numerous researchers
recognize that games contribute to the development of “soft
skills”, like teamwork and communication ([13], [14], [15]).
Furthermore, Marti-Parreno et al. [16] argue that GBL can
enhance the delivery of learning content by allowing students
greater control over their own learning process during
gameplay. By adopting a GBL approach, students are able to
apply classroom concepts in practice, thereby reinforcing and
deepening their understanding of those concepts [16].

GBL is used not only in academic environments, with
students, but also in industry, for training employees. To give
an example, the work of O’Farrell et al. [17] shows how it was
used for training employees on the Scale Agile Framework,
[18], through a 3D game named PlaySAFe. This study
showcased various benefits of GBL, like “allowing
newcomers a quick and efficient means to learn and
understand the practical groundwork of SAFe in advance of
learning more theoretical concepts in conventional training”
[17].

Overall, GBL offers an effective pedagogical approach in
software engineering by enhancing motivation and enabling
students to apply theoretical concepts in practical, interactive
contexts.

C. Global Sofiware Engineering

Globally distributed software projects are widespread in
today’s world and special skills in communication across
different locations and time zones need to be learned early by
software engineering students. An increasing number of
universities are incorporating global software engineering into
their curricula, yet its adoption remains limited. In their work,
Beecham et al. [19] emphasize the need for global software
engineering education and summarize several global software
engineering education related challenges and proposed
solutions. According to Schmiedmayer et al., [20] there are
two main options to make students aware of global software
engineering challenges and equip them with the necessary
skills to deal with them: teachers can simulate a global
software project in a classroom setting, or they can arrange a
genuine global software engineering project; the latter option
comes with all the organizational challenges of a distributed
organization and infrastructure [20].

In terms of learning and applying soft skills, a
multicultural classroom offers a suitable environment to
simulate some of the challenges of a globally distributed
project, as exposed by some educators’ work. For instance, the
work in [21] shows how the online environment brought by
the Covid-19 pandemic provided an opportunity to test mini-
models of distributed teams in software engineering, in the
context of a multicultural classroom. In such a setting, while
working together on achieving various tasks in the classroom,
students learn how to collaborate with colleagues from
different countries, each with their own culture, language and
specific expectations.
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III.  COURSE DESCRIPTION

This section describes the setting, composition and content
of the course that constitutes the subject of this paper.

A. Course Setting and Class Composition

This paper is based on the experience of teaching an
introductory software engineering course named “Principles
of Software Engineering”, as it was offered in its latest edition,
in the spring semester of 2024. This course has been taught
annually as an elective course in the Master’s Program in
Computer Science at the University of Tsukuba in Japan,
between 2016 and 2022. Since 2023, it has been held once
every two years, alternating with a computer ethics course; it
takes place in even number years, thus no class was held in
2023. The length of the course is 10 weeks, with 3 hours held
every week; if completed successfully, students obtain two
academic credits for it. The grading is based on the submission
of a final report, which the students have approximately 3
weeks to complete.

The course aims to familiarize students with the
fundamental principles of software engineering and to
highlight its importance as a modern engineering discipline.
Core topics include software development models and life
cycles, agile methodologies, requirements engineering, user
interface design, verification and validation techniques,
project planning and management, software engineering tools
such as IDEs and UML, as well as the business aspects of
software development. The 2024 edition of the course saw
105 participants: 35 students in their first year and 70 students
in their second year of master’s course. They were a mixture
of Japanese students (43) and international students (49
regular students and 13 exchange students, coming from a
total of 15 different countries). Most students belong to the
computer science department; only 4 students belong to
different departments.

It is worth mentioning that this course started with 15
participants in 2016 and reached 105 enrolled participants in
2024 (it generally grew every year, apart from a steep decline
in 2020, during the beginning of Covid-19 pandemic). Table I
shows the total number of students, along with the number and
percentage of international students enrolled in each of the 8
editions of the course. As can be observed, international
students usually represent between 50% and 70% of the total
number of students. Notably, this course is being held in
English (and the instructor is non-Japanese, as well). This
feature is responsible for attracting comparatively many
international students, who have fewer course choices of
courses held in English and for whom, often, taking classes
held in Japanese is challenging. All communications,
teaching, class materials, plenary discussions are held using
English. However, students are allowed to submit their
assignments (or any other feedback on the learning-
management system) in Japanese. Moreover, group
discussions are allowed in any language, as long as it is
understood by all the participating members. Importantly,
using a language other than English is only allowed in class
verbally, but never in writing (since shared documents are
often seen by all students, who need to understand them).
Besides English, Japanese was the most spoken language in
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class; there were several instances in which certain small
groups spoke Chinese or French while performing their class
tasks. Last, but not least, reports or assignments, for which
the access is restricted to the submitting student and the
instructor, could be submitted either in English or in Japanese.

TABLE 1. INTERNATIONAL STUDENT ENROLLMENT
IN SOFTWARE ENGINEERING COURSE
rotmmter | bl | e
2016 15 9 60%
2017 26 18 69.2%
2018 35 24 68.5%
2019 66 33 50%
2020 34 28 82.3%
2021 53 37 69.8%
2022 66 33 50%
2024 105 62 59%

B. Course Content and Class Flow

The course combined a variety of teaching methods,
including discussions, brainstorming activities, games, micro-
projects, and instructor-led lectures. More specifically, classes
usually started with a 5-minute warm-up activity (which could
be a short discussion on a recent science or technology piece
of news). This was followed by a repeated combination of
lecture (in which the instructor explained a new topic),
discussions among students (either in groups or with the
whole class), and various activities and/or games. Figure 1
illustrates how lecture, class activities and games are
interconnected during each class. The lecture part is always
followed by discussions, which are closely connected to class
activities and often games, as well. The cool-down part is
mostly made-up of summarizing/concluding discussions.
Notably, discussions were part of the class since its inception
(in 2016); gradually, activities and games were introduced in
subsequent years, with the variety and number of items
increasing every year.

Throughout the course, the instructor used every
opportunity to gather feedback from the students, either
through informal discussions (during the break time or after
class) or by means of written feedback, submitted trough the
learning management system (LMS) used in the course, i.e.,
manaba [22]. Following some of the longer activities,
students were invited to provide extensive feedback on
aspects such as strengths and weaknesses, language or group
preferences, and general impressions.

During the last class, the link to a comprehensive survey
was distributed, to which 30 students responded, out of a total
enrollment of 105. The instructor attributes this relatively low
response rate to timing, as the survey was administered at the
end of the course, when many students felt they had already
provided sufficient feedback during earlier sessions. Finally,
only 31 students responded to the end-of-course evaluation
questionnaire provided by our university.
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Figure 1. Visual representation of inter-connected class components of introductory software engineering course

IV. IMPLEMENTATION OF COLLABORATIVE LEARNING
AND GAME-BASED LEARNING

This section illustrates two class activities: the first one
shows the implementation of collaborative learning, whereas
the second one provides an example of deploying game-
based learning.

A. Class Project: Requirements Elicitation and
Requirements Specification

The ability to work and collaborate/communicate
successfully in a team is a crucial skill for a future software
engineer. One of the most effective ways to develop teamwork
and communication skills is to include a project in the
coursework where students must work in teams. This work in
groups is “essential in active approaches that are based on
real-world problem-solving practices” [23].

To achieve this purpose, one of the classes during this
course was dedicated to a project in which teams of students
were responsible with creating a (simple) requirements
document for a given application. This activity covered
requirements elicitation and requirements specifications for a
given software application.

The “Project” function of the LMS was used to facilitate
work in teams, as well as sharing the teams’ work with the
whole class. The activity was divided into 3 main parts, with
6 tasks in total. In the first part, requirements elicitation took
place; in the second part, the requirements document was
created; in the last part, feedback on this document was
collected among team members. Finally, the -created
requirements documents and everything included in the
“Project” was shared with the whole class (all the students had
access to all the documents through the LMS).

Before the class began, the instructor manually divided the
students into 10 teams (namely Team A to Team J), each with
10 or 11 members. Three different types of teams were
created: teams with Japanese students only, teams with
international students only, and teams with a mixture of
Japanese and international students.

Five applications were suggested to be discussed, each of
them being covered by one, two or three teams, as follows.

Team A, Team B: language learning application

Team C, team D: medical records management system

Team E, Team F': low-budget oriented online shopping system
Team G, Team H, Team J: time/task management application
Team I: dating application for retired people

Purpose: create a requirements document for a given
application.

The project consisted of 6 tasks, as described in Figure 2.
At the start of the activity, each team chose two members who
would act as stakeholders (users: U); the remaining members
of the team would act as requirements analysts (developers.
D). Thus, each team included two stakeholders and a
maximum of 9 developers (depending on the number of
members in the team). In theory, each team was made up of
either 10 or 11 members; in practice, not all students were
present on the day, thus some teams had fewer members.

The instructor believed that the inclusion of stakeholders
in the group highlighted their crucial role when developing an
application in the real world. According to the Guide to the
Software Engineering Body of Knowledge [24], real-world
software projects often suffer from two primary requirements-
related problems: incompleteness (when stakeholder
requirements are not revealed and properly communicated)
and ambiguity (when requirements are communicated in a
way that is open to multiple interpretations). Students need to
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learn that the presence of stakeholders is essential in the
requirements elicitation phase of developing a software
system.

The resulting documents for each of the steps/tasks were
saved in the LMS, using its “Project” function. Some teams
chose to additionally create a shared google document and
place the link in the project location.

Task I: Ds write a questionnaire for the two stakeholders
NB: Ds and Us do not communicate directly)

Task II: Us answer the questionnaire

Task IIl: Ds discuss with Ds from the other team(s)
working on the same application

- Typical questions discussed include: "What kind of
questions did you include?", “How can we find out what our
application should do?” etc.

Task IV: Ds must think of the following question. Which
is more efficient: a pre-defined questionnaire (you had time to
think about it) OR interview (you can ask "live" questions?)

Task V: Ds create a requirement document in free format
(suggestions: use “shall”, “should”, possibly, also, “unclear”
statements)

Task VI: Us give brief feedback on the requirements
document - what they disagree with, what “pleasantly”
surprises them, what is missing, based on their answers to the
questionnaire prepared by the respective Ds

Figure 2. Description of tasks to be achieved during the class project

The students were seated in a large capacity classroom,
which is organized in three sections of 3-person desks.
Unfortunately, the desks and chairs cannot be moved or turned
around, sometimes making it difficult for students to hold
discussions in groups (they would have to turn their body to
be able to speak to the colleagues seated behind). Figure 3
illustrates the seating of the students and a common manner
of occupying the desks.

Legend

-

[| Students’ desks \
[#iee

occupied
\

-

[ Front desk (instructor) | empty

seat | |

Figure 3. Visualization of clasroom seating
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After the class ended, the students had to respond to a
series of questions posed by the instructor, in the form of an
assignment (submitted through the LMS). Importantly, the
students had time until the end of the day to respond — thus
allowing several hours to reflect upon the day’s experience.

It should be noted that the instructor did not indicate
whether the assignment was mandatory or linked to the final
course grade. Her intention was to encourage students to share
and reflect on their experiences only if they felt they had
meaningful insights to contribute. In her view, making the task
compulsory might have led some students to submit responses
merely for the sake of compliance, rather than genuine
engagement.

Feedback was received from 62 students (out of the ~70
students present on the day of the activity.) The requirements
for the assignment are included below; the description also
invited students to provide additional comments or
suggestions, if they wished to do so.

Regarding today's activity, please let me know your thoughts
(anything is fine - I am truly interested in your opinions!).

Part I. As a software developer

- Was there a leader among developers?

- Did everyone participate?

- Which do you think is "harder": to be the U
("stakeholder") or the D ("developer")?

- Is it better to have “smaller” or “larger” development
teams?

Part II. As a class participant

- Did you enjoy the activity? (Please be honest, it is
important for possible future activities!)

- Was it difficult to communicate with your colleagues?

- What was "the best" part today? What was "the worst"
part today?

- Would you prefer your group members to speak the same
language as you? (Is English ok for everyone?)

The comments submitted by the students highlighted
various important and equally interesting issues. In the
following, we shall focus on the answers given by students
from a class participant point of view, i.e., Part Il of the
assignment.

The first question asked whether students enjoyed the
activity; the majority of students declared that they did. We
acknowledge that, even with the instructor’s insistence on
honesty, it is possible that social desirability bias was present
- some students may have simply wanted to please the
instructor. (Social desirability response bias is defined as a
participant’s tendency to over (under) report activities that are
socially desirable (undesirable) [25].) Notably, since the
answers were provided as assignments, they were not
anonymous (they were added to each student’s assignment
portfolio) — an additional factor that may have influenced the
students’ responses.
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Positive and encouraging responses included:
- “It was fun and very different from what the other classes
are doing.”
- “YES, ideas shared by others are interesting especially if
they are unexpected ones.”
- “I enjoyed the activity. Compared to regular classes, I think
this activity is a very interesting process and allows for a
better grasp of the knowledge learned.”
- “I enjoyed the activity. There were many diverse opinions,
and they were stimulating.”
- “Yes, can’t wait for the next one.’
- “I enjoyed it very much, especially interacting with others.’
- “This activity provided me the chance to talk with other
students and make new friends!”
- “It was great and I was able to talk to new people.”
- “I enjoyed this activity. I am not good at speaking English,
so I felt awkward to speak English and helplessness not to tell
what I think well. However, I didn't felt such things this time.
1t is easy to communicate with my team. I was able to tell my
opinion actively.”
- “It was my first experience and I had a lot of fun.’
(translated from Japanese)
- “The class was very interesting because I never considered
myself to be on the user side before.”

1

1

i

One notable answer was provided by a student who did not
seem to enjoy the activity: “My English is not very good. I can
understand everyone's thoughts, but I have almost no practice
in expressing myself. The better thing is that I can share my
ideas by sharing documents. To be honest, it’s not an
enjoyment.”. The same student noted that it was difficult to
communicate with their colleagues and that they would prefer
for group members to speak the same language.

One other participant expressed their lack of satisfaction
with the activity in the following manner: “Everything felt
arbitrary, and far from actual developing/consulting
processes.” Unfortunately, they did not provide further
clarifications, which would have helped the instructor
understand the issue.

With regard to the preferred language of communication,
most students seem to accept English as a common language.
However, 6 students expressed their desire to use Japanese (it
is worth remembering that 43 class participants are Japanese,
although not all of them were present on the day of this
activity). One student expressly stated that they would like to
use English, even though their mother tongue is Japanese: “/
would prefer if we could speak in English, not put in a group
where everyone speaks Japanese (I speak Japanese, but since
it’s an English class 1'd prefer it that way)”. Another
participant stated: “Yes, I prefer to speak the same language.
(Because Japanese student may not be able to follow the speed
of discussion in English.)”.

When asked directly whether it was difficult to
communicate with colleagues during the activity, only one
student (out of the 62 who answered) specifically stated that it
was (his answer was in Japanese). Although all the other
participants considered that communication was not difficult,
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several comments highlighted the benefits of using one’s own
language for ease of communication and expressing own
ideas; some examples are provided below.

- “English is fine for everyone, but I think communicating in
my native language would allow me to express my ideas more
Sfluently.”

- “[...] we have communicated in Japanese. Discussing in
English should be harder than in Japanese.”

- “I think communication is smoother and more efficient when
group members speak the same language. English is fine, but
Japanese is easier to understand.”

- “Lusually hesitate to speak English, but when I could speak
the same language, I could be more active.”

- “It is quite difficult to exchange opinions in English.”
(translated from Japanese)

- “As a Japanese, I think it is easier to have in-depth
discussions about the content of the class if I am in a group
with Japanese. (Although it does not seem to improve my
English skills.)”

- “We want to speak the same language because it is easier to
communicate.”’

- “I think communication would be smoother if we spoke the
same language, but I think I'll improve more in English.”
(translated from Japanese)

A particularly interesting comment was provided by one
Japanese student: “In the aspect of smoothly communication,
it's better to have same language members. Inversely, in the
aspect of diversity of opinions, it's better to have members
with different languages. ”. The student appears to be aware of
the difficulties of speaking different languages (and, in the
instructor’s opinion, difficulties with Japanese vs. English),
but also highly aware of the importance of diversity of
opinions — different languages imply different cultures and
thus “diverse opinions”.

Various other students’ opinions were elicited through this
short assignment. One of these questions asked the students
what the “best” and the “worst” part of the class project were.
Two answers stood out among the students’ responses.

“There were many diverse opinions, and they were
stimulating. The best part of today's class was "when the
opinions came together,"” and the worst part was "when no
opinions were expressed."”

- “The best part is everyone working together collaboratively.
The worst part is to write the report.”

As expected, cultural differences played an important part
in the development of the class. For some students, as can be
observed from the following comment, working with
colleagues from the same cultural background is important:
“Grouping people of the same background together is the best
part”. This observation aligns with the instructor’s own
empirical observations — she can often observe participants
(Japanese students in particular), who, when offered a choice,
decide to work in a mono cultural team (i.e., they make sure
to be part of a Japanese only team). As shown by Rodriguez-
Perez et al. [26], some of the problems that arise in diverse
working teams “can be explained by the Similarity-Attraction
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theory and the social categorization perspective”. According
to the Similarity-Attraction theory [26], individuals working
in groups tend to prefer working with those who resemble
them, while the social categorization perspective suggests that
group members are more likely to trust, like and cooperate
with similar others [27]. Classroom observations made by the
instructor appeared to confirm the relevance of both
perspectives.

In their responses, students mentioned other “best parts”
of the activity, like leadership skills, working with the team to
develop the questionnaire, collaborating with classmates and
solving problems together, “communicating among us
developers”, “when everyone accepts each other's opinions”.
As for “worst” parts, one opinion stood out in particular: “The
“worst" is when I know we have to work as a team (shy)”.
This statement suggests that for some students, especially
those who describe themselves as shy, the requirement to

work in teams can be perceived as stressful or uncomfortable.

Through this “Project” activity, as performed in class,
with the use of the LMS, students were faced with issues
similar to those that arise during the requirements elicitation
phase in the development of a real-life software product.
Moreover, they could observe firsthand how cultural
differences impact working in a team, as well as how they
affect the overall process of software development.

B. Game-Based Learning: Agile Paper Airplane Game

One classical example of a classroom activity designed to
simulate agile software development practices is the “Agile
Paper Airplane Game [28]. This activity is particularly
suitable for students who learn about agile methodologies
(and Scrum [29]) for the first time, teaching them “the benefits
of working in sprints, planning, retrospectives and teamwork”
[28]. Students are divided into small teams and tasked with
designing and building paper airplanes under iterative
conditions. Instead of planning everything in advance, teams
work in short “sprints,” receiving feedback after each round
on design improvements. Some important concepts are
highlighted and experienced through this activity: continuous
improvement, lean workflow and “Definition of Done”
(defined as all the characteristics and standards a product
increment needs to meet in order to be released [29]).

In our classroom, the students were divided into teams of
6-8 members. The teams were created based on the student
seating. Before the class started, they had the opportunity to
sit down in areas designated “Japanese language”, thus
belonging to groups in which everyone spoke Japanese. Only
two groups of students were created in this manner.
Incidentally, one team turned out to be made up of Chinese
students only, thus making Chinese the language spoken in
this group.

The activity started with the instructor explaining that the
“goal” is to deliver paper airplanes that “meet customer
expectations”, i.e., fly a certain distance (the same one for all
the teams). A leader was designated before any work started.
Similarly to agile work, the teams worked in sprints — in our
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case, 3 sprints. In each iteration, the first minute was dedicated
to planning; next, within three minutes, the teams had to fold
and test as many paper airplanes as they could. After the three
minutes of “development”, they had one minute for
retrospective — to discuss what could be improved towards the
next iteration. One important rule stated that each team
member was allowed to perform only one fold at a time, after
which they had to pass the airplane under construction to the
next team member. The third sprint came with a modified
version of Definition of Done: the paper airplane's nose had to
be blunt, and the required flying distance was increased.

Figure 4 shows three snapshots of the class taken during
this activity, showing students folding airplanes and
discussing during “retrospective” (included with the
permission of the students).

Figure 4. Students participating in the agile paper airplane game

Notably, before each sprint, the teams were asked to
estimate how many airplanes they would be able to build.
“Definition of Done” plays an important role here: the
airplanes must fly the designated distance, otherwise they
cannot be counted as successful. After each sprint, the teams
had the opportunity to refine their design — they made new
decisions, under the guidance of the leader, during the one-
minute retrospective. Each sprint focused on continuous
improvement and responding to requirements. Teamwork and
communication played a crucial role in this activity — aspects
clearly noticed by the students, as could be seen from the
comments they submitted after class.

When it comes to estimating how many “correct”
airplanes their team would be able to build, the 3 sprints
proved the concept of continuous improvement: as they
advanced to the next sprint, the teams managed not only to
estimate better the number of airplanes, but also to build more
such planes which fulfill the Definition of Done
characteristics. Figure 5 shows examples of the teams’
estimations after each of the 3 sprints, along with the actual
numbers of planes created, including “correct” ones. (The
figure shows screenshots of the blackboard, as they were taken
in class by the instructor.)
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As can be observed, in the first sprint, the teams had no
idea how difficult/easy it would be to build as many planes as
possible within the 3-minute timeframe. Team 6, for instance,
estimated that they would be able to build 150 planes (they
ended up building 13, out of which only 7 fulfilled the DoD).
In subsequent sprints, Team 6 greatly improved their
estimations, as well as their results. In sprint 2, they estimated
10 planes and built 14 (with 12 “correct” ones), whereas in
sprint 3, they estimated 15 and built exactly 15 “correct” ones
(out of the 16 planes in total).

Figure 5. Estimates and actual figures for number of “correct” planes in
the agile paper airplane game (7 teams, 3 sprints)

After this activity, in the usual style, the students were
asked to provide their impressions. Again, they had time until
the end of the day to submit their comments through the LMS,
as a non-mandatory assignment. A number of 68 students
provided feedback to the assignment described below.

Please let me know your thoughts regarding how things went
today - any thoughts!
For example:

- Did you enjoy the activity?

- How was the communication with your colleagues?

- What was "the best" part today? What was "the worst"
part today?

- Would you prefer your group members to speak the same
language as you?

(Is English ok for everyone? etc.)

#Please include any comment/suggestion you think is
important.

The students expressed their appreciation for this activity
in various forms, as seen in the examples below.
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- “I enjoyed the activity. I got the feelings of scrum
participant. It was a good activity to easily experience the
scrum development.”

- “This was the best activity so far. Probably because it was
so educational.”

- “Thank you very much for this kind of activity; it improve[s]
the understanding of real world work. *

- “Today's activity was very enjoyable. It was an innovative
way to experience agile development.”

- “Really appreciate for the wonderful activity!”

- “Overall, this was the best activity so far, because it was
educational and I learned more than I did from books and
lectures (I'm sorry).”

During the informal discussions held by the instructor
after class, she heard numerous opinions which classified this
activity as the most enjoyable of the whole course. The game
aspects which underpin game-based-learning proved to be
very useful indeed: students had a taste of agile environments
through a fun, game-like class activity.

Through this activity, the students became aware of some
of the benefits of working in sprints, continuous improvement,
retrospectives, as well as teamwork and the importance of
communication and leadership.

For instance, one participant noted: “I think the iterative
improvement process is the most interesting”’. To go one step
further, two comments regarding leadership stood out: “These
activities are good to find natural leaders” and “The leader
decided the big folds and the order, which made me realize
that the leader's presence was very important”. Moreover,
students recognized that managing people was another aspect
which was illustrated through the activity: “It was
enlightening to learn about various aspects [...]. Equally
valuable was the insight into people management and how
motivating team members plays a pivotal role.”.

When it comes to teamwork and communication, many
students emphasized the usefulness of the activity in this
respect, as shown in their comments, some of which are
included below.

- “<The best> [part] is the group communication made me
feel good, and I really like such kind of activity.”

- “Communication was smooth for the most part. Everyone
was eager to collaborate and share their ideas, which made
the activity run smoothly.”

- “The communication with my colleagues was effective and
collaborative.”

“The best part today is the overall collaboration and
teamwork were very enjoyable. It was great to see everyone
working together and sharing ideas.”

- “The process of folding airplanes is very interesting,
everyone worked together in unity, which was great. There
were no bad parts.”

- “The communication between team members is very
efficient, everyone expressed their ideas well, and everyone is
very friendly.”

In terms of language, which could be viewed either as a
barrier or as a bridge to communication, several students
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emphasized the importance of a common language (i.e.,
Japanese, for the local Japanese students), in order to
communicate ideas clearly and effectively; the following two
comments illustrate this idea.

- “While English is fine and everyone can communicate, 1
think speaking in my native language would allow me to
express my ideas more fluently and clearly.”

- “Since Japanese is my first language, it would be easier for
me if the group members could speak Japanese as much as
possible.

In one other instance, one of the (usually very active)
students noted: “In previous assignment I wrote I want to
make a group with English speaker. I joined the English
speaker group then, but I can't speak as fast as foreigners and
they are so active, so I cannot act actively. It was more
difficult than I expected. But, it doesn't mean I should do
activity in same language group. I enjoyed this activity!”. This
student’s reflection highlights both the challenges and benefits
of participating in a multicultural group. After joining an
English-speaking group, he found it difficult to keep up with
the pace and high level of participation of more fluent
members. Despite these difficulties, he recognized the value
of the experience and, ultimately, found it enjoyable.

At the same time, students recognize that, more than the
language, willingness to communicate is essential for an
effective group work: “I prefer my group members to speak
same language of course because we'll get less
communication mistake for language problem. However more
important thing is not rather same language but rather will to
communicate each other. With same language, we cannot
communicate with unmotivated silent people.”

Some groups, made entirely of participants sharing a
native language, performed very well and underlined the
easiness of communication, as shown in the following
comment: “Since almost everyone in our group could say [sic]
Chinese, I think our communication was effective and concise
but enough for our work. After discussing our group work, we
even had time to talk with each other.”. Another observation
provided by a Chinese speaker (who can also communicate in
Japanese) is relevant: “As a Chinese student collaborating
with Japanese peers, we used both Japanese and English to
complement each other's understanding. This bilingual
approach enhanced our teamwork and ensured that everyone
was on the same page, which was critical for the success of
the activity”.

Similarly to the cooperative activity described in the
previous sub-section, although teamwork is central to
software engineering, not all students view it positively. Shy
or less confident students may experience group activities as
a source of anxiety rather than engagement, especially when
they involve colleagues that they do not know well, as
illustrated by the following comment: “It was an excellent
activity. At first 1 felt a little shy about talking and working
together with strangers, but after doing the actual works, 1
think we knew each other more and became more

»

harmonious.”.
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In conclusion, as one student summarized, this activity
contributed to improving the students’ communication and
collaboration skills, providing valuable experience for their
future: “Overall, this activity not only enhanced our teamwork
and communication skills but also gave me a deep
understanding of the importance of process optimization and
continuous improvement in scientific research and
engineering practice. As a graduate student in science, I will
apply these insights to my future studies and research, striving
to improve my comprehensive abilities.”

V. DISCUSSION AND LESSONS LEARNED

Teaching this introductory software engineering course in
a multi-cultural classroom provided an invaluable experience,
to both the students and the instructor. This section will offer
further considerations regarding team formation, general
course perceptions, as well as key lessons learned through the
activities described in Section IV.

A. Team Formation

While conducting the class activities, the students found
themselves in different settings, in the form of different kinds
of teams - a different one each time. The process of team
formation can “significantly impact the learning process, the
social behavior of team members, and the team’s overall
performance” [23]. This concept has long been studied in
social sciences areas, like resource management, sociology
and psychology. Forming a capable team is significant for all
kinds of organizations, businesses, sports, etc. ([30] [31]), just
like it is important during the process of education, when
students work in teams. However, in software engineering,
studies on team formation are still relatively limited,
compared to studies focused on technology and process-
related aspects [32].

As explained earlier, three different types of teams were
created throughout the course: teams with Japanese students
only, teams with international students only, and teams with a
mixture of Japanese and international students. The instructor
chose different team formation styles for the purpose of
understanding the best setting, the one which allows the
easiest communication between students.

As student feedback showed, there is no perfect solution;
however, the different arrangements offered students different
experiences. Some Japanese speakers prefer mono-cultural
groups, whereas other prefer to be challenged to speak English
or to be part of groups with people from different cultures. The
same is true for the international students: some of them find
communication with other international students easiest,
whereas others are very eager to make Japanese friends. Even
when students had the choice to create their own groups,
without the instructor’s interference, various types of groups
were formed, based on the same principles as above. Further
work is needed to identify the best method of team formation
in collaborative projects, in order to yield the best results in a
multicultural software engineering class.
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B. Student Course Evaluation

As explained in Section 11, at the end of the course, as per
university rules, the students are required to provide a course
evaluation, based on a university-prepared questionnaire.
Their answers are provided anonymously, following a Likert
scale of 1 to 5, corresponding to “strongly agree”, “agree”,
“neutral”, “disagree” and “strongly disagree”, respectively.
As can be observed from the partially summarized results in
Table II, with only a few exceptions of respondents choosing
“neutral”, all the participants selected either “strongly agree”
or “agree” with the 5 statements. It is noteworthy that
participants reported an increased interest in the subject
following completion of the course. They mostly believed that
the ways in which the instructor explained and planned the
class contents were suitable for the course, and that there were
sufficient opportunities to ask questions during class. Finally,
their responses showed that the students were satisfied with
the course: 19 chose “strongly agree”, 11 chose “agree” and 1
chose “neutral”.

TABLE II. RESULTS OF END OF COURSE QUESTIONNAIRE
(1: STRONGLY AGREE; 2: AGREE; 3: NEUTRAL; 4: DISAGREE; 5: STRONGLY
DISAGREE)

1 2 3 4 5

“The instructions were well prepared for the
course.”

“The ways the instructor explained and planned
the class contents were suitable for the course.”
“Attending this course, I developed a stronger
interest in the field of study related to this | 16 | 13 | 2 | 0 | O
subject than before.”
“Overall, I am satisfied with this course.” 1911 [1]01]0
“You were given sufficient opportunities for wlslalolo
asking questions to the instructor(s).”

2219101010

231 810(0]0

The university-prepared course evaluation questionnaire
allowed the provision of free comments, as well. One of them
simply mentioned: “I really like the group work and
interacting with other students”. In another comment, one
student noted: “This interactive opinion exchange class on
software engineering principles provided a good opportunity
for discussion of essential topics. It is well-designed. [...] 1
was very happy to understand many different opinions!”
Notably, this student also included ideas for improving the
course, by suggesting specific additional topics to be covered
in the future (like SOLID design principles in C# [33]).

As one comment illustrates, at least some of the students
were highly satisfied with the course: “I am particularly
grateful to [professor] for her dynamic teaching approach,
which made complex concepts accessible and engaging. Her
ability to convey intricate software engineering principles in
a clear and practical manner significantly enhanced my
understanding and interest in the subject. I have no
suggestions for improvement at this time, as the course met all
my educational needs. Thank you, professor [...], for a truly
enriching learning experience.”

Another set of data was obtained through the questionnaire
prepared by the instructor at the end of the course. In this
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questionnaire, also anonymous, the participants were asked
several questions; some of them elicited their opinions
regarding  multicultural  classrooms, in terms of
advantages/disadvantages of such an environment. Two more
questions addressed the issue of whether cultural differences
affect communication with their teachers, on one hand, and
their student colleagues, on the other hand. The answers to
these two questions are aggregated in Figure 6. As can be
observed, about one third of the students believe that, in a
multicultural classroom, communication is “definitely”
affected or affected “most of the time” (a total of 36.67%
students chose one of these two options, in both cases — with
teachers and with colleagues). “Definitely not” was chosen by
almost a quarter of the students (23.33%), for both situations
of communication.

40%
35%
30%
25%

20%
15%
10%
5%
0% -

Definitely Most of the Very little Definitely I don't know
yes time not

mteachers mcolleagues

Figure 6. Answers to question “In your experience, do cultural differences
affect communication/interaction with your teachers/student colleagues™?

C. Key Lessons

The key lessons drawn from our experience, as presented
in this paper, are the following.

a) The software engineering classroom can provide an
environment for students to experience developing an actual
software product. Instructors must provide practical
experience as much as possible, not only theoretical concepts.

b) Collaborative learning is especially useful in a software
engineering classroom because it mirrors real-world team-
based development, enabling students to practice technical
problem-solving alongside essential communication and
teamwork skills.

¢) Games make learning fun and practical; game-based
learning is valuable in a software engineering classroom
because it increases motivation and engagement, while
allowing students to apply theoretical concepts through
interactive practice.

d) Multicultural classrooms provide students with an
experience that reflects global work settings and offers a
glimpse into software engineering practices across cultures.

e) The need for effective strategies to engage students in
the classroom cannot be overstated. Fulfilling course
objectives and achieving student satisfaction are closely tied
to engagement, as higher levels of involvement typically
translate into greater effort and commitment to learning.
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VI. CONCLUSIONS AND FUTURE WORK

Based on the experience of teaching a graduate software
engineering course to a multicultural group of students, this
paper highlighted ways to achieve student engagement
through collaborative activities and games. Collaborative
learning is an excellent way to prepare students for real-world,
team-based software development, whereas game-based
learning boosts motivation and helps students apply theory
through interactive practice. Our study showed that group
work in multicultural classrooms not only exposes students to
linguistic and cultural differences but also helps them
recognize the importance of stepping outside their comfort
zone for personal and professional growth.

Future work will focus on evaluating the extent to which
course objectives are met through the proposed strategies, and
on identifying the most effective approaches for optimizing
cooperative and game-based learning, particularly in
multicultural settings, with attention to overcoming language
and cultural barriers through suitable team formation.
Moreover,. artificial intelligence can be considered to provide
useful tools to overcome the language barriers in class.
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Abstract—The high fuel prices and the important costs linked
to the down-time of the windmills during maintenance urge the
need for minimization of the travel time and the scheduling of
jobs within a minimal time span. Since landing in windmills at
sea is difficult and depends on meteorological parameters, the
constraint of maintenance windows is added when searching for
the optimal route. To minimize the distance traveled, the Vehicle
Routing Problem with Time Windows (VRPTW) is solved, using
three different methods. The VRPTW is applied to two separate
databases, namely various sets of windmills to be maintained
and several numbers of customers to be serviced. Applications
with 8 to 175 windmills, divided over 3 farms have shown that
the VRPTW solved by using three different methods resulted
in a comparable relative gain in travel distance, compared to a
randomly chosen route. The main difference between the methods
studied is the amount of calculation time needed, which varies from
1 second to 6 minutes for the different methods. To demonstrate
the general applicability, the same three methods were executed
on a set of service tasks performed on 8 to 40 customers of a
window decoration company, distributed throughout Belgium,
resulting in similar results. In a second part of the paper, the Job
Shop Scheduling Problem (JSSP) is solved to minimize the total
maintenance span of offshore windmills as an additional objective
function. This led to a relative gain of up to 62% in maintenance
time, compared to the total maximum maintenance span for an
application of 40 windmills. Finally, both objectives - minimal
distance and minimal maintenance time span - are combined,
resulting in a set of non-dominated maintenance sequences that
the planner can use [1].

Keywords-VRPTW; VRPy; OR Tools; ACO; Job Shop Scheduling;
Pareto.

I. INTRODUCTION

Due to high fuel prices and significant labor costs, it is
extremely important, especially for offshore windmill man-
agement companies, to limit the distance covered and time
consumed for offshore windmill maintenance. Expressed in
numbers, the maintenance cost ranges from 20% to 25% of the
total Levelised Cost of Electricity (LCOE) of contemporary
wind power systems as shown in the Guide to an Offshore
wind farm [2]. The costs of Operation and Maintenance (O&M)
of offshore wind farms are significantly higher than those
of land-based windmills, due to the difficulties associated
with the offshore environment. They could vary between USD
0.027 and USD 0.048/kWh as calculated by the International
Renewable Energy Agency in 2012 [3]. By improving the
durability of the turbines and increasing the size of the
windmills, the maintenance cost per windmill has dropped
significantly to 1.5 to 2% per year of the original turbine

investment. However, because of economic evolution, the actual
maintenance to be performed is becoming more expensive again.
Operation and Maintenance costs can be divided into a limited
number of components, which are: Insurance, Spare Parts,
Administration, Regular maintenance, and Repair [4]. The
research carried out for this article focuses on the reduction of
regular maintenance and repair costs, denoted in the above list
of Operational Expenses (OPEX) for offshore windmill farms.
The maintenance of offshore windmill parks can be divided into
three specific maintenance types, namely corrective, preventive
(and predictive) and inspection maintenance, although the latter
is often considered an operational activity or part of preventive
maintenance [5]. Maintenance inspection consists of evaluating
the condition of the windmill or ground station in order to
determine what tools, materials, and work are needed to keep
it in optimal working state [6]. Preventive maintenance is
planned maintenance - typically quarterly, half-yearly, and
yearly - of the assets to make sure electricity production is
stable and unexpected equipment failure, leading to costly and
unplanned downtime, is prevented. Preventive maintenance is
work scheduled based on calendar time, asset run-time, or
other time periods, while predictive maintenance is scheduled
as-needed based on real time conditions of the assets [7].
Finally, corrective maintenance consists of maintenance tasks
that are performed to identify, isolate, and treat an issue in
order to restore equipment, a machine, or a system to an
operational condition so it can perform its intended function.
Typical preventive maintenance actions on windmill farms
are electrical and mechanical in nature [8]. When planning
these maintenance interventions, the availability of the vessel
and workers must be taken into account, as well as weather
parameters, sea currents, and wave heights. Optimization of
vessel routing for offshore windmill maintenance is a very
complex problem. It has been the subject of recent studies
[9]-[12]. As discussed previously, it is critical to obtain a
good understanding of wind direction and speed, wave height,
and other parameters to decide whether a vessel can leave the
dock for maintenance. A stranded vessel is very expensive,
and therefore planning is crucial to avoid as much as possible
inoperative maintenance vessels.

To demonstrate the general applicability of the VRPTW
to obtain minimal distance routes and to show that all three
methods used lead to similar results for other data sets, the
procedures are applied to discrete product installation planning.
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With the fast-growing consumer demand for Taylormade prod-
ucts, the customer requires efficient distribution, installation,
and maintenance planning. Optimization of vehicle routes to
satisfy the customer and reduce fuel consumption and C'O,
emissions has become a hot topic [13]. The interventions of
companies that distribute and maintain unique products per
customer - the so-called Value Added Resellers or VARs -
can be split in the installation of the products and ad hoc
maintenance of previously installed products [14]. The planning
of the delivery and installation can be considered as proactive
planning, allowing optimization of the distance to be traveled,
and thus the amount of fuel used. Maintenance interventions
are more reactive in nature, making optimal planning more
difficult. In typical operations of companies installing and
maintaining discretely manufactured products, a mix of both
types of interventions is to be planned, making it a complex
task to determine the optimal routes.

If the actions of a distributor are limited to the instantaneous
drop-off of products and there are no time limitations or
capacity restrictions, the routes to be followed can be optimized
by solving the Traveling Salesman Problem (TSP) [15][16].
The lack of time limitations means that the distributor can
drop off or pick up products at any time of the day, as the
customer does not necessarily need to be present. However,
when intervention, be it installation or maintenance, requires
a certain amount of time and the presence of the customer at
the site, time windows come into play, and more vehicles need
to be deployed simultaneously. In the latter case, the VRPTW
will be solved, taking into account that there are no capacity
constraints. This VRPTW problem will be solved for a data
set of 8 to 40 customers with given coordinates that require
an installation or service.

In a second part of this paper, we focus on another strategy
to lower the maintenance costs of an offshore windmill farm,
namely the reduction of the downtime by arranging the
maintenance jobs in such a way that the total service time span
is minimized. To obtain this objective, the Job Shop Scheduling
Problem (JSSP) is solved, in which the machines are replaced
by workers. For each worker, a sequence is calculated so that
all maintenance jobs are executed within a limited time frame,
reducing the total downtime of all the windmills that need
service. Where the first part focuses on limiting the distance
of all maintenance routes, the second part is thus focused on
reducing maintenance time. In the last part of this paper, both
objectives are applied to the same set of windmills, resulting
in a Pareto front of non-dominated solutions offered to the
planner to choose from. It will become clear from the list of
these Pareto points that reaching both objectives at the same
time is nearly infeasible, and thus the optimal sequence must
be chosen from this list.

The novelties of this paper are:

o Comparison of three solution methods for VRPTW applied
to windmill maintenance vessels and to discrete product
installation and service.

e The optimization of the combined windmill sequence
travel distance and maintenance time span by solving

International Journal on Advances in Software, vol 18 no 3&4, year 2025, http.//www.iariajournals.org/software/

both VRPTW and JSSP on the same data set.
e The importance of achieving both goals in reducing
maintenance costs.

The remainder of the paper is organized as follows. In
Section II, references are made to related work and Section
I describes the problem formulation. The three methods used
to solve the Vehicle Routing Problem with Time Windows,
as well as the solution method for the JSSP are listed in
Section IV. Section V lists the results of all the optimization
methods discussed for VRPTW and JSSP and compares both by
calculating the corresponding Pareto points. Finally, Sections
VI and VII contain an evaluation of the results and provide a
conclusion, respectively.

II. RELATED WORK

The Vehicle Routing Problem (VRP) was first instigated
more than six decades ago (1959) by Dantzig and Ramser under
the title The Truck Dispatching Problem. The study of this
routing problem led to major developments in the fields of exact
algorithms and heuristics [17]. The VRP comprises the design
of least cost delivery routes through a set of geographically
dispersed locations, subject to one or more side constraints. The
VRP thus plays an important role in distribution management,
and tens of thousands of carriers worldwide are faced with
it daily [18]. Constraints to vehicle routing problems linked
to capacity result in the Capacitated Vehicle Routing Problem
(CVRP). If a time window is added to each location, asset,
or customer, we talk about the vehicle routing problem with
time windows [19]. In addition to the capacity constraint, a
vehicle in the VRPTW has to visit a location, asset, or customer
within a certain time frame. The vehicle - car, vessel, or other
- is allowed to arrive before the time window opens, but the
customer or asset cannot be serviced until the respective time
window opens. In addition, it is not allowed to arrive after
the time window has closed [20]. According to Goel and
Maini [21], there are different solution methodologies for VRP,
which can be divided into three categories: Exact methods,
heuristics, and meta-heuristics. The exact methods generate
optimal solutions and guarantee their optimality. This method
class includes a variety of approaches, mainly branch and X
(X being cut, bound, price, etc.), dynamic programming, and
column generation methods. The heuristics aim to methodically
find an acceptable solution within a limited number of iterations.
Meta-heuristics can finally be defined as a class of heuristics
that search beyond the local optima if they exist [21].

Research papers on VRPs, with or without time windows, are
quite common, since application in daily life is widely spread,
for example, in the delivery of packages and the route planning
of nurses [22]. Jayarathna et al. for example described in their
paper the study to implement a better route plan that optimizes
the truck allocation system at the lowest possible costs of
transportation, warehouse, and administration for a large-scale
Fast Moving Consumer Goods (FMCG) company [23]. Arnold
et al. explored how to design a local search heuristic that
generates good solutions for very large-scale CVRP instances
in an acceptable computational time [24]. In [25], Irawan et al.
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defined a Mixed Integer Linear Programming (MILP) model
to find the optimal maintenance schedule for turbines, the best
routes for crew transfer vessels (CTV) to service the windmills,
as well as the optimal number of technicians required for each
vessel. Stalhane et al. furthermore used an arc flow and a
path flow formulation model in instances of different numbers
of vessels and maintenance tasks on offshore windmill farms
[26]. The principle of using VRPTW to optimize offshore
wind farm maintenance routes for multiple vessels has never
been applied. Instead of developing a new model, this paper
uses existing VRPTW solvers and compares them to define
the best method, both in the distance reduction obtained and
in the calculation time used. While in the studied research
papers the focus is on describing the VRP and developing new
solution methods (also for windmill maintenance), this paper
thus focuses on comparing existing methods on usability and
optimization results.

Second, there has been extensive research on production
scheduling according to the flow-shop method and the job-
shop method. Al-Shayea et al. designed a model to integrate
production scheduling and maintenance planning for flow-
shop production systems. This model is based on the optimal
sequence of jobs for jobs that will be processed on several
machines connected in series. The objective of this study is
to find the optimal sequence of jobs, while reducing total
production and maintenance costs [27]. Han et al. present an
improved iterated greedy algorithm for the distributed flow
shop scheduling problem [28], while in [29], Kerem Biilbiil
and Philip Kaminsky describe a decomposition heuristic as
a solution approach for a large class of job-shop scheduling
problems. Yu summarizes the research development and the
current situation of job-shop scheduling problems. He divides
the existing research methods into different classes and talks
about the future research direction of job-shop scheduling
problems [30]. However, none of these papers apply to
maintenance scheduling in windmill farms, while costs for this
type of maintenance are very high, and every hour of downtime
(due to maintenance) result in an important loss of revenue.
This paper offers insight into how production scheduling can
be applied to maintenance, especially for offshore windmill
parks.

III. PROBLEM FORMULATION

This section describes the experimental design for both
VRPTW and JSSP, and the output data obtained after solving
these problems.

A. Experimental Design VRPTW

Figure 1 shows an example of a windmill configuration
after applying the VRPTW solution method. The configuration
used in this example has one dock and 16 windmills spread
over three farms to be serviced. The different windmills are
indicated as W M; (i = 1-16), where each windmill must be
visited exactly once by one of the vessels. Solving the VRP
leads to three routes that three different vessels must take.
Figure 2 shows the result of the application of the VRPTW to
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Figure 1. Experimental vessel routing for a configuration of 16 windmills
after solving VRPTW
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Figure 2. Experimental van routing for a configuration of 16 customers after
solving VRPTW

a set of 16 customers in the discrete manufacturing environment.

The different customers are indicated as CU; (i=1-16), where
each of the customers has to be visited exactly once. Similar
results are obtained and the same conclusions can be drawn
as for the windmill use case.

B. Experimental Design JSSP

Figure 3 shows an example of a job sequence per worker
obtained by solving the job-shop scheduling problem for a
group of 16 windmills spread over 3 farms. The number
of workers is set to three on the vertical axis, in analogy
with the number of machines in the original JSSP used in a
production environment. In each windmill, one worker needs
to perform a service task and each worker needs to perform
several maintenance tasks in separate windmills. Applying the
JSSP solver to this configuration leads to an optimal sequence
in which each worker needs to perform service on the windmills

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

160



Worker

z _
5 10 15 20

Amount of working hours

Figure 3. Experimental maintenance planning for 3 workers for a
configuration of 16 windmills after solving the JSSP

he or she is responsible for, with a different service time on
each windmill, shown on the horizontal axis. Thus, for each
worker, a sequence of jobs is shown, each corresponding with
a different color and with a size in accordance with the length
of the job. In contrast to VRPTW, where the optimal number

of vessels is calculated, the number of workers can be chosen.

More workers will lead to a shorter total maintenance span, but
the optimum in the configuration has been shown to be 3. More
workers will not lead to a significant increase in downtime.

C. Output Parameters

The output parameters for the VRPTW problem are the
optimal number of ships or trucks, the optimal sequence, and
the travel time for each vessel or truck in minutes. These
are compared with the result obtained by using a Genetic
Algorithm (GA) for the Traveling Salesman problem (TSP)
where no time-frame restrictions are present and only one
vessel or truck is used. Furthermore, the relative gain in travel
time (AG,) is calculated by dividing a randomly chosen travel
time (T'Tt|Random) minus the total travel time (TTt) by a
randomly chosen travel time (see Equation 1). The output
parameters for the JSSP problem are an optimized sequence
of maintenance tasks per worker to minimize total downtime
(TDt). This is then compared to the total time needed for one
worker (TTt|OneWorker) and a relative gain is calculated
(AG,,) using Equation 2.

TTt|Random — TTt

AG; =100 - 1
Gr =100 TTt|Random (%) M
T Dt|OneWorker — T Dt
AGy =100- T Dt|OneW orker (%) @
IV. METHOD

In this section, the three different methods to solve VRPTW
will be discussed, as well as the JSSP solution algorithm and
the use of the Pareto front to obtain results with combined
optimization for both problems.

A. Solution method - VRPTW

When VRP involves scheduling visits to windmills that
are only maintainable during specific time windows, the
problem becomes VRPTW [31][32]. If there are no additional
restrictions, such as time windows or load capacity, and all
maintenance or installations can be performed consecutively,
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the optimal solution for one team is found by assigning just one
vessel to visit all locations once and identifying the minimum
distance route for that vessel. In this case, the VRP can be
seen as a generalization of the Traveling Salesman problem.
In this paper, there is an optimization of the minimization
of the longest single route between all vessels. In fact, the
goal of solving the VRPTW will therefore be to complete all
maintenance tasks as soon as possible, taking into account that
some maintenance tasks can only be serviced for a certain
period of time. If we further incorporate the load capacity as
a limiting factor, the problem to solve becomes a Capacitated
Vehicle Routing Problem with Time Windows (CVRPTW).
However, for both data sets, the load is never an issue, neither
for the vessels that solely need to transport maintenance people,
nor for the vans big enough to carry all products that need to be
installed in one day. Both data sets are directly obtained from
the windmill maintenance company and the window decoration
value added reseller, and no prefiltering of preprocessing was
done, except a random selection of a predefined batch out of
the total set, ranging from 8 to 175 windmills and from 8 to
40 VAR customers.

There are several ways to solve VRPTW, such as an exact
approach, a heuristic or constructive method, and a meta-
heuristic solution method, such as a genetic algorithm (GA)
[33][34]. In this paper, three methods are discussed, namely
VRPy, a tool using a column generation approach (CGA), the
OR Tools solver, developed by Google Operational Research,
and an ACO algorithm, a meta-heuristic solving method.
Table 1 summarizes the three methods and describes their
characteristics, where the speed is measured on a MacBook
Pro from 2021 with the new Apple M1 chip and 8Mb RAM.

TABLE I. COMPARISON OF ALL METHODS USED TO SOLVE THE VRPTW

Method Advantage Disadvantage
VRPy Easy Interface Less Powerful
OR Tools Fast and Accurate No optimal result
ACO Optimal results No Easy Interface

To calculate the distances between the windmills or cus-
tomers and between the starting point and the windmills or
customers, spherical trigonometry formulas are used. In this
paper, all vehicles are considered the same: they have the same
velocity, the same capacity, and unit freight. Furthermore, the
capacity and cargo of the vessel are not considered constraints.
When defining ¢; as the time it takes for the vessel to arrive at
location i, e as the cost of waiting and f as the cost of arriving
too late, the objective of solving the VRPTW for a collection
of vehicles A, can be written as:
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Where:
1 if the vehicle a travels from i to j,
Tija = : €]
0 in all other cases
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In (3), the second part of the equation, sum of maximums,
defines the time window constraint. In (5), ¢;;, is the time it
takes the vehicle to travel from location i to j, v is the speed
and s; the service at location i. At the depot (node O in the
equations), both t and s are equal to zero. The constraint in
(6) implies that the number of vehicles that start from the
loading point and go back there is A. Constraints (7) and (8)
mean that each location can be visited only by one vehicle.
Finally, constraint (9) represents that all vehicles that start at
the loading point also go back there.

VRPy solves VRP with a column generation approach
[35]. The term refers to the fact that, continuously, routes
are generated with a pricing problem and fed to a restricted
master problem. The latter selects the best routes among a
pool so that each node (windmill or customer in this case)
is serviced exactly once. The pricing problem is actually a
shortest elementary path problem. Additional constraints, such
as the time windows discussed in this paper, contribute to a
shortest-path problem with resource constraints. VRPy does not
lead to an optimal solution, even without time limits. Hence,
when solving pricing problems does not result in a route with
negative marginal cost, the master problem is solved as mixed
integer programming (price-and-branch strategy).

Next, the above solution will be compared with the results
found for the same operational VRPTW using the solver
developed for Google OR Tools (Table I) [36]. The algorithm
based on the Python routing library wrapper results in a
new set of optimal routes, taking into consideration that all
windmills or customers need to be serviced in a specific
time frame. As for the first method, no other restrictions are
taken into account. The algorithm used to solve VRPTW
starts with the creation of input data, followed by a callback
function. After adding the time constraints, the default
search parameters and a heuristic method are set for the
first solution. Finally, the same function is used to solve the
Traveling Salesman Problem (TSP), resulting in the route
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for each vehicle, the total travel time of the vehicle route,
and the solution windows for each location. The solution
window at a location is defined as the time interval during
which a vehicle must arrive, so it stays on schedule. The
pseudocode for solving VRPTW with a solver can be written as:

procedure VRPTW Solver is
data model creation
declare the routing model
add the constraints
define distance and time callback
set time windows at each location
define the number of vehicles
set a search parameter(e.g., time limit)
call the solver
end procedure

The third method to solve VRPTW with the same entry
data, such as the position of the windmills or customers and
service windows, is based on an ant colony optimization
algorithm [12][37]. Ant Colony Optimization (ACO) is one
of the most recent metaheuristic approaches to combinatorial
optimization problems. The pseudocode is shown below.
All three solution methods, VRPy, OR Tools, and ACO are
heuristic methods. When it is impossible or impractical to
find an optimal solution, heuristic methods can be used to
accelerate the process of discovering a satisfactory solution.

procedure ACO Meta-Heuristic is
while not terminated do
ConstructAntsSolutions()
UpdatePheromones()
daemonActions()
repeat
end procedure

The ACO is based on the foraging behavior of real ants.
They arbitrarily explore the environment, using pheromone
deposits to find the shortest routes. Therefore, ACO algorithms
are probabilistic techniques suitable for solving optimization
problems that aim at minimizing the distance traveled (e.g.,
TSP and VRP). In the first step, ConstructAntsSolutions - of
the algorithm, each artificial ant generates a solution: thereby
it randomly chooses the next city to visit, based on a heuristic
combination of the distance to that city and the amount of
virtual pheromone left behind on the arc to that city. The ants
explore and dump the pheromone on each arc they traverse
until they have all completed a tour (see Equation (10)). At
this point, the ant that has completed the shortest tour deposits
virtual pheromone along its entire route (UpdatePheromones).
Equation (14) shows that the amount of pheromone deposited
is inversely proportional to the length of the tour. Thus, the
shorter the route, the more pheromone the ant deposits on the
arcs of the corresponding tour. The deamonActions procedure
is used to carry out centralized actions that cannot be carried
out by individual ants, as they do not possess global knowledge.
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A typical example of these deamonActions is the collection of
global information that can be used to decide whether it might
be useful to deposit additional pheromone to bias the search
process from a nonlocal perspective. As long as the termination
condition is not met, these three steps are repeated [38]. The
pheromone 7;;, associated with the edge joining locations i
and j, is updated as follows:

Ty (L=p)mij+ > Ank (10)
k=1
where:
p = evaporation rate, (11)
m = number of ants, (12)

An? = the quantity of pheromone laid on edge (i, j) by ant k,

(13)
L jf ant k used edge (i,j) in its t
ATi? _ ) 1 ant k used edge (i,j) in its tour, (14)
0  in all other cases
() = a constant, (15)
Lj, = is the length of the tour built by ant k,  (16)

To determine and confirm that the solutions obtained by the
three methods to solve VRPTW are applicable in other areas,
the same solution procedures were applied to two data sets. In
addition to windmill farms, a data set is used consisting of the
customer coordinates at which discrete Taylormade products
(curtains) are to be installed and maintained. Although this
data set differs quite extensively from that of the windmills, the
optimization goals are the same, namely travel time, and thus
fuel consumption reduction. Transport for Taylormade products
goes over land and cannot follow a straight line, the distances
between customers are smaller than for the windmill farms
(typically a few tens of kilometers versus a few hundreds for
the windmills) and not clustered around different farms, making
the data sets for windmills and customers quite different.

B. Solution Method - Job shop

To apply the solver to maintenance planning, we have
made the following assumptions: the machines in the JSSP
are replaced by the workers performing maintenance jobs (the
job is a sequence of windmills to be serviced), and the tasks
are linked to the windmills. The processing time is chosen
randomly, as are the workers for each maintenance job. The
final result of the algorithm created to solve the JSSP will be
a schedule optimized for each worker to minimize the total
maintenance span. The pseudocode of the algorithm used to
solve JSSP with the OR solver is [39]:

procedure JSSP Solver is
data creation do
define set of machines (M) and jobs (J)
define the processing time for each task i in job j
define the worker sequence for each job
declare the optimization CP model
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set decision variables for each task i in job j
add the constraints
add the duration constraint
add the precedence constraint
add the disjunctive constraint
define the objective function
call the solver
end procedure

Each of the steps in the pseudocode is further defined as:
« Data Creation: For each maintenance job, several tasks are

defined, that is, the windmills or customers to be serviced.

For every windmill or customer (task), the worker (in
analogy with the machine) who needs to perform the task
and the service time needed are given.

o Declaration of the model, a Constraint Programming (CP)
model that includes variables and constraints that will be
solved via the CP solver.

o Definition of the decision variables, which are the start
and end time of each task, the duration (end minus start)
and the interval of the task.

o Defining the constraints: A worker cannot work at two
windmills at the same time (disjunctive constraint), for any
two consecutive tasks in the same maintenance job, the
first must be completed before the second can be started
(precedence constraint), and the processing time of each
job must be equal to the difference between end time and
start time of the job (duration constraint).

o Determining the objective as the minimization of the make
or maintenance span.

o Call the solver and show the results.

The objective function (17) and the constraints of the job
shop scheduling problem are written as:

min Cg (17
where:
Cij —wij =715+ p1j \Z (18)
Oi—lj —C’ij—|—wij = —Dij i=2,...,mj, Vj (19)
Cir —Cij 2 pir, or Cij —Ci > pi; Vi, Vi ke J;
(20)
C’ij,wij ZO z:l,,mj Vj (21)

Constraint (18) implies that a maintenance job can only start
after its respective ready time. Constraint (19) specifies that a
job j follows its processing sequence. The machine capacity
constraint (20) finally ensures that a worker can process only
one operation at a time, and an operation will be finished once
it starts.

C. PFareto front

Solving VRPTW and JSSP leads to sequences in which
windmills or customers need to be visited, each with a different
objective function. Hence, for the VRPTW, the objective
is to minimize the total distance traveled, while the JSSP
attempts to reduce the total maintenance time. Since both
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objectives are possibly contradictory, the solution methods are
compared by calculating Pareto points and a corresponding
Pareto front. Therefore, the maintenance sequences resulting
from the VRPTW, with a minimal route distance, are offered
to the second objective function to calculate the corresponding
total maintenance time. Additionally, maintenance sequences
with minimal maintenance are calculated by solving the JSSP
and the corresponding total route distance is determined. Both
lead to a set of two-dimensional coordinates of which the
Pareto points are calculated. Pareto optimal points are non-
dominated, meaning that there does not exist another solution
that rigorously dominates the Pareto optimal solution in terms
of any objective. The Pareto front is the multi-objective and
multi-dimensional alternative for the individual optimal solution
resulting from single objective optimization problems (VRP
and JSSP).

V. RESULTS

The result section gives an overview of all results obtained
by solving VRPTW and JSSP separately. In addition, a Pareto
front is calculated with non-dominated solutions, optimizing
both problems simultaneously.

A. Sequence comparison VRPy - OR Tools - ACO for windmill
maintenance

Table 1II lists the best results obtained by applying all three
solution methods, and this for different configurations, ranging
from 8 to 175 windmills. The relative gain shows how much
better the optimized solution is than the randomly chosen one.
The optimal number of vessels proposed by the VRPTW solvers
is shown in the Vessel column, and finally the Runtime column
lists the time needed to solve the VRPTW problem. For VRPy
and OR Tools, the same sequence was obtained when running
10 tests for each. With ACO, the best result represents the
shortest routes obtained after 20 tests, with 50 ants and 1000
iterations. The randomly selected route is considered identical
and is expressed in minutes of travel time for the maintenance
vessels. The values correspond to the total travel time of all
vessels used in the maintenance schedule. Applying VRPy on
a selection of 16 windmills to be maintained, to solve the
VRPTW, leads to a relative gain compared to the randomly
chosen route of about 44%. To obtain this minimal total travel
time, three vessels need to be deployed simultaneously, each
following a separate route.

Table IT shows that the three solution methods, VRPy, OR
Tools, and ACO, lead to an almost equal relative gain compared
to a random route time of all vessels involved. This accounts
for all configurations, varying from 8 to 40 windmills, and
increases gradually as the number of windmills to be maintained
grows. Except for the configuration of 8 Windmills, the number
of vessels proposed by each method are the same, making
comparison easier. The only significant difference between
the VRPTW solvers is the calculation time required to obtain
an optimized solution. Although the average calculation time
for the smallest configuration is almost zero and comparable
for all options, it rises very fast - almost exponentially - for
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the VRPy solution, up to more than 350 seconds for the 40
windmills. The calculation time of the ACO algorithm also
increases, but is linear and thus not as distinct as for the VRPy
solution method. OR Tools finally results in a set of optimized
routes instantaneously, even for the set of 40 windmills.

TABLE II. OPTIMIZATION RESULTS FOR ALL VRPTW SOLUTION METHODS
FOR DIFFERENT WM CONFIGURATIONS

Method Rel gain (%) Vessels Run-time (sec)
8 Windmills

VRPy 11.8% 3 0.33

OR Tools 16.6% 2 0.03

ACO 16.6% 2 1.23
16 Windmills

VRPy 44.1% 3 1.59

OR Tools 44.1% 3 0.04

ACO 44.0% 3 2.87
24 Windmills

VRPy 68.3% 3 10.02

OR Tools 68.4% 3 0.05

ACO 68.3% 3 4.52
32 Windmills

VRPy 70.2% 3 70.61

OR Tools 70.3% 3 0.12

ACO 70.2% 3 7.67
40 Windmills

VRPy 77.3% 3 351.39

OR Tools 77.3% 3 0.09

ACO 76.3% 3 19.71
175 Windmills

VRPy 91.4% 3 >24h

OR Tools 91.7% 3 3.51

ACO 81.2% 9 507.50

Table II further contains the results obtained using the three

VRPTW solution procedures for a large set of 175 windmills.

For this sample, there is a (very) high relative gain for all three
solvers, but also a significant difference between the yields
obtained by VRPy and OR Tools and that by ACO. Although
not negligible, the calculation time for OR Tools is only 3.5
seconds, while ACO now requires more than 8 minutes to

obtain a much worse result for a larger number of vessels.

VRPy takes an extremely long time to get to a set of optimized
routes.

B. Sequence comparison VRPy - OR Tools - ACO for customer
interventions

The same solution methods were applied to another data set.

This set contains the coordinates of customers of a company
that performs interventions on site. These clients are distributed
throughout Belgium and are chosen at random from the
company’s database. The main difference with the windmill
configuration is the way the locations are spread: while the
windmills are grouped in three so-called parks, the customers
are scattered throughout the Belgian territory.
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TABLE III. OPTIMIZATION RESULTS FOR ALL VRPTW SOLUTION
METHODS FOR DIFFERENT CUSTOMER CONFIGURATIONS

Method Rel gain (%) Vessels Runtime (sec)
8 Customers

VRPy 29.1% 3 0.45

OR Tools 28.7% 3 0.03

ACO 28.8% 3 2.04
16 Customers

VRPy 52.5% 4 1.70

OR Tools 52.9% 3 0.03

ACO 52.1% 4 2.98
24 Customers

VRPy 65.0% 3 11.53

OR Tools 59.9% 3 0.04

ACO 63.4% 4 6.64
32 Customers

VRPy 64.8% 3 47.93

OR Tools 64.8% 3 0.09

ACO 62.8% 4 7.89
40 Customers

VRPy 70.5% 4 70.09

OR Tools 70.3% 4 0.12

ACO 64.1% 4 11.08

Table III shows that the relative gain obtained by the OR
solver, VRPy and ACO is again increasing as the number of
customers to be served grows. Also, the conclusions about the
calculation times are similar to those made for the windmill
case: very limited for OR Tools, being almost instantaneously;
slightly increasing for the ACO algorithm, ranging from 2
seconds for 8 customers up to 11 seconds for 40 customers
and evolving in a more or less linear way; and finally more
largely increasing for VRPy, from less than 1 second for 8 to
over 70 seconds for 40 customers, following a more exponential
curve. However, there are some important differences. First,
there are slightly larger gaps between the relative gain obtained
for every solution method, while for the windmill case, the
results are nearly equal. This is probably due to the fact that
there is a clustering around the different farms, making it easier
for each method to get stuck in local minima much faster in
the previously discussed windmill case. In the taylormade data
set, there is no clustering, and thus this phenomenon does not
arise. Second, the optimal number of vehicles is not always
equal for each solution, making the comparison more difficult.

C. Job Shop - Workers and windmill maintenance combined

Table IV shows the results of the tests with a different
number of windmills, divided over 3 separate farms, ranging
from 8 to 40 assets. If all maintenance jobs would be carried out
consecutively by one worker without waiting time - being the
worst-case scenario for the total maintenance time span - the
total time span for all jobs would be 18h for 8 windmills and
120h for 40 windmills. However, if we optimize the schedule
for more workers, the total time span would be much lower,
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being 11 hours for 2 workers in the 8§ windmills configuration
and 45h for 6 workers in the 40 windmills configuration.
This corresponds to a relative gain in maintenance time of
respectively around 39% and 62% in the total maintenance
time span with respect to the single worker case. By employing
more workers simultaneously, the total maintenance time lost is
(more than) halved, and therefore downtime is reduced by (more
than) 50%. Although the total number of working hours is
higher when using three workers instead of one, the amount of
money gained by halving the downtime is significantly higher,
hence the huge advantage of the JSSP solver. According to
the average price per kWh in December 2022, the loss per
windmill for 1h downtime is at least 203€ per hour if we
presume that a windmill operates 24h per day, 365 days per
year. A reduction of the downtime by 67h (with 3 workers)
thus leads to a cost reduction of more than 13.6K Euro per
windmill. If we further estimate the average labor cost per
worker at 60 euros per hour and compare the total amount
of hours worked by three workers (154 hours) with the 120
hours needed for one worker, then the extra costs would be
34 times 60 euros, or 2K euros. The net gain would then be
13.6K minus 2K, and thus 11.6K.

TABLE IV. JSSP OPTIMIZATION BY USING OR TOOLS

Use Case

Relative gain

08 Windmills - 2 workers 38,9%
16 Windmills - 3 workers 48,7%
24 Windmills - 4 workers 53,8%
32 Windmills - 5 workers 59,6%
40 Windmills - 6 workers 62,5%

Table V shows that in the 40 windmill configuration, the
largest downtime gain is obtained when switching from one
to two workers (44%) and a much lower but significant gain
when switching to three workers. From 4 workers onward, the
total maintenance time span does not decrease very much when
adding additional workers. The trade-off can thus be put at
4 workers or, when labor is expensive, at 3 workers. Remark
that when using as many workers as there are tasks to perform,
the relative gain is obtained by dividing the longest task by
the total time for all tasks, and thus results in a very high
optimization (95% in our case).

TABLE V. JSSP OPTIMIZATION IN FUNCTION OF THE NUMBER OF
WORKERS FOR 40 WM AND 80 WM

Rel gain 40WM  Rel gain SOWM

Number of workers

2 44.2% 45.7%
3 55.8% 56.0%
4 60.0% 59.0%
5 60.8% 61.2%
6 62.5% 62.5%

Table V also shows similar results for a configuration of
80 windmills. A large reduction in total maintenance time
when a second worker is added, with a relative trade-off at 4
workers. The same results can be extrapolated to the use case
of Taylormade products, since results are based on randomly
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chosen maintenance times, and the location of windmills and
customers does not influence the final results of the JSSP.

D. Combined results and Comparison

In order to determine the link between the optimal route
resulting from solving VRPTW and the routes determined by
solving the JSSP to minimize the time span of all maintenance
jobs, a Pareto front is calculated. To compute this Pareto
front with non-dominated solutions, tests were run on the two
separate problems, and each result was then offered to the other
problem. To clarify this, the following example is described:
the ACO algorithm, VRPy and OR Tools solution methods ran
to solve the VRPTW resulted in maintenance sequences with
minimal total traveling distance. For this windmill sequence,
the corresponding total time span for all maintenance tasks
is calculated by adding the maintenance time for all jobs
in this sequence. On the other hand, the total distances are
computed for the sequences resulting from solving the JSSP
(with a minimal time span). This is done for sequences of 40
windmills and 3 vessels. Figure 4 shows the Pareto front.

Pareto Front for VRPTW and JSS

4200

4000

3800

3600

Total time-span (min)

3400

3200

2000 2500 3000 3500 4000 4500
VRPTW Total Distance (km)

Figure 4. Pareto front for windmills maintenance planning, optimizing both
routing (VRPTW) and sequence (JSSP) simultaneously.

Our research has led to a group of Pareto optimal mainte-
nance sequences as a result of the multi-objective optimization
model (see coordinates in Table VI). However, it has proven
to be very difficult to find a maintenance sequence that is
optimal for both objectives. For example, the first and second
jobs to be carried out initially according to minimize the total
time span can be far away from each other, resulting in a
total distance higher than the one obtained by solving the
VRPTW. The tests resulted in maintenance paths that either
have a low total time span and a high distance, or have a low
distance but a high maintenance time span. In determining the
optimal sequence, the planner has to decide which parameter
is most important when making the choice. From all studied
maintenance sequences, a list of 4 non-dominated solutions
is obtained. Three of the solutions offer a path with a lower
distance and a higher maintenance time span, one is showing a
large distance and a lower time span. None of the tests resulted
in a path with low values for both objectives.

To compare the financial gain obtained by applying VRPTW
and JSSP, we consider the case of 40 windmills and 3 workers.
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TABLE VI. PARETO POINTS FOR WINDMILLS MAINTENANCE PLANNING,
OPTIMIZING BOTH ROUTING (VRPTW) AND SEQUENCE (JSSP)

SIMULTANEOUSLY
Coordinates  Distance VRPTW (min)  Distance JSSP (min)
1 2156 4080
2 2436 3900
3 2037 4200
4 4444 3180

o When reducing the distance from §380km to 2064km with
VRPTW, the financial gain is around 6180€. Fuel con-
sumption is calculated as the distance traveled, multiplied
by the weight of the vessel (30 tons), divided by 1000.
The speed of the vessel is set at 5.5 km per hour, the fuel
price is 2€ per liter, and no wind or current is taken into
account.

o When setting the cost per hour downtime at 203€ and,
from Table V, the reduction of the downtime at 67h, the
total financial gain is 13600€.

The JSSP method thus leads to a much greater benefit than
the distance reduction of the VRPTW solution.

VI. DISCUSSION | EVALUATION

Of all methods tested to solve VRPTW, the OR Tools solver
offers the quickest solutions, while VRPy and ACO generate
similar results but much slower. Both use cases - windmill
maintenance and product installation - show similar results with
respect to the outcome of the solution method used and the
calculation time needed. Also, for the JSSP, the OR Tools solver
has proven to be fast and accurate. Comparing the solutions
for both objective functions, being distance minimization and
maintenance time span optimization, led to sequences that
are only optimal for one of the two objectives. Therefore,
Pareto points are calculated to obtain solutions that are as
optimal as possible for both objectives. The planner can then
use these resulting sequences to schedule maintenance tasks for
a windmill park to minimize the distance traveled, downtime,
or both. In all cases, this leads to a significant reduction in
maintenance costs by reducing the fuel used or the loss of
energy production. However, several constraints were not taken
into account when solving VRPTW, such as sea currents, wind,
and vessel capacity. These can be integrated in future work to
determine the impact they could have on the final results.

VII. CONCLUSION AND FUTURE WORK

The relative gain obtained is 77% for a set of 40 windmills
and 17% for a group of 8 windmills spread over 3 farms, and
this for all VRPTW solution methods used. Similar results were
found and the same conclusions can be drawn for the second
use case, the installation and maintenance of discrete products,
showing the general applicability of all methods used to solve
the VRPTW. A relative gain of the total maintenance span of
almost 62.5% was obtained compared to the situation where all
maintenance was done by one worker for a configuration with
40 windmills and 39% for 8 windmills when solving the JSSP.
The total time needed for every added worker resulted in a
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higher total number of working hours to be paid. However, the
total maintenance time span was more than halved, resulting
in a significant gain in up-time.

In future research, other methods for solving VRPTW and
JSSP can be studied and benchmarked. Possible other modi
operandi to solve the VRPTW are (nonexhaustive): Harmony
Search Algorithms (HAS), Memetic algorithms (MA), Genetic
Algorithms (GA), the Hexaly solver, etc. For calculating
the JSSP, heuristics or metaheuristics - such as Simulated
Annealing, Tabu Search, ACO and Genetic Algorithms - can
be compared. In addition, extended and different data sets can
be investigated to further determine the applicability of the
methods discussed.
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Abstract—Autonomous vehicles face critical limitations when
navigating dynamic environments where occlusions or sensor
range constraints prevent full situational awareness. Cooperative
Intelligent Transport Systems (C-ITS) offer a solution by enabling
vehicles to share perception data. However, the uncontrolled vol-
ume of exchanged messages leads to congestion and interpretation
challenges. This paper proposes a context-aware approach to
collaborative perception that transmits only semantically relevant
information. By leveraging ontologies to build a knowledge graph
of the driving scene, vehicles can reason over their environment,
identify safety-critical events, and generate Semantic Collective
Perception Messages (S-CPMs). These messages encode not just
raw data, but meaningful, situationally prioritized insights, im-
proving decision-making and communication efficiency. A hidden
pedestrian use case demonstrates the framework’s ability to
anticipate and communicate high-risk interactions even in the
absence of direct visibility. This semantic approach lays the
groundwork for intelligent V2X systems that communicate with
precision, relevance, and safety in mind.

Keywords-Collaborative Perception; V2X; Ontology; Context-
aware; Semantic-Communication.

I. INTRODUCTION

This work advances our prior research on semantic and
context-aware collaborative perception by integrating dynamic
relevance estimation mechanisms and a refined ontology-based
message generation process [1].

As the global number of vehicles on the road continues
to rise, ensuring road safety remains a critical concern. Ac-
cording to the World Health Organization [2], approximately
1.2 million people died in 2023 due to road traffic crashes,
with countless more suffering non-fatal injuries. In response
to these alarming statistics, the automotive industry faces
mounting pressure to improve vehicle safety systems aimed
at preventing accidents and reducing fatalities. Automated
driving technologies play a key role in this effort by en-
abling real-time perception, analysis, and response to complex
driving environments. Despite these advancements, automated
vehicles still face limitations when making decisions based
on their own perception of the environment, particularly in
scenarios where obstacles obstruct a vehicle’s line of sight or
where objects are out of sensor range [3][4]. To address these
limitations, C-ITS have emerged as a promising solution [5].
By facilitating real-time information exchange among vehicles,
infrastructure, and other road users, C-ITS enhances situa-
tional awareness beyond the capabilities of onboard sensors
alone. Leveraging Vehicle-to-Vehicle (V2V) and Vehicle-to-

Infrastructure (V2I) communication, C-ITS enables vehicles
to access a broader array of information from nearby vehicles
or RoadSide Units (RSUs), allowing them to make more
informed decisions in critical situations. By sharing data on
traffic conditions, potential hazards, and road infrastructure,
C-ITS offers a proactive approach to accident prevention that
goes beyond the limitations of non connected autonomous
systems.

Integrating Collective Perception Services (CPS) within the
C-ITS framework represents a crucial step toward achiev-
ing safer and more efficient roadways [6][7]. CPS allows
vehicles to collaboratively perceive and interpret road users,
significantly improving their global perception. The Collective
Perception Message (CPM) is the standardized message format
used to transmit aggregated data which contain information
relative to the locally-detected elements. Particularly valuable
is the ability to share data about occluded or out of sensor
range objects in real time, which enhances a vehicle’s ca-
pacity to anticipate and respond to hidden dangers. However,
as the number of connected nodes—such as vehicles and
infrastructure—continues to grow, so does the volume of
data transmitted over communication channels. Given that
each CPM usually includes data on the perceived elements,
this exponential increase in data can lead to communication
congestion, resulting in latency, energy over-consumption, and
complexities in merging data across heterogeneous sources.

In the context of vehicular networks, effective communica-
tion relies not only on the volume of transmitted data but also
on its contextual relevance to the receiver. As conceptualized
by Shannon’s Information Theory, information corresponds to
the reduction of uncertainty, or entropy [8][9]. Accordingly,
relevant information is that which significantly decreases the
receiver’s uncertainty about the driving environment. In collab-
orative perception, this means that transmitted data should be
selected based on its potential to support timely and accurate
decisions by downstream systems. However, the relevance of a
given piece of information is not absolute—it depends on the
receiver’s context and decision-making process. For example,
an Automatic Emergency Braking (AEB) system requires
highly precise, short-range predictions to initiate immediate
safety actions, whereas an Autonomous Driving (AD) module
benefits from broader, long-term situational awareness, such
as anticipating pedestrian intent. In both cases, not all sensed
or shared data contributes equally to system performance. To
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address this, we adopt an ontology-based approach that enables
vehicles to formally represent and reason over their observed
environment. This structured representation supports the iden-
tification of safety-critical situations and the prioritization of
messages accordingly. By doing so, the system can dynam-
ically adapt the frequency and content of CPMs, ensuring
that only semantically relevant and high-impact information
is communicated.

This paper is organized as follows. Section II reviews the
current state of the art in congestion control and semantic
communication for vehicular networks. Section III introduces
a formal problem formulation that defines the collaborative
perception setting, including the structure of observations,
transmissions, and information relevance. Section IV presents
the ontological framework used to represent and reason
about the driving scene. Section V describes how contextual
relevance is estimated through semantic reasoning over a
knowledge graph. Section VI details the construction and
transmission of semantically enriched CPMs within the C-ITS
communication stack. Section VII discusses the limitations
and implementation challenges of the proposed framework,
including issues related to ontology standardization, real-time
reasoning, and integration into ADAS pipelines. Finally, Sec-
tion VIII concludes the paper and outlines potential directions
for future work.

II. RELATED WORK

Mitigating channel congestion has been the main concern
in a large number of research activities. For example, in [10],
vehicles reduce the CPM generation frequency in high-density
areas. Decentralized Congestion Control (DCC) techniques
have been proposed to allow individual nodes to autonomously
adjust their transmission rates based on channel congestion
level observed locally [11-14]. While these congestion control
systems effectively alleviate network congestion, they often
lack explicit consideration of context. In critical scenarios,
this can lead to potentially harmful information gaps. To ad-
dress this, some solutions incorporate context-awareness. For
example, [15] proposes limiting collaborative communication
to the most relevant nodes by creating a matching score be-
tween nodes. However, in C-ITS, where actors change rapidly,
this approach is incompatible with the handshake mechanism
explained in Who2Com [15]. Consequently, other studies
propose limiting communication within geographical zones to
ensure a level of relevance. In Direct-CP [16], collaborative
communication is monitored by infrastructure based on each
vehicle’s maneuver intent. In contrast, Where2Com [17] does
not rely on infrastructure to manage communication; instead,
it uses a spatial confidence map at each agent to facilitate prag-
matic compression, guiding agents on what to communicate,
with whom, and whose information to aggregate. Addition-
ally, [18] introduces a protocol that takes context into account
for CPM generation frequency by aggregating information
about the communication channel and environmental context
(e.g., other vehicles and road layout). However, these solutions
do not ensure that transmitted messages remain semantically
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relevant to the receiver; in other words, they do not consider
what information will be efficiently consumed. Consequently,
the receiver must infer semantic information about the sender’s
context, which may lead to interpretation issues.

To tackle these challenges, recent studies advocate for
semantic communication between vehicles, which aims to
convey meaningful content with inherent contextual value.
For instance in [19], the authors implemented collaborative
perception by extracting semantic features that are gathered
and computed by an edge server. This concept of commu-
nicating high semantic-value information is also explored
in [20-23] where a semantic encoder/decoder achieves higher
transmission efficiency. This approach is demonstrated in [24]
for image segmentation: rather than sending a full image (6
MB), it can be advantageous to transmit only the semantic
interpretation of the image (30.5 KB). However, in seman-
tic communication, the data is not merely compressed; it
is reduced to the essential meaning. Thus, both the sender
and receiver must have some form of shared knowledge to
encode and decode the information effectively. This notion of
a knowledge base can be linked to situational context, as the
context forms part of the vehicle’s knowledge. Finally, [25]
provides initial steps for implementing semantic communica-
tion in V2X, introducing a new layer between the application
layer and the transport/network layer. The authors illustrate the
benefits of semantic communication through use cases such as
adaptive traffic light management and collaborative driving. In
this work, we aim to advance these efforts by (i) enhancing
context-awareness in collaborative perception to generate situ-
ationally relevant messages, and (ii) adding semantic precision
to collaborative messages, thereby minimizing interpretation
issues and improving decision-making capabilities.

IIT. PROBLEM FORMULATION

In a collaborative perception setting, vehicles both observe
and receive overlapping targets information, fusing local sen-
sor readings with messages from peers to enhance situa-
tional awareness. The system under study comprises M =
{1,...,M} road users, of which N < M are connected
vehicles, forming the set C = {1,..., N}. Each connected
vehicle ¢ € C observes each target k (from the set M) through
a state vector

(

xinlt) = |

(

where p, v, § and a denote position, velocity, heading and
acceleration, respectively. Visibility is captured by

1, if i senses target k at ¢,
bk (t) = {O 4

and each potential transmission from ¢ to j about k is governed
by

otherwise,

ui_)j,k(t) S {O, 1},
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We define the information set available to vehicle j € C
about target £ € M at time ¢ as the union of its own local
observation and all received messages from peers. Formally:

Ziw(t) = { bjn(t) % k(t)} U
—_—

own observation

(if visible)
N
U{biklt = 1) %okt = 7) |winjrt —7) =1}, (D)
i=1
received observations
Here:
o b i(t) € {0,1} is the visibility indicator of target k to
vehicle 1.
o X;(t) is the state vector [pg, vk, 0, ax] observed by i
at time t.

o ui;r(t) € {0,1} indicates whether ¢ transmits its
observation of k£ to j at time t.

o 7 is the delay between the generation of the data by the
observer ¢ and its usage by the receiver j at time .

This precisely captures, for each j, k, the mixture of locally
generated and peer-received information available at any given
instant.

This formulation assumes that the core objective of CPS is
to provide each connected vehicle with timely and accurate
information about all other road users. Under this assumption,
the goal is to reduce the ego vehicle’s perception uncertainty
regarding its surrounding environment, thereby enabling more
informed and safer decision-making. Redundant or imprecise
transmissions are undesirable, as they consume communica-
tion resources without meaningfully enhancing the receiver’s
awareness. To address this, each transmitter ¢ € C optimizes its
message generation decision w;_, ; 1 (t) with respect to a shared
communication objective. Rather than broadcasting frequently
and independently, transmitters coordinate their transmissions
in a distributed and complementary manner to ensure that all
targets k € M are covered. This strategy promotes an even
distribution of the transmission load, with connected vehicles
collectively sharing the responsibility of informing their peers.
As a result, each receiver j € C can maintain a high-frequency,
low-uncertainty perception of surrounding targets using only a
limited number of CPMs. This maximizes perception accuracy
while minimizing communication overhead.

However, not all information has the same value. The impact
of shared data varies depending on the external situation
and the internal context of the decision-making process that
consumes it. In hierarchical decision-making architectures, the
relevance of information is evaluated differently at each layer,
ranging from high-level route planning to low-level motion
control [26-28].

The internal context of the receiving vehicle, such as its
current goal, position, maneuver stage, or driving intent,
directly influences which pieces of information are considered
useful. For example, at an unsignalized intersection, a vehicle
approaching the crossing must closely monitor lateral traffic
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with unclear right-of-way. In such a case, timely and accurate
information about cross-traffic is critical, while data about dis-
tant vehicles or non-threatening agents may be irrelevant [29].
Consequently, not all shared information contributes equally
to decision quality. Transmitting irrelevant or low-impact data
not only wastes bandwidth but may also introduce unnecessary
computational load. An effective communication strategy must
therefore go beyond reducing global uncertainty. It must be
context-aware and prioritize the transmission of semantically
relevant data tailored to the receiver’s situational needs. In
practice, this means that the set of useful information is often
a small subset of all accessible data. This distinction becomes
especially important in safety-critical tasks such as collision
avoidance, which demand high levels of precision and low
latency. In a collaborative perception framework, the reacting
agent is not the observer, but the receiver, whose decisions
are subject to communication and processing delays. This
delay-sensitive structure amplifies the need to transmit only
relevant and actionable information. Sharing data that does
not contribute to the receiver’s immediate awareness not only
wastes resources but may also lead to late or suboptimal
decisions. Therefore, early recognition of potentially danger-
ous situations, before they escalate, is essential. Prioritizing
contextually relevant information allows the system to allocate
communication resources more effectively, sustaining high
safety standards despite delay constraints.

Nevertheless, estimating the potential value of information
for other vehicles is inherently challenging. Transmitters typ-
ically lack full knowledge of the receiver’s internal state,
including its goals, plans, or decision criteria. Instead, they
must infer relevance from observable contextual cues. The
challenge, then, is to design communication policies that
prioritize information likely to be beneficial, while filtering
out data known to be irrelevant.

One promising direction is to ground communication deci-
sions in established accidentology research, which identifies
scenarios where information sharing has demonstrable safety
benefits. For instance, the European SECURE project has
evaluated the benefits of V2X communication in 15 high-
risk driving scenarios [30]. These findings provide a valu-
able foundation for defining high-impact situations in which
transmitting specific information is strongly justified. If a
transmitting vehicle can recognize such scenarios in real
time, it can dynamically adapt its communication behavior to
match the inferred safety requirements of the environment.
This enables a context-aware, safety-driven communication
policy that prioritizes messages when and where they are
most likely to reduce risk. Importantly, this approach does
not require modeling the receiver’s decision-making process
directly. Instead, it justifies information sharing based on the
expected safety benefit of transmission, as inferred from the
scenario.

By grounding message generation in accidentology results,
this approach provides a pragmatic and risk-informed frame-
work for collaborative perception in vehicular networks.

To illustrate this, let us consider the scenario illustrated in
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Figure 1. A vehicle (V1) is positioned on the left side of a
straight road, while a pedestrian (P1) is crossing, and another
vehicle (V2), approaching from the right, is obscured by a bus
(O1). This hidden pedestrian situation is particularly critical
for accident prevention [30], highlighting the importance of
collaborative perception between vehicles.

Figure 1. Use Case: Hidden Pedestrian Intending To Cross.

This use case illustrates a fundamental limitation of con-
ventional CPS when operating in safety-critical contexts. Tra-
ditional systems, which lack the ability to interpret the situa-
tional context, must manage a trade-off between communica-
tion frequency and channel load. In the absence of contextual
understanding, these systems are unable to determine which
road user information should be prioritized. As a result, they
often resort to broadcasting all detected objects at a high
frequency to ensure that actionable information is delivered
promptly.

However, such an approach can be counterproductive. In
situations where not all information is relevant, as illustrated
by the unnecessary transmission of bus data in this scenario
(see Figure 1), the additional communication load increases
channel congestion and latency. This, in turn, delays the
delivery of critical information, diminishing its impact. Con-
sequently, the receiving vehicle (V2) may be unable to make
timely and appropriate decisions, thereby increasing the risk
of collision or unsafe behavior.

These limitations emphasize the need for a context-aware
and adaptive communication strategy, one that can rec-
ognize high-risk situations and dynamically modulate the
information-sharing rate based on inferred safety requirements.
By tailoring the communication to the situational context,
the system can achieve both high efficiency and improved
safety performance, avoiding the pitfalls of channel overload
or under-communication during critical moments.

A promising solution involves the integration of a for-
malized and shared knowledge base within communicating
vehicles. In this approach, the sender vehicle (V1) can se-
lectively transmit only the most semantically relevant and
safety-critical information, such as the detection of a hid-
den pedestrian, while the receiver (V2), equipped with an
aligned knowledge representation, is capable of interpreting
the data with greater accuracy and urgency. This knowledge-
driven communication paradigm facilitates a more intelligent
and context-sensitive collaborative perception framework, ulti-
mately enhancing decision-making capabilities and improving
safety in complex traffic environments.
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IV. UNDERSTANDING THE DRIVING SCENE
A. Formalizing concepts

Ontologies—structured models in knowledge representa-
tion—enable this level of contextual relevance by defining sets
of concepts, their attributes, and relationships within a specific
domain [31-34]. Leveraging ontologies enables machines to
process and share information with enhanced semantic pre-
cision. In autonomous vehicle systems, ontologies provide a
standardized framework for consistently interpreting and inte-
grating data across diverse systems—an essential capability for
effective inter-vehicular communication and decision-making.
Given the variety of data sources in autonomous driving,
from real-time sensors to camera feeds, ontological mapping
transforms raw data into semantically enriched formats.

To capture the complexity of the driving environment, we
used two interlinked ontologies [35]. The first, the Road
Topology Ontology, formalizes the physical and regulatory
structure of the road network. The second, the Agent Ontology,
models road users, their behaviors, interactions, and visibility
conditions. At runtime, a knowledge graph is constructed
by instantiating these ontologies using real-time perception
data, enabling semantic reasoning for context-aware decision-
making.

The complete class and property definitions of both ontolo-
gies are provided in the Annex (Table I-Table IV).

B. Building the Knowledge Graph

hasLane

hasLane isLaneOf

hasLane

Right Lane

switchVia
Dashed

switchViaDashed

P
SWITCH

Figure 2. Representation of the road topology for the use case.

The construction of the knowledge graph begins with
modeling the road topology, which captures the structural
layout and regulatory logic of the driving environment. This
includes the relationships between Lanes, Intersections,
PedestrianCrossings, and turn directions, as well as control
elements such as TrafficLights and LaneRestrictions.
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These concepts are formalized through a dedicated Road
Topology Ontology, which defines not only the static ge-
ometric entities but also their topological and regulatory
interconnections using semantically meaningful properties
such as haslLane, isConnected, hasTurnDirection, and
switchVialntersection.

As shown in Figure 2, the resulting topology graph
provides a static, machine-interpretable representation of
the road network, where each RoadSegment, Lane, and
PedestrianCrossing is instantiated and connected accord-
ing to the real-world configuration. This component may
be precomputed and retrieved from a high-definition map
or a dedicated infrastructure knowledge base. The ontology
also supports rule-based reasoning, such as inferring priority
relationships at intersections or determining occlusion risks
based on spatial adjacency and lane layout.

The second step involves populating the graph in real time
with dynamic information about road users and their observed
behaviors. These agents—such as vehicles, pedestrians, and
cyclists—are integrated into the knowledge graph using a
separate Agent Ontology, which models classes of road users,
their actions (e.g., Accelerating, Stopping, Walking), their
positions, and their interactions. This dynamic content is
derived from onboard sensors as well as received CPMs and
is expressed as semantic triples, enabling structured querying
and logical inference.

Vehicle
Stopped
Event

Looking. Accelera-
Away ting
hasEvent hasEvent  hasEvent

. L Participant Participant
isDoing Participant isDoing isDoing

Events and
- Relevance
Requirement

Safety
Profile

-~
| Agents
Actions

~

Agents
Interactions

wants

isDoing

isWalkingOn

isDrivingOn

iswalkingOn

isOn

—
| Road
Topology

Segment

Figure 3. Example of a full Knowledge Graph for the use case, including
topology and agent interactions.

Figure 3 illustrates the resulting integrated knowledge
graph. Static elements (e.g., lanes, sidewalks, crossings) are
semantically linked to dynamic agents (e.g., vehicles driving
on specific lanes, pedestrians crossing a road). These links en-
able high-level reasoning about the scene, including interaction
detection, right-of-way analysis, and occlusion inference.

Once the knowledge graph is populated with both the road
topology and the agent state and behavior, the system can
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assess the relevance of specific observations by detecting
contextually significant or safety-critical situations. This pro-
cess, described in Section V, forms the basis for generating
semantically filtered, high-utility CPMs tailored to the needs
of receiving agents.

V. CONTEXTUAL RELEVANCE ESTIMATION

Relevance identification is achieved by recognizing high-
risk interactions between road users. The first step for the
transmitting vehicle is to reason over its local knowledge in
order to extract safety-critical events.

A. Extracting High-Risk Interactions

High-risk interactions are detected through a reasoning layer
that applies a set of logical rules written in the Semantic
Web Rule Language (SWRL). These rules operate over an
ontological representation of the driving scene, enabling the
system to infer new knowledge from the existing structure
of spatial, temporal, and behavioral data. SWRL rules follow
a declarative logic-based format, composed of antecedents
(conditions) and consequents (inferred facts), all expressed
using the vocabulary of the domain ontology — including
classes (e.g., Vehicle, Pedestrian), properties (e.g., isOn,
crossingInFront), and relationships between entities.

This formalism provides a powerful mechanism for mod-
eling and identifying semantically meaningful interactions
within a scene. For instance, a rule can infer that a
CrossingEvent is occurring when a vehicle is maintaining
speed while a pedestrian is crossing its path under specific
structural and behavioral conditions. Such inferences form the
basis for determining whether a given situation constitutes a
safety-critical event that should be communicated to interested
agents. Scenario-specific rules focus on clearly defined use
cases where the benefits of collaborative perception have
been observed or demonstrated. These rules capture high-risk
interactions such as unprotected left turns across oncoming
traffic, merging at blind intersections, or pedestrian cross-
ings obscured by static obstacles — scenarios in which an
individual vehicle’s perception is likely to be limited and
where shared context can meaningfully improve situational
awareness [30]. Although highly effective within their in-
tended scope, these rules tend to be less robust when applied
to unforeseen scenarios or rare combinations of factors not
considered during their formulation. Despite the limitations
of scenario-specific rules, they still provide valuable semantic
structure for decision-making. Importantly, the presence of a
matching rule does not imply that all other cases are irrelevant.
In real-world driving, unexpected interactions often emerge
from uncommon combinations of seemingly benign factors.
Therefore, the system should not rely solely on exact rule
matching but instead assess the semantic similarity of a current
situation to known risk patterns. This can be achieved by
reasoning over the ontological structure or via similarity-based
approaches in the embedding space of scene descriptors.

To extend the expressiveness and adaptability of the system,
an alternative is to leverage accidentology databases. By
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analyzing large-scale, annotated records of traffic accidents,
machine learning techniques can be used to discover implicit
relevance patterns — correlations between agent behavior, en-
vironmental context, and collision likelihood [31][32]. These
insights can be distilled into either: Parameterized condi-
tions that inform new SWRL rules, or direct rule generation
pipelines, where learned decision trees or classifiers are trans-
lated into rule sets. Such rules are not only more specific
but also adaptive, allowing the system to evolve over time as
more accident data becomes available. The training process
serves as a bridge between raw statistical correlations and
structured, interpretable knowledge. Once trained, the vehicle
can assess the relevance of a situation in real time by applying
the generated SWRL rules to its local representation of the
scene — continually updated through its onboard perception
stack and shared knowledge modules.

B. Example Rule: Crossing Event Detection

In the pedestrian crossing scenario, we can define a SWRL
rule to detect and infer the relevance of such an event, as
shown below:

Crossing Event Detection Rule

IF:

Vehicle(?lowPriority) *

RoadUser (?highPriority) *

RoadSegment(?road) *

isOn(?lowPriority, ?road) *

isOn(?highPriority, ?road) *

Lane(?lowPriorityLane) *

isDrivingOn(?lowPriority, ?lowPrioritylLane) *

Lane(?highPriorityLane) *

(isDrivingOn(?highPriority, ?highPrioritylLane)

OR isWalkingOn(?highPriority, ?
highPriorityLane)) *

crossingInFront(?lowPriority, ?highPriority) *

(switchViaDashed(?lowPrioritylLane, ?
highPriorityLane)

OR (switchViaTrafficLight(?lowPriorityLane, ?
highPrioritylLane) *
hasTrafficLight(?lowPriorityLane, ?

trafficLight) *
hasTrafficSignalPhase(?trafficLight, ?
phase) *

sameAs (?phase, Red))

OR switchVialntersection(?lowPrioritylLane, ?
highPriorityLane)) *

isDoing(?lowPriority, ?action) *

(sameAs(?action, Accelerating)

OR sameAs(?action, MaintainingSpeed))

THEN:
CrossingEvent(?crossing) *
hasEventParticipant(?crossing, ?lowPriority) *
hasEventParticipant(?crossing, ?highPriority)

This SWRL rule identifies a crossing event involving a
low-priority vehicle and a higher-priority road user (such as
a pedestrian or another vehicle) when specific spatial and
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behavioral conditions are met within a driving scene. The
rule applies when both agents are present on the same road
segment, each traveling on a distinct lane. The high-priority
user is either driving or walking on their lane, while the
low-priority vehicle is in a situation where the two lanes
are linked—meaning a lane change or crossing is structurally
possible—either via a dashed line, a traffic light (which is
currently red for the low-priority vehicle), or an intersection.
Furthermore, the higher-priority user is observed to be crossing
in front of the vehicle, indicating a potential interaction.
Despite this, the vehicle is accelerating or maintaining its
speed, which contrasts with the expected behavior in such
a scenario, where the vehicle should slow down due to
its lack of priority. Given these conditions, the rule infers
the existence of a CrossingEvent, linking both agents as
participants, and potentially signaling a conflict or risk that
needs to be addressed in downstream reasoning or decision-
making processes.

C. Determining Receiver Relevance

Once a safety-critical event has been inferred, the next step
is to assess whether any connected agents in the vicinity
should be informed. Relevance is not solely determined by
the severity of the event itself, but also by the contextual
usefulness of the information to a potential receiver. This
dual perspective — sender-side significance and receiver-side
utility — enables efficient and targeted communication in
collaborative perception systems.

Receiver relevance is evaluated through reasoning and
querying mechanisms over the shared semantic knowledge
base. A SPARQL query can be issued to identify nearby
connected agents that satisfy two key conditions:

1) Capability: The agent must be technically able to re-
ceive and interpret the message, i.e., it is a connected
agent with the adequate support.

2) Contextual Awareness: The agent must be in a situation
where the received information could affect its decision-
making process or enhance its situational awareness.

In practice, this assessment involves evaluating spatial,
temporal, and behavioral factors for each agent in the vicinity.
For example, a pedestrian crossing event is highly relevant
to a vehicle approaching the crossing from the same or an
intersecting road segment, as it may need to slow down or stop.
However, it is largely irrelevant to a vehicle moving away from
the area or traveling on a disconnected or parallel segment.

To support this reasoning, all participants involved
in an event are explicitly linked to it using the
hasEventParticipant property. This semantic relationship
ensures that the presence of at least one connected participant
in a critical interaction can trigger message generation. In
the pedestrian crossing scenario, for instance, if a connected
vehicle is involved (as the lower-priority participant), the
system infers that information about the other participant
(e.g., a pedestrian) should be included and prioritized in the
transmitted message.
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Conversely, in a the use case, the bus (O1) parked on the
sidewalk may trigger a StoppedVehicle event. However, this
event is only considered relevant to vehicles driving on the
same lane, who might need to change lanes, slow down,
or adapt their trajectory. Even if a connected vehicle (e.g.,
V2) is present in the scene, it is located on a different lane
that making the information about the bus under-prioritized.
This approach avoids unnecessary communication overhead
and ensures that bandwidth is preserved for information with
immediate operational value.

VI. KNOWLEDGE SHARING

Knowledge sharing between vehicles complements local
sensor data by providing additional context, which is essential
for autonomous decision-making. Studies have shown that
ontologies and formalized knowledge representations signif-
icantly enhance the decision-making capabilities of automated
systems [33][34][36]. Semantic-aware messages allow vehi-
cles to exchange not only raw data but also high-level, struc-
tured information about their environment [19-21][24][25].

To enable the sharing of semantically relevant content, the
CPM format can be extended to incorporate semantic prop-
erties. Unlike conventional CPMs that transmit raw object-
level data (e.g., positions and velocities), Semantic CPMs (S-
CPMs) include structured annotations grounded in a shared
ontology. This enables vehicles to encode both the "what"
(e.g., a pedestrian at position X) and the "why it matters" (e.g.,
"pedestrian hidden from eastbound traffic, located on sidewalk,
and likely to cross").

In the presented use case, vehicle V1 constructs a local
knowledge graph and identifies a CrossingEvent involving a
pedestrian obscured by a bus (O1). The onboard reasoning
system determines that vehicle V2, approaching from the
opposite direction with no line of sight, would benefit from this
information. Consequently, V1 transmits an S-CPM enriched
with semantic annotations, such as the masking relationship
between the bus and the pedestrian or the pedestrian’s location
on the sidewalk.

This concise yet semantically rich message allows V2
to interpret the situation even without direct visual contact,
enabling faster and more informed reactions.

Figure 4 illustrates how the semantic layer is integrated
into the traditional CPM pipeline. On the left, sensor inputs
from local perception modules and received CPMs are used
to populate a knowledge graph where entities, actions, and
relationships are semantically defined (cf. Section IV). A
reasoning engine then operates over this graph to infer high-
risk events, such as a CrossingEvent involving a hidden
pedestrian (cf. Section V).

When a safety-relevant situation is inferred, the system
evaluates whether any nearby connected agents would benefit
from the information. If so, it constructs an S-CPM that
includes only the contextually relevant semantic content, as
shown on the right side of the diagram. This message is
transmitted over the V2X channel, allowing the receiving
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vehicle to understand the event without reconstructing the
entire scene from raw data.

This architecture tightly integrates perception, reasoning,
and communication by embedding semantic understanding
into the message-generation pipeline. It shifts the paradigm
from periodic, raw data transmission to the sharing of se-
lectively filtered, semantically prioritized, and meaning-rich
content.

VII. DISCUSSION

The proposed framework introduces a semantically en-
riched, context-aware communication mechanism for vehic-
ular networks, aiming to transmit only the most relevant
information to downstream agents. While the architecture
demonstrates promising potential for reducing channel load
and enhancing safety, several key issues must be considered
for real-world deployment.

A. Generalization Beyond Rule-Based Reasoning

Our approach currently relies on manually crafted SWRL
rules to detect high-risk interactions. While this ensures trans-
parency and interpretability, it limits the system’s adaptability
to unexpected or complex scenarios not captured by predefined
logic. Human-authored rules are also labor-intensive to main-
tain and susceptible to obsolescence as traffic environments
evolve.

To address this, future developments should incorporate
data-driven approaches such as decision tree induction or
statistical relational learning to automatically derive seman-
tic rules from annotated driving datasets. These methods
have been successfully applied in other fields to generate
interpretable knowledge bases [14], and could help enhance
generalization in dynamic environments.

B. Real-Time Reasoning and Scalability Constraints

Ontologies provide rich structure but incur computational
overhead during reasoning and querying. Inference over large-
scale knowledge graphs in real time remains challenging,
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especially under V2X latency constraints (typically <100 ms
per CPM cycle).

To mitigate this, techniques such as incremental reasoning,
reasoning over lightweight ontology subsets, or offloading to
roadside infrastructure may be required [34][36]. The feasibil-
ity of these methods in realistic urban traffic conditions must
be quantitatively evaluated through simulation and profiling
experiments.

C. Knowledge Graph Requirements and Semantic Interoper-
ability

The effectiveness of the proposed semantic communication
framework relies on each agent’s ability to access and rea-
son over a structured knowledge graph representing its local
environment. However, this requirement introduces significant
challenges for real-world implementation. In a collaborative
setting, the utility of semantically enriched messages depends
on the receiver’s capacity to correctly interpret the transmitted
content—something that is only feasible if both sender and
receiver share not only common ontological definitions but
also compatible graph structures.

This dependency presents a barrier to semantic interoper-
ability in practical deployments. Discrepancies in class hier-
archies, naming conventions, or modeling assumptions can
result in semantic mismatches or the misinterpretation of
critical safety messages. For instance, the semantics of a
CrossingEvent or Occlusion may differ in granularity or
causal meaning across implementations, even when referring
to the same real-world observation.

To address this, recent initiatives have introduced on-
tology standards to support semantic alignment. ETSI’s
SAREF4Automotive ontology [37] extends the SAREF (Smart
Applications REFerence) framework to describe key automo-
tive concepts such as vehicle status, driving modes, and envi-
ronmental features in a machine-interpretable way. Likewise,
the W3C Semantic Sensor Network (SSN) and its lightweight
core, SOSA (Sensor, Observation, Sample, and Actuator) [38],
offer an ontology stack for modeling sensors, observations, and
actuators.

While these ontologies provide a valuable foundation, they
currently lack explicit support for behavior- and event-centric
modeling required in collaborative perception tasks, such as
interaction between agents, priority inference, or semantic
occlusion reasoning. Bridging this gap will require extending
or aligning these standards with richer ontologies that capture
the spatio-temporal and causal dynamics of road scenes. A
long-term solution may involve developing a modular and ex-
tensible ontology framework where standardized core concepts
are combined with domain-specific modules tailored to V2X
semantic communication.

D. Integration with Planning and ADAS Systems

Currently, the semantic layer focuses on perception-level
reasoning. However, its benefits extend further downstream.
Integrating semantic information into behavior planning or
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trajectory generation modules can enable more proactive and
interpretable decision-making [26][27].

For example, a CrossingEvent involving a pedestrian could
trigger adaptive speed control or early braking in an ADAS
module, even before visual confirmation is available. Future
work should explore pipeline integration and quantify decision
quality improvements.

E. Communication Policy and Network Efficiency

By prioritizing relevant messages, the framework also acts
as a semantic-aware congestion control mechanism. This
aligns with recent works in context-aware message generation
such as Direct-CP [16] and Where2Com [17], but introduces
a more explicit semantic reasoning layer. However, network-
level performance metrics such as bandwidth usage, packet
delivery ratio, and channel congestion under high vehicle
density must be evaluated to confirm expected efficiency gains.
Additionally, fallback mechanisms—such as periodic CPMs
or redundant messages in safety-critical scenarios—should be
designed to ensure robustness under communication loss or
partial knowledge graph failures.

F. Ethical and Privacy Considerations

Semantic communication inherently transmits high-level
interpretations of behavior and intent. While beneficial for
decision-making, this raises privacy and ethical concerns. For
instance, sharing a message stating that a pedestrian is likely
to cross constitutes behavioral profiling. If transmitted over
unsecured channels, this information could be exploited or
misused. Ensuring compliance with privacy regulations such as
GDPR requires anonymization, and minimization. Moreover,
inference confidence scores or uncertainty annotations may
help mitigate the impact of incorrect or spurious reasoning.

VIII. CONCLUSION

This work introduces a semantic communication framework
for collective perception that prioritizes the transmission of
contextually relevant information through ontological reason-
ing. By leveraging structured knowledge graphs and logical
inference, the system identifies high-risk interactions and gen-
erates semantically enriched CPMs that improve the precision
and utility of shared information. Beyond reducing commu-
nication overhead, this approach enhances safety in occluded
or complex environments by enabling proactive and informed
decisions. In future work, relevance estimation will be imple-
mented within a simulation environment, leveraging ontologies
to support various consumers, such as Perception, Advanced
Driver Assistance Systems (ADAS), and Automated Driving.
This effort will involve the development of an ontology-based
framework and a comparative analysis of two distinct ap-
proaches to defining relevance. The first approach will utilize
machine learning algorithms for pattern extraction, employing
data-driven techniques to derive relevance rules. The second
approach will adopt a scenario-specific exploration, where
relevance is defined based on predefined scenarios and expert-
driven criteria tailored to specific use cases. By comparing
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these methods, this study aims to uncover their respective
strengths, limitations, and areas of applicability, paving the
way for more adaptive and effective relevance estimation
strategies across diverse applications. Additionally, compar-
isons will be made with methodologies presented in recent
literature [15][16][17] to benchmark and validate the proposed
approaches. It is also crucial to address the challenges posed
by ontology computation in real-time scenarios, ensuring its
feasibility and robustness in practical implementations.
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TABLE I. ONTOLOGY CLASSES — ROAD TOPOLOGY

Class Description

RoadElement

RoadSegment A segment of the road, describing topographical proximity.

Intersection A specific RoadSegment which describes the intersection between two or more RoadSegments.
Lane A designated path describing topological proximity.

MerginglLane A subclass of Lane.

Sidewalk A subclass of Lane which is a pedestrian path along the side of a road.

PedestrianCrossing A subclass of Lane which designates areas for pedestrians to cross the road safely.

ParkArea An area intended for parking vehicles.

Traffic Management
TrafficlLight
LaneRestriction
Carpooling

Closed

VehicleType
TurnDirection

Left, Right, Front, Back

A signaling device used to control vehicle and pedestrian traffic.
A constraint or rule that limits how a lane can be used.
A subclass of LaneRestriction. Restriction allowing only high-occupancy vehicles in a lane.

A subclass of LaneRestriction. Indicates a lane that is temporarily or permanently inaccessible.

A subclass of LaneRestriction. Indicates the authorized vehicles (e.g., bus, bike).
Represents a direction that a vehicle is allowed to take when leaving this lane.
Specific subclasses of TurnDirection.

Environmental Context

NonRoadElement An urban element not forming part of the road (e.g., buildings, trees).
TABLE II. ONTOLOGY PROPERTIES — ROAD TOPOLOGY

Property Description

RoadElement Properties

hasLength Describes the length of a RoadSegment.

hasLane Relates a RoadSegment to a Lane.

hasIntersection Describes the relationship between a RoadSegment and an Intersection.

hasSidewalk Links a RoadSegment to a Sidewalk.

Traffic Management Properties
hasLaneRestriction
hasTrafficlLight
hasTurnDirection

isLaneOf

isAdjacent

isConnected

Relates a Lane to a LaneRestriction.

Links a RoadSegment to a TrafficLight.

Relates a Lane to a TurnDirection.

Relates a Lane to a RoadSegment.

Describes the adjacency of two Lanes.

Indicates whether two RoadSegments are connected.

Environmental Context Properties

hasNonRoadElement

Links a RoadSegment to NonRoadElements like trees or street furniture.

Intersection Properties
incominglLane
outcominglLane

Links an Intersection to an incoming Lane.
Links an Intersection to an outcoming Lane.

Switching Properties
switchVia
switchViaDashed
switchVialntersection
switchViaStop
switchVia TrafficlLight

Relates a Lane to another Lane via a switching route.

A specific case of switchVia, where the route is dashed.

A specific case of switchVia, involving a switch at an Intersection.
A specific case of switchVia, involving a stop.

A specific case of switchVia, involving a traffic light.
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TABLE III. ONTOLOGY CLASSES — AGENTS

Class Description

Road Users

RoadUser Any participant in road traffic.

Vehicle A subclass of RoadUser representing motorized vehicles.

ConnectedCar, Specific types of Vehicle.

EmergencyVehicle, Bus, Car,

Truck

NonVehicle A subclass of RoadUser representing non-motorized or non-mechanical entities.

Animal, Cyclist, Pedestrian

Specific types of NonVehicle.

Actions

Action

PedestrianAction
LookingAway, LookingRoad,
Lying, Walking, Standing
VehicleAction

ToLeftChange, ToRightChange,
Accelerating, Decelerating,
MaintainingSpeed, Stopping,
TurninglLeft, TurningRight,

A generic action performed by a RoadUser.
Actions specific to Pedestrian and Cyclist.
Specific types of PedestrianAction.

Actions specific to Vehicle.
Specific types of VehicleAction.

UTurn

Profiles

Profile Specifies the information required from the CPM for a ConnectedCar.
TABLE IV. ONTOLOGY PROPERTIES — AGENT INTERACTIONS

Property Description

RoadUser Actions

isDrivingOn Associates a Vehicle with the Lane it is driving on.

isStoppedOn Associates a Vehicle with the Lane it is stopped on.

isWalkingOn Associates a NonVehicle with the Lane it is walking on.

crossingInFront Indicates that a NonVehicle is crossing in front of a Vehicle.

isDoing Indicates the Action being performed by a RoadUser.

Visibility Properties
masking
hasVisibility
hasNoVisibility

Indicates that a Vehicle or NonRoadElement obstructs the view of a RoadUser.

Specifies that a Vehicle has visibility of a given RoadUser.
Specifies that a Vehicle does not have visibility of a given RoadUser.

Event Participation
hasEventParticipant
isParticipantOf

Associates an Event with the RoadUser(s) involved.
Links a RoadUser to the Event in which they participate.

Profile Properties
wants
isRelevant

Associates a ConnectedCar with a Profile specifying CPM-related requirements.

Links an Event to a Profile if the event is relevant to that profile.
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Abstract— In this paper, we propose a novel explainable Al
(XAI) method for regression analysis, named SHAP_SVD,
which integrates SHAP (SHapley Additive exPlanations) values
with Singular Value Decomposition (SVD) to uncover latent
structures in model interpretations. The Shapley value, a
concept initially introduced by Lloyd Shapley in the field of
cooperative game theory, has recently gained substantial
attention in the AI community, particularly through its
adaptation into the SHAP framework by Scott Lundberg. SHAP
values enable us to interpret the contribution of each
explanatory variable to a specific prediction by treating the
prediction process as a game in which variables are players, and
their marginal contributions are evaluated across all possible
coalitions. In regression analysis, SHAP values can be seen as a
matrix of attributions: for each observation, the contribution of
each feature is calculated relative to a baseline. Our SHAP_SVD
method applies SVD to this SHAP value matrix, thereby
reducing dimensionality while preserving key information. The
eigenvalues and corresponding eigenvectors obtained from SVD
allow us to identify ""concepts" or "latent semantic structures"
that govern the interaction between features and the target
variable. These concepts are encoded in both the left singular
vectors. As a case study, we conducted a regression analysis of
stock price growth rates for leading Indian and Japanese
automobile manufacturers. The SHAP values were computed
using a tree-based ensemble regression model, and our

SHAP_SVD method was applied to reveal underlying structures.

Two principal components emerged from the decomposition. In
the extended analysis, we present a more detailed examination
of the SHAP value distribution and structure. Specifically, we
analyze how the SHAP captures nonlinear interactions that are
invisible in traditional raw data correlation matrices. By
comparing the performance of models evaluated using raw
input features with those interpreted through SHAP, we
demonstrate that SHAP-based interpretation yields greater
stability, clarity, and interpretability, particularly in cases
where multicollinearity or redundant variables obscure the true
contribution of each feature. Our results demonstrate that
SHAP analysis not only enhances the transparency of complex
models but also, when combined with SVD, offers a powerful
tool for discovering and visualizing conceptual dimensions
underlying the data. The SHAP_SVD approach thus serves both
as a diagnostic tool for regression models and a framework for
semantic exploration in high-dimensional datasets.
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L INTRODUCTION
In this paper, we introduce a new Explainable Al (XAI)

method named SHAP_SVD, which was first introduced in [1].

XAI has emerged as a critical field, bridging the gap between
complex machine learning models and human interpretability.
Among the numerous XAI techniques developed, Shapley
values, introduced by Lloyd Shapley, have gained prominence
for their ability to allocate the contribution of each feature in
a model's predictions [2-4]. Adapted into the SHAP (SHapley
Additive exPlanations) framework by Lundberg [5-7], this
method has become a widely used tool for interpreting
machine learning models, particularly in regression analysis
[8-11]. In regression analysis, SHAP values quantify the
contribution of each explanatory variable to the target value
by utilizing characteristic functions of the data. These values
offer deep insights into feature importance and interaction.
However, as the complexity and dimensionality of the data
increase, interpreting SHAP values becomes increasingly
challenging. Traditional SHAP methods are limited in their
ability to reveal underlying structures within the data,
especially when dealing with high-dimensional or multi-
faceted variables.

To address this limitation, we propose a novel method,
SHAP_SVD, which applies Singular Value Decomposition
(SVD) to the SHAP value matrix [1]. SVD, a well-known
dimensionality reduction technique, captures the core
structure of a matrix by decomposing it into eigenvalues and
eigenvectors [12-14]. This allows us to extract latent semantic
concepts or "principal components" from the SHAP matrix.
By leveraging SVD, three matrices can be obtained, which are
U, %, and V' (see Figure 1). This SHAP_SVD uncovers these
underlying concepts, represented by two sets of
eigenvectors—one from the UX matrix and the other from the
¥VT matrix—thus providing a richer understanding of the
relationships between explanatory variables and the target
variable.

As a concrete example, we apply SHAP SVD to the
regression analysis of stock price growth rates for Indian and
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Japanese automakers, using the market capitalization growth
rates as the target variable. Through this analysis, we
identified two key latent concepts, which we refer to as (1)
Balanced (Well-balanced) type, and (2) Sales Growth Rate
(SGR)-driven type," extracted from the SHAP SVD
decomposition. By plotting company data on a two-
dimensional plane defined by these two principal component
axes, we can conduct a detailed analysis of the characteristics
driving market capitalization growth for each company. This
approach enables us to visualize and understand the
underlying factors that influence the stock price performance
of companies in both markets.

Figure 1. SVD of the given matrix.

The remainder of this paper is organized as follows. In
Section II, we describe the data used for the analysis,
including the sources of the data. Section III explains the
methods applied, introducing both the SHAP analysis and our
proposed SHAP_SVD method. Section IV presents the SHAP
results, analyzing the contributions of explanatory variables to
the target values. Section V details the SHAP_SVD method,
illustrating how Singular Value Decomposition is applied to
the SHAP matrix and how latent concepts are extracted. In
Section VI, we discuss existing work related to explainable Al
and dimensionality reduction, comparing these approaches
with our proposed method. Section VII provides a discussion
of the results and their implications. Finally, Section VIII
concludes the paper with a summary of contributions and
suggestions for future research.

II. DATA

In this section, we shall explain the regression data. In the
regression, we use Market Capitalization (MC) data. MC
amount is a stock price times the number of issued stocks.
The target variable is the Indian and Japanese automakers’
“annual MC growth rates” in 2022. The MC growth rate in
year XXX is defined as (MC XXX - MC (XXX-1)) /
(MC _(XXX-1)), namely, the ratio based on the previous year.
We would like to identify the dominant factors contributing
to the rapid growth rates of MC. The MC data used were
retrieved from the ORBIS company database by Bureau van
Dijk, with the last data update date being June 22, 2024.
Measure the Indian automakers” MC changes. The damages
caused by COVID-19 have exposed vulnerable supply chains
in the automotive industry. This regression framework
assumes that the competence of supply chains and new
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market development are prerequisites for the long-term
sustainability of companies' high business performance,
leading to high stock price evaluation [15]. Therefore, we
select four managerial factors as the explanatory variables.
Sales Growth Ratio (SGR) represents the new market
development competence, and FArate represents the supply
chain competence [15-17]. The Tangible Fixed Asset amount
(FA) is the third explanatory variable used to identify the
impact of the firm's scalability. These factors allow companies
to earn satisfactory levels of profitability, such as their stock
prices, ROE, and ROA. In addition, we focus on labor
productivity. Labor productivity in the manufacturing sector
refers to the goods or value one worker produces within a
specific period. It is a crucial metric for assessing the
efficiency and competitiveness of a manufacturing operation.
We aim to evaluate which factor is more significant for the
target tangible assets. Labor productivity was calculated here

using the following formula:
Total Value Added

Labor Productivity = Number of Workers
_ Net Sales — Cost of Goods Sold

Number of Workers

The managerial index data of the automobile companies
were also retrieved from the ORBIS company database by
Bureau van Dijk, with the last data update date being
2024/06/22. After removing companies with missing annual
data, the number reached 67, including 11 Indian and 56
Japanese automakers. We conducted the regressions with the
data.

III. METHODS

In this section, the methods we used are described. The
flow chart of the analysis is as follows:

1. XGBoost Regression: The given data is input into the
XGBoost Regressor [18], and then the regression
function f(X) is generated as output.

2. SHAP Evaluation: Based on the regression function
f(X), SHAP values for each data are calculated. In this
case study, we use four explanatory variables and 67
companies, resulting in a SHAP matrix of size 67 x 4.

3. SVD of SHAP Matrix: Applying Singular Value
Decomposition (SVD) to the SHAP matrix M, the
decomposition outputs three matrices such that
M=UZVT

4. SHAP_SVD Interpretation: The eigenvectors and
eigenvalues extracted from SVD are interpreted to
uncover underlying concepts. The two sets of
eigenvectors are referred to as CompanyEigenVectors
and SHAP_ Eigenvectors, representing two different
viewpoints of the underlying concepts.

SHAP (SHapley Additive exPlanations) is a method based
on Shapley values from cooperative game theory, designed to
explain machine learning model predictions, including those
in regression tasks. A key strength of SHAP is its ability to
create a characteristic function for the data, allowing it to
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calculate the contribution of each feature based on the
characteristics of individual data points. This ensures that the
contribution of each feature to the model’s output is computed
fairly and additively. SHAP enhances the interpretability of
complex models, offering insights into how specific data
characteristics influence predictions. We used XGBoost as the
regression algorithm.

IV. SHAP RESULTS

In this section, the results of the SHAP evaluation are
presented.
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Figure 2. Stacked bar chart of the SHAP values.

The regression model, developed using XGBOOST,
achieved an R-squared value exceeding 0.99, indicating a
highly accurate fit to the data. Using the regression model
f(X), the characteristic function is approximately evaluated.
SHAP values are found based on the characteristic function.
Figure 2 shows the SHAP values. The horizontal line shows
the company IDs. Figure 2 illustrates a stacked bar chart of
SHAP values of the individual companies. Each company has
four SHAP values corresponding to the four explanatory
variables.

The horizontal zero line in Figure 2 shows the average
target value of the companies. Companies with positive
values tend to be above-average performers. On the other
hand, companies with negative values are evaluated as lower-
performing than average. In corporate analysis, a
fundamental question is whether a company performs above
or below the industry standard. This is often the first
benchmark used in evaluating a firm’s standing. Therefore,
the SHAP framework, which sets the industry average
contribution to zero, aligns well with this evaluation logic.
From a management science perspective, this interprets
SHAP values as highly intuitive and meaningful.
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The sum of four SHAP values in each company becomes
its deviation from the target value. Table 1 shows the
correlation coefficients between the target and the individual
SHAP values. The highest correlation is between the FA
rate SHAP and the target, with a correlation coefficient of
0.84. The second highest is between SGR_SHAP and the
target, with a value of 0.73. The third highest is between
FA SHAP and the target, with a value of 0.70. The result
says that the most dominant factor for the target is FArate.
Then, the second one is SGR.

Table 1. Correlation coefficients between the target and SHAP values.

target laborP_SHAP FArate_ SHAP SGR_SHAP FA_SHAP

target
laborP_SHA
P
FArate_SH
AP

SGR_SHAP

FA_SHAP

Figure 3 shows the relationship between FA_SHAP and
the target as a scattering plot, and Figure 4 shows that
between SGR_SHAP and the target. The SHAP correlation
becomes higher than that between a raw feature value and the
target.

Correlation coefficient 0.84

0.8
[ ]
0.6
° ° °®
0.4 e o
5 L

[ ] b )
x> J
-0.2 :0.1 o' *® o1 0.2 0.3 0.4 0.5
.. 2
o
-0.4
FArate_SHAP

Figure 3. Scattering plot between FArate SHAP and the target.

One key advantage of SHAP values over raw feature
values is their ability to capture the actual influence of
features on the target, even when simple correlations are
weak. While a raw feature may show low correlation with the
target variable, its corresponding SHAP value—reflecting its
marginal contribution within the model—can exhibit a much
stronger association. This occurs because SHAP values
incorporate interactions and conditional dependencies that
the model has learned. As a result, SHAP-based correlation
analysis provides a more accurate representation of how
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features influence model predictions, particularly in complex,
nonlinear, or high-dimensional settings.

Correlation coefficient 0.73
0.8

0.6

target
[es]
N
[ ]
Y
[ J
[

-0.4
SGR_SHAP
Figure 4. Scattering plot between SGR_SHAP and the target.

Another representation of the same set of SHAP values as
in Figure 2 is the SHAP matrix M shown in Table 2. The
matrix size becomes 67 times 4. The line represents a
company, and each row displays an SHAP value. The matrix
is divided by SVD.

Table 2. SHAP value matrix.

laborP_S FArate_. SGR_SH FA SHA
company

HAP SHAP AP P
JP_TOYOTA MOTO  -0.003 -0.045 -0.021 -0.188
JP_HONDA MOTOF  -0.004 0.039 -0.060 -0.083
JP_NISSAN MOTOF 0.010 -0.056 -0.033 -0.116
IN_TATA MOTORS  -0.009 0.084 -0.013 -0.144
JP_DENSO CORPO 0.026 -0.031 -0.013 -0.146
JP_SUZUKI MOTOF 0.007 0.092 -0.010 -0.073

JP_MAZDA MOTOF 0.047 0.019 0.124 0.019

JP_SUBARU CORP(  -0.031 -0.027 0.028 -0.005
JP_TOYOTA INDUS 0.000 -0.067 -0.050 -0.122
JP_ISUZU MOTORSE 0.008 -0.059 -0.051 -0.016

JP_MITSUBISHI M(C 0.041 0.176 0.156 0.050
IN_MARUTI SUZUK  -0.004 0.054 -0.001 -0.006
IN_MAHINDRA & M 0.024 0.137 0.163 0.057

JP_TOYOTA BOSH(  -0.008 -0.034 0.000 -0.009
JP_HINO MOTORS  -0.009 -0.098 -0.214 -0.010
JP_TOYODA GOSEI 0.012 -0.026 0.010 0.007
JP_KOITO MANUF/  -0.007 -0.113 0.015 -0.004
IN_ASHOK LEYLAN  -0.001 0.049 0.074 0.011
JP_NGK INSULATO  -0.016 -0.043 -0.073 0.001
JP_TOKAIRIKACO  -0.004 -0.055 0.007 0.013

JP_NITERRA CO. L 0.005 0.043 0.179 0.016

V. SHAP SVD METHOD

In this section, SHAP_SVD method is explained. After the
SVD of the SHAP matrix, the singular value (SV) lists are

obtained as the diagonal elements in matrix 2 (see Figure 1).

Concept_4 [N

Concept_3 IS

Concept_2 INN——

Concept_1 [IN——

0.00 0.20 0.40 0.60 0.80 1.00

Concept_1 Concept_2 Concept_3 Concept_4
msv 0.89 0.58 0.37 0.31

Figure 5. Singular values of the SHAP matrix M.

The SVs express, as shown in Figure 5, the strength of the
latent concepts. The ratio is approximately 9:6:4:3. The
eigenvalue of each concept becomes the square of the SV
mathematically. Then the eigenvalues are those shown in
Figure 6. The percentages of eigenvalues are shown in Table
3. Approximately 58% of the concepts can be explained by
concept 1. The second concept has about 25%. Therefore, an

overview of the structure can be captured simply by
examining the first and second concepts.

Eigenvalue

Concept_4 [

Concept_3

Concept_2 NG

Concept_1 I

0.00 0.20 0.40 0.60 0.80 1.00

Concept_1 Concept_2 Concept_3 Concept_4
M Eigenvalue 0.79 0.34 0.13 0.09

Figure 6. Eigenvalues of the matrix U

Table 3. Eigenvalue percentage of the concepts.

Concept_1
0.79

Concept_2 Concept_3 Concept_4
0.34 0.13 0.09
58% 25% 10% 7%

Then, we will interpret the meaning of the concepts,
focusing on the two largest SVs. Two matrices are pre-

constructed through matrix multiplication in advance: UZX

and 2 VT (see Figure 7).
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The individual concept can be represented by two
expressions: CompanyEigenVectors and
SHAP_EigenVectors as shown in Figure 7. The terminology
used here was defined specifically for this case study and
does not represent a general or standardized name. In other
contexts, it could be referred to as DateEigenVector or other
case-appropriate labels.

For example, concept 1 is defined by the first row of UX,
and is represented by the first line of X VT (see Figure 7).

z VT

CompanyEigenVector 1 SHAP_EigenVector 1
.

VT
uz

Figure 7. CompanyEigenVectors and SHAP_EigenVectors in SVD.

First, using SHAP_EigenVectors, the concepts will be
expressed in Figure 8. The bottom bar graph presents
SHAP_ EigenVector 1, which has four elements. The upper
graph shows SHAP_EigenVector 2, which has four elements
as well.

SHAP_EigenVectors

Conceptql -

-0.60 -0.40 -0.20 0.00 0.20 0.40 0.60 0.80

FASHAP m FArateSHAP B SGRSHAP M laborPSHAP

Figure 8. SHAP elements of Eigenvalues 1 and 2.

Our interpretation of the two concepts is as follows:
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® st concept: All elements cooperate and have high values,
with particularly high SHAP for FA.

® 2ndconcept: SGR_SHAP is high, and FA’s SHAP is low
(expressing it this way reverses the sign of the vector
elements).

As a result, we name the two concepts as
(1) Balanced (Well-balanced) type and
(2) Sales Growth Rate (SGR)-driven type.

Concept_1

IP_CHUQ MALLEABLE b=
IP_TANAKA SE IMITSU™ »
IP_MITTAN UG-)RP(-}FLM-O—__
—H— e —
IP_FAL TES-S0-F0—
JIP_RIKEN CORPORAHE—
IN_SUNDRAN FASTENER_ -
IP_KYOKUTO KAIHAT SU—
JP_SANOH | Bt
JP_SANDEN CORPORAH—
e e i
IP_YUTAKA G IKEM-E8—
IP_FTECH INC™
IP_EXEDY CORPORATIO =
JP_MITSUBA CORPORAT ——
IP_STANLEY ELECTRIT
IP_NGHK INSULAFSRS—
IP_TOYODA GOSETCO =
IN_MAHINDRA & MAHIN —
IP_ISUZL MOT Oy
IP_MAZDA MOTOR E_‘.(]RFZ
IN_TATA M OT i —
R R e e ]
0.2 0.1

=]

0.1 0.2 03 0.4

Concept_1

IN_FIEM INDUSTRIES
IN_MAHINDRA & MAHIN
IP_MISSAN SHATAI CO
IP_NITERRA CO. LTD.
JP_HIRATA CORPORATI

IN_ASHOK LEYLAND LI
JP_AISAN INDLUSTRY C
JIP_EXEDY CORPORATIO
IN_MARUTI SUZUKIIN
IP_G-TEKT CORPORATI |
JP_CENTRAL AUTOMOT 1=

IN_UNO MINDA LIMITE=
IP_SUBARL CORPORATE=,
JP_H-ONE CO,, L 'E
IP_NIPPON PISTiSs——
IP_HELEX CORPae—
JP_TP fi—
IP_YOROZL Crere—
IP_FALTE e —
IP_TAIHO Hoa¥a—aa—
I NI i ——
—
 ———
0.2 0.1 0 0.1 0.2 0.2 0.4

Figure 9. CompanyEigenVector 1 (the bottom is the sorted one).
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Then, using CompanyEigenVectors, the concepts will be
interpreted. Figure 9 shows CompanyEigenVector 1. The
bottom graph is the sorted version. The largest element
company was FIEM Industries. FIEM is a well-established
company in India, primarily known for its expertise in
automotive lighting. With over 50 years of experience, FIEM
has grown into a leading supplier for original equipment
manufacturers (OEMs) in India and abroad. In the
representation using CompanyEigenVectors, the first concept
can be interpreted as companies with SHAP distributions
similar to FIEM.

Figure 10 shows CompanyEigenVector 2. The lowest
value company is JP_ NISSAN SHATALI, and the third lowest
company is TOYOTA. The highest value company is
JP_ CHUO MALLEABLE.

Concept_2

JP_CHUO MALLEABLE |
JP_NITTAN CORPORATI
IN_FIEM INDUSTRIES
JP_FALTEC CO LTD
JP_TAIHO KOGYO CO L
JP_ASKA CORPORATION
JP_HIRATA CORPORATI
JP_YUTAKA GIKEN CO
JP_TANAKA SEIMITSU
JP_EXEDY CORPORATIO
JP_RIKEN CORPORATIO
JP_CENTRAL AUTOMOTI
JP_ICHIKOH INDUSTRI
JP_G-TEKT CORPORATI
JP_KYOKUTO KAIHATSU
JP_KOITO MANUFACTUR
JP_T.RAD CO., LTD. *
JP_F-TECH INC =
JP_SUBARU CORPORATI =
JP_PRESS KOGYO CO.—
JP_MIKUNI CORPORAT—
JP_STANLEY ELECTRIG—
JP_NIPPON PISTON fim—
JP_MAZDA MOTOR CORR—
JP_HI-LEX CORP ORAdH—
JP_SUZUKI MOTOR G
JP_SANOH INDUST Rébeiem
JP_NITERRA CO. £F6—
IN_EICHER MOT GRS-H—
JP_NISSAN MOTER€6—
IN_ASHOK LEY[hehBmbm
JP_YACHIYO #4D-aoFRY—
JP_TOYOTA MeToReon—

HPEMHSSANSHATARCOD—
-0.3 -0.2 -0.1 0 0.1 0.2 0.3
Figure 10. CompanyEigenVector 2.
Figure 11 shows a  scattering  plot of
CompanyEigenVector 1 elements and

CompanyEigenVector 2 element values of 67 companies.
The x-axis represents the concept 1 level, and the y-axis
represents the concept 2 level.

First, the five companies with the highest
CompanyEigenVector 1 values will be explained in Figure
12, along with their corresponding SHAP values. The FIEM
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and ASTI are included there. The five companies are well-
balanced, and the target deviation values are positive, with
higher wvalues. Seeing these five companies’ SHAP
distributions, the ratio of FA SHAP and SGR SHAP are
higher than others, which are the same as the concept 1
representation in Figure 8; SHAP EigenVector 1.

0.25

0.2- JP_CHUO
e JP_TBK CO., LTD. MALLEABLE |

e O « JP_OGURA IN_FIEM
* CORPORATI CLUTCH ¢O INDUSTRIES
.e B! .
. .
0.95
° 1] B - ° ° *
— » Balanced (Well-balanced) type level
v, - .« o v
0.2 °%01 o e «® 0,1 0.2 0.3 0.4
. * ° 0% .
. . * .
. JP_YACHIYO
. o 0.1 © INDUSTRY
IN_TATA MOTORS . IN_MAHINDRA &
T umi MAHIN
JP_TOYOTA -0.2 . JP_NISSAN
SHATAI CO

MOTOR COR ;
Sales Gygwth Rate (SGR)-driven type level

Figure 11. A scattering plot of CompanyEigenVector 1 elements and
CompanyEigenVector 2 element values of 67 companies.

Balanced (Well-balanced)type level
largest 5 companies

0.800
0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000

M laborPSHAP B SGRSHAP FArateSHAP FASHAP

Figure 12. SHAP values of the Balanced type level of the five largest

companies.

On the other hand, the five companies with the lowest
CompanyEigenVector 1 in Figure 13 have negative target
deviation values. The distribution of SHAP values on each
company represent the company characteristics. From the
comparison between Figures 12 and 13, a company with
higher concept 1 value tends to be higher in the target value.
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Figure 13. SHAP values of the Balanced type level of the five lowest
companies.

Next, we will see SGR-driven type concept 2. Figure 14
illustrates the SHAP values of the top five companies in the
SGR-driven type level. As shown in Figure 11, the second
concept (y-axis) is oriented downwards, and the company
with the highest y-value is Nissan Shatai, followed by
Mabhindra, Toyota, Tata, and Yachiyo. Figure 14 shows these
five companies’ stacked bar chart of SHAP values.

The target deviation positive three companies are SGR-
driven ones. On the other hand, the other two companies are
anti-SGR driven and have lower FA_SHAP values. As shown
in Figure 8, concept 2 exhibits a higher SGR_SHAP and lower
FA_SHAP. There is a reverse relationship between SGR and
FA. Therefore, these anti-SGR-driven companies show the
feature of concept 2, and these are evaluated as higher value
companies concerning concept 2.

Sales Growth Rate (SGR)-driven type level
highest 5 companies

040
030 |
020 |
0.00 — —
010 | oo~ ¥ S ¥ &
) O ¥ D
¥ & S & &
020 &7 S T2 S B\
N RY
030 L &7
mlaborPSHAP m SGRSHAP m FArateSHAP m FASHAP

Figure 14. SHAP values of the SDG-driven type level of the five largest
companies.

Next, we will evaluate the SHAP values of the five
smallest companies of the SDG-driven type level (see Figure
15). In the three companies with positive SHAP wvalues,
FA SHAP (Fixed Assets SHAP) is large, while SGR_SHAP
is small, indicating that these companies are driven more by
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the size of their tangible assets rather than sales growth. For
the two companies with negative target deviation values,
SGR_SHAP is dragging performance less than FA SHAP,
with FA_ SHAP values being close to zero. This suggests that
FA has minimal impact on these two companies.

Sales Growth Rate (SGR)-driventype level
smallest 5 companies

0.72
0.52

032

0.12 .
008 |\ FEM  JP_OGURA JPMAN 1»_TBK¢o., JP.O
INDUSTRIES CLUTCHCO CORPORATI MALLEABLE |

-0.28

-0.48

B laborPSHAP W SGRSHAP mFArateSHAP [ FASHAP

Figure 15. SHAP values of the SDG-driven type level of the smallest five
companies.

To summarize the findings thus far, concept 1 shows a
positive relationship with the target deviation. Companies
with higher values of concept 1 also tend to exhibit higher
target deviations. In contrast, concept 2 exhibits mixed signs
in its component values, depending on the relative
dominance of different SHAP contributions. This variation
arises from the structure of concept 2 itself, which is
characterized by a positive loading on SGR_SHAP and a
negative loading on FA SHAP. As a result, the overall
direction of concept 2 depends on which factor exerts a
stronger influence in a given company’s SHAP profile.

VI. EXISTING WORK

In this section, the related existing works are presented.
The first allocation field involves stock price evaluation, and
the second allocation field utilizes text mining.

(1) Random Matrix Theory (RMT) and portfolio

RMT has been applied to stock market analysis to reduce
noise in financial data. RMT helps distinguish real market
signals from random fluctuations in stock price correlations
[19-24]. The flow charts of the method are as follows:

1. Correlation Matrix: Begin by calculating the
correlation matrix of stock returns. This matrix sizes
the number of companies times the number of sales
dates.

2. RMT Filtering: RMT is used to separate meaningful
signals from random noise. Eigenvalues of the
correlation matrix are compared with theoretical RMT
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predictions. Larger eigenvalues represent accurate
market information, while smaller ones reflect noise.

3. SVD (Singular Value Decomposition): SVD is applied
to clean the correlation matrix further, focusing on the
significant components. This improves the matrix's
accuracy, filtering out noise.

4. Portfolio Optimization: Using the noise-reduced
correlation matrix, more accurate risk and return
estimates can be made, improving portfolio
construction.

(2) Latent Semantic Analysis (LSA)

LSA is a widely used technique in natural language
processing (NLP), primarily for analyzing semantic
relationships between documents. It is often applied in tasks
such as topic modeling, semantic analysis, and information
retrieval [25-31].

Overview of LSA:

1.  Purpose: LSA aims to convert the semantic
relationships between words and documents into a
lower-dimensional latent semantic space, allowing for
the identification of similarities and relationships
between documents. This helps uncover hidden
patterns or topics within the text.

2. Method: LSA begins by creating a co-occurrence
matrix that captures how often words appear together
in a document. This matrix models the relationships
between words and documents. Then, SVD is applied
to reduce the dimensionality of the matrix. By using
SVD, LSA compresses the high-dimensional data
while preserving the important semantic relationships
and filtering out noise.

LSA is a powerful mathematical approach for interpreting the
semantic structure of text and is utilized in search engines,
automatic summarization systems, document clustering, and
more. SVD techniques are mathematically explained in [12,
14]. The two kinds of eigen vectors and the relationship
among the three decomposed matrices are clearly explained
using visualization in [32].

VII. DISCUSSION

In this section, we will discuss the result. The objective of
the analysis is to group companies. The proposed
SHAP_SVD method can extract the essence of the given
SHAP value matrix.

In the case of India and Japan automakers, the two extracted
concepts were obtained: (1) Balanced (Well-balanced) type,
and (2) Sales Growth Rate (SGR)-driven type. The concept
can be represented as two aspects in this case that are
CompanyEigenVectors and SHAP EigenVectors. There are
found as the results of SVD.

Using each CompanyEigenVectors’ element values, we
can measure each company’s (1) Balanced (Well-balanced)
type level and (2) Sales Growth Rate (SGR)-driven type level.
As shown in Figure 11, the scattering plot of the companies,
generated by CompanyEigenVectors, can reveal the
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individual characteristics of each company. The horizontal
axis represents the Balanced (Well-balanced) type level.
These higher-level companies can be divided along the
vertical axis into two groups: an “SGR_SHAP higher and
FA SHAP lower” group and a “FA SHAP higher and
SGR_SHAP lower” group. This means that these companies
exhibit a similar pattern of feature contributions, reflecting a
particular type of balance or focus in their business models.

SHAP values can more accurately reflect each company’s
characteristics than using the raw input data. Therefore,
analyzing SHAP values through SVD (Singular Value
Decomposition) allows for more accurate dimensionality
reduction based on the characteristics of each company. This
method enhances the ability to capture distinct business
drivers by compressing the data in a way that aligns with each
company's unique attributes, offering deeper insights
compared to standard SHAP analysis.

In corporate management, creating appropriate KPIs (Key
Performance Indicators) is crucial. The EigenVectors
(principal component axes) derived from SHAP SVD
analysis can serve as the first step in developing these KPIs.
By identifying the most critical factors influencing business
performance through dimensionality reduction, SHAP _SVD
helps to highlight key metrics that align with a company's
unique characteristics, providing a strong foundation for
effective KPI creation.

Although the present case study focuses on four
managerial indicators, the SHAP_SVD framework is model-
agnostic and can be directly applied to high-dimensional
settings. Because SHAP _SVD operates on the SHAP
attribution matrix rather than the raw input space, it can
handle models that generate large attribution vectors,
including those used for image, audio, or text data. In contrast,
traditional neural-fuzzy approaches rely on human-
interpretable rule bases, and the number of rules increases
exponentially as the number of input variables grows, making
high-dimensional  applications  structurally  difficult.
Therefore, SHAP_SVD provides a more flexible and scalable
approach for extracting latent concepts from modern
machine-learning models.

VIIIL

In this paper, we propose a novel explainable Al (XAI)
methodology named SHAP SVD, which integrates SHAP
values with Singular Value Decomposition (SVD) to extract
latent semantic structures from regression models. This
approach addresses a key challenge in modern machine
learning applications—the difficulty of interpreting complex
models in high-dimensional settings.

While SHAP values already offer a theoretically sound and
practically beneficial way to understand feature contributions,
they often lack the structural abstraction needed for global
interpretation and  cross-sample  comparison.  Our
SHAP_SVD method fills this gap by applying dimensionality

CONCLUSIONS
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reduction to the SHAP value matrix, revealing underlying
concepts that govern the feature-target relationships.

In our case study on stock price growth rates of Indian and
Japanese automakers, the SHAP SVD analysis revealed two
principal latent concepts:

(1) a Balanced (Well-balanced) type, characterized by
uniform positive contributions across features,
especially Fixed Assets (FA), and

(2) an SGR-driven type, emphasizing Sales Growth Rate
(SGR) over other explanatory variables.

These concepts were visualized using the eigenvectors
derived from the SHAP matrix decomposition, providing two
complementary perspectives CompanyEigenVectors, which
characterize companies, and SHAP EigenVectors, which
describe feature patterns. This framework offers several
significant contributions: First, SHAP SVD enhances
interpretability by translating local explanations (SHAP
values per sample) into global structures (principal
components), allowing researchers and analysts to detect
patterns and clusters among entities. Second, it provides a
foundation for data-driven KPI (Key Performance Indicator)
design, where companies can be evaluated along meaningful
conceptual axes extracted from model behavior, not just raw
data.

Moreover, SHAP SVD’s utility is not limited to
regression problems in the automotive sector and company
sector. Its generality suggests broad applicability in other
domains such as finance, healthcare, education, and policy
evaluation—any field in which explainable Al meets high-
dimensional structured data. For instance, medical
diagnostics models could benefit from latent factor discovery
among symptoms and test results, or macroeconomic models
could use SHAP_SVD to explain and classify country-level
performance indicators.

Future work will explore the following directions:

. Extending SHAP SVD to classification tasks, where
class probability contributions rather than regression
outputs are analyzed.

. Combining SHAP SVD with clustering algorithms to
automatically group entities based on shared conceptual
characteristics.

. Developing interactive visualization tools, enabling
stakeholders to navigate the concept space in a user-
friendly manner.

In conclusion, SHAP SVD is a promising tool for
conceptual interpretation of machine learning models. By
bridging SHAP's local attribution with SVD's global structure
extraction, it provides a robust and interpretable framework
for analyzing the inner workings of predictive models. We
believe this methodology offers not only academic value but
also practical utility for decision-makers aiming to derive
actionable insights from complex datasets.
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Abstract—Model-driven software engineering processes are
based on formal models that can be automatically transformed
into one another after specifications are added. However, the
creation of many software products involves creative activities that
result in manually generated, informal documents, which prevent
automated model transformations. To enable transformation
steps, the content of these documents must be accessed in a
structured way when integrating them into model-driven processes.
Manually maintained documents are subject to frequent changes,
including modifications to their structure. To enable model-driven
processes in the presence of creative activities and their documents,
we are currently experimenting with parsing techniques that
combine the structure of documents with domain knowledge about
their content. First experiments are based on the Minimalistic
Metamodeling Language and its ability to integrate semantic
descriptions with syntactic representations.

Keywords-software development; software engineering; computer
aided software engineering; top-down programming; document
handling.

I. INTRODUCTION

Software engineering processes involve creating and con-
suming a series of documents. Such documents link the various
phases of activity in software creation processes, whether
experts perform sequential work in phase-oriented projects or
cross-functional teams collaborate simultaneously using agile
approaches.

In general, documents may contain various types of content,
such as problem statements, requirements, constraints, domain
models, solution models, abstract and concrete descriptions of
(software) implementations, tests cases, data, configurations,
design decisions, specifications of development and quality
assurance processes, and user and maintenance manuals.

The documents’ formats are diverse. They include text
documents, figures, (states of) collaborative digital whiteboards,
interactive presentations, prototypes, and workshops protocols
(including photos of whiteboards, for instance).

As such, managing the series of documents created during a
(software) development process resembles content management
tasks.

The way documents are handled depends on the software
development approach taken.

o Documents may be manually created, human-perceivable
representations of content. This is how documents are man-
aged in human-centered processes, particularly creative
ones.

e Documents may also represent formal models. In this
case, formality allows for automated transformation steps
in software development and for explicit traceability. This
notion of documents is found in model-driven approaches.
Documents may also be generated from models as they
are in content management processes.

« Dialogs between a user and a Generative Artifical Intelli-
gence (GenAl) system can also be considered documents.
Each dialogue consists of a series of prompts used as
input for the GenAl, as well as the Al’s responses to these
prompts. The utilization of GenAl in software engineering
processes is currently being researched, for instance, under
the term vibe modeling.

Combinations of these software development methods may
be of interest. This article presents a step toward integrating
of creative manual work on documents into model-driven
processes. It provides an extension of the work presented
in [1].

The class of software engineering processes that are based on
documents that contain formal models are called Model-Driven
Software Engineering (MDSE) or Model-Driven Software
Development (MDSD) processes [2].

Software engineering processes that include creative activ-
ities, such as conceptual modeling or interaction design [3],
are often applied for interactive software. Creative activities
are supported by documents that have neither a common
format [4] nor formal semantics. Instead, they reflect subjective
impressions, case-based presentations, alternatives, and similar
content directed at a human audience.

Documents that lack formal structure cannot participate in
MDSE processes per se. However, they can be annotated by
their creators with, for example, with references to relevant
content that are sufficiently fine-grained to address well-
formed content. Such annotations allow creative documents to
participate in MDSE processes.

However, such annotations refer to specific document in-
stances. Documents used in creative activities are, in particular,
working documents that are subject to constant change. This
includes changes in the structure of the documents. Therefore,
any fixed reference to content in such a document will poten-
tially become invalid and metadata may become inconsistent
as work progresses.

In this article, we investigate means of integrating informal
documents, in particular ones that are subject to change,
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into (model-driven) software engineering processes. We are
currently experimenting with linguistic means of recognizing
the content of documents with changing structures. First
experiments with document recognition are based on a mod-
eling language and its special ability to integrate semantic
descriptions with syntactic representations.

Preliminary results show that at least some content can be
extracted from documents that lack formal representations. In
this way, model-driven approaches can potentially be applied
to software projects with creative aspects.

GenAl allows another take on the problem. It is specifically
suited to generate formal representations from natural language
descriptions. MDSE approaches based on GenAl are beyond
the scope of this article.

The remainder of this article is organized as follows:
In Section II, we revisit model-driven software engineering
and discuss the need for incorporating informal documents.
Section IIT presents typical ways of referencing content in
single documents, and it addresses means of managing volatile
references to content of mutable documents. Section IV
briefly introduces a modeling language that is used for initial
experiments in this article. An experimental implementation of
these concepts is presented in Section V. The article concludes
in Section VI with a summary and an outlook on future work.

II. VISUAL SOFTWARE ENGINEERING ARTIFACTS

The discourse in this article does not require a comprehensive
introduction to model-driven approaches. However, this section
introduces some basic terms and highlights the challenges of
integrating creative work.

A. Model-Driven Software Engineering

In software development processes, a series of documents is
created. The kinds of documents may differ depending on the
kind of software being created and on the methodology used
for the process. But all documents serve common purposes,
such as linking activities by the results represented in them,
allowing traceability of activities [5], and others.

MDSE formalizes the flow of documents and thus the
connection of development steps. Documents are models with
a formal semantics. Models are derived by means of model-
to-model transformations and finally to code in model-to-
text transformations on a (semi-) automatic basis. This way,
development steps can be performed (semi-) automatically and
changes to models can be propagated down the model chain.

One of the first prominent examples of MDSE is the Object
Management Group’s Model-Driven Architecture (MDA). Vari-
ous other approaches have emerged that differ in the way in
which they implement transformations, for example, by means
of metaprogramming [7], code templates [8], or GenAl [9].

B. Creative Software Development Activities

Certain kinds of software solutions, such as those with a
focus on the human-machine interface, include creative steps.
Examples of creative activities are the definition of interaction
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patterns, of user experience in general, and user interface design
in particular [10].

In [11], we use the term Model-Supported Software Creation
(MSSC) to distinguish this kind of software development from
general MDSE that relies purely on formal representations.

Figure 1 shows typical groups of artifacts created to model
aspects of a software solution. Each group of artifacts belongs
to a modeling stage, depending on the chosen development
approach. Note that the sequence of artifacts is not meant to
prescribe a temporal order. Depending on the development
process, the artifact groups relate to consecutive activities, or
they are just a classification of the outcomes of activities that
are performed in an interleaved and, eventually, iteratively
manner.

A first set of artifacts, in Figure 1 called Preparation, reflects
the decisions to be made before starting a software development
project. This includes identifying the problem, deciding to start
a project to solve it, concluding that software is part of the
overall solution, setting concrete project goals, and allocating
resources.

The artifacts in the Concept stage take the perspective of the
application domain. A Domain model will finally capture that
application domain. Creative projects often start with Personas,
stereotypical users for whom the software will be designed.
Customer Journeys A Solution hypothesis gives a first idea of
the software to be developed as part of an overall problem
solution.

Typical creative processes, such as User-Centered Design
or Design Sprint, rely on all stakeholders taking part in the
design process. Since a discussion on the basis of models is
too abstract for many domain experts, a series of prototypes
that visualize the ideas is employed. Prototypes of different
development stages are often called Lo-Fi Prototypes and Hi-Fi
Prototypes. Low fidelity prototypes emphasize the information
structure (Information architecture) and the rough layout
of the software’s use interface (Wireframe, Module catalog,
Navigation). High fidelity prototypes provide a preview of the
software to be developed based on the current insights. For
this, the look of the software’s user interface is designed in
detail (Style guide) and some functionality is provided in usable
or emulated form (Click dummy). The goal is to validate the
solution hypothesis in user experiences tests (UX Tests).

Solution Architecture provides the transition from the domain
perspective to a technical perspective. In includes a first idea of
the software’s structure, its interface, the required infrastructure
and other first implementation decisions. The artifacts created
to define the solution architecture depend on the kind of
software to be developed. In ecommerce applications, for
example, the customer journeys and the touchpoints along
each journey provide valuable input. From these, the demand
for functionality and data is derived by a Touchpoint-data
mapping and a touchpoint-function mapping. These lead to a
High-level architecture of main components and the required
processes and data flows.

To complete the switch to a technical perspective, the design
activities for a Software Architecture and the implementation
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Figure 1. A typical flow of artifacts in a software development process that integrates creative activities, based on [6].

activities leading to Code elaborate the models to the point of
operable software. There are different definitions of Software
architecture. In particular, it explains how requirements are
adressed in detail. When implementing the software design,
Code is produced, incorporating Libraries and Framworks.
Software (also) consists of Configurations to a varying degree.
The degree depends on the implementation approach chosen:
custom development or off-the-shelves software; software
that is manually coded, generated, or built in a low code
environment.

On top of the software itself, accompanying artifacts such as
the various Documentation items and Tests, more specifically
test concepts, test cases, and test scripts, are created as part of

a software engineering process.

Models such as the Domain model, the High-level architec-
ture, and the Software architecture can typically be expressed
in a suitably formal way as to be derived from each other by
model-to-model transformations. However, other documents
are typical representatives of informal documents, such as
Personas, Customer journeys, and Style guides. There may
even be dynamic artifacts, such as a Click dummy that needs
to be experienced by a human observer who interacts with it.

Informal documents are authored using tools with a focus on
graphical presentations. Typical tools are presentation software,
collaborative digital whiteboards, issue trackers, and the usual
text processors and drawing software. During creative processes,
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even structured entities, such as user stories and task boards are
often represented in unstructured documents like whiteboard
drawings.

C. Creative Artifacts in Model-Driven Processes

Depending on the type of software, there are different
steps in the development process that are of an informal
nature. Some software solutions require creative development
activities. Typical such activities are those from the disciplines
of domain modeling, conceptual modeling, and visual design.
Such development steps are typically performed manually and
lead to subjective results. As a result, tools that support creative
activities often produce informal representations and documents.
Therefore, software projects that involve creative activities
cannot be fully covered by model-driven processes in most
approaches.

In order to include creative activities in model-driven
processes, the informal documents that are generated have
to be interpreted in such a way that their content can be
referenced and can be extracted in a defined structure. Through
such an interpretation, content may be used in software models
or during model transformations.

Interpretations of documents that lack formal structure can
be added explicitly. For example, their creators may provide
annotations with content references and metadata to guide
access to relevant content. Such annotations, however, refer to
specific document instances.

Creative activities typically consist of numerous iterations.
As a consequence, documents used in creative activities
are subject to constant change. This includes changes to
the structure of the documents themselves. Therefore, any
fixed reference to content in such documents will potentially
become invalid and metadata may become inconsistent as work
progresses. As a consequence, documents are required to be
constantly reinterpreted.

Due to possible structural changes, the (re-) interpretation
of documents must be defined based on some rules or patterns,
such as grammars with syntactic and semantic rules.

III. REFERENCING CONTENT IN DOCUMENTS

In order to extract content from documents in a form that
is suitable for use in a formal development process, parts of
that content must be addressable. This requires documents to
be structured, or to allow superimposed structures for content
references.

Digital documents can be structured to varying degrees.
Typically, document formats are categorized as structured, semi-
structured, and unstructured.

A. Structured Documents

Structured documents are created according to a well-defined
structure, allowing them to be precisely analyzed. This can
be realized in three different ways. First, the structure of
documents may be used to query for content, such as object
paths based on JSON definitions. Second, specific parts of a
document can be addressed if structure elements have stable
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names (paths) or stable IDs. A third approach uses grammars
which can be used to both create documents of a certain
form and to parse documents to identify structural elements
according to linguistic constructs.

A common structure to which multiple documents conform
calls for a schema or document format. Schemas of structured
documents differ in the meaning they convey. A format may
reflect visual layout like, for example, in the case of HTML, it
may use a generic semantics like, for example, XML formats
for formal languages, or it may carry domain knowledge as,
for example, application-specific XML formats.

B. Semistructured Documents

Documents that have a recognizable structure, but no com-
mon schema to which they conform, are called semistructured.
Any interpretation rules applied to such documents are fragile
in the sense that they may not be applicable to all document
instances, or else all possible forms of documents must be
considered in all rules.

If there is some technical structure that allows referencing
parts of a document, then some pragmatics can be applied
to interpret combinations of structure elements and content.
For example, in a text document, there may be a recognizable
structure of single-line terms written entirely in bold font. That
structure may be interpreted as the term being a section heading.
If the document is a software architecture description, and if
the term is interpreted as a subsection of a section “Software
Components”, then the term may be interpreted as the name
of a software component.

In this way, semistructured documents are required to expose
some recognizable structure. As these examples demonstrate,
interpreting them requires some defined domain semantics and
pragmatics in order to apply interpretation rules. This includes
both domain entities, processes, constraints, etc., as well as
typical representations and document layouts that are used in
the domain. Note that the term “domain” refers to different
levels of abstraction, ranging from a topic domain to a specific
project.

C. Unstructured Documents

Unstructured documents, exhibit no structure that would
allow referencing parts of a document. Typical examples of
such documents are media files in binary format.

To reference parts of an unstructured document, some
technical ways of addressing can be used, for example, pixel
ranges in an image or timecode sequences in movies. Such
references depend on the concrete document or, more precisely,
on the actual presentation of it. For example, areas of an image
that are defined by pixel coordinates relate to the resolution
of that image. Such references are, therefore, volatile. For
example, a selection of pixel coordinates is not valid for an
equivalent image in different resolution.

There is no precise way to semantically reference content,
although the semantics of unstructured documents can be
analyzed by various algorithms.
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D. Aggregating Documents from Different Sources

When accessing document collections that originate from
different sources, the problem of different or varying schemas
may arise. A typical approach to cope with such a situation is
employing adapter components that allow accessing structured
documents according to a common schema or by transforming
them into a common schema [12].

However, when multiple documents describe the same
domain entity, a common schema is not sufficient for precise
retrieval of that content [13].

E. Extracting Content from Mutable Documents

As mentioned earlier, documents created during creative
activities in software engineering processes are subject to
change, which means they have to be mutable (volatile,
sometimes called /iving documents).

In MDSE processes, the contents of documents are used
to create software models from them, or such models are in
other ways related to the contents of documents. Changing
documents can generally break such relationships.

One solution is to create copies of documents once they
are referenced and to keep these copies stable. But this would
exclude further work on those documents from the process.

Parsing is a standard approach to identifying meaningful
content in a document. For formal languages, a parsing process
operates on the syntactic structures of a document and applies
a defined semantics to interpret those structures.

Interpretation is driven by parsing rules that are part of a
grammar. First, these rules are applied to recognize syntactic
structures. Once syntactic structures according to a grammar
have been detected in a document, a subsequent semantic
analysis assigns meaning to those structures. Compilers for
programming languages create an Abstract Syntax Tree (AST)
during syntactic analysis and attribute its nodes during semantic
analysis to derive a decorated AST. Similar techniques can be
used for documents.

Documents resulting from creative processes do not follow a
fixed semantics. Therefore, classical parsing approaches based
on formal languages alone do not work on them. In our current
research, we are using domain knowledge to augment document
parsing.

Parsing of semistructured documents requires pragmatics
since not all parts of a document have an identifiable structure.
An open question is whether pragmatics can be provided by
domain knowledge: two equally formatted expressions may be
distinguished by some significant content. In general, domain
knowledge may be necessary to decide on a parsing strategy.

Parsing is well understood for formal and, to a limited extent,
semistructured representations, but it is usually applied once.
Updating models based on subsequent parsing results of a
modified document requires, according to our current findings,
an additional relationship between document structure and
domain semantics.

Updates can change a document on two levels: If a doc-
ument’s content is changed, then the document needs to be
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Figure 2. A graphical notation of M3L concepts.

reparsed and reinterpreted. Detected changes lead to updates
of subsequent models (documents).

If changes affect the structure of a document, then additional
actions are required. When the interpretation of structures
changes, the underlying parsing rules generally need to be
updated because it is impossible to anticipate all possible
structures in a grammar.

Apart from classical parsing techniques, GenAl performs
document analysis.

IV. THE ML AS A MODELING LANGUAGE

The Minimalistic Metamodeling Language (M°L) is a meta-
modeling language. As such, it can be applied to various
modeling tasks. We use the ML for initial experiments in
document recognition, capturing both domain semantics as
well as document formatting.

This section provides a short introduction to the ML to
introduce the fundamentals of the modeling approach and to
illustrate its application to MDSE through some modeling
patterns.

A. A Short Introduction Into the M°L

The ML allows defining and deriving concepts. Definitions
are of the general form

AisaB{CisaD}EFE{F}+GH

Such a statement matches or creates a concept A. All parts of
such a statement except the concept name are optional.

In the course of this article, we use a graphical notation
of the M3L as shown in Figure 2 for the different parts of a
concept definition. For concept refinement we borrow notation
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ConditionalStatement is a Statement ({
Condition is a Boolean
ThenStatement is a Statement
ElseStatement is a Statement

Figure 3. Sample base model of procedural programming.

IfTrueStmt is a ConditionalStatement {
True is the Condition
} E ThenStatement

IfFalseStmt is a ConditionalStatement ({
False is the Condition
} E ElseStatement

Figure 4. Sample semantics of conditional statements.

from the Unified Modeling Language (UML), see Figure 2c
for is a relationships and Figure 2d for is the relationships.

The concept A is a refinement of the concept B. Using the “is
the” clause instead defines a concept as the only specialization
of its base concept. Conflicting “is the” specializations are
considered an error.

The concept C is defined in the context of A; C is part of the
content of A. Contexts define (hierarchical) scopes. Concepts,
such as A are defined in an unnamed top-level context.

There can be multiple statements about a concept visible
in a scope. Statements about a concept are cumulated. This
allows concepts to be defined differently in different contexts.

For an example of modeling with the the M3L, consider
the definition of a conditional statement found in imperative
programming languages in Figure 3. It consists of Condition
to decide whether to execute ThenStatement or ElseStatement.

Semantic rules can be defined on concepts, denoted by
“I=". Figure 2e shows the graphical notation. A semantic rule
references another concept that is returned when a concept
with a semantic rule is referenced. As with any other reference,
a non-existent concept is created on demand.

Context, specializations, and semantic rules are employed
for concept evaluation. A concept evaluates to the result of its
syntactic rule, if defined, otherwise itself, . Syntactic rules are
inherited from explicit base concepts (given by is a or is the)
and implicit base concepts (concepts with matching content).

Concept evaluation is used to assign semantics to concepts.
The code in Figure 4 uses syntactic rules to assign semantics to
the conditional statement from the example above. A concrete
statement is matched against the two subconcepts IfTrueStmt
and IfFalseStmt. If one of them is recognized as a derived
base concept of the given statement, the semantic rule of the
matching concept is inherited. This way, the ThenStatement or
the ElseStatement is determined as the evaluation result of a
ConditionalStatement and thus a specialization of the respective
statement is “executed” (evaluated next).
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Java is a ProgrammingLanguage {
ConditionalStatement
F if ( Condition ) ThenStatement
else " " ElseStatement

Python is a ProgramminglLanguage {
ConditionalStatement

F if " " Condition
"\n " ThenStatement
else:
"\n " ElseStatement

Figure 5. Sample syntax of the conditional statement.

Concepts can be marshaled/unmarshaled as text by syntactic
rules, denoted by “I-” or graphically as shown in Figure 2f. A
syntactic rule names a sequence of concepts whose representa-
tions are concatenated. A concept without a syntactic rule is
represented by its name. Syntactic rules are used to represent
a concept as a string as well as to create a concept from a
string.

Figure 5 shows syntactic rules that map the conditional state-
ment from the example to different programming languages.
Chosing the programming language as the context, a syntactic
form of the concepts is generated accordingly.

B. MDSE with the M°L

An MDSE process relies on a series of models where models
are created from existing models by means of model-to-model
transformations. A model on one stage is created based on the
input of models of earlier stages or by refining models from
the same stage. This article considers three typical kinds of
model transformations:

1) Model combination
2) Model refinement
3) Model creation from existing models

The three model relationships can be used with the ML to
express model transformations. The following examples outline
basic modeling approaches.

a) Combining models: Domains often rely on base
domains. For example, business tasks rely on mathematical
models. Accordingly, models are defined by integrating (exist-
ing) models of base domains. This way, models are reused.

Let BaseModell and BaseModel2 be some models of some
domains whose concepts can be reused for the domain at hand.
Then, for example, concepts A and B can be integrated into a
new model SomeModel by definitions like:

SomeModel {

A from BaseModell

B from BaseModel2
}

For example, on the layer of domain models, the model
shown in Figure 6a combines parts of product details that come
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ProductDescriptions is a DomainModel {
ProductData
PaymentMethods from Commerce
PackagingInformation from Logistics

(a) A sample domain model.

OurInfoSys is a PlatformIndependentModel ({

AppServer from SWComponents
DBMS from SWComponents
DataSchema from DBModeling
WebServer from SWComponents
WebPage from WebDesign

(b) A sample solution architecture.

OurInfoSysConcept is an OurInfoSys {
RDBMS from SWComponents is the DBMS
ProductDataSchema

is an RDBSchema from DBModeling,
the DataSchema
WebServer from SWComponents
is a ServletEngine from Java

(c) A sample solution architecture refinement.

OurInfoSysConcept = OurInfoSysDatalayer ({
RDBMS
ProductDataSchema {
ProductsTable is a Table from DBModeling
}
}

(d) A sample software architecture.

OurInfoSysDBIm is an OurInfoSysDatalayer {
ProductDataSchema ({

ProductsTable + "PRODUCTS (" Columns
} = "CREATE TABLE " ProductsTable
}

")".

(e) A sample software architecture.

Figure 6. Sample flow of software models expressed in the M3L.

from different specialized models (assuming that concepts for
models Commerce and Logistics are given, and that those
models combine the named concepts for the data sets).
Likewise, on the layer of solution architecture, the model
from Figure 6b combines technical components from different
technical descriptions. Here, we assume the availability of
a model SWComponents that hosts descriptions of typical
software components found in the domain at hand, etc.
b) Refining models: Within one stage, models are refined
to more concrete models of the same stage. This way, the
work in each stage starts with first, coarse-grained models,
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that are then transformed into more concrete models. Different
refinements of one model may cover different perspectives
on the targeted (software) solution. The process of refining
involves decision making. Decisions can be documented by
stating delta models that explicitly represent the transformation
applied during refinement.

Using the M3L, one model can be created as a refinement
of another. Concepts in the content of the refined model are
inherited and can be refined further.

An example from the solution architecture layer is shown
in Figure 6c. In this example, two aspects of the conceptual
model are refined: From a technical perspective, the DBMS is
more concretely specified to be a relational DBMS (RDBMS),
and the WebServer to be implemented as a Java Servlet
engine (ServletEngine). Regarding the domain model, it is
defined that the data schema is defined to store products
(ProductDataSchema).

c) Creating models in subsequent stage: When processing
from one stage to another, initial models are required for the
subsequent stage that is entered. Optimally, the most concrete
models of the preceding can be transformed to form the initial
models of the subsequent stage. If new models have to be
created, the model elements should be explicitly linked to the
elements from models on which they are based for the sake of
traceability. For example, Shaw and Garlan [14] demand for
software architecture that solution aspects refer to requirements.

In the M3L, a model can be explicitly created as a transfor-
mation of another model using a semantic rule.

Figure 6d continues the example of the information system.
RDMBS from the source model OurlnfoSysConcept is re-
introduced in the transformed model. The database schema
ProductDataSchema is additionally redefined by naming one
table. WebServer from OurInfoSysConcept is not considered
in the transformed model, since it only models the data layer
of the information system.

C. Software Creation with the MPL

The models in MDSE ultimately reach the stage of generating
code. The ML allows creating code using syntactical rules
that can be added to models with sufficient concreteness.

Using the example from above, part of the information
system based on a relational database can be defined to create a
relational schema by SQL statements as indicated in Figure 6e.

By defining the syntactical rules in the context of an
implementation model, different code generation schemes can
be defined for one software model. This way, for instance
application code, Ul code, data models, and data exchange
formats can be generated from the same model.

V. FIRST EXPERIMENTS USING THE M3L

Describing static documents with metadata provided as
concepts that make reference to relevant parts of the content has
been researched previously in the Concept-Oriented Content
Management approach [15]. The M3L may offer new way to
link abstract concepts with documents. Some initial experiments
with simple mutable documents have been conducted to
investigate means of linguistic document interpretation.
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A. Static Document References

Figure 7 is an example of a document description using the
M3L. It illustrates static references to documents or document
fragments. It uses an example from art history as the primary
application domain used in the initial studies of document
descriptions in the Concept-Oriented Content Management
approach. Applications from the humanities were chosen
because of the specific need for multifaceted interpretations of
documents. Many of the findings also apply to the software

domain since the requirements are similar, if not more stringent.

The (digital) picture of a painting at the bottom of Figure 7
is described using (ML) concepts. An abstract concept
hierarchy, beginning with the concept DocumentReference,
defines references to documents or document fragments. A
Documentld defines an address of a document, such as a file
name or URL. A FragmentSelector defines a part of a document
containing interesting content. The example shows a sketch of
a refinement hierarchy that specifies concepts for references
to two-dimensional images, for those depicting paintings, and
paintings showing a ruler specifically.

A second concept hierarchy starts with DocumentDescription

and contains concepts that describe the subject of a document.

The concepts in this hierarchy describe an interpretation of a

painting, its content. There is little to no abstraction in general.

Instead, the concepts lay a foundation for individual concepts
that record observations and interpretations.

The two hierarchies converge at the PaintingDescription. The
application-specific concept RulerPaintingDescription refines
it for the area of interest. In this case, it is ruler images that
convey a political message. Therefore, there is a reference
to a Ruler concept describing the ruler that the artwork is
about and a fragment selector RulerDepiction pointing to the
ruler’s depiction in the picture. Additional content can be added
as needed, such as a description of the artist, the epoch, the
creation location, or the exhibitions of the artwork.

Finally, NapoleonCrossesTheAlps provides an “instance” of
a ruler painting. There are actually multiple paintings of that
motive, and even more references to Hannibal in depictions
of Alp crossings. The concept NapoleonCrossesTheAlps unites
multiple views of the (historical) content and the document
(painting). It also relates multiple domains, such as history,
arts, and political science.

B. Interpretation of Semistructured Documents

Some general concepts serve as the foundation of the
interpretation of certain types of documents. These concepts
are used to assign domain semantics to content.

Figure 8 shows an example of documents representing
customer journeys that are drawn on and exported from
(hypothetical) whiteboard software. This article assumes a
hypothetical service because the APIs for accessing board
content from actual services differ. However, they typically
allow access to graphical shapes. Examples include the APIs
of the services Miro [16] and FigJam [17].

The concepts shown Figure 8 in facilitate the interpretation
of the graphical components in the UX design domain.
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Specializations of the concept Board allow referencing a
whiteboard, and specializations of the concept Page allow
referencing a page (assuming the whiteboard software allows
whiteboards to be subdivided). On a whiteboard, there is no
recognizable structure below the page level. Starting with the
concept CustomerJourney, we look for semantic structures on
a whiteboard page. A customer journey is a named (graphical)
object that consists of elements that represent Touchpoints and
ones that represent Steps. A touchpoint is characterized by a
Name and a Service.

Syntactic rules define how these concepts are represented
on a whiteboard page. Figure 8a sketches some rules that
generate and recognize JSON code as it may be exported from
a whiteboard software that is provided as a Cloud service.

Service and Touchpoint are each represented by one shape.
These shapes, and thus these two entities, are reflected in the
whiteboard service API. However, compound entities have no
counterpart in the API; CustomerJourney specializations are
defined in ML concept structures.

Once a customer journey has been developed on a whiteboard
of that form, the syntactic rules can be applied to recognize
its structure and to extract its content. Content changes, such
as renaming an entity, lead to updated concepts. New concepts
are created for elements that are added to the board, and they
will be added to the customer journey corresponding to a board
page.

Figure 8b shows a sample query for customer journeys. The
concept for the board is a subconcept of Board from Figure 8a.
It matches all board specializations that refer to the given board
(i.e., the URL), have the name CustomerJourneys, and contain
a page called CustomerJourney3. Furthermore, the page must
contain a CustomerJourney that has one TouchPoint with the
Website service.

If a board matching the query exists, it will be selected.
Otherwise, it will be updated accordingly.

When the complete board is interpreted according to the
syntactic rules for Boards, the result is the concept structure
shown in Figure 8c. The concepts that have been created from
the board reflect some of the design decisions from the customer
journey representation, such as the participating persona and
the relationships to the touchpoints it visits and the sequence
of touchpoints along the customer journey.

The extracted information can be used in subsequent ac-
tivities of the software development process. Using the ML,
the resulting concepts can be directly related to concepts that
represent models created in such subsequent activities. With
the relationships outlined in Section I'V-B, the related software
models are updated on changes to the board.

C. Reinterpretation of Mutable Documents

Mutable documents are handled by repeatedly applying
the parsing process. When reinterpreting a document after
a change, new concept definitions are created in the M>L.
Because the M3L matches definitions against existing concepts
before creating new ones, previous interpretations are found and
used in the parsing process. Depending on the concept model,
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DocumentReference

Documentld

FragmentSelector

TextDescription | |ImageDescription|

| TextReference |

| ImageReference |

L

2DImageReference

PaintingDescription

AreaSelector FragmentSelector

| Origin l—[>| Point (from Geometrics) |

| Width l—[>| Integer (from Arithmetics) |

| Height l—[>| Integer (from Arithmetics) |

i

RulerPaintingDescription

HistoricalPerson (from History) |

|Ru|erDepiction|—[>| AreaSelector |

A

NapoleonCrossingTheAlps

Documentid

i

NapoleonBonaparte
(from RulerDatabase)

E

> RulerDepiction

NapoleonSelector

Figure 7. Static references to documents and document fragments.

existing references to concepts in models from subsequent
stages that were established by model-to-model transformations
are preserved. In this way, documents can be modified even
after they have already been interpreted and related to other
models during an MDSE process.

Structural changes can be recognized to a limited extent. As
indicated in the previous subsection, newly added shapes lead to
newly created concepts. But the correct linking of the concepts,
such as the order given by VisitBefore and VisitAfter, cannot
be established using the sample model shown so far. In the
example of the customer journey visualization, the order of the
service usages might be visualized by the horizontal position
of the rectangle shapes. Interpretation requires topological
relationships “left of”” or “right of”, or the horizontal positions
of the shapes have to be interpreted in a pragmatic way.

Alternatively, the order of touchpoint visits may be visual-
ized explicitly by arrows as indicated in Figure 8b. Such a
visualization may be harder to analyze, depending on the way
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arrows are reflected in the board software’s APIL. Since arrows
are expected to be manually drawn in most cases, they will
not be represented by curves or splines, making it very hard
to analyze them with syntactical rules.

Recognition of existing concepts requires some stable
identity information. Otherwise, the associative matching as

provided in the M3L might fail to select the right concepts.

Such stable identity information may, for example, be unique
names as well as a certain location in the document structure
where it is placed. In the example of the digital whiteboards
above, names might be given in a specially positioned text
field. As a consequence, the documents are not completely
mutable, at least not in terms of content.

An agreement on some recognizable information constitutes
a restriction to the idea of mutable documents. Finding ways
of leveraging this situation is subject to future work.

Other structural changes require extensions of the meta
model of the current modeling stage. If, for example, a new
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BoardModels

Board

| Name |—|>| String (from BaseTypes) |

Page

| Name |—|>| String (from BaseTypes) |

CustomerJourney

| Name |—|>| String (from BaseTypes) |

| Visitor |—I>|Persona|

Step TouchPoint

"rectangle"

Name Name Service I:

VisitBefore —I> TouchPoint

"name": Name {

3 "shape": "chevron"

visitafter | >{TouchPoint [+

"connection": VisitBefore

(a) Example of a pattern for mutal

ble documents.

CustomerJourneys:CustomerJourney3

John Smith

Awareness ; Interest >>Conversion ;ngagement §Advocacy >

v Online Ad_-| | Website H Shop zLReglslrallon j ’SoclalMedlaJ

CustJourney

|CustomerJourneys|e|>| Name |
Page

|CustomerJourney3|e|>| Name |

CustomerJourney

TouchPoint

| Website |<—|>| Service |

(b) Example of a query to mutable documents.

Boardinstances

SomeBoard
[
Page
c Journey3
CustomerJourney3
| FrominterestToLoyalty |e|>| Name |
| |
Step3.1 Step3.2
|Awareness| | VisitBefore | | VisitAfter | | Interest | | VisitBefore | | VisitAfter |
TouchPoint
o A
| VL | | |
TouchPoint3.1 TouchPoint3.2 TouchPoint3.3 | | TouchPoint3.4 | | TouchPoint3.5 |
| Banner || OnlineAd | |In'ormation|| Website |

(c) Example result of mutable document recognition.

Figure 8. Parsing of documents and document fragments.
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kind of entity is introduced, and if that entity is represented
by a new shape in whiteboard drawings, then a new concept
for the entity with a syntax rule for its representation has to
be added.

By means of model compositions (see Section IV-B), though,
models with matching syntax definitions might be looked up
from a model repository. Such dynamic extensions are also
subject to future research.

VI. CONCLUSION AND FUTURE WORK

In this article, we investigate an approach to integrate
semi-structured documents supporting creative activities into
MDSE processes. Using the ML, documents can be parsed
based on their syntactic structure in conjunction with the
semantics of the concepts represented in such documents. A
first simple experiment shows that content can be extracted from
a document in a suitably formal form if the document follows
some conventions. The concepts recognized in a document can
serve as model elements that link the documents to the chain
of model-to-model transformations of MDSE processes.

Future work will need to test this approach with a range
of existing file formats and service APIs to further investigate
the limits of document interpretation and possibly identify
additional requirements for parsing technology. There are limits
to the extent to which documents can be modified without
losing existing links to software models. These limits are not
well researched. We need to find the limits, ways to extend
them, and notations to describe parts of documents that must
not be altered. Another future research direction concerns a
form of roundtrip engineering in which documents are not only
interpreted, but also generated from models that need to be
presented in a form suitable for non-technical stakeholders.

GenAl receives tremendous attention lately. Though not part
of the original research, it has to be included in future research.
GenAl can support multiple modeling activities, in particular
in conjunction with creative artifacts.

Some GenAl applications have already been researched,
such as checking completeness of requirements (given in
natural language) [18]. After the emerge of “vibe coding” [19],
there is an interest in “vibe modeling” as an iterative model
transformation approach. It may also help in generating code
from models.

Currently, we are looking in low code tools with generic
Al support. In the future, it will be interesting to see whether
LLMS that have been trained specificially for modeling with
the ML allow automated model transformations by stating a
source model and giving delta model instructions.
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Abstract—Crypto rug pulls have become a major threat to the
integrity of blockchain ecosystems, with illicit activities surging
and resulting in significant financial losses. Existing approaches to
detect crypto asset fraud are based on the analysis of transaction
graphs within blockchain networks. While effective for identifying
transaction patterns indicative of fraud, existing approaches do
not capture the semantics of transactions and are constrained
to blockchain data. Consequently, preventive methods based on
transaction graphs are inherently limited. In response to these
limitations, we propose the Kosmosis approach, which aims to
incrementally construct a knowledge graph as new blockchain and
social media data become available. During construction, it aims
to extract the semantics of transactions and connects blockchain
addresses to their real-world entities by fusing blockchain and
social media data in a knowledge graph. This enables novel
preventive methods against rug pulls as a form of crypto asset
fraud. To demonstrate the effectiveness and practical applicability
of the Kosmosis approach, we examine a series of real-world rug
pulls. Through this case, we illustrate how Kosmosis can aid in
identifying such fraudulent activities by leveraging the insights
from the constructed knowledge graph.

Keywords-blockchain; cyber fraud; rug pull; security; smart con-
tracts; knowledge graphs; discovery; pseudonymity; untraceability.

I. INTRODUCTION

This article is a revised and extended version of [1] and
[2]. Crypto assets are digital assets that use distributed ledger
technology, such as blockchain, to prove ownership and
maintain a decentralized and public ledger of all transactions.
Cryptocurrencies, like Bitcoin [3], function as digital currencies
and are used for storing or transferring monetary value.
Fungible Tokens (FTs), another type of crypto asset, are
interchangeable units representing various utilities or assets
within a blockchain ecosystem. Lastly, Non-Fungible Tokens
(NFTs) are unique digital assets that prove ownership and
authenticity of digital or real-world assets [4]. In the rapidly
evolving landscape of crypto assets, the incidence of illicit
activities has surged. Chainalysis, a leading blockchain analytics
firm, reported that illicit transaction volume rose for the second
consecutive year in 2022, reaching an all-time high of $20.6
billion in illicit activity [5]. Since the rise of Decentralized
Finance (DeFi) in 2020, followed by NFTs in 2021, rug pulls
have become a major fraud scheme in terms of amount stolen

and frequency [6]. Thus, rug pulls pose a significant risk to
investors and undermine the integrity of the crypto asset sector.

The predominant approach for identifying patterns indicative
of fraudulent activity is the transaction graph analysis within
blockchain networks [7]-[9]. However, this approach presents
two key challenges. Firstly, the transacting parties are pseudony-
mous and only their blockchain addresses are publicly known.
This means that, although the transactions of a specific address
can be tracked, linking that address to a real-world entity can
be challenging since this approach is limited to information or
patterns observable in blockchain data. Secondly, this approach
is only concerned with the following aspects of a transaction:
1) The transferred asset, 2) the quantity, and 3) the sender
and receiver. However, the semantics of a transaction, such
as what happened in a transaction that caused the assets to
get transferred, is not covered. Thereby limiting the depth of
analysis that can be conducted on crypto asset movements.

Knowledge Graphs (KGs) [10] are increasingly recognized
as a powerful means to integrate fragmented knowledge from
heterogeneous data sources into a graph of data to facilitate
semantic querying (e.g., [11][12]) and reasoning (e.g., [13]).
A KG provides a holistic view for identifying patterns and
hidden connections indicative of fraudulent activities in a
highly connected dataset [14]. The KG consists of semantically
described entities, each with a unique identifier, and relations
among those entities using an ontological representation
[15][16]. Their open world assumption allows for the continual
integration of new data. By leveraging these capabilities, KGs
can enhance crypto asset fraud analysis and aid in predicting
future fraudulent activities.

The remainder of this article is organized as follows. We first
outline the Kosmosis objectives in Section II. Next, we provide
a background on the Ethereum blockchain and graph-based
blockchain data mining methods in Section III. Subsequently, in
Section IV we propose Kosmosis, our incremental KG construc-
tion pipeline. In Section V we provide essential background on
rug pulls before we demonstrate the effectiveness and practical
applicability of the Kosmosis approach for the use case of NFT
rug pull detection in Section VI. Finally, we outline future
work in Section VII and conclude the article with a discussion
of our findings in Section VIIL
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II. OVERARCHING OBJECTIVES OF KOSMOSIS

This section outlines the objectives of Kosmosis, beginning
with the primary objective that investigates the potential of a
KG in identifying and alerting users before they interact with
projects linked to known scammers, addressing a critical need
for security and trust in blockchain ecosystems. Following that,
we explore the technical implications.

Objective 1: How can the KG identify and aid in alerting
users before interacting with a rug pull project?

With the rise in illicit activities in the crypto asset market,
especially rug pulls, there is a pressing need for effective
means to detect and prevent fraudulent activities. Kosmosis
aims to integrate fragmented knowledge from blockchains like
Ethereum, social media like X, and potentially other knowledge
graphs into one unified KG, enabling semantic querying and
reasoning over a graph of entities and the relationships among
them. The KG could serve as a knowledge base for a real-time
alerting system, warning users of potential risks associated
with certain projects or individuals.

Objective 2: How to incrementally construct the KG
from heterogeneous data sources?

It is imperative to establish a pipeline capable of integrating
updates into the KG in both batch- and streaming-like manner.
Thereby, maintaining high data freshness by ensuring that
the KG consistently reflects the most up-to-date information
from the blockchain and other sources. This approach should
not entail a complete reconstruction of the KG, but rather
concentrate on integrating new information, avoiding the
reprocessing of data that is already incorporated.

Objective 3: How to extract the semantics of blockchain
transactions?

Transaction graphs commonly only display transactions with
asset transfers and provide answers to questions such as “what”
assets were transferred, and “where” were they transferred to.
Understanding transactions semantically is vital in uncovering
sophisticated fraudulent schemes that might otherwise go
unnoticed. Kosmosis addresses this gap by extracting the
semantics of transactions, providing answers to “why” and
“how” assets were transferred in a transaction. This extraction
of semantic information is primarily achieved through decoding
the input data of a transaction using the Application Binary
Interface (ABI) of smart contracts a transaction interacts with.
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III. BACKGROUND

In this section we provide background on blockchain tech-
nology, specifically the Ethereum blockchain, in Section III-A.
Subsequently, we outline related graph-based blockchain data
mining methods in Section III-B. On the social media aspects of
Kosmosis, our prior work includes correlating Reddit data with
traditional stock market trends [18] and analyzing Twitter/X
data using SPARQL [19].

A. The Ethereum Blockchain

Blockchain technology is based on the principles of im-
mutability, decentralization, transparency, and cryptographic
security and has seen various applications in recent years.
For instance, in the financial sector (e. g., [3][20]), or supply
chain management (e. g., using a single blockchain [21], or
using multiple, interoperable blockchains [22][23]). Smart
contract platforms represent a subset of blockchains that enable
the development of decentralized applications through smart
contracts. This section outlines the key concepts of Ethereum,
as an example for smart contract platforms, that are essential
for the following sections of this work, such as smart contracts,
their execution environment, and account-based accounting.

1) Blockchain Data Structure: A blockchain is a data
structure whose elements called blocks are linked together
to form a chain of blocks [17], depicted in Figure 1. Each
block comprises two parts: a body and a header. The body of
the block contains a set of transactions. A transaction typically
involves the transfer of assets between a sender and a receiver.
These participants are represented by addresses, which are
unique alphanumeric strings that clearly specify the origin
and destination of each transaction. Further, the block body is
used to generate a unique identifier called the block hash. The
block header contains a reference to the unique identifier of
its immediate predecessor, known as the parent block.

2) Smart Contracts: Through smart contracts, which are
executable source codes that enforce the terms and conditions of
particular agreements, a smart contract platform like Ethereum
facilitates the development of decentralized applications [25].
Once deployed on the blockchain, the smart contract is assigned
an address where the code resides and cannot be altered or
tampered with. By writing custom smart contracts, developers

Block Header Par?;fﬁOCk < Block Header Parirll; SBthCk < Block Header Pari_rll;fﬁOCk

Block Body Block Body Block Body

ERRENRES ENRENRES ENRENRES
Block i-1 Block i Block i+1

Figure 1. Schematic representation of the blockchain data structure. Adapted from Zheng et al. [17].
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can create and manage tokens that adhere to the standards ERC-
20 for FTs [26] or ERC-721 for NFTs [27]. An ABI specifies
the functions and data structures exposed by a smart contract,
allowing external applications to understand the capabilities
of the contract. Further, an ABI defines a format for encoding
and decoding data that is passed between smart contracts and
external applications. This ensures a consistent and standardized
way to exchange information.

The Ethereum blockchain manages Ether (ETH) as the
native cryptocurrency of the platform. It operates with the
Ethereum Virtual Machine (EVM) as a fundamental building
block, serving as the execution environment for smart contract
code. Smart contracts, primarily written in a high-level language
such as Solidity, undergo compilation into EVM bytecode. This
bytecode is the executable format used by the EVM to enact
smart contract functions. To interact with this bytecode, a
contract ABI is utilized, which acts as a bridge between the
high-level language and the low-level bytecode. In this context,
an EVM disassembler plays a crucial role; it reverses the
bytecode back into a more readable format, aiding developers
in understanding and analyzing the code deployed on the
Ethereum blockchain. Figure 2 shows the processes involved
in deploying smart contracts to the Ethereum blockchain
and reading contract data from it, including compilation
and deployment steps, and the interaction between a web
application and the Ethereum blockchain. The left side shows
the compilation and deployment of a smart contract, and the
right side depicts an interaction with the contract (e.g., from a
web application).

3) Externally Owned Account: Unlike smart contracts,
Externally Owned Accounts (EOAs) are controlled by real-
world entities through private keys, enabling them to initiate
transactions, such as transferring crypto assets or executing
functions of a smart contract. When an EOA sends a transaction
to a smart contract, it triggers the code of the contract to execute
according to its predefined rules.

Deploying Contracts to Ethereum
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4) Account-based Accounting: For the record-keeping of
transactions, blockchains utilize an accounting model. Com-
pared to other blockchains, such as the equally well-known
Bitcoin [3] blockchain that uses the Unspent Transaction
Output (UTXO) model, or its successor the extended UTXO
[28] utilized by the Cardano [29] blockchain, Ethereum [20]
employs the account-based accounting model. The account-
based model can be best understood through the analogy of a
bank account. This approach mirrors how a banking account
operates. Like a bank account that tracks the inflow and outflow
of funds, thereby reflecting the current balance, the account-
based model in Ethereum maintains a state that records the
balance of Ether. Thus, it is inherently stateful. Each transaction
results in a direct adjustment to this balance, akin to a deposit
or withdrawal in a bank account. This model’s stateful nature
ensures that at any given moment, the system can accurately
reflect the total amount of Ether held in each account, offering
an up-to-date view of account balances within Ethereum.

5) Token Minting: The process of creating new tokens is
called token minting. FTs are typically minted by the creator
either at the inception of the project or progressively over
time. This process is often governed by predefined rules or
algorithms embedded within the smart contracts of the project.

In contrast, NFT minting involves other individuals besides
the token creator, commonly termed as token minters. They
engage by invoking a specific function within a smart contract,
in the ERC-721 token standard, called mint. This action results
in an increase in the supply of the NFTs and simultaneously
assigns these minted tokens to the blockchain address of
the minter. The mechanism of minting NFTs often involves
utilizing a dedicated minting website. Here, prospective minters
or investors are required to invest a predetermined amount,
as set by the creator, to initiate the minting process. This
investment grants them the ability to mint one or multiple
NFTs, depending on the terms set forth in the smart contract.

Reading Contract Data from Ethereum

IDE/ » -
Front-end Solidity Source Code Web Application

1. Compile 4. Decode
Eth
VMereum ABI Bytecode Opcodes Bytecode ABI

2. Deploy 3. Receive
Ethereum Block Block
Blockchain 1 n [ | n+io [ |

Figure 2. Schematic representation of deploying and reading from smart contracts. Adapted from Takeuchi [24].
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B. Rug Pull Detection Methods

Two primary methods have been employed in the past
to detect rug pulls: smart contract code analysis and graph-
based methods. Smart contract code analysis involves a
thorough examination of the contract’s code to extract and
analyze the semantic behavior of transactions. For instance,
[30] utilizes smart contract code analysis to reveal potential
vulnerabilities and fraudulent patterns within the contracts. By
dissecting the code, their proposed method, dubbed “Tokeer”,
can identify suspicious patterns and functions that might
indicate a predisposition to rug pull scams. Another prominent
line of research in smart contract analysis leverages machine
learning—based techniques. Mazorra et al. [42], for example,
employed the XGBoost algorithm as a primary classifier to
predict the probability that a liquidity pool will evolve into a
rug pull or scam, achieving an accuracy of up to 99.36% using
features derived from token propagation patterns and smart
contract heuristics. Their dataset and experimental design are
restricted to fungible tokens launched exclusively on Uniswap
(Ethereum), and the authors argue that directly transferring
these learned models to other blockchains is unlikely to yield
results of comparable quality. Graph theories and graph-based
data mining methods, are applicable for discovering information
in blockchain network graphs, because blockchain transactions
can be inherently structured into graphs [9]. Elmougy and
Liu [31] identified three types of graphs, applicable to any
blockchain network: money flow transaction graphs visualize
the asset flow over time, address-transaction graphs showing
flow of an asset across transactions and addresses, and user
entity graphs that clusters the graph for potential linking of
addresses controlled by the same user, to deanonymize their
identity and purpose. To detect rug pulls with high accuracy,
graph-based approaches use network embedding methods to
automatically extract features from the blockchain network
(e.g., [32]) using a graph convolutional network.

IV. THE KOSMOSIS APPROACH TO INCREMENTAL
KNOWLEDGE GRAPH CONSTRUCTION

To incrementally construct a KG that integrates data in
a continuous and periodic way, we propose a multi-stage
pipeline, as illustrated in Figure 3. It originated from a
master’s thesis [33] and consists of three stages: Data ingestion,
data processing, and knowledge storage. We use italics to
emphasize on conceptual aspects and typewriter text for
technical operations.

The initial stage, data ingestion, captures the raw data from
the primary data sources (blockchain and social media) as well
as enrichment data sources (e.g., another knowledge base). This
phase is characterized by its versatility in the frequency of
data acquisition: it can be 1) continuous, to capture real-time
updates from sources such as blockchain nodes, 2) incremental
for new posts via the X Streaming Application Programming
Interface (API), 3) periodic, to capture new entries in structured
data sources like relational databases at regular intervals, or 4)
event-based, responding to events that are emitted upon new
entity additions to the KG.
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Following the ingestion stage, the data processing stage is
initiated, which is partitioned into distinct workflows tailored
to handle each type of ingested data. This segmentation allows
for specialized processing depending on the structure of the
raw data. For instance, for text data sources, natural language
processing techniques, such as Named Entity Recognition [34],
can be used to ensure that the data is accurately interpreted,
and contextual relationships are discerned.

In the third and final stage, the refined data is loaded into
the knowledge storage, where it is systematically organized
within a triplestore, a type of database optimized for storing
and retrieving data in Resource Description Framework (RDF)
format. The triplestore can then be used for semantic querying
capabilities to extract actionable insights from the KG for
downstream processes. For the KG, we use the EthOn [35]
ontology that formalizes the concepts and relations within the
domain of the Ethereum network and blockchain. EthOn is
written in RDF and Web Ontology Language (OWL).

A. Blockchain Data Processing

The blockchain data processing workflow continuously
ingests new transactions from the blockchain via websocket con-
nections. Websockets enable open, interactive communication
sessions between a client and a server, facilitating real-time data
transfer without the need for repeated polling. Upon receiving
these transactions, the workflow processes and integrates them
into the KG by first extracting the address relationship, followed
by tagging the addresses, and finally fusing the addresses with
the entities of the KG.

1) Address Relation Extraction: In order to provide answers
to “why” and “how” assets were transferred in a transaction,
Kosmosis implements a pipeline module titled Address Relation
Extraction. The responsibility of this module is to extract
the semantic information in a blockchain transaction through
decoding the input data of a transaction using the ABI of the
smart contract a blockchain address is interacting with.

First, the ABI is requested from Etherscan [36] and Sourcify
[37] via their respective REST APIs. If the ABI cannot be
successfully fetched from one of the aforementioned sources,
the module resorts to reconstructing the ABI from the smart
contract byte code, which is available at any time since the
bytecode is deployed on the blockchain. This operation enables
the decoding of transactions and the interaction with smart
contracts beyond their compiled state.

The initial step involves the disassembly of the bytecode
of the smart contract. This operation, referred to as DISASN,
decomposes the bytecode into a series of readable opcodes and
associated data. Disassemblers (e.g., pyevmasm [38]) facilitate
this step by translating the bytecode back into a form that
represents the original instructions and operations defined
within the smart contract.

Following disassembly, the algorithm initializes by creating
an empty array intended to store the ABI and defining lists of
opcodes that either change the state or read from the state of
the blockchain. These opcodes include SSTORE, CREATE, CREATE2 for
state-changing operations, and sLoap for state-reading operations,
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Figure 3. A high level overview of the Kosmosis pipeline.

reflecting the fundamental actions a smart contract on the EVM
can perform [20].

The core of the algorithm iterates over selector/offset pairs
within the disassembled bytecode. Selectors serve as identifiers
for functions in the EVM, facilitating the mapping to the
corresponding functionality. If a given offset does not match any
destination within the program’s destinations, the iteration skips
to the next pair, ensuring only valid functions are considered.

Upon finding a valid function destination, the algorithm
retrieves the function definition and assigns tags based on its
behavior. This tagging process involves analyzing the opcodes

contained within the function and any related jump destinations.

The purpose is to categorize functions according to how they
alter the blockchain state, using a depth-first search algorithm
to navigate through the function call graph.

An abiFunction object is then created for each valid function,
with its payable status determined inversely by the presence of
a notPayable marker at the corresponding offset. The algorithm
next assigns mutability attributes (nonpayable, payable, view,
or pure) based on whether the function alters state, reads state,
or neither. This classification is crucial for understanding how
functions interact with the blockchain and their implications
on transaction costs and permissions.

Finally, the algorithm decides on the inclusion of inputs and
outputs in the function signature, informed by the presence
of specific tags. For instance, tags indicating data retrieval or
state mutation influence whether parameters are classified as
inputs or outputs. This granular control ensures that the ABI

accurately reflects the interface of the smart contract, allowing
for effective transaction decoding.

Currently, the method for extracting semantic information
from smart contract transactions relies partly on predefined
heuristics, such as recognizing specific function names like
“mint.” However, we acknowledge that scammers could circum-
vent these simplistic heuristics by obfuscating or renaming
functions. Future improvements will incorporate advanced
transaction pattern analysis rather than function naming alone,
enhancing resilience against simple obfuscation techniques.

2) Address Tagging: Since the exact identity of a real-world
entity controlling a blockchain address is often unknown, it
can still be categorized and tagged accordingly. The address
tagging module tags the sender and receiver address based on
their extracted relationship from the preceding address relation
extraction module. For instance, an EOA deploying a smart
contract is tagged as deployer in case of a contract creation
transaction. Likewise, if an EOA is sending Ether to an NFT
contract 7" via a contract function containing the word “mint,”
the EOA is tagged as is tagged as NFT minter of 7. Tags
are subclasses of EOAs and contract accounts, extending the
address concept of the EthOn ontology.

3) Blockchain Entity Resolution: The blockchain entity
resolution module is responsible for resolving blockchain
addresses to either new entities or existing ones in the KG, by
using the extracted information from preceding steps. It begins
with mapping the result data from the preceding steps into the
RDF format, adhering to the ontology defined by the KG. This
ensures that the data is structured in a way that is compatible
with the KG’s existing schema.
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Following the mapping to RDF, the next phase involves
fusing this RDF data with the KG. This is accomplished
through a two-step process. Initially, a subgraph that is relevant
to the processed data is loaded into the system. This step,
commonly referred to as “blocking,” narrows down the scope
of the resolution process to the most relevant segments of the
KG, thereby enhancing the entity resolution process.

Subsequently, the system proceeds to match the newly
processed data with the corresponding entities within the KG.
This matching process is crucial for identifying where the
new data fits within the existing structure and for ensuring
that it is integrated in a meaningful way. In certain cases,
the fusion process may also involve the clustering of entities.
This is particularly relevant for blockchain data, where unique
characteristics of the data can be leveraged to enhance the
integration process.

For instance, when dealing with blockchains that utilize an
account-based accounting model, address clustering heuristics
can be employed to further refine the fusion process. One such
heuristic is the deposit address reuse, as proposed by Victor
[39]. Kosmosis uses deposit address reuse for blockchain data
from Ethereum to resolve entities more effectively.

B. Text Processing

The workflow starts with the input of unstructured data
from the X Filtered Stream API [40], which is incrementally
streamed and parsed via a long-lived HTTP request into the
pipeline. The first step in processing this data is Named Entity
Recognition, where the system identifies and classifies named
entities present in the text into predefined categories, such as
the names of persons, organizations, and locations.

The next step is relation extraction. This process involves
identifying and extracting relationships between the named
entities that were previously recognized. For instance, it could
determine that a person named “Alice” works for a company
named “Acme.”

The final step in the text processing workflow is the entity
resolution, achieved through blocking and matching. For each
new entity, the system identifies all other entities within the
KG that need to be considered for matching. Considering the
growing size of the KG, through the incremental updates, it is
important to limit the matching process to as few candidates
as possible [16]. The method of limiting candidates is known
as blocking, which confines the matching process to entities
of the same or most similar entity type.

Following the blocking that serves as a preliminary filtering
step, the matching is performed. This involves a pairwise
comparison of the new entities with those existing entities in
the KG identified during the blocking phase. Its objective
is to identify all entities that are sufficiently similar and,
therefore, potential candidates for matching. This pairwise
comparison relies on a nuanced assessment of similarity that
encompasses both the properties of the entities and their
relational connections within the KG. By evaluating both
property values and the nature of relationships to other entities,
the system determines the degree of similarity between entities.
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C. Enrichment Data Processing

Enrichment data enhances the data obtained from primary
data sources with supplementary context regarding real-world
entities. Attributions involve the mapping of blockchain ad-
dresses to their corresponding real-world entities. This task is
largely dependent on data sourced from a network of experts,
such as team members from blockchain projects. The input
data for the attribution process is typically not consistent in
its timing, as it depends on when the experts provide updates
or when new information becomes available. As a result, the
enrichment data processing workflow is designed to operate at
regular intervals, ensuring that the KG is updated systematically
and remains as up-to-date as possible.

To further enrich the KG, data from external knowledge
bases is integrated. In our case, we use the Golden Knowledge
Graph due to its concentrated information on tech startups
and cryptocurrencies. This external graph offers a wealth
of information about crypto projects, including details about
their founders, team members, and project descriptions. Such
depth of data provides a valuable context that can significantly
improve the understanding of entities in the constructed KG.

The workflow for integrating knowledge from an external KG
is event-driven, activated once the knowledge storage indicates
the addition of new entities from the social media platform
X. Then, the workflow triggers a process to pull in additional
background information from the Golden Enrichment API [41].
It uses the X username that has been newly included in the
KG as unique identifier to fetch relevant data.

D. Quantity Structure of the Knowledge Graph Data

In our prototype implementation, data was ingested at rates
averaging 10-15 transactions per second (each averaging SKB)
from Ethereum blockchain nodes and roughly 200 tweets
per minute (each averaging 2KB) from the X filtered stream
API. This combined ingestion rate corresponds approximately
between 3.4 to 4.9 MB per minute of raw data. Our prototype
runs on a standalone cloud server instance with 32 GiB RAM
and 8 vCPUs (AWS EC2 mb5.2xlarge) with a 512GB SSD,
managing real-time data ingestion and processing workloads.
The semantic enrichment introduces minimal latency (less
than 5 seconds per transaction batch), thus allowing for near-
real-time KG updates. The KG constructed by Kosmosis
accumulates triples at an approximate rate of 2.5 to 6 million
triples per day, depending on transaction activity and the level
of detail extracted from social media.

While the described hardware configuration proved adequate
for prototype-level or small- to medium-scale deployments,
a production implementation aimed at analyzing multiple
blockchain networks or higher data volumes would necessitate
scaling to multiple compute nodes, each handling dedicated
tasks such as blockchain data ingestion.

V. RUG PULLS AND SERIAL FRAUDSTERS

A rug pull can be categorized as a scam, i.e., the victim
authorizes the transaction. This type of scam is typically carried
out in five stages, according to [6]: (1) Project creation with
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roadmap and total supply of tokens (optional), (2) pre-mint
hype, (3) set token mint price, (4) token mint, accumulation
of more capital and increase in popularity, and finally (5) the
creators cash out, abandon the project, and leave the investors
defrauded. To attract users and investments for rug pulls,
Sharma et al. [6] suggest the involvement of individuals or
groups that possess substantial technical skills and knowledge
of blockchain technology and demonstrate a proficiency in
marketing techniques. This specific use case is particularly
relevant given the findings in [6] and [42]: Mazorra ef al., who
analyzed ERC-20 tokens listed on decentralized exchanges in
their 2022 study, labeled 97.7% out of 27,588 analyzed tokens
as rug pulls [42]. Likewise, Sharma et al. analyzed NFTs and
identified a cluster of 168 NFTs associated with what they
termed the “Rug-Pull Mafia,” a group of creators responsible
for orchestrating multiple and repeated rug pulls [6]. There is
a growing trend in both the frequency and the financial impact
of crypto rug pulls and scams [43]. Notably, the year 2021
marks a peak in the amount stolen, while 2022 shows a sharp
rise in the frequency of these fraudulent activities and remains
elevated since.

VI. THE USE CASE OF RUG PULL PREVENTION

To illustrate the vision of Kosmosis-enabled rug pull preven-
tion methods, this section introduces a hypothetical user story
centered around a character we name Bob, a crypto market
participant. The story telling method of use case illustration
was adopted from our previous work in [44, pp. 207-209].
The Kosmosis user story is designed to provide a relatable
perspective on how individuals like Bob are affected by such
fraudulent activities. The fictional story of Bob is grounded
in a series of real-world rug pulls that took place in 2021.
All rug pulls were carried out by the same fraudulent NFT
creator and Twitter user known as Homer_eth. In Section VI-C,
we outline how the series of rug pulls experienced by Bob
might have unfolded differently had he been equipped with a
Kosmosis-enabled fraud prevention mechanism at the time.
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A. Past User Story

In the span of two months, from October to November 2021,
a fraudulent NFT creator and X user known as Homer_eth
executed five different NFT project rug pulls within two months,
accumulating over $2.8 million in profits. Table I provides an
overview of Homer_eth’s rug pull projects, each with launch
date and the estimated profit.

TABLE I. RUG PULL PROJECTS BY HOMER_ETH

Project Name Launch Date  Estimated Profit

Ether Bananas 10/07/2021  $125k
Ether Monkeys 10/11/2021  $1.77m
Zombie Monkeys 10/15/2021  $413k
Ether Reapers 10/20/2021  $282k
ETH Banana Chips  11/23/2021  $208k

The basis of this user story is the transaction graph de-
picted in Fig. 4 that provides a simplified visualization of
the transaction flow across multiple NFT projects linked to
Homer_eth. It highlights key components, including EOA
Nodes (Externally Owned Accounts), which represent the
multiple wallet addresses of the rug puller, and Deployer
Nodes (Smart Contract Creators), with the Oxc8a6 address
being the deployer for multiple fraudulent contracts. The links
between addresses are established through various transaction,
such as mint transactions (e.g., mintReaper, mintBananaChips),
which indicate purchases; fund transfers (e.g., Transfer 65.61
ETH to 0xc8a6), showing proceeds flowing to personal wallets
or exchanges; and contract deployments (e.g., Deploy Ether
Reapers). The transaction graph makes a critical indication of
fraudulent intent visible. Instead of using a multisig treasury or
project contract, funds were immediately funneled to a single
address controlled by the rug puller.

Bob’s story begins with a common enthusiasm for the
burgeoning world of NFTs. His journey into the NFT market
is marked by excitement and optimism, spurred by the success
stories he sees online. Homer_eth, an NFT creator and X user,
has caught the attention of many like Bob by sharing his NFT
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Figure 4. Simplified transaction graph of Homer_eth’s NFT rug pulls.
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projects on X. His first NFT collection was Ether Bananas,
consisting of 750 NFTs, was launched on October 7, 2021.
Only four days later, on October 11, Homer_eth continued
with the release of Ether Monkeys, followed by the release
of Zombie Monkeys. The buzz around Homer_eth’s projects,
especially Ether Monkeys, which promised additional utility
through a casino to gamble and a decentralized autonomous
organization to govern the NFTs, according to [45], draws Bob
into the fray. Being relatively new to the NFT market, Bob
views this as an opportunity not to be missed. Bob bought his
first NFT from Homer_eth, an Ether Reapers, and with that
purchase, he was no longer just a bystander; he was now an
active participant in Homer_eth’s growing community.

Bob’s involvement in the community deepened over time.
He engaged in discussions, shared his excitement with fellow
members, and reveled in the rumors of more NFT launches in
the future. His commitment paid off when he earned himself
a whitelist spot that allows Bob to mint the upcoming NFT
project ETH Banana Chips by Homer_eth. Convinced of its
potential, Bob didn’t hesitate to mint an ETH Banana Chips
NFT when the opportunity arose. With a click to confirm
the transaction in his browser wallet (e. g., MetaMask [46]),
Bob became the proud owner of an ETH Banana Chips NFT,
unaware of the underlying risks associated with his investment.

However, the reality of the situation was far from the
optimistic scenario Bob had envisioned. Unknown to him, since
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Bob had a limited understanding of blockchain transactions, the
proceeds from the Ether Reapers mint were not being locked in
the smart contract for future development as promised. Instead,
they were directly funneled into Homer_eth’s deployer address.
From there, Homer_eth will later transfer those mint proceeds
either to his next deployer address for a future rug pull or to
an exchange in order to pay out his profits made from rug
pulling the projects.

After the launch of ETH Banana Chips, a tense silence
enveloped the community. For months, there was no news
from Homer_eth, no updates on the project, leaving everyone
to wonder about the future. It wasn’t until March 2022, that
Homer_eth broke the silence with the announcement of one last
NFT project, dubbed Froggy Frens. However, due to backlash
from the community, Homer_eth deleted his X account and
vanished [45].

B. Kosmosis Extension

The basis of the extended user story is the Kosmosis KG,
depicted in Figure 5. Kosmosis identifies potential rug pulls
by semantically analyzing transaction patterns encoded within
smart contract interactions and cross-referencing blockchain
addresses with real-world entity data from social media and
other external sources. Our approach is grounded in the
assumption that scammers publicly disclose or explicitly link
blockchain addresses in their social media posts to promote
their scams. This linkage is crucial for Kosmosis, as it provides
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the primary method of associating blockchain transactions
with social identities, which enhances the semantic richness
of the constructed KG. The Kosmosis KG for this specific
user story in Figure 5 is a direct enhancement over the basic
transaction graph from Figure 4 as it was discussed in the
previous subsection. The enhancement comprises semantically
annotated edges and the incorporation of data from the social
media platform X.

In order to detect potentially suspicious activity, we construct
a Kosmosis subgraph using a multi-part SPARQL query.
Listing 1 provides the overall CONSTRUCT query statement,
capturing Ethereum transfers, mint transactions, smart contract
deployments, bridging activities between chains, and social
media references to blockchain addresses. Optional name labels
help to identify the connection between blockchain or social
media accounts and their associated real-world entities.

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>
PREFIX kos: <http://oth-aw.de/kosmosis#>
CONSTRUCT {

# transfers

?sender kos:transferTo ?receiver .
?trEdge a kos:TransferEdge ;
kos:from ?sender ;
kos:to ?receiver ;

kos:value ?sumValueETH .

# contract deployments
?deployer kos:deployed ?contract .
# mint flows

?minter kos:mint ?nftContract .
?mintEdge a kos:MintEdge ;

kos:from ?Zminter ;

kos:to ?nftContract ;
kos:value ?sumMintETH .

# UTXO unlock

?utxoln kos:unlocks ?contractUtxo .

# bridging

?bridgeFrom kos:depositToBridge ?bridge .
?bridge kos:bridgeTransfer ?bridgeTo .

# social layer

?xAccount kos:posted  ?xPost .

?xPost kos:announces ?announcedContract .

?anyAccount kos:accountName ?accName .

Listing 1. Construction of the RDF subgraph.

To enhance the interpretability of raw blockchain transac-
tions, we introduce semantic annotations in our knowledge
graph. This process involves using the Application Binary
Interface (ABI) of smart contract transactions. Transactions
interacting with NFT minting contracts contain function calls
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embedded in input data. Using the ABI, we extract function
names (e.g., mintMonkey, mintBananaChips) and parameters.
This enables labeling edges as minting transactions rather
than generic asset transfers. Transaction type classification is
done by categorizing transfers into value transactions, such
as mintMonkey and Transfer, and non-value transactions, like
contract deployments denoted as Deploy. These semantics allow
describing (i. e., tagging) sender and receiver addresses as NFT
minter (previously depositor) and deployer (previously EOA).

As part of the subgraph construction, multiple Ethereum
value transactions between EOAs are aggregated in Listing 2.
The query calculates the total ETH transferred from each sender
to each receiver and assigns a unique semantic identifier to
these aggregated transfers. This process reduces transactional
complexity while preserving critical relationships for identi-
fying significant value flows indicative of suspicious activity.

WHERE {
{
SELECT 7sender ?receiver (SUM(?value) AS ?sumValueETH)
WHERE {
?tx a kos:ValueTransaction ;

kos: from ?sender ;
kos:to ?receiver ;
kos:value ?value ;

kos:minedOn kos:Ethereum .
?sender a kos:ExternallyOwnedAccount .
?receiver a kos:ExternallyOwnedAccount .
}
GROUP BY ?sender ?receiver
HAVING (?sumValueETH > 0)
}
BIND( IRI(CONCAT("urn:tx-agg:",
SHA256 (CONCAT(STR(?sender) ,STR(?receiver))))) AS ?trEdge )

Listing 2. Aggregated ETH transfers between EOAs on Ethereum.

Due to the categorization of blockchain transactions by their
semantic functions further important transaction types can be
captured. Specifically, Listing 3 collects direct Ethereum smart
contract deployments, aggregates Ethereum NFT mint transac-
tions according to function names embedded in transaction data,
and incorporates Bitcoin UTXO transactions. Each aggregated
transaction type is semantically annotated to clarify the nature
of the underlying blockchain interaction.

Cross-chain interactions through bridge protocols are cap-
tured explicitly in Listing 4. Ethereum deposits made into
bridge smart contracts and their subsequent transfers to
Polygon-based externally owned accounts are identified and
annotated. This detailed semantic labeling assists in tracing
asset movements across blockchains, crucial for identifying
potentially risky bridging behavior.

Finally, the data integrated from platform X enriches the
KG with detailed information about user accounts, labeled as
X Account, and specific announcements or posts, referred to as
X Post. This integration facilitates a deeper understanding of
the context and relationships surrounding these rug pulls. For
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# Direct deployments
UNION
{
?deployer bco:deployed ?contract .

}

# Mint transactions
UNION
{
SELECT ?7minter ?nftContract (SUM(?val) AS ?sumMintETH)
WHERE {
?mintTx a kos:CallTransaction ;
kos:from ?minter ;
kos:calls ?nftContract ;
kos:value ?val ;
kos:action ?funcName .
FILTER regex(?funcName, "Amint", "i")
?nftContract a kos:TokenAccount .
}
GROUP BY 7minter ?nftContract
}
BIND( IRI(CONCAT("urn:mint-agg:",
SHA256 (CONCAT(STR(?minter),STR(?nftContract))))) AS
?mintEdge )

# UTXO transactions
UNION
{
7utxoIn a kos:TransactionInput ;
kos:unlocks ?contractUtxo .

Listing 3. Contract deployments and aggregated ‘mint’ calls on Ethereum, as
well as UTXO transactions on Bitcoin.

instance, the KG can establish a connection between previously
unrelated entities, such as the deployer address Oxc8a6 and the
user Homer_eth. This connection is made through a social
media announcement in which Homer_eth claims to have
created the Ether Bananas project, as well as through semantic
annotation, which identifies Oxc8a6 as the deployer address of
the Ether Bananas smart contract.

The final part of the query in Listing 5 retrieves social
media data integrated from platform X, focusing on posts that
explicitly announce (e.g., direct claim of creation: “Proud
to announce the launch of Ether Bananas!”) or reference
blockchain contracts in the comments section (e.g., “The CA is
0xCeF4CCb03dbc7D87B388407¢381a949bE6dOOE3b,” where
CA stands for contract address of the NFT). It associates
user identities (X accounts) and their posts with blockchain
addresses they mention or promote. Optionally, the query
includes usernames or labels from social accounts, further
enhancing the contextualization of blockchain entities that
allows to directly to real-world social identities, if possible.

UNION
{
?depTx a kos:ValueTransaction ;
kos:from ?bridgeFrom ;
kos:to ?bridge ;

kos:value ?depVal .
?bridge a kos:ContractAccount .
?transTx a kos:ValueTransaction ;
kos:from ?bridge ;
?bridgeTo ;
kos:value ?depValPolygon .

kos:to

?bridgeTo a kos:ExternallyOwnedAccount ;
kos:existsOn kos:Polygon .

Listing 4. Bridge deposits and transfers from and to the Ethereum blockchain.

UNION
{
?xAccount a kos:XAccount ;
kos:posted ?xPost .
a kos:XPost ;
kos:announces ?announcedContract .

?xPost

}
OPTIONAL { ?anyAccount bco:accountName ?accName }

}

Listing 5. X Posts that announce contracts. Optionally, carrying over any
account name literals, if present.

In conclusion, the Kosmosis KG provides the semantic

data foundation necessary for sophisticated detection logic.

By aggregating transactions and enriching them with semantic
annotations, the system can detect suspicious patterns, such
as rapid bulk transfers following token minting events. Such
transactions can be assigned elevated risk scores based on
correlated indicators (e.g., rapid withdrawal to external accounts
controlled by the deployer), triggering timely automated alerts
and significantly reducing the reaction time required to prevent
potential rug pulls.

C. Future User Story

In an alternative scenario where Bob would have used
Kosmosis, it would have analyzed the transaction history. The
system would have issued a rug pull warning based on patterns
of fund diversion to deployer addresses. Bob’s journey in the
NFT market would have been safer, beginning with his initial
transaction to purchase an Ether Reapers NFT.

As soon as Bob initiated his transaction, the rug pull
prevention mechanism would have accessed the KG, to analyze
the rug pull risk of the contract. Based on the integrated
knowledge from X, the system would have been able to link the
contract, Bob is about to interact with, to all of Homer_eth’s
prior blockchain activity. The KG would have revealed a critical
anomaly. Instead of the mint proceeds being transferred to the
contract address of the project for future development, they
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were being diverted to the Ether Reapers deployer address
via the MintReaper function. With smart contracts acting as
an automated and trustless intermediary, where the code of
the contract dictates the flow of funds according to predefined
rules, this pattern of fund diversion is absent in legitimate
projects. When funds are sent directly to a team member’s
address, in this case the deployer address, the funds can be
moved to exchanges or other addresses with ease (i.e., pulling
liquidity from the project without fulfilling the promises). This
is a common tactic in rug pulls, where the developers abandon
the project and disappear with the investor funds. Therefore,
signaling a potential rug pull behavior. Upon detecting this
anomaly, the system would have immediately issued a rug
pull warning to Bob, prompting Bob to make an informed
decision by asking whether he wishes to proceed with the
transaction despite the identified risk. This proactive approach
empowers Bob to reconsider his decision with full awareness
of the potential danger, offering him a chance to opt-out before
potentially falling victim to a rug pull.

VII. CURRENT LIMITATIONS

We aim to translate the Kosmosis approach into a practical
implementation. The initial findings of our research on Kosmo-
sis have shown promising results, indicating the potential of
our approach in identifying and preventing rug pulls. However,
there are ample improvement opportunities for Kosmosis in
future work.

The generalization, from the exemplary use case to a sophis-
ticated general rug pull classification method, covering various
data patterns in the KG, is open research. Our subsequent
endeavor involves the development of an algorithm capable
of discerning rug pull warnings at varying confidence levels.
This pursuit commences with the formulation of an intricate
SPARQL query. Furthermore, an alerting system that utilizes
the KG, constructed with Kosmosis, to alert users before
interacting with a potential rug pull project, as described in
the user story of Section VI, requires future efforts.

It will be necessary to refine the filters used in the ingestion
of data from the X Filtered Stream API. The current process
of data ingestion depends on the presence of direct links to
blockchain addresses in social media posts. For instance, the
ability to link the user Homer_eth with the EtherReapers smart
contract was solely facilitated by the explicit mention of the
smart contract address in Homer_eth’s announcement post on
X. This example underscores the limitations of the current
approach, which may overlook relevant connections in the
absence of direct references. Consequently, a more sophisticated
approach is required to ensure a broader and still relevant
dataset is captured to associate X users with their respective
blockchain addresses.

Additionally, the implementation of knowledge fusion, the
process of identifying true subject-predicate-object triples [47],
sourced from the blockchain and social media stands out as a
critical next step. By fusing multiple records representing the
same real-world entity into a single and consistent representa-
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tion [48], knowledge fusion would allow for a more accurate
representation of real-world entities in the knowledge graph.

Currently, our prototype is limited to blockchains utilizing the
account-based accounting model, like Ethereum. Recognizing
the diversity in blockchain architectures and their unique fea-
tures, we aim to allow for the integration of blockchains using
a different accounting system, like Bitcoin. This expansion
is essential for broadening the applicability and utility of
Kosmosis across different blockchain platforms.

VIII. CONCLUSION AND FUTURE WORK

The Kosmosis approach represents a significant advance-
ment in addressing the challenges associated with crypto rug
pulls. Our proposed approach offers enhanced capabilities for
semantic analysis, allowing the identification of fraud patterns
that traditional transaction graph methods cannot detect.

We outlined a user story, where a threat actor known as
Homer_eth executed five NFT project heists within two months,
accumulating over $2.8 million in profits. In such a scenario,
we showed that Kosmosis provides a knowledge graph that
improves the detection of such fraudulent schemes carried out
through sophisticated transaction patterns that might otherwise
go unnoticed in related approaches, such as smart contract code
analysis. This capability helps users make informed decisions
and avoid becoming victims of fraud.

We also demonstrated how to build a knowledge graph from
blockchain and social media data using the Kosmosis approach
to incremental knowledge graph construction. Kosmosis be-
comes the basis for semantic querying and reasoning over a
graph of entities and the relationships among them, facilitating
analyses for cybercrime and fraud prevention, with the current
focus on rug pulls as a major fraud scheme.

Kosmosis pipeline supports the ingestion of unstructured,
semi-structured, and structured data, as well as the ingestion
of new data at different time intervals. During construction,
the semantics of blockchain transactions are extracted to
address “why” and “how” crypto assets were transferred. Thus,
Kosmosis extends the traditional transaction graph into a
semantically enhanced transaction graph in which the sender
and recipient are still pseudonyms. By incrementally construct-
ing a knowledge graph from blockchain and social media
data, Kosmosis also bridges the gap between pseudonymous
transactions and real-world entities.
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Abstract—This article extends the applicability domain of
language models to problems where candidate solutions can
be expressed as an encoded integer sequence. Considering this
sequence, language models can operate in the neural machine
translation setting and leverage their optimization power for
heuristic search techniques. Reinforcement Learning (RL) is ap-
plied to Language Models (LM), regardless of whether character-
level or word-level models are used as a basis. To stabilize the
learning, several approaches are explored, including functional
and architectural decoupling. The framework is then applied
to two combinatorial problems, namely the Traveling Salesman
Problem benchmark and Neural Architecture Search, which is
used to generate a hierarchical (tree-based) text classifier where
the blocks are inspired by the InceptionV1 architecture. The
decoupling results are the main contribution of this paper, easing
the RL and LM stabilization requirements while expanding the
resolution domain beyond Markov Decision Processes to non-
causal normative heuristic problems, such as Neural Architecture
Search (NAS).

Keywords- Heuristic Optimization; Reinforcement Learning;
Language Model; Task Semantic Segmentation; Artificial Neural
Network; Neural Architecture Search; Unordered Markov Decision
Processes; Bellman Operator.

I. INTRODUCTION

Neural Machine Translation models are capable to generate
text by mapping it from the origin language to a target one.
Some training metrics which evaluate the translation quality
are non differentiable such as the BLEU score, what makes it
impossible to use as a training cost function when using Error
Back Propagation and bringing this score’s usage only to the
evaluation stage.

By re-framing performance scores as heuristics, the training
process can then be seen as an Heuristic Search methodology.
To access this problem is known that the usage of Reinforce-
ment Learning (RL) allows to optimize a non-differentiable
metric, the reward, but its restricted to Markov Decision
Processes (MDPs). This kind of training, RL, is also known
as challenging to train in complex tasks.

This work proposes two decoupling philosophies: architec-
tural and functional as well as solution encoding techniques
which can be used in RL training. The proposed decoupling
techniques allow to extend the RL training scope to more
complex problems which are not MDPs and also enables the
usage of more complex models, such as Language Models, in
the RL training loop.

Regarding the learning process, it works in a similar to
the Generative Adversarial Networks (GANs). By using a
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pq@uevora.pt

specialized critic network which learns the problem’s features
and rewards a task-preforming network, the agent network
such as a professor and a student learning about the same
problem.

Considering the sequence encoding of the candidate so-
lutions generated by the language model, an ontology must
be defined to encode and serialize the candidates, allowing
the architectures to generate data structures and refine them
during training, similar to a GAN training setting. In contrast
to traditional Heuristic Search methods, where the candidate
solution can be an array of various degrees of freedom in
the problem (e.g., variables in a multivariate optimization
problem), language models can capture the data structure or
ontology with the help of special characters. These characters
are used in the sequence encoding, signaling the evaluation
methodology to build and assess a diversity of data structures.
This capability is referred to in this paper as Semantic En-
coding. It is then applied to the Neural Architecture Search
downstream problem.

The rest of this paper is organized as follows: II. Related
Work, III. Proposed Approach, IV. Sequence Encoding, V.
Semantic Encoding, VI. Proposed Architectures, VII. Rein-
forcement Learning as a Search Methodology, VIII. Decoupled
Asynchronous Advantage Actor-Critic, IX. Decoupled Soft Q-
Learning, X. Decoupling’s Mathematical Formalization, XI.
Proposed Training Formulation, XII. Accessed Problems, XIII.
Results, XIV. Error Analysis. Finally, the paper concludes with
XV. Conclusions and Future Work and XVI. Acknowledg-
ments.

II. RELATED WORK

The present work is an extension of [1], an eKNOW 2025
conference paper with focus on formalizing the approaches.

Regarding the Natural Language Processing domain, the
auto-encoder Language Models are typically trained on a large
corpus. To evaluate the language model, the pretrained en-
coder, along with a custom decoder tailored to the downstream
task, is then fine-tuned to address the specific task. The en-
coder part of the language model retains knowledge and maps
semantics to a reduced latent dimension. This learned mapping
keeps, in the encoder’s weights, general type features, such as
how to speak a language. This work explores the language
model’s encoder capability to retain the semantics of other
problems beyond merely speaking a language. Additionally,
the generative capability of language models is examined.
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There are instances where the intention is to model the
dataset’s probability density function rather than the data itself.
For example, in generative models, the goal is to generate data
similar to the dataset. To achieve this objective, variational
models come into play, specifically Variational Auto-Encoders
(VAE) [2]-[12] and Generative Adversarial Network (GAN)
architectures [13]-[19]. The GAN architectures use a Genera-
tor and a Discriminator network and employ min-max training.
During training, the generator network produces data samples
of better quality at each time step to trick the discriminator,
which learns to distinguish real data from fake data generated
by the Generator network. In this manner, both networks
engaged in min-max training learn to perform their respective
tasks. The Generator produces more realistic data samples as
the Discriminator becomes increasingly difficult to deceive.
In terms of VAEs, these models approximate the dataset’s
probability density function by modeling its parameters [20]
or by assigning an odds to each output [21], generating
data from the random variable where each output holds the
model’s estimated odds. The resulting binary text classifier
positioning of a dataset, this work posits that any problem for
which the solutions can be encoded in an integer sequence
can also be addressed in a generative manner. It is essential
to assert that the optimization goal is expressible through a
heuristic function, akin to the fitness function in the context
of Genetic Algorithms (GAs) [22]-[31]. Heuristic search using
Language Models suffers from a lack of exploration due to
the well-known difficulty of stabilizing complex neural models
when trained using Reinforcement Learning. Traditional issues
include training convergence and subsequent hyperparameter
tuning. Furthermore, RL is usually applied sequentially to
causal problems. This paper proposes decoupling-based RL
training techniques and network architecture design principles
that enable the application of RL to new problem types, as
well as the incorporation of Language Models’ feature capture
capabilities to address problems beyond linguistic ones.

The proposed heuristic search relates mainly to evolution-
ary algorithms, such as Genetic Algorithms. The adopted
models are neural Language Models, and the training is
based on Reinforcement Learning. In this section, all the
aforementioned methods are detailed. Evolutionary algorithms
can be seen as heuristic search engines in the sense that
they generate candidate solutions, which are evaluated on the
fly using a heuristic function, such as the fitness function
in the case of Genetic Algorithms. Neural Language Mod-
els (LMs) are used for language modeling [32]-[39]. They
learn meaningful features from text data through embedding
generation techniques. When an LM is used in the context
of Neural Machine Translation [37], [40]-[45], LMs can be
viewed as generative models because they generate tokens
that, when decoded, are words in the target language domain.
This problem can be generalized into a Sequence2Sequence
problem when considering the same language model architec-
ture generating a sequence with a different semantic encoding
than target language tokens, always restricted to a differ-
entiable loss function. Neural Machine Translation (NMT)
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architectures are generative by nature because they produce
tokens in the model’s target language, although their training
typically requires a differentiable loss function that might not
accurately express the training goals. The same occurs in
Neural Architecture Search (NAS) tasks, where the primary
objective is to increasingly enhance the candidate network’s
performance metric. In [46], a Recurrent Neural Network
(RNN) is trained using Reinforcement Learning (RL) with the
candidate network’s performance almost directly serving as the
reward function, employing various techniques to reduce the
training’s variance and facilitate learning through the described
method. To relax the differentiable metric constraint, a new
type of training is necessary; this is where Reinforcement
Learning (RL) becomes relevant. RL techniques are primarily
based on Markov Decision Processes (MDPs). Several training
approaches attempt to optimize non-differentiable metrics in
a deep model, such as surrogate losses [47], minimum risk
training [48], and reinforcement learning [46]. All these train-
ing methodologies have their limitations: surrogate losses and
reinforcement learning are difficult to stabilize, and minimum
risk training is too computationally expensive when applied to
a language model like an NMT architecture. Focusing on RL
training, this article explores methods to stabilize the training
and establish a robust optimization framework.

III. PROPOSED APPROACH

To ease the training, several models are used inside the
training loop. Both character-level and word-level language
models are explored with different architectural and functional
decoupling strategies. Regarding the character-level language
model, it is proposed in [46] and is based on one-dimensional
convolutional layers. In the proposed architecture, two models
are used in this Soft Q-Learning training loop: one for acting
on the environment (the target network) and another that learns
the Soft Q-values. The models have the same architecture, so
the weights with the learned Q-values can be set in the target
network. In this way, transfer learning occurs during training.
The problem of heuristic sequence building, also known as
refinement, is broken into position and value generation;
therefore, each model has two dedicated outputs. One output
generates the position of the new element in the sequence,
while the other generates the assigned value. In this way,
there are dedicated architectural components: the core network
learns the problem features and has connected dedicated Dense
layers for each position and value generation, respectively.
Notice that since Soft Q-Learning is being used, the target
network outputs are odds, so a random experiment with the
calculated odds distribution should be performed. Also, the
SoftQ-Net has the same core architecture and learns the Q-
values for the position and value parameters using the same
core architecture as the Char-Conv. Thus, the target network
has two learning sources: from interaction with the environ-
ment and from the transferred weights of the Q-Network.

For the word-level language model, the Transformer’s en-
coder [49] was chosen to integrate into the Vector Quantized
Variational Autoencoder proposed architecture. The quantized
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layer is derived from [49], and the dedicated outputs are based
on Dense layers. In this case, one full model generates the
position, while another is used for the value. Each full model
is a VQ-VAE with two dedicated outputs: one for the actor and
another for the critic’s output. The two complete models are
trained with a dedicated gradient tracker, but as they belong
to the same problem, the reward and the state are the same for
both models. One tracking the position and the other the value.
The training of each VQ-VAE follows the Asynchronous
Advantage Actor-Critic (A3C) methodology. By using the
Vector Quantized layer proposed in [50], the search space is
divided while the Transformer’s encoder learns the problem’s
features in a parallelized manner, reducing the amount of time
needed to explore it. An epsilon-greedy technique is also used
to boost the algorithm’s exploration. In this case, the model
has a dedicated architectural core, the encoder, to learn the
problem features, which are shared between the actor and the
critic outputs. Consequently, the model learns from the actor-
critic dynamic and through the heuristic reward. It is important
to note that, in this case, the actor’s outputs represent odds, and
with this probabilistic representation, a random experiment is
performed to choose the final selected action. The next step
is to explain why does this decoupled architecture learn using
RL.

A. Problem Formulation

Considering a Markov Decision Process (MDP) with an
initially unknown functioning that is learned using Reinforce-
ment Learning and Artificial Neural Networks. This decision
process can be of difficult representation because of it’s com-
plexity and this uncertainty can be modeled with randomness
for more complex problems. Usually the state space is large
and therefor its beneficial to use compression techniques such
as latent spaces leanings as well as to make probabilistic
learning by considering the model output as odds in a random
experiment.

Usually in RL, the learning process is made incrementally
and sequentially, what forces causality in the ANN model
which is not desirable in some downstream problems such
as Neural Architecture Search (NAS), where this incremental
and sequential behavior does not adequately the problem
dynamics. In such cases, decoupling the state generation task
into position and value generation in order to change the next
value in the sequence. This decoupling methodology allows
to extend the RL training’s applicability to larger problems
which are not necessarily causal.

Next the impact of position-value decoupling, which is
formally known as factorization, is accessed.

1) Classical MDPs and Temporal Dependency: Starting
from classical MDPs:

M:(S7A7P7R77)

Being (S, A, P, R,) the state, action, policy and reward
spaces and « the learning factor. A policy m maps states to
actions, and the goal is to find 7* maximizing:
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ZVtR(St, at)‘|
t=0
(s)

J(m) =E, [
The value function V7™ (s) and action-value function
Q™ (s,a) satisfy:

V7T(s) = anw(.\s) [Qﬂ(sv a)]
Qﬂ(sv a) = R(S’ CL) + ’YES’NP(-\S,a) [VW(S/)]

This framework is inherently sequential: each decision de-
pends on the prior state and action.

2) Decomposed MDP via Value-Position Factorization:
Now we introduce a decomposed representation of an MDP
trajectory

7= {(st,ae,7¢) Heo

into position-independent events.
Definition (Decomposed MDP):
Define the set:

Zy ={Z; = (5,a4,Q¢) | t=0,...,T}

where:

Q= Q”(st,at)

Time ¢ is now a latent index, not an explicit generator.
We view the trajectory as a set:

Z, € P(S x AxR)

This is now a permutation-invariant object; that is, it lies
in the space of unordered tuples, and hence non-sequential
modeling is possible.

3) RL Objective on Decomposed MDPs:

Step 1: Define the Learning Objective: We define a modi-
fied objective:

Jdecomp(ﬂ') = EZTNTF Z U}(S, CL)Q

(s,0,Q)EZ~

where w(s,a) is a weighting function (possibly uniform or
importance-weighted).

This allows learning over unordered samples, with Q-values
acting as surrogate return signals.

Step 2: Bellman Consistency Holds: We now prove: Bell-
man consistency can be enforced over unordered samples.

Let Z; = (s, at, Q:), and suppose we estimate:

Qo(s,a) = R(s,a) + YEyp(js,a)[Va(s')]
Define the loss:
L(G) = IE(s,a,Q)ND [(QG(sv a) - Q)Q}

If the samples (s, a, Q) are drawn from any replay buffer
or dataset, regardless of temporal order, the loss is still valid
because the Bellman operator:

TQ(s,0) i= R(s,a) + 1By [maxQ(s', )]
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is defined pointwise.

This justifies learning Q-values independently of temporal
order, so long as:

e Q(s,a) is sampled accurately

o The agent uses valid updates

Now the above mentioned usage of odd regression in
the neural architectures’ output while making non-sequential
sequence generation is analyzed.

4) Enabling Odd Regression (Non-Sequential Generation):
Let’s define odd regression as the ability to predict or generate
parts of a trajectory non-sequentially, e.g., generating action
a; before observing a;_i.

NON-SEQUENTIAL LEARNING IN VALUE-DECOMPOSED
MDPs

Definitions

Let an MDP be defined as M = (S, A, P, R,~) with:

e €8, a, €A

o P(Stt+1 | St,a4): transition kernel

o Ty = R(st,at)

e m(a | s): stationary policy

o Q(s,a) =Ex[> 07 V" R(sk,ar) | so = s, a0 = a

Define a trajectory 7 = {(s¢,as,7¢)}, and its value-
decomposed representation:

T
Zr ={Zs = (st,at, Q1) | Q¢ = Q7 (¢, a1) by—g

as an unordered multiset. We allow access to any subset Z\;

for conditional generation or regression.

Step 1: Bellman Operator is Pointwise

The Bellman operator 7™ is pointwise:

Q"(s,a) = (T7Q7)(s,a)
= R(s,a) + YEgop(|s.0)Earmn(|s) (@7 (s, a)]
(1
By definition, (T™Q)(s, a) depends only on the local state-
action pair (s,a) and the expected future values. That is, for

any trajectory 7, the update at (s, a) does not require sequential
access to previous or future transitions:

Q"(s,a) = R(s,a) + 7By 0 [Q7 (5, )] )

Thus, learning Q™ via Temporal Dlfference (TD) methods

or fitted Q-iteration is inherently pointwise and does not

require temporal ordering. O
Step 2: Learning from Unordered Sets

Consider the Q-learning loss over a dataset D of transitions
sampled in arbitrary order:

‘C‘Q (9) = E(s,a,r,s’)ND |: (Q@ (37 a’) -

— VEa/Nﬂ(.‘S/)QQ(SI7 a'))2 i|

3)
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Minimizing £ over unordered tuples (s,a,r,s’) yields
convergence to Q™ under standard assumptions (ergodicity,
coverage, Robbins-Monro conditions).

This follows directly from the convergence of TD learning
and fitted Q-iteration. The temporal index ¢ is irrelevant: each
update applies the Bellman operator 7™ pointwise. Therefore,
transitions may be sampled in any order without affecting
convergence. O

Step 3: Permutation-Invariant Conditional Decoding

Let a decoder 7(Z; | Z\;) be trained via the set-based loss:

Lot := IEZT Z —logﬂ(Zt | Z\f)
ZtEZT

[Non-Sequential Generation is Bellman-Consistent] Let
ZT = {(Staata Qﬂ—(‘stvat))}tT:O' If
1) Qg is learned with Bellman-consistent TD updates,
2) n(Z; | Z\4) is trained to predict individual transitions
from context,
then

o The decoder can generate valid trajectory components in

arbitrary order,

e Q-values remain consistent with the Bellman equations,

« Reinforcement learning objectives are correctly optimized

even without sequential ordering.

Each Z; = (st,a4,Q:) satisfies Q; = Q7 (st,a¢) by
pointwise TD learning. The conditional decoder 7(Z; | Zy;) is
permutation-invariant: sampling any Z; conditioned on the rest
respects the learned distribution of state-action-value triples.

Because (Q-values are Bellman-consistent:

Qt = R(St, at) + ’}/Es’,a’ [QG(Slv a,)]

any sampled element from 7 will satisfy the Bellman
equation relative to other elements. Therefore, one can recon-
struct valid trajectories non-sequentially or fill missing entries
conditionally. O

IV. SEQUENCE ENCODING

The sequence which, in both of the proposed approaches,
is the RL state and is refined during the training process,
can have a learnable structure or ontology. For example, it
can be a serialized image or text or an optimization problem
candidate solution. For example, if a solution with a maximum
accepted length is required, a padding char can be used.
Special chars can be used to guide the solution’s builder
and evaluator and generate a proper reward according to it’s
performance, similarly to what is made in other Heuristic
Search methodologies such as Genetic Algorithms.

In this document two problems were accessed, Neural
Architecture Search (NAS) where the sequence is the Network
Structure Code (NSC) and the reward is the built classifier’s
accuracy. The second problem is the Traveling Salesman
Problem (TSP) in which the sequence is an ordered succession
of visited cities. The RL reward is then an inverted total
distance.
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V. SEMANTIC ENCODING

Sequence semantic encoding is one of the core subjects
in this proposal. When applied to the sequence generated
by a Neural Machine Translation model, the problem can be
transposed into an optimization problem where the candidates
can be encoded as a sequence of integers [46]. The candidate
solutions’ meta-format can be a single value or a sequence
of values, depending on the downstream problem. Special
characters such as separators or sequence terminators can
also be used to help specify the solution’s evaluator behavior.
The optimization problem structure that this kind of semantic
encoding enables is a heuristic search, since the candidate
solution’s quality is evaluated by a reward function that can
be non-differentiable, and its value can be generated during
the search execution.

For example, in order to access the Neural Architecture
Search (NAS) problem using the proposed technique, the
sequence can be the Network Structure Code (NSC), which
encodes the candidate neural network hyperparameters. The
network is then built and trained so that the performance
metric can be extracted and the candidate sequence evaluated.
Figure 1 highlights the proposed heuristic search architecture.

Candidate

Solution A\
Language Solution
Model Sequence to Sequence Evaluation

Performance Metric

Figure 1: Heuristic Search Architecture: Similar to an evo-
lutionary algorithm, this neural network—based candidate-
solution refinement technique allows the solution evaluation
block to be non-differentiable. This block only needs to pro-
duce an empirical performance metric, such as a RL reward.

VI. PROPOSED ARCHITECTURES

Depending on the nature of the problem, it can be beneficial
to generate the sequence iteratively or through composition.
As this article’s subject is the usage of language models
in optimization problems, and language models can encode
semantics based on characters or words, both approaches will
be explored further.

With the RL training enabled by the decoupling, based on
unitary and semantically segmented tasks assigned to unitary
model parts, the proposed architectures consist of two models
inspired by character-level and word-level language mod-
els, respectively. With this training possibility, these models’
generalization capability, as well as the proposed modeling
principle, will be assessed.
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A. Transformer-based Vector Quantized Variational Auto-
Encoder with Asynchronous Advantage Actor Critic

The word-level model is based on the Transformer archi-
tecture proposed in [49], which includes both the Transformer
encoder and decoder architectures, along with the vector
quantization layer proposed in [21]. This Vector Quantized
Variational Autoencoder (VQ-VAE) architecture was decou-
pled as well; however, in this case, its outputs correspond to the
actor and the critic. The actor outputs log probabilities for the
possible actions of the RL agent, and the critic rates the inputs.
Maintaining the sequence composition decoupling strategy,
two models are employed to compose the target sequence.
Once again, one model specializes in generating the position,
while the second model generates the value to be assigned.
Each model has two dedicated outputs, one to act an another
for the critic while both share the core encoder that captures
features from data. Figure 2 illustrates the architecture utilized
for the VQ-VAE.

‘position model gradient

Transformer based [ (Quantization) | Dense Decoder
Enconder Layer position
Transformer based | (Quantization) | ~Dense Decoder
Enconder Layer value

Figure 2: Decoupled Vector Quantized Variational Auto-
Encoder proposed architecture using A3C. The encoder comes
from the Transformer architecture, the quantization layer from
[21], and the decoder is made of stacked dense layers. In this
training architecture, each VQ-VAE has a actor output and a
critic output. Two VQ-VAEs are represented in this figure and
each one learns how to generate the value and position of the
new element in the sequence.

lue model

B. Char-Conv with DeepQNet-Policy Learning

Starting from the model proposed in [51], two output
kernels were used to decouple the tasks into position and
value generation. In this way, one model pair, Q-Network
and Policy-Net, is used to compose the candidate sequence.
Regarding the Traveling Salesman Problem, a benchmark
problem, the proposed training setting works without issues.
When considering the Neural Architecture Search problem,
the reward signal presents high variance and the training
did not converge to zero. In addressing this problem, two
changes were made: entropy regularization was added, and
the output activation function was changed to linear so that
the model output is interpreted as log probabilities for each
output position.

VII. REINFORCEMENT LEARNING AS A SEARCH
METHODOLOGY

Since the search for optimal solutions is guided by rein-
forcement learning, the model generates multiple candidate
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solutions and iteratively improves them based on feedback.
A heuristic evaluation function g : ) — R assigns a quality
score to candidate solutions, serving as a reward signal:

R(y) = g(y)- “4)

Given any problem where the solution space ) is structured
as integer sequences, the proposed methodology guarantees:

o Expressibility: The model fg can learn to generate valid
sequences from X using neural networks that are trained
on D.

o Optimization Capability: The reinforcement learning-
based search ensures that generated solutions are itera-
tively improved using g(y).

o Generalization: The auto-regressive nature of the model
allows it to generate variable-length solutions applicable
to different instances of the problem since a special
character can be used as a sequence terminator.

Thus, for any integer-encoded problem, the formulation is
sufficient to obtain high-quality solutions through iterative re-
finement. The proposed formulation applies to a wide range of
problems where solutions are represented as integer sequences,
including:

o Combinatorial optimization problems (e.g., the Traveling
Salesman Problem, Knapsack Problem).

o Scheduling and planning tasks where actions are encoded
as integer sequences.

o Code synthesis and symbolic regression.

« Game strategies with discrete action spaces.

« Non-sequential problems that benefit from value-position
decoupling.

For any such problem, the integer-encoded representation
ensures that the model can map problem instances to structured
sequences and refine them over iterations using reinforcement
learning. The search methodology follows a reinforcement
learning-based approach such as DQN-PL [52], [53], A3C
[54], and SoftQ-Learning [55]. The exploration methodology
is epsilon-greedy for all the approaches. The different training
methodologies are described in the next subsections.

VIII. DECOUPLED ASYNCHRONOUS ADVANTAGE ACTOR
CRITIC

The main concept in decoupling is to create a problem fea-
ture extraction core and decoupled output decoders to model
the output value according to the problem’s required output.
For example, in the VQ-VAE with the A3C training case, the
same model generates the action and its corresponding critic
value. To generate a sequence, two models with the specified
decoupling are used: one generates the position of the new
element, and the second generates its value. The resulting
sequence is then updated and iteratively refined. Next, the
formal formulation of this kind of decoupling is provided.

A. Policy and Value Functions

Let S be the state space, A be the action space, and
P(s’|s,a) be the transition probability. The reward function
is defined as R(s,a,p), where p is the selected position.
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The policy consists of two independent components:
m(a|s;6,) and w(p|s;6p) 3)

where:

o m(als;8,) selects an action based on state s.
o 7(p|s;0,) selects a position based on state s.

The value functions are defined as:
Vaet(8:04) = E[R(s, a,p) + 7Vaer(s")] (6)
Voos(8;0p) = E[R(s,a,p) 4+ 7Vpos (5)] (7)

B. Exploration-Exploitation Strategy

The exploration rate for both action and position selection
follows an epsilon-greedy decay:

€a(t +1) = max(e,(t) - d, €min) (8)
€p(t) = €q(1) 9

where d is the decay factor and €,,;, is the minimum explo-
ration rate.

C. Advantage Function and Returns

The advantage function for actions is given by:

Aact(sa a) =r+ ’YVTact(S/) - V;lct(s) (10)
The advantage function for positions is:
Apos(svp) =r+ 7‘/1305(3/) - V})os(s) (11)
The discounted return at timestep ¢ is:
T—t
Gy = Z’ykR(sHk,aHk,ka) (12)
k=0
The returns are then normalized:
S Gy — u(G)
G = ———— 13
=Tl (13)

D. Loss Functions

The critic losses for action and position value networks are:

Lritic-act = Z (Aact(sta Cbt))2 (14)
t
Lcritic-pos = Z (Apos(Stvpt))z (15)
t
The actor losses are:
Lactor-act = - Z IOg ’/T(at|5t)Aact(Stv at) (16)
t
Lactor—pos = - ZIOgﬂ-(pt'St)Apos(stapt) 17)
t
The total losses are:
Ltotal—acl = Lactor—act + Lcn’tic—acl (18)
Llotal—pos = Lactor—pos + Lcritic—pos (19)
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E. Gradient Updates

Gradients for action and position networks are computed
separately:

V()a Ltotal—act = Z Vea Llotal—act (20)
t

VGP Ltotal—pos = Z Vgp Llolal—pos (21)
t

These gradients are applied using an optimizer:

aa — 911 - O[Vga’ Ltolal-act (22)

91’ A 0;0 - OéVgp Ltotal-pos 23)

where « is the learning rate.
This content was generated with the help of generative
artificial intelligence.

IX. DECOUPLED SOFTQ-LEARNING

Regarding the CharConv model in the NAS problem as-
sessment, it was not possible to stabilize the training using
the traditional DQN-PL approach. In the NAS setting, it was
found beneficial for training stability to use stochastic outputs
followed by a random experiment with the model’s predicted
output odds to generate the predicted action. To help stabilize
the training in a stochastic environment, entropy regularization
was employed.

Concerning the decoupling technique used in this context,
two models were utilized. One model features a CharConv
core and two decoupled outputs: one for value and another
for the position of the new element in sequence generation.
The second model is the target network, which generates the
stochastic SoftQ-values for each output.

Additionally, an epsilon-greedy exploration strategy was
applied in conjunction with an experience replay buffer. The
proposed SoftQ-Learning approach uses a different decoupling
when compared to the method presented in the previous
section. This is specified in the subsequent subsections.

Dense based

Action output [—action—>

branch
CharConv
Dense based
position output fposition—»
branch
Figure 3: Proposed Decoupling SoftQ-Learning using

character-based language model. This architecture is used
twice in the training loop, one is specialized in generating new
values for the action and position in the sequence to refine,
the target-network and the other generates their corresponding
Q-values, the Q-network.
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A. State and Action Representation

Let s € S be the state space and a € A be the action space.
Additionally, let p € P denote the position selection space.
The agent selects both an action and a position at each time
step.

B. Soft Q-Function

Define the Q-function as:

Q(S, a,p) = Qaclion(& a) + onsition(sap)-

This decoupling allows independent learning of action and
position values.

(24)

C. Soft Q-Learning Update Rule

The update rule follows the soft Bellman equation:

Qaction(sa a) <~ (1 - a)Qaction(57 a)

) o
r + v7 log Zexp <Qa°“°n£5 @ ))] :

’ 25)

+ «

onsition(syp) <~ (1 - a)onsition(Sap)

+ o 7“+7710g2exp<
-
p/

onsition(slv p/) )

(26)
where:

e « is the learning rate,

o v is the discount factor,

o 7 is the temperature parameter for soft Q-learning,
e 7 is the received reward,

« s’ is the next state.

D. Action and Position Selection

The action and position are selected using the softmax

licy:
policy P(a‘s) B eXp(Qaction(87 CL)/T) (27)
B Za/ eXp(Qaction(sv a/)/T) ,
P(p\s) _ eXp(onsition(sap)/T) (28)

Zp/ eXp(onsition(s>p/)/T) '

This formulation allows efficient and structured learning
by decoupling position and value, improving performance in
reinforcement learning tasks that require both action selection
and spatial positioning.

In the next section the position-value decoupling for integer-
based sequences is formalized.

X. DECOUPLING’S MATHEMATICAL FORMALIZATION

When considering an iteratively generated sequence, in
which the elements are generated one after another, the po-
sition is fixed and incremental, which implies causality in
the sequence generation. By decoupling the functionality into
position generation and value generation, thereby composing a
single sequence (RL state), it is possible to break the causality

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

221



implication and still utilize the reinforcement learning capa-
bility of optimizing heuristic functions. In this article, the
decoupling is achieved at an architectural level; in a multi-
branch architecture, each output branch is responsible for one
single decoupled task in the non-causal sequence generation.
To optimize a single sequence using two models, the state
must be shared, and the RL techniques must still be applied to
each model, utilizing separate optimizers guided by the same
resulting reward.

In incremental sequence generation, this type of sequence
generation allows for imposing causality in the RL agent’s
behavior, leading to a succession of actions generated through-
out the training. Regarding compositional sequence generation,
where the problem focus is to generate a candidate answer
encoded in the sequence rather than a set of actions, decou-
pling can come into play to divide and conquer the generation
problem into two sub-problems, enabling the composition of
the sequence without needing to condition on the previous
actions.

To extend RL beyond causal MDPs, we decompose the Q-
function as follows:

Q(s,a) = P(s) + A(s,a), (29)

where:
o P(s) = E[R|s] is the position value, which captures the
expected reward at state s independent of actions.
e A(s,a) = Q(s,a) — P(s) is the advantage function,
representing the additional benefit of taking action a
beyond merely being in state s.

If actions have no influence (a fully non-causal setting), then
A(s,a) = 0, reducing RL to pure statistical inference:

V(s) = P(s) = E[R]s]. (30)
The objective function is defined as:
J(m) = Esp[P(9)], 31

where D is a dataset of observed states and rewards. If actions
have partial influence, it is optimized as follows:

J(m) = Eg op[P(s) + A(s, a)]. (32)

This formulation bridges RL and supervised learning, enabling
RL in non-causal settings, such as:
o Counterfactual reasoning.
« Offline and batch RL.
o Decision-making in complex, non-Markovian environ-
ments.

XI. PROPOSED TRAINING FORMULATION

In this section, two training algorithms for Heuristic Opti-
mization are proposed: the VQ-VAE model with A3C training
and Char-Conv with DQNet-PL, so both character-level and
word-level language models are explored.

We define the problem as a Markov Decision Process
(MDP) with:

« State space: S
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o Action space: A

e Transition dynamics: P

e Reward function: R
The objective is to learn a policy 7 that maximizes the
cumulative expected reward.
A. State Representation

The state at time ¢, denoted as sy, represents the environment
state:

st €S. (33)
B. Action Selection

A neural network models the probability distribution for
action selection:
Qg ~ W(at\st; 9) (34)
The chosen action a; is sampled from this distribution.

C. Critic Network (Value Estimation)

A critic network estimates the value function V'(s;), repre-
senting the expected return from state s;:

V(sy) =E [Z Wkrprk} .
k=0

D. Reward and Return Calculation

(35)

The immediate reward 7r; is received from the environment.
The discounted return is computed as:

Gy =r¢ +7Gi41. (36)
The returns are then normalized:
A Gy —p
Gy = . 37
. 37

E. Advantage Estimation

The advantage function measures how much better the taken
action was compared to the expected return:

At = ét — V(St). (38)
FE. Actor-Critic Loss Functions
The loss for the actor (policy gradient) is:
Lacior = — Y log m(ay|s;) Ay (39)
t
The critic is updated using the Huber loss:
Lesiie = Y Huber(V (s;), Gy). (40)
t
The Huber loss is defined as:
Lz —y)? if |z — 0
Huber(z,y) = 3(@ =) 1 if Jo y\ = (4D
6(Jz —y| — 50), otherwise

G. Gradient Update

The gradients of the total loss function are computed as:

v9Llotal = VF) (Lactor + Lcritic)- (42)
The parameters are updated using the Adam optimizer:
9 — 9 - angtotal. (43)
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H. Termination Criteria

Training stops when the running reward exceeds a threshold:
Z T > Rlarget~
t

This indicates that the agent has effectively learned an optimal
policy for the given task. In this A3C setting, two models are
used in order to generate the sequence. In each step a new
value and its corresponding position in the sequence (RL state)
are generated. Each model has two outputs: one for the action
and another for the critic score.

(44)

I. Char Conv + DQON-PL
1. Q-Function Approximation

We approximate the action-value function (Q-function) by
a neural network with parameters 6:

Q(s,a;0) = E lz viry
t—0

SOZS,CL():G‘|,

where:

e s is the state,

e a is the action,

e 74 is the reward at time ¢,
e 7y is the discount factor.

2. Experience Replay

Experiences are stored in a replay buffer as tuples:
(s) a7 7/.7 8/) d),

where d is an indicator that equals 1 if s’ is terminal and O
otherwise.

A mini-batch of NV experiences is sampled uniformly at
random from the replay buffer for training.

3. Target Calculation
For each sampled experience (s, a,r,s’,d), the target value
y is computed as:

y=r+ymaxQ(s’,a’;07) (1 —d),

where 6~ denotes the parameters of the target network,
which are periodically updated to match the primary network
parameters 6.

4. Loss Function

The loss function for a mini-batch is defined as the mean
squared error between the target and the current Q-value
estimate:

N
L(9) = %Z (yi — Q(s4, ag; ‘9))2~

This loss is minimized to update the parameters 6 of the Q-
network.
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5. Gradient Descent Update

The parameters 6 are updated via gradient descent:
0« 0—aVyL(0),
where « is the learning rate.

6. Action Selection (Epsilon-Greedy Policy)

At each step, the action a is chosen according to the epsilon-
greedy strategy:

B {random action, with probability e,

argmax, Q(s,a’;6), with probability 1 — €,

with € decaying over episodes from an initial value €gy,r to a
minimum value €y;,.

7. Periodic Target Network Update

Every fixed number of episodes (or steps), the target net-
work parameters are updated by copying the weights from the
primary network:

0~ 40

XII. ACCESSED PROBLEMS

For each of the two described ways to generate sequences,
causal or non-causal, and regarding the Reinforcement Learn-
ing (RL) usage along with the proposed architectures, one
benchmark problem was selected. The Traveling Salesman
Problem (TSP) for causal generation and Neural Architecture
Search (NAS) for non-causal generation.

A. Traveling Salesman Problem

The TSP consists of generating a tour from a given starting
city that passes through all the other cities while minimizing
the overall path distance. The considered cities have the
following coordinates:

TABLE I: Cities’ coordinates used in the Traveling Salesman
Problem.

XY
23 | 45
57 | 12
38 | 78
92 | 34
45 | 67
18 | 90
72 | 55
66 | 24
83 | 62
49 | 40

A distance matrix is calculated based on the euclidean
distance between all the cities. A boolean array is used to
track the cities already visited. If a generated city is already
visited, the reward function gets the value of -100, in contrary,
if a city is not visited, then the reward function gets the value
given by:
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normalized_reward = 100 - (1 ~ distance )

max_distance
With:
distance = distance_matrix|[current_city][action]

The cities road is generated iteratively, one city after another
until the generated city is already visited. When this final
condition is met, the obtained road is evaluated and the current
episode ends.

B. Neural Architecture Search

For the NAS problem, the sequence is interpreted as the
Network Structure Code (NSC), meaning that it encodes an
Artificial Neural Network (ANN). In this case, it is intended
to generate a neural text classifier architecture built by several
InceptionV1 blocks [56]. The NSC is composed by two
decoupled models which contribute to the same RL final state,
also known as NSC. The reward function is the child-network
training accuracy which, in the current problem’s case, is a
classifier network. This classifier is built from an inverted n-
ary tree encoded in Depth-First-Search (DFS).

XIII. RESULTS

In this section, the performance plots for the NAS problem
are presented. The adopted search space is an encoded n-ary
tree using Depth First Search (DFS). The tree is encoded using
[0,1,2] in a sequence with a maximum of five positions. A
zero encodes a change in the tree branch, a one encodes a
deeper instruction, and the two is interpreted as a padding
character. Each tree element is a ConvlD version of an
InceptionV1 block [56]. When constructed, the tree is inverted
so that the root node represents the classifier’s final decision
kernel. The search focuses on a text classifier, where the
embeddings are provided by a Keras embedding layer. For
evaluation purposes, this layer is replaced by the RoBERTa
large model from Hugging Face [57], achieving state-of-the-
art results with the IMDB sentiment analysis dataset [58]. The
resulting model from the search was trained using a learning
rate scheduler and presents the training curves shown in Figure

Training and Validation Loss

Traini
Valida

Figure 4: Classification accuracy and binary cross-entropy loss
when using the generated NAS classifier and RoBERTa as
embedding model.
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The resulting binary text classifier positioning in the state
of the art is presented in Table III.

TABLE II: Final model results on imdb sentiment analysis
dataset.

0.2521449327468872
0.9054897427558899

Test Loss
Test Accuracy

The results presented were obtained by replacing the em-
bedding layer with a pre-trained model from [59].

TABLE III: IMDb Sentiment Analysis Test Set Accuracy for
Different Models in the Literature

Model Accuracy (%) | Reference
Naive Bayes (Baseline) 83.5 [60]
LSTM (Long Short-Term Memory) 89.0 [61]
BiLSTM with Attention 91.2 [62]
FastText 88.5 [63]
RoBERTa+NAS Tree-based Classifier 90.5 -
CNN (Convolutional Networks) 90.6 [64]
ULMFIT (Pretrained LSTM) 94.0 [65]
BERT-base (Fine-tuned) 95.2 [66]
RoBERTa (Fine-tuned) 96.3 [67]
DistilBERT 95.1 [68]
GPT-2 (Fine-tuned) 95.0 [69]
XLNet 96.4 [70]
ALBERT 95.8 [71]
ELECTRA 96.6 [72]
T5 (Text-to-Text Transfer) 96.1 [73]
GPT-3 (Few-shot) 94.7 [74]
DeBERTa (Fine-tuned) 96.7 [75]
ChatGPT (Prompting) 96.0° [76]

The neural architecture search task was performed using
both language models: character-level using SoftQLearning
and word-level using asynchronous advantage actor-critic
training. In both cases, the problem’s probability density
function for each output was predicted by the models, and
the final output is a result of a random experience with
the model-predicted odds. This feature allows the models to
represent more complex problems, such as NAS. This behavior
also enables the model to learn the probabilistic aspects
of a dataset; by fixing a serializable data ontology, it can
generate datasets. Returning to the scope of this article, more
specifically regarding these models’ optimization capability
in the NAS task, the learning and performance curves are
presented below.

In the above experiment the model presented in [51],
has two decoupled outputs which are used to compose the
sequence - Network Structure Code. The Soft Q-Learning
training method was adopted instead of DQNet-PL because
the latest presents a very high training variance, making the
training to not converge. Additionally the entropy regulariza-
tion also helped to attain training convergence.

The transformer-based Vector Quantized Variational Auto
Encoder (VQ-VAE) follows the same decoupling logic to
compose the sequence, as described previously. In this case,
the model has two outputs: the actor and the critic. The actor
predicts odds for each possible model action, and the second
output, the critic rates the overall model performance. In terms
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(a) Loss function of SoftQ-Learning using Char-Conv inspired
architecture.

Rewards Chart for Soft-DQNet Reinforcement Learning

— Episode Rewards

1 2000 4000 6000 10000 12000 14000 16000

8000
Episode

(b) RL reward function, child network’s training accuracy, using
SoftQ-Learning with Char-Conv inspired architecture.

Figure 5: Comparison of loss and reward during training.

of architecture, the actor-critic decoupling is made only in the
model’s last layer to shape the output according to the needs
to generate the critic score and actor’s odds.

Two Transformer-based VQ-VAE models were used to
compose the sequence, one to generate the action and another
to generate the position in the candidate sequence where the
action value will be assigned. Bellow, the obtained training
curves are presented:

The observable outliers are due to the epsilon-greedy
technique used to introduce exploration in the algorithm’s
behavior.

All the loss function plots in the presented results con-
verge to zero, and the reward signals reflect the overfitting
tendency of the proposed NAS methodology. The decoupling
strategies are effective in stabilizing the training methodologies
in both character and word-level approaches. Additionally, the
sequence generalization and problem modeling capabilities are
verified when observing the obtained training curves; both
approaches exhibit stable behavior.

Next, the Traveling Salesman Problem results are presented.
Experiments with both the architectures are presented bellow.

Starting from the Char-Conv as DQNet and as well as Policy
network, the results were the following:

Both curves indicate that the RL agent is learning, as
evidenced by the loss function’s convergence to zero and the
reward function’s increasing behavior during training. Next,
the VQ-VAE model is used in conjunction with A3C training
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(a) Loss function of action sequence composing parameter during
A3C training using Transformer-inspired architecture.

Loss Function over Epochs
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(b) Position loss function of A3C using Transformer-inspired archi-
tecture.

Rewards Chart for A3C Reinforcement Learning
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(c) RL reward and child network accuracy as functions of A3C using
a Transformer-inspired architecture.

Figure 6: Training metrics during A3C using Transformer-
inspired architecture: (a) Action sequence loss, (b) Position
loss, and (c) Reward and accuracy.

to generate the salesman route:

The loss function chart exhibits zero convergence; therefore,
training stability is concluded, and the generally increasing re-
ward function reflects the VQ-VAE agent’s learning. Depend-
ing on the problem complexity, generating action odds might
be preferred rather than generating the agent’s actions directly,
as occurred with the Char-Conv architecture in NAS, where
Soft-Q Learning was used, and in the TSP where DQNet-PL
was utilized. The Transformer-inspired VQ-VAE demonstrates
overall better training behavior compared to the Char-Conv
architecture, as this model can map the search space into
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(a) Char-Conv architecture’s loss function during DQNet-PL train-
ing, while solving the Traveling Salesman problem.

Rewards Chart for DQN Reinforcement Learning - TSP

o 1000 2000 3000 4000 5000
Episode

(b) Reward function of Char-Conv architecture during DQNet-PL
training, while solving the TSP problem.

Figure 7: Training metrics of the Char-Conv architecture in
DQNet-PL while solving the TSP: (a) Loss function and (b)
Reward function.

several sub-regions by utilizing the Vector-Quantized layer,
thereby parallelizing the search.

XIV. ERROR ANALYSIS

During the experimentation phase of this work, the Trav-
eling Salesman benchmark problem was addressed using
A3C training together with the Transformer-based VQ-VAE
model. Additionally, the Char-Conv model was tested along-
side DQNet-PL training on the same problem. After several
unsuccessful experiments resulted from the usual issues of
high variance in the reward signal and a non-converging loss
function, a functional decoupling methodology was developed
and successfully applied to the TSP problem. The training
results are presented in Figures 9 and 11 for the Char-Conv
and VQ-VAE models, respectively.

In considering the NAS problem, the combination of Char-
Conv with DQN-PL training did not succeed in solving this
issue, as the loss function did not converge to zero. In
contrast, the combination of VQ-VAE, A3C, and the respective
decoupling effectively solved the problem (Figures 6 and
7). To address the limitations of solving the NAS problem
using CharConv, SoftQ Learning with entropy regulation was
employed, as it enables modeling the odds of each output and
reduces the variance of the reward signal.

Loss Function over Epochs

—e— Training Loss
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0 500 1000 1500 2000 2500 3000
Epochs

(a) Loss function during A3C training using Transformer-inspired
architecture in the TSP problem resolution.
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(b) Reward function obtained by the VQ-VAE based agent in A3C.

Figure 8: Training metrics for TSP problem using A3C with
Transformer-inspired architecture: (a) Loss function and (b)
Reward function.

XV. CONCLUSIONS AND FUTURE WORK

Many problems are non-sequential and do not require strict
left-to-right order dependency. To handle such cases, a value-
position decoupling strategy is proposed. Considering the
Transformer-based VQ-VAE trained with A3C, the model
has two outputs: an actor output and a critic output. Instead
of using two models, a single model is employed. In this
way, the network weights are updated on both occasions:
when the actor learns and when the critic learns. Two A3C
models with a shared state and reward are used; one generates
the new element’s position, and the other generates the new
element’s values. The VQ-VAE architecture has the capability
to divide the latent space into quantized subspaces and perform
a parallelized search in each subspace. The deep convolutional
network, trained using Deep Q-Learning for value generation
and Soft Q-Learning for sequence generation, applies similar
reasoning to design the training. One model with two outputs
is responsible for generating the new element’s position, while
another model generates the new element’s value. To make
this training generative, the output odds are modeled, and
the outputs are generated using a random experiment in
which each output odd is defined by the Deep Q-models.
Additionally, to reduce training variance, an entropy term is
added to the loss function. This process is called entropy regu-
larization and promotes training convergence toward zero. This
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study demonstrates that it is possible to generate sequences
without causality constraints while still employing slightly
adapted Reinforcement Learning techniques. Training conver-
gence improves if the same model with two outputs is used
to perform actions and critique its performance, regardless of
its architecture.

Complex ontologies describing the candidate solutions can
be encoded and serialized into integer sequences. The encoded
sequences can then be optimized by this type of solver when
used with a performance metric designed as the Reinforcement
Learning reward. Since sufficient decoupling is achieved, the
language models can absorb the problem’s semantics and
generate admissible candidate solutions of increasing qual-
ity. The position-value decoupling must be employed in the
NAS scenario to avoid imposing causality in the sequence
generation during the RL training. Additionally, using vari-
ational models in complex RL environments such as NAS is
more efficient since they model the environment’s unknown
properties. The Transformer-based VQ-VAE is also capable of
parallelizing the search due to the vector quantization layer.
Looking toward the future, the models presented, along with
the proposed training techniques, can be used to generate
more than encoded solutions for a given problem. By select-
ing an appropriate reward function, the generated sequence
can be utilized in the standard format to produce content
similar to Generative Adversarial Networks. A comparison
of the proposed solvers with other state-of-the-art heuristic
search algorithms can be made to systematically explore
the limitations of this proposal and extend its applicability
domain. An analysis of the problem’s degrees of freedom
versus processing time will be conducted, focusing on solver
quality analysis based on degrees of freedom, the solver’s
scaling with DoF, and the algorithm’s parallelization. Going
further in problem factorization into smaller problems can
be automated, and the proposed learning techniques can be
applied together with the parallelization capabilities of Vector
Quantized layers using problem dissociation transforms such
as the Laplace Transform. If a problem resolution process can
be transposed into a computing tree, the currently generated
n-ary tree for classifier construction can be reapplied into a
problem resolution framework.

Regarding the algebraic properties of the Bellman operator,
it is also possible to approach problem decomposition and sim-
plification by decomposing the problem into Bellman blocks.
Once these learnable blocks are identified, the proposed decou-
pling strategies can be applied to each block. This approach
can be generalized, and the goal of searching for these blocks
from given data can be replaced by the proposed NAS-based
perspective.
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Abstract— Japan's complex and varied topography gives rise to
distinct seasonal landscapes, which serve as a major attraction
for domestic and international tourists. Among these natural
phenomena, the autumnal transformation of foliage—
particularly the vivid yellowing of ginkgo leaves—holds
considerable appeal. However, the phenological timing of leaf
senescence and abscission exhibits substantial spatial variability,
often leading to visitor dissatisfaction when travel coincides with
either the premature stage prior to coloration or the post-
abscission phase. To mitigate this issue, we propose a predictive
system designed to estimate the timing of autumnal leaf
coloration. This system employs Internet of Things (IoT)
technologies to collect environmental data, including
photographic imagery of ginkgo trees and measurements of
solar radiation. The acquired data are then processed to forecast
the imminent onset of leaf yellowing and subsequent abscission.
A prototype implementation of the system was developed, and
its predictive performance was empirically validated,
demonstrating its efficacy in estimating key phenological
transitions.

Keywords-Yellow Leaves Tourism; Internet of Things;
Artificial Intelligence; Estimating.

L INTRODUCTION

This paper is an extended version of earlier published
work [1]. This paper added a quantitative evaluation of the
results when deep learning was not used for image
classification, clarifying the effectiveness of using deep
learning.

They also made modifications to the definition of the
yellowing rate and recalculated the time series analysis,
resulting in improved accuracy.

Japan has a rugged landscape and is blessed with a diverse
range of flora and fauna. These offer fascinating and
unforgettable experiences for many tourists, both from Japan
and abroad. Ginkgo trees, with their brilliant golden and
vibrant yellow leaves, are a particularly popular tourist
attraction. However, the period during which ginkgo trees
shimmer in their beautiful golden hue is short. At most, they
last about a week, and this period only occurs once a year in
the fall. The time when ginkgo leaves turn yellow varies
depending on the location. Even in the same location, weather

conditions vary from year to year, so the leaves may not turn
yellow on a specific day. If tourists visit before the ginkgo
trees turn yellow, they will only see the green trees and miss
out on the excitement. Even after the leaves have fallen, they
will be sad to see them. Knowing when the leaves turn yellow
is very important.

Biological seasonal observations [2] are conducted as a
systematic approach to observing seasonal changes in various
plants and animals, such as the yellowing of ginkgo leaves and
the blooming of cherry blossoms. The Japan Meteorological
Agency began this observation in 1953 and has covered 34
species and 41 phenomena. Biological seasonal observations
rely on visual observation, which poses a challenge due to the
enormous human cost involved. The scope of observations is
being significantly reduced. It has also been pointed out that
in urban environments, shading caused by buildings may
affect biological seasonality. However, there is little research
on the biological seasonal observation of local plants in urban
environments [3][4][5] that could reduce human costs.

To address these challenges, we propose a method that
reduces human labor while enabling the detection and
prediction of yellowing in specific ginkgo trees within urban
environments. First, we developed an IoT device capable of
automatically collecting fixed-point photographs of ginkgo
trees along with local meteorological data. From the captured
images, the number of yellow leaf pixels is extracted to
quantify the degree of yellowing. However, the apparent color
of ginkgo leaves in images varies depending on factors such
as cloud cover, camera performance, and leaf density. Simple
pixel-based extraction cannot adequately account for these
variations, often misclassifying green or other regions as
yellow leaf pixels. To overcome this limitation, we employ
deep learning—based color identification that is robust to such
image variations. Moreover, recognizing that natural
phenomena such as leaf yellowing and leaf fall progress
continuously rather than as binary states, we aim to predict
ginkgo phenology with higher granularity by extracting
indicators representing the degree of yellowing and the extent
of leaf fall, and conducting regression analyses using these
indicators as objective variables.

This paper is organized as follows: Section II introduces
related research. Section III explains the observation data.
Section IV explains the observation system built using IoT
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devices. Section V explains how to analyze the collected
observation data. Section VI presents the classification results,
and Section VII discusses the prediction of the time when
leaves will turn yellow. Section VIII summarizes this paper
and discusses future challenges.

II.  RELATED RESEARCH

As Dbiological phenological observations have been
reduced, various studies on biological phenological
observations have been reported to solve the problem. Below,
we will discuss research related to the development of
biological phenological observation methods.

In Endo et al.'s research [6][7], we proposed a method to
estimate the timing of relic season changes in biological
phenological observations at low cost from X (formerly
Twitter) location-attached posts. By analyzing the names of
organisms such as ginkgo and maple in the posts and co-
occurring words indicating their location and state, the timing
of biological phenological changes was estimated from the
frequency of posts. Furthermore, the effectiveness of the
proposed method was verified by comparing with observation
data from the Japan Meteorological Agency.

In Tha et al.'s research [8], we used post data related to
cherry blossoms from March to the end of April 2022 as a
dataset and performed time series prediction of the number of
posts using machine learning. As a result, we confirmed an
improvement in the precision and recall of the time series
prediction model of the number of posts compared to
conventional methods.

In Ito et al.'s research [9], they developed a robot that can
automatically measure plant growth information by utilizing
low-cost IoT devices and open source image processing
libraries. This robot was used to periodically capture images
of spinach growth, demonstrating its potential for application
in growth prediction and detection of poor growth.

In a study by Sato et al. [10], multispectral observations
using a drone and IoT devices were used to observe the growth
status of wheat using vegetation indices.

As described above, many methods have been researched
for efficiently observing biological phenologies and plants
using SNS(Social Networking Service) and IoT devices, but
there has been no research on a system that can estimate the
best time for yellow leaves to appear.

There are studies such as Meier et al. [11] and Kim et al.
[12] that have attempted to predict the period of leaf yellowing
and leaf fall based on long-term observation data from a
botanical perspective, but these predictions are not based on
data that can be observed using simple IoT devices. These
studies rely on expensive observation data, such as human
observation, and are different from the goal of this research,
which is to develop a system that collects data at low cost and
predicts the period of leaf yellowing.

III.  OBSERVATION DATA

Biological phenological observations were performed in
accordance with the Japan Meteorological Agency's
biological phenological observation guidelines, and fixed-
point photography was performed on ginkgo trees at the
Polytechnic University as specimen trees (Figure 1). In

International Journal on Advances in Software, vol 18 no 3&4, year 2025, http.//www.iariajournals.org/software/

addition, meteorological information from the surrounding
area (hereinafter referred to as sensor measurements) is
measured as a feature used to predict the yellowing and falling
of ginkgo leaves. The sensor measurements are temperature,
humidity, air pressure, carbon dioxide concentration, and
illuminance.

Figure 1. Specimen Trees.

Green and yellow leaves are related to photosynthesis.
Photosynthesis is greatly affected by illuminance and carbon
dioxide concentration. For this reason, in addition to basic
sensors such as temperature, we also prepared sensors for
illuminance and carbon dioxide concentration for observation.

The measurement sensor needs to be installed near the
specimen tree. Because it also requires a power supply, the
sensor was installed outside a window of a building near the
specimen tree. The ginkgo tree on the far left of Figure 1 is
closest to the sensor. However, because this tree reflects light
and is prone to casting shadows, the ginkgo tree enclosed in a
red frame was used as the specimen tree.

The observation period is from November 1, 2024 to
January 10, 2025. The measurement frequency was one image
and sensor measurement value set per minute. However, each
sensor measurement value was taken for 24 hours, but images
were taken only from 6:00 to 18:00. This is because it gets
dark after 6pm, making it difficult to determine the color of
the leaves. It is possible to take pictures at night using
expensive, specialized cameras. However, visual inspection
requires personnel costs, so we are trying to use loT devices
to reduce the cost. We avoided using expensive equipment.
Furthermore, image data from times when no photography is
taking place will be substituted with the last image, i.e., the
image taken at 6pm. We did not consider using the next image
taken, i.e., the image taken at 6am, because the image data
cannot be determined until a photo can be taken the next day
at 6am.

IV. OBSERVATION SYSTEM

The configuration of the measurement system is presented
in Figure 2. Measurements related to the ginkgo trees are
obtained using devices from the M5Stack series. Fixed-point
photographs of the trees are captured with a Timer Camera.
Temperature, humidity, and atmospheric pressure are
recorded using the HAT-YUN module, CO: concentration is

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

231



measured with an SGP30 sensor, and illuminance is measured
with a BH1750FVI-TR sensor. All sensor data are collected
and processed by an M5Stick microcontroller.

Google
— Google Apps
.\VI-FW HotS[.)ot Sl
H : ¥
ViR Google Drive
Spread Sheet
Sensors
HAT-YUN Temperature etc. l:l M5Stack "
Technolo;
-{ SGP30 CO2 - e
-{ BH1750FVI-TR | Illuminance WicFi
.......... \-Fi

s Global Area Network

H
--------- Timer Camera

Figure 2. Overview of the observation system and data flow.

Images of the ginkgo trees will be saved to Google Drive
and the sensor measurements will be saved to a spreadsheet
using a script written in Google Apps Script provided by
Google.

V. ANALYSIS METHOD

In preliminary experiments, we performed pixel-by-pixel
determination of yellow leaves in acquired images. We
defined the green and yellow ranges and classified them into
three classes, including the rest. Specifically, the green range
was defined as (160, 20, 15) to (210, 55, 50) in HSV, and the
yellow range was defined as (36, 15, 30) to (60, 40, 70) in
HSV. However, green and yellow leaves shine due to reflected
light and do not fall within the predetermined green and
yellow ranges. Conversely, shadows sometimes resulted in
actual green or yellow leaves that also did not fall within the
predetermined green and yellow ranges. We manually
reviewed 5,000 images that did not fall within the yellow or
green range of HSV. 13.5% were green leaf images and 9.6%
were yellow leaf images. This indicates a 20% or greater
chance of misclassifying leaves as green or yellow due to glare
or shadows. Conversely, we manually reviewed 5,000 images
that fell within the yellow or green range of HSV. 16.2% were
not green or yellow, but were recorded as green or yellow due
to glare or shadows. In other words, determining the green and
yellow ranges in advance does not accurately determine green
or yellow leaves. Therefore, we used machine learning to
classify images into three classes using the following
procedure.

Furthermore, we defined the yellowing and fallen leaf
rates. From the acquired image, an area that only contains
ginkgo leaves (hereafter, ginkgo image) is cut out.
Furthermore, the ginkgo image is divided into 10x10 pixel
images (hereafter, square images), and each square image is
classified into '"green", '"yellow", and '"other". The
classification method is to first select only ginkgo images at
times when the illuminance, one of the sensor measurement
values, is between 1000 and 10000 lux. These images are
divided into square images and labeled as "green", "yellow",
and "other". These square images are used as learning data for
training, and a model is generated that classifies the images

non

into three classes: "green", "yellow", and "other". When an
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image containing only ginkgo leaves is divided into 10x10
pixels using this model, the number of images classified into
each class is counted (Yellow Classification Count : y, Green
Classification Count : g). In calculating the index, the ratio of
the number of yellow class classifications to the total number
of green and yellow class classifications (hereafter referred to
as leaf amount), which indicates the entire ginkgo leaf, is
defined as the "yellow leaf rate," Eq. (1) and the "fallen leaf
rate" Eq.(2) is defined as the rate at which the leaf amount at
the time of measurement has decreased from the maximum
leaf amount obtained up to the time of measurement (hereafter
referred to as maximum leaf amount : max(y + g)).

cut  split classify

NN

Figure 3. Learning and Classification Flow.

In earlier published work [1], we used the leaf yellowing
rate given by Eq. (1). This is a natural definition, as it is the
percentage of yellow leaves. However, it changes when leaf
fall begins. When leaf fall begins, not only does the number
of yellow leaves decrease, but the leaf amount also decreases.
Therefore, if we use the yellowing leaf rate in Eq.(1), the value
will change abnormally large when leaf fall begins. It is even
possible for the yellowing leaf rate to increase even though the
number of yellow leaves is decreasing. This has a negative
impact on time series estimation. Time series estimation in
earlier published work also did not achieve high accuracy.
Therefore, we will modify the definition to Eq.(3), which can
accurately represent the change in the decrease in yellow
leaves after leaf fall begins. In this study, we recalculated
using the yellowing leaf rate in Eq.(3).

Yellow leaf rate (old) =g+Ly x 100[%] . (1)

1 gty
Fallen leaf rate =(1 max(g+y)) X 100[%] . 2)

Yellow leaf rate (new) =% x 100[%] . 3)

ax (g+y)

According to the observation conditions of ginkgo in the
biological phenology observation of the Japan Meteorological
Agency [2], the yellow leaf day refers to the first day when the
majority of the leaves have turned yellow when viewed as a
whole and almost no green parts are visible. The defoliation
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day refers to the first day when approximately 80% of the
leaves of the specimen tree have fallen. Therefore, the leaves
are judged to be yellow when the yellow leaf rate is 80% or
more of the maximum leaf amount, and the leaves are judged
to be fallen when the defoliation rate is 80% or more.

Multivariate time series prediction is performed using
LightGBM. If we can tell from camera images that the leaves
are turning yellow or starting to fall, it will lead to a reduction
in human costs. However, tourists need more information.
What will the yellowing of the leaves be like in the next few
days? When will the leaves start to fall? Information like that.
For this, time series forecasting is necessary. Accuracy is
verified using the yellow leaf rate and defoliation rate as the
objective variables, and sensor measurements and processed
data from them as explanatory variables.

VI. CLASSIFICATION RESULTS AND DISCUSSION

The results of three-class image classification using the
image classification model ResNeXt are shown below. The
three classes are yellow, which means yellow leaves, green
before the leaves turn yellow, and other colors, which mean
fallen leaves. Evaluation data was classified using the model
determined to be the best by generalized k (k=5)-fold cross-
validation, and the evaluation results shown in Table I were
obtained. According to Table I, the precision rate for the green
class classification is a little low at 0.892. However, all other
colors were above 0.92. We counted the number of areas that
were green, yellow, and other colors in the ginkgo image, and
we believe that we were able to calculate the indices of yellow
leaf rate and fallen leaf rate with high accuracy.

TABLE 1. EVALUATION OF IMAGE CLASSIFICATION OF SQUARE IMAGES

Class Precision Recall F-Value
Name

Green 0.892 0.928 0.909
Yellow 0.945 0.927 0.935
Others 0.921 0.928 0.924

Details of the precision rate are shown in Table II. The
precision rate is an evaluation index that indicates how
accurate the prediction was. Looking at Table 11, we see that
the proportion of images classified as green that were actually
labeled as yellow was 0.082, and the proportion of images
labeled as other was 0.027. In other words, there were more
images erroneously predicted to be green that were labeled as
yellow than as other. This suggests that while the system was
relatively accurate in classifying images where the correct
answer was other classes such as trunks and branches, it is
possible that the classification of green and yellow classes did
not capture the subtle changes that occur when leaves change
from green to yellow. The classification accuracy is
significantly better than the classification performed in the
preliminary experiment using a specified HSV value range.
In particular, there are almost no cases where leaves that
should have been classified as green or yellow because they
were shining in the light are misclassified as neither green nor
yellow. However, with the specimen tree, after the day the
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leaves turned yellow, images were observed in which
shadows were cast by the sunlight, and these parts were
mistakenly classified as green. Therefore, it is necessary to
aim to improve accuracy by devising photography methods
and image processing methods that are not affected by the
direction of the sun or shadows.

TABLE II. DETAILS OF PRECISION RATE

Classification results
Green Yellow Others
Green 0.892 0.042 0.040
Actual Tyelow | 0082 | 0945 | 0.039
Others 0.027 0.013 0.921

TABLE III. OBJECTIVE AND EXPLANATORY VARIABLES OF THE PREDICTION
MODEL

Objective variables Explanatory variables

Average yellowing rate
for the past three days
Average falling leaf rate
for the past three days
[lluminance

Yellowing and fallen leaf
rates three days later

Average of illuminance
and CO; integrated value
for three days
Additional value of
average illuminance
from 6:00 to 18:00 on the
same day

VII. PREDICTION RESULTS AND DISCUSSION

Using the ResNeXt image classification model, we were
able to classify images into three classes: green leaves, yellow
leaves, and others, with an accuracy of over 90%. Using these
results, it became possible to calculate the rate at which leaves
turn yellow and fall to determine whether the best time to see
the yellow leaves is. Tourists need more information than this.
Not just whether the leaves are turning yellow now, but also
predictions about when they will turn yellow and when they
will fall. We will build a predictive model using changes in
past image data and weather information from sensors.

The objective variables and explanatory variables used in
the LightGBM analysis were defined as shown in Table I1I for
the leaf yellowing rate prediction model and leaf fall rate
prediction model. Note that temperature, humidity, and air
pressure, which were planned to be used as explanatory
variables, were not used as explanatory variables because only
fixed values were recorded from the middle of the observation
period. For the explanatory variables in Table III, the
objective variables were predicted based on the average leaf
yellowing rate over the past three days and the average leaf
fall rate over the past three days. In addition, the objective
variables were predicted based on the average illuminance and
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the integrated value of illuminance and CO, over three days,
as sunlight and photosynthetic activity would affect the
objective variables. Furthermore, the average illuminance
value from 6:00 to 18:00 on the same day was added to replace
the integrated temperature to improve the prediction accuracy.
Regarding the objective variables, the prediction period for
yellowing and leaf fall judgment in previous studies was three
days later, so the objective variables in this study were set to
the leaf yellowing rate and leaf fall rate three days later from
the last day of the average value of the past three days. Note
that these data are saved every minute. Therefore, for the data
at 12:00 on November 10, 2024, the average value of the
explanatory variables over the past three days is the average
value of the data from 11:59 on November 8 to 11:59 on
November 10, 2024, and the target variables are the yellowing
and falling leaf rates at 12:00 on November 13, 2024.

Figures 4 and 5 show the measured and predicted values
of the percentage of yellowing leaves defined by Eq. (1) and
Eq. (3), respectively, and Figure 6 shows the measured and
predicted values of the percentage of defoliation. Furthermore,
Table IV shows the evaluation of the yellowing leaf rate
prediction model and the defoliation rate prediction model.
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Figure 4. Actual value (blue) and predicted value (green) of
the yellowing rate (Eq.(1)).
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Figure 5. Actual value (blue) and predicted value (green) of the
yellowing rate (Eq.(3)).
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Figure 6. Actual value (red) and predicted value (gray) of leaf fall rate.

Figures 4, 5 and 6 show that the predicted values of the
yellowing and falling leaf rates fluctuate about five days later
than those calculated from the ginkgo image. In addition, after
the fluctuation, there is no fluctuation and the rate remains flat
for about three days. The reason for the approximately five-
day delay in the fluctuation is thought to be that the data
learned when the model output the predicted value of the
evaluation data was from five days ago, so it was not possible
to predict it as time-series data. In addition, the reason for the
leveling off is that the yellowing and falling leaf rates were
restricted to extract only the ginkgo image and only the time
when the illuminance was within a certain range, leaving the
yellowing and falling leaf rates blank for the time when the
illuminance was outside the certain range. To fill this gap, the
leaf yellowing rate and leaf fall rate from the most recent time
when the illuminance was within a certain range were used.
As a result, while the explanatory variables fluctuated during
the learning data period, the objective variables, the leaf
yellowing rate and leaf fall rate, did not fluctuate and
remained flat during the period when the illuminance was
outside of a certain range, so it is thought that the predicted
values also produced similar outputs.

The data used in earlier published work contained
approximately 10% overlapping timestamps. This is thought
to be due to delays in data communication, so in this study,
the duplicated data was removed.

TABLE IV. RMSE OF EACH REGRESSION MODEL

Model RMSE
The yellowing leaf rate (Eq.(1)) 0.163
prediction model
The yellowing leaf rate (Eq.(3)) 0.114
prediction model
The defoliation rate prediction model. 0.083

Table IV shows that the RMSE (Root Mean Squared
Error) of the leaf yellowing prediction model based on the
percentage of yellowing leaves defined in Eq. (3) is 0.114.
RMSE is an index that indicates the difference between the
predicted value and the actual percentage of leaf yellowing or
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falling. This means that there is an average error of 0.114
between the predicted and actual values. This is a significant
improvement over the RMSE of 0.163 for the leaf yellowing
prediction model based on the percentage of yellowing leaves
defined in Eq. (1). Comparing Figures 4 and 5, the difference
becomes more pronounced as the percentage of falling rate
increases, as shown in Figure 6. However, an RMSE of 0.114
means that even if the leaf yellowing rate is predicted to be
0.8, the actual result is 0.686 if it is low, or 0.914 if it is high,
which is still not sufficient accuracy.

VIIL

In this study, we first proposed a method for quantifying
the degree of leaf yellowing and defoliation in ginkgo trees
using deep learning—based image classification. Although
variations in observation dates and leaf density influence the
apparent leaf color in ginkgo images, the developed
high-accuracy classification model enabled reliable extraction
of yellowing and falling rates.

We then evaluated a prediction method that estimates the
yellowing and falling rates three days in advance, using
processed meteorological data as explanatory variables.

Several challenges remain for observation methods
utilizing IoT devices. First, the accuracy of image
classification must be improved by developing imaging
strategies that minimize the influence of sunlight direction and
shadows. Additionally, it will be necessary to detect
anomalies in meteorological measurements and to address
sensor failures through sensor redundancy.

In this study, malfunctions occurred in the temperature,
humidity, and atmospheric pressure sensors, rendering their
measurements unusable. Incorporating these sensor values, in
addition to illuminance and carbon dioxide concentration data,
is expected to further improve prediction accuracy. In
particular, atmospheric pressure is closely related to weather
conditions and may complement illuminance measurements.

Future challenges also remain in the method for estimating
yellowing and falling rates from ginkgo images. The dataset
must be expanded by developing image processing techniques
capable of accurately extracting color information from
images that are excessively bright or dark. Moreover, because
images were captured only between 6:00 and 18:00, a future
task is to obtain continuous image data throughout the day
without relying on costly equipment. Since the measurement
site in this study was limited to a single location, it will also
be necessary to verify the applicability of the proposed
method to trees in different environments.

By addressing these issues, we aim to achieve fully
automated prediction of yellowing and falling timing for
individual specimen ginkgo trees.

CONCLUSION AND FUTURE WORK
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Abstract—The selection of appropriate DBMS for document-
oriented applications significantly impacts system performance
and operational efficiency. While prior studies have compared
SQL and NoSQL technologies, many focus on narrow use cases
or outdated system builds, offering limited guidance for today’s
multifaceted application requirements. This paper presents a
systematic case study comparing PostgreSQL and MongoDB
in a cloud-based environment, considering the needs of Cloud
OLTP applications. By using an extended YCSB benchmark
across 80 scenarios that vary dataset size, workload composition,
and concurrency, the study highlights how systematic evaluation
reveals nuanced performance trade-offs. PostgreSQL exhibited
consistent strengths in mixed and high-concurrency workloads,
while MongoDB demonstrated advantages in low-concurrency
read-heavy and write-intensive scenarios. The findings under-
score the importance of aligning workload characteristics with
DBMS capabilities, and illustrate how structured, reproducible
evaluation can inform more balanced database selection for
Cloud OLTP applications.

Keywords-Database Management Systems; Performance Evalu-
ation; Cloud OLTP; Relational Databases; Document Databases.

I. INTRODUCTION

Information systems (ISs) have become so prevalent that
they have become crucial, if not critical, in facilitating the
day-to-day human activity.

Systems must meet users’ stringent Quality of Service
(QoS) expectations. For example, studies indicate that re-
sponse times of e-Commerce ISs exceeding two seconds can
decrease user satisfaction and result in lost business [1], [2].

In tandem, users of transactional ISs also expect a high
level of Quality of Data (QoD). For example, the customer
experience on an e-Commerce IS will degrade if an order
is placed online, only to be subsequently cancelled because
it cannot be fulfilled due to depleted stocks. Business can
be lost if the e-Commerce retailer cannot publish the latest
prices or the newest products: prospective customers will look
elsewhere to find the newest and cheapest alternatives.

Effectively, one of the core functions of a transactional IS is
in line with the adages “Data is the new oil” [3] and “Data is
the soul of the real world” [4]. Prospective customers demand
fast access to the most up-to-date version of the dataset.

Data must be stored in some location, typically referred to as
a database, and managed by a dedicated database management
system (DBMS). Here, QoS and QoD can become competing
objectives. Updating the data as fast as possible improves
QoD, but this can have a negative impact on QoS: users’
operations that read data and which must complete as fast
as possible to guarantee the necessary QoS, start competing

for hardware resources with write operations that are required
for effective QoD.

The proliferation of data-intensive applications has fun-
damentally transformed the landscape of DBMSs, creating
new challenges for system architects in selecting appropriate
technologies for workloads sustained by ISs. Modern ap-
plications increasingly require systems capable of handling
diverse data models, high transaction volumes, and stringent
performance requirements while maintaining data consistency
and availability. Furthermore, a new class of applications has
been defined. “Cloud Online Transaction Processing” (“Cloud
OLTP”) applications [5] prioritise QoS, without necessarily
requiring complex query capabilities and sophisticated trans-
action models (e.g., ACID).

This evolution has sparked considerable debate between
traditional relational database systems and Not Only SQL
(NoSQL) alternatives, particularly in scenarios involving
document-oriented data structures. Modern applications in-
creasingly demand DBMSs that can efficiently handle semi-
structured data while maintaining the reliability and consis-
tency guarantees traditionally found in relational systems.
This creates a technology selection dilemma: system architects
must choose between mature relational DBMSs with document
capabilities and purpose-built document-oriented NoSQL sys-
tems, often without sufficient realistic evidence to guide their
decisions. Despite the growing body of literature comparing
database technologies [6], [7], systematic performance evalu-
ations focusing on document-oriented Cloud OLTP workloads
remain scarce. Existing studies often emphasise specific use
cases [7] or fail to account for the multi-faceted nature of
modern application requirements, including the need for both
transactional integrity and query performance across varying
load conditions [8]. Furthermore, the rapid evolution of both
PostgreSQL and MongoDB technologies means that studies
that compare DBMSs have a short shelf-life.

The fundamental challenge addressed in this research cen-
tres on conducting a systematic and empirical comparison
of DBMS performance for document-oriented transactional
workloads. We then use this methodology to specifically
investigate the comparative performance characteristics of
PostgreSQL and MongoDB when handling applications that
require simultaneous support for transactional integrity, high
availability, and scalable document management capabilities.

Our research contributes to the existing body of knowledge
by presenting a case study that applies established systematic
benchmarking practices to evaluating SQL and NoSQL in
Cloud OLTP contexts, using PostgreSQL and MongoDB as

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

236



examples for SQL and NoSQL technologies, respectively. Our
empirical experiments evaluate both systems systematically
by: (1) using identical hardware and network conditions in
a production-like cloud environment, (2) examining perfor-
mance across multiple workload compositions and scale fac-
tors, (3) analysing both throughput and latency characteristics
under varying concurrent load conditions, and (4) providing
practical guidance for system architects facing similar tech-
nology selection decisions.

We also aim to address some of the limitations identified in
prior database comparison studies, including:

o Limited Scenario Coverage: Some studies [7] focus on
narrow use cases without comprehensive workload vari-
ation, whilst in our work we perform tests along an 80-
scenario matrix, hence providing broader coverage.

o Configuration Bias: Other studies [9] acknowledge that
database comparison exercises do not ensure equivalent
transactional and durability guarantees. We address this
systematically, for example by ensuring that our work-
loads require a majority write concern for MongoDB.

In this context, this research provides:

1) Benchmark Methodology: A reproducible, cloud-based
experimental approach for evaluating document-oriented
database performance in cloud environments.

2) Empirical Performance Comparison: Evidence-based
guidance for system architects and developers facing
similar technology selection decisions.

3) Empirical Performance Data: Comprehensive perfor-
mance measurements comparing PostgreSQL and Mon-
goDB under comparable, realistic conditions.

4) Workload-Specific Insights: Detailed analysis of how
different workload characteristics affect the relative per-
formance of each system.

Our aim is therefore to advance beyond “which is faster”
comparisons toward establishing systematic evaluation ap-
proaches that future database management comparison studies
can adopt. We identify metrics, such as response time, to allow
us to compare very different DBMSs, each using a vanilla
configuration that is readily available in realistic setups.

The remainder of this paper is structured as follows: Sec-
tion II reviews relevant literature on database management
performance comparisons and OLTP workload characteristics.
Section III describes our experimental methodology, including
infrastructure setup and benchmark configuration. Section IV
presents detailed results and analysis across different workload
scenarios, and discusses the implications of our findings and
provides recommendations for practical applications. Finally,
Section V concludes with a summary of key contributions and
directions for future research.

II. LITERATURE REVIEW

A. Choice of DBMS technology

The choice of DBMS technology significantly impacts ap-
plication performance, scalability, and operational complexity.
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This remains a critical technical choice for the success of an
IS application.

Choosing the right DBMS technology, or even the right
mix of DBMS technologies, from the wide range of available
options, is not a trivial exercise and it typically follows a
prescribed method.

1) Type of Workload: First, one must identify the type of
workload that the DBMS will sustain. Online transactional
processing (OLTP) workloads consist of WRITE operations
that modify small amounts of data, and READ queries that
process a few records and retrieve the majority of the attributes
available [10]. Cloud OLTP [5] is similar to OLTP, but each
operation affects a single record. In contrast, Online analytical
processing (OLAP) workloads typically consist of read-only
queries that traverse a large amount of records, performing
aggregations and retrieving a small set of attributes [10].
Workloads consisting of both transactional and analytical
queries are referred to as Hybrid Transactional and Analytical
Processing (HTAP) [11].

In this study, we tackle specifically the case for Cloud OLTP
workloads.

2) Data Integrity and Modeling: Second, we must identify
the DBMS features that are most pertinent to the application
at hand. These may include:

1) Data integrity: does the DBMS need to enforce any
application-specific operation pre-conditions or rules
that determine whether an operation on a data element
is accepted?

2) Data modeling: which data structures lend themselves
best to both store the dataset, and satisfy the data man-
agement operations (e.g., READ and WRITE queries)
in a manner that the correctness, QoS and QoD require-
ments of the application are optimisable?

Two of the most popular data models are the relational
data model and the document data model. Codd’s relational
data model [12] popularised DBMSs, and stores data in tables
which are matrices of rows and columns. Conversely, the
document data model stores data as a series of documents iden-
tified by some unique key [13]. Relational DBMSs (RDBMSs)
support the former data model, whilst Document-Oriented
DBMSs support the latter. Some DBMSs have the capability
to support more than one data model, and a popular data
format in DBMSs that support the document data model is
the JavaScript Object Notation (JSON). Relational DBMSs
are typically managed via the Structured Query Language
(SQL), a domain-specific language first standardised in the
late eighties [14]. Conversely, non-relational DBMSs rely on
other languages and are collectively referred to as No-SQL
DBMSs [15]

3) Scalability: Another aspect of consideration is the need
for horizontal scalability. Systems that require the DBMS
to scale horizontally need to opt for a distributed DBMS
(DDBMS) [16]. This need can be driven by several objectives,
as illustrated in Figure 1. The way data is distributed across
several machines for horizontal scalability can also differ, as
shown in Figure 2, Figure 3, and Figure 4. The choice of data
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distribution strategy affects a DBMS’s capability in achieving
the requirements for horizontal scalability.

Traditional RDBMSs, exemplified by PostgreSQL', have
long dominated transactional workloads due to their adoption
of ACID? guarantees, mature optimisation techniques, and
standardised SQL. However, the rise of document-oriented

Scale-out to handle
large data sets

NoSQL databases, such as MongoDB [17], has challenged Scale-out to handle high
this dominance by offering flexible schema designs, horizontal LI trafic
scaling capabilities, and optimisations specifically tailored for Distribute geographically to
document-based operations. reduce round-trip latency
The technological dichotomy of RDBMSs and NoSQL R
databases presents particular challenges for applications man- % WA
aging semi-structured data that can be effectively modeled Z
: : : . ) \ | Scale-out to
using either relational or document data models. Such applica- [/

tions often exhibit mixed workload characteristics, combining
high-frequency read operations with periodic write-intensive
tasks, demanding both transactional consistency and query
performance optimisation. The decision between relational and
document-oriented approaches becomes further complicated
when considering operational factors such as horizontal scal-
ability requirements, data consistency guarantees, and infras-

Figure 1: Objectives of DBMS scalability

tructure complexity. W 7 7
Recent advances in multi-model database capabilities have I R U U P e v Y IR
blurred traditional boundaries between relational and NoSQL 1 fgom| m [ 20 T A gom | m | 20 1 1gohn| M | 20
systems. PostgreSQL’s native JSON support and document 2 fgae| F [ 30 2 tgane| F [ 30 2 lgae| F | 30
querying capabilities enable it to handle document-oriented 3 fereg| M | 40 3 foreg| m | 40 3 fereg| M | 40
workloads effectively, while MongoDB has introduced fea- 4 [May| F |50 4 [Mary| F | 50 4 iMay| F |50
tures to strengthen data consistency guarantees and transac-
tional support. This convergence necessitates empirical eval- Figure 2: Data Distribution via full Replication (Mirroring)

uation to understand the performance implications of each
approach under realistic workload conditions.

B. Functional DBMS Requirements for OLTP

OLTP and Cloud OLTP applications, including those han-
dling document-based data, benefit from several features that Europe us Asia
a DBMS can offer, namely:

o Transactional Features [18], [19] id { name id | sex id ) age
— OLTP Workload Suitability: The system must han- 1 ! John 1 M 1120
dle workloads where data retrieval and modification 2 | Jane > F > 1 30
operations are typically restricted to small sets of
3 Greg 3 M 3 40
records.
— Data Integrity Constraints: The system must pro- 4 _fMary 2 F i I

vide mechanisms to enforce business rules and main-
tain data consistency, further ensuring that concurrent
operations do not violate application-specific con-
straints.

— Strong Consistency Guarantees: For critical
operations, the DBMS must provide a view where
concurrent data changes appear to be applied in a

Figure 3: Data Distribution via Vertical Partitioning

Europe us Asia
total order across all clients, preventing anomalies
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o Operational Features [20]-[23]

— High Availability: The system must minimise down-
time and provide continuous service availability.

— Horizontal Scalability for Performance: The sys-
tem should support replication-based scaling to dis-
tribute read workloads across multiple nodes, partic-
ularly important for applications with varying traffic
patterns.

— Data Model Flexibility: The system must efficiently
support either relational or document data models,
allowing applications to choose the most appropriate
representation for their specific use cases.

o Performance Features [5]

— Fast Read Operations: Given that many OLTP
applications exhibit read-heavy characteristics, the
system must optimise for rapid data retrieval opera-
tions.

— Fast Write Operations: The system must efficiently
handle data modification operations without signifi-
cantly impacting concurrent read performance.

— Mixed Workload Support: The system should
maintain consistent performance across varying ra-
tios of read and write operations.

C. Systematic Assessment Methodology

Although we do not consider our efforts as an exclusive
exercise in benchmarking, in our methodology we adopt a
strict approach and follow several objectives that are typical of
benchmarking. Benchmark design is characterised by several
key objectives [24], including:

1) Relevance: the assessment should interact with the sys-
tem under test (SUT) in a manner that is realistic, and
thus in-line with the typical interaction that the SUT
should expect in a real-world deployment.

2) Repeatability: the assessment process should aim for
a level of confidence that running the same assessment
multiple times would yield similar results.

3) Fairness: the assessment should be specific to the do-
main at hand. An example of an unfair assessment is
one that measures the performance of complex queries
in RDBMS to elicit a conclusion that a distributed file
system has poor performance. Fair assessments also look
at multiple qualities of a system under test: for example,
focusing solely on performance quality when comparing
systems that are functionally different is not considered
a fair assessment.

4) Portability: it should be possible to execute the assess-
ment against different systems, which implies that one
must carefully select the system features to examine,
and find a balance between using a small subset of
system features (which would render the benchmark
design obsolete), and using system-specific or cutting-
edge features, which may only be offered by a limited
number of SUTs (reducing portability). This quality also
emphasises affordability, in that a portable assessment
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does not necessarily require complex logic or expensive
infrastructures.

5) Understandability: the assessment should seek to elicit
meaningful metrics and the workload should be mean-
ingful to the domain of the SUT.

Benchmarks depend on workload generators to raise re-
quests to SUTs, and different types of workloads exist.
Trace-based workloads are configured with a precise set of
activities (typically extracted from monitors deployed on a
live installation) that are replayed at runtime. In contrast,
synthetic workloads generate artificial requests to the SUT, in a
manner that the workload mix follows pre-defined probability
distributions.

In general, trace-based workloads align better to the re-
peatability objective of benchmarking however, because they
rely on execution traces from live system installations, they
are exposed to several challenges including: a) traces may
not be long enough to generalise benchmark results; b) it is
difficult to obtain and share traces, especially due to security
considerations; and c) traces may not include corner cases,
preventing benchmarking from testing an SUT’s behaviour in
atypical situations.

Synthetic workloads can be used to overcome the challenges
of trace-based workloads, and several techniques are used to
improve their alignment to the benchmarking objectives. For
example, a synthetic workload can be designed based on obser-
vations from live applications, from which realistic probability
distributions that fit live workloads are elicited, hence aligning
to the relevance benchmarking objective. Furthermore, one can
increase the probability that the actual workload generated
aligns to the workload distribution required by running a
synthetic workload over a longer period, hence improving the
aspect of repeatability. Furthermore, benchmark results are as-
sessed based on repeated iterations to improve repeatability by,
for example, minimising the impact of transient external events
(e.g., transient events in a cloud infrastructure). Consequently,
several studies report average values based on the throughput
of three benchmark workload executions [9], [25].

Synthetic workloads are a popular choice in diverse bench-
marking studies, including benchmarks for runtime verification
[26], for serverless cloud computing [27], and programming
frameworks [28]. Synthetic workloads are also prevalent in
DBMS benchmarks. The Transaction Processing Performance
Council (TPC) puts forward the specifications of several
synthetic benchmarks, each modelled differently to remain
relevant and representative for different domains. For example,
the TPC-C benchmark [29] is widely used to assess the
performance of transactional DBMSs [30]. The Yahoo! Cloud
Serving Benchmark [5], or YCSB, is a synthetic workload gen-
erator, built on the basis of observations of typical web serving
use cases at Yahoo!, and is used to study the performance of
cloud data serving systems, such as DDBMSs [31]-[34].

III. IMPLEMENTATION
A. Requirements and Systems Analysis

This experiment addresses the following key questions:
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1) How do PostgreSQL and MongoDB compare in terms
of transaction throughput for document-oriented Cloud
OLTP workloads across different read/write ratios?

2) What are the latency? characteristics of read and write
operations for both systems under varying concurrent
load conditions?

3) How do system metrics scale with increasing dataset
sizes and concurrent user loads for both PostgreSQL
and MongoDB?

4) Under what specific workload conditions does each sys-
tem demonstrate superior throughput, and what factors
contribute to these differences?

5) What practical considerations should guide the selection
between PostgreSQL and MongoDB for applications
with similar functional requirements?

B. Scope and Limitations

This exercise focuses specifically on document-oriented
workloads using the document data model capabilities of
both systems. The evaluation encompasses varying workload
compositions (read/write ratios), dataset sizes, and concurrent
user loads using standardised benchmarking methodologies.

The experiment is constrained to specific versions of Post-
greSQL and MongoDB and to a single configuration of
each DBMS deployed in cloud-based Database-as-a-Service
(DBaaS) environments. Various other valid configurations
for each DBMS were beyond the scope of this study. The
evaluation uses synthetic workloads generated by the YCSB
framework [5], which may not capture all nuances of real-
world application patterns. Additionally, the study focuses on
performance metrics and does not extensively evaluate factors
such as administrative complexity, development productivity,
or long-term maintenance costs.

C. Assessment Objectives

This study aims to address specific research objectives. The
primary objective is to conduct a comprehensive empirical per-
formance comparison between PostgreSQL and MongoDB for
document-oriented Cloud OLTP workloads, evaluating their
relative strengths and weaknesses across different operational
scenarios. Other secondary objectives include:

1) Throughput Analysis: Quantify the transaction process-
ing capabilities of both systems under varying workload
compositions and concurrent user loads.

2) Latency Characterisation: Measure and compare the
response time characteristics for both read and write
operations across different system configurations.

3) Scalability Assessment: Evaluate how both systems per-
form as dataset sizes and concurrent user loads increase.

4) Workload Sensitivity Analysis: Determine how
changes in read/write ratios affect the relative perfor-
mance of each system.

5) Practical Guidance Development: Provide evidence-
based recommendations for system architects selecting

3We define latency as the time elapsed between when a client submits an
operation to when the result of that operation arrives back at the client
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between these technologies for specific application con-
texts. We thus aim to carry out this exercise in a way
that could prove useful and familiar to system architects
faced with the question “Which DBMS should I use?”.

D. Methodology Overview

This empirical analysis adopts a rigorous experimental
approach to evaluate the comparative performance of Post-
greSQL and MongoDB for document-oriented Cloud OLTP
workloads, and is carried out in the following context:

o The analysis focuses on the Document data model. This
is the only data model that is natively supported by both
SUTs and thus, in the spirit of fairness, is the only one
considered.

o Analysis is performed using the YCSB tool, which has
been used in other DBMS empirical performance analy-
ses [35], [36]. YCSB already supports PostgreSQL and
MongoDB. However, for PostgreSQL, it provided support
for simulating a workload by a single client (i.e., thread).
For our use case, we extended YCSB with a client-side
connection pooler, and in doing so enabled the simulation
of workloads via multiple clients. Our extension was also
proposed on the official YCSB GitHub repository *.

e The SUTs were deployed in DBaaS mode using Aiven
for PostgreSQL and Atlas for MongoDB.

o MongoDB clients connected with the majority write con-
cern, in an effort to approximate the durability guarantees
of PostgreSQL.

E. System Under Test Configuration

Figure 5 illustrates the SUT infrastructure setup used for
this empirical performance evaluation. The configuration of
the two DBMSs chosen for evaluation is given in Table I.

l YCSB I

Load Server

g @

{
uiven Postgresgl_ J MongoDB Atlas

Figure 5: SUT Infrastructure Setup

Both systems were deployed in Microsoft Azure’s France
Central region to ensure consistent network latency and in-
frastructure characteristics. The DBaaS approach was chosen
to reflect realistic production deployment scenarios, aligned
with our practical guidance development objective, while

“https://github.com/brianfrankcooper/Y CSB/pull/1709, Oct 18, 2025
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TABLE I: Database Management System Specifications

Specification PostgreSQL

Version PostgreSQL v16.2
Deployment Aiven PostgreSQL (DBaaS)
Service Plan Business-64

Configuration 2 servers (primary-secondary)
Hardware 8 vCPUs, 64 GiB RAM/server
Storage Premium SSD v1, 1000GB

Connection Limit 1000
Network Performance —
Backup -

eliminating infrastructure management variables that could
affect performance measurements.

The synthetic workload generation was performed using a
dedicated load server with the following specifications:

e Cloud Platform: Microsoft Azure

e Machine Type: D32s_v5

« CPU: 32 vCPUs

e Memory: 128GB RAM

o Storage: 80GB SSD

o Operating System: Linux Ubuntu

o Network: Co-located in France Central region

This configuration provided sufficient resources to generate
high-concurrency workloads without causing client-side bot-
tlenecks that could skew performance measurements.

F. Empirical Performance Evaluation Framework

The characteristics of the dataset generated by YCSB were:

o Data Model: Document-based (JSON format)

o Record Count: 1,000,000 documents for database seeding

e Document Structure: Semi-structured data typical of
document-oriented applications, generated using the de-
fault YCSB data load generator (i.e., JSON documents
with ten properties of 100 bytes each).

« Key Distribution: Zipfian distribution to simulate realistic
access patterns

To ensure fair evaluation, the standard YCSB framework
was extended with the following enhancements:

 Client-side connection pooling for PostgreSQL to enable
multi-threaded workload simulation

o Optimised database drivers for both systems

« Enhanced metrics collection for latency analysis

The PostgreSQL extension addressing single-client limi-
tations was contributed to the official YCSB repository’,
ensuring reproducibility and community benefit.

G. Experimental Design

The experimental design evaluated system performance
across multiple workload dimensions to capture realistic ap-
plication scenarios:

Read/Write Ratios: Four distinct workload compositions
were tested to represent different application characteristics:

e 100% READ / 0% WRITE: Read-only analytical queries

Shttps://github.com/brianfrankcooper/YCSB/pull/1709, Oct 18 2025

MongoDB

MongoDB v7.0

MongoDB Atlas (DBaaS)

M60 (low CPU optimisation)

3 servers (1 primary, 2 replicas)
8 CPU cores, 64GB RAM/server
1024GB, 5000 IOPS (192 MB/s)
32000

Extremely High

Continuous Cloud Backup

e 95% READ / 5% WRITE: Read-heavy with occasional
updates

e 80% READ / 20% WRITE: Balanced read-write work-
load

e 70% READ / 30% WRITE: Write-intensive transactional
workload

Dataset Scaling: Performance evaluation was conducted
across four dataset sizes to assess scalability characteristics:

e 10,000 records: Small dataset (baseline)
o 100,000 records: Medium dataset

e 500,000 records: Large dataset

¢ 1,000,000 records: Maximum dataset size

Concurrency Levels: Five concurrent user load levels were
tested to evaluate system behaviour under varying contention,
defined by virtual users (vUsers):

e 60 vUsers: Low concurrency (baseline)

e 120 vUsers: Moderate concurrency

e 240 vUsers: High concurrency

e 480 vUsers: Very high concurrency

e 960 vUsers: Maximum concurrency stress test

The complete experimental design resulted in 80 unique
scenarios per database system (i.e., 4 workload types x 4
dataset sizes x 5 concurrency levels). Each scenario was
executed three times to ensure measurement consistency and
reduce the impact of transient system variations, resulting in
240 individual test runs per system and 480 total benchmark
executions.

Each benchmark run was conducted for a duration of 60
seconds to allow for system stabilisation and meaningful
performance measurement collection. The total experimental
execution required approximately eight hours of continuous
benchmarking.

H. Database-Specific Configurations

PostgreSQL was configured to optimise document-oriented
workload performance while maintaining ACID compliance.
Data storage uses native JSONB format for document stor-
age and indexing. Connection Management uses built-in
connection pooling with optimised parameters. The Consis-
tency Level retains full ACID compliance with default Read
Committed isolation level. Replication to read replicas is
asynchronous.

MongoDB  was also configured with production-
recommended settings for transactional workloads. Write
Concern was configured as Majority write for durability
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guarantees. Read Preference is given to the Primary
for consistency. Connection Management uses native
connection pooling and multiplexing. Replication to the
replica set requires majority acknowledgment. The majority
write concern configuration was specifically chosen to
approximate the durability and consistency guarantees
provided by PostgreSQL, ensuring fair and meaningful
comparison between systems.

We acknowledge that both DBMSs chosen for this exercise
are intrinsically very different technologies, and as such it
is not trivial to achieve a precise like-for-like configuration.
However, we chose a configuration for each DBMS that
is considered familiar to system architects and application
developers, in line with our objectives.

1. Metrics Collection

Performance evaluation focused on two primary metrics
categories. Throughput Metrics include Operations per sec-
ond (overall system throughput), Read operations per sec-
ond, Write operations per second and Transaction completion
rates. Latency Metrics include Average response time for
read operations, Average response time for write operations,
95th percentile latency measurements and Maximum observed
latencies under load. All metrics were collected using YCSB’s
built-in measurement framework, with additional custom in-
strumentation for detailed latency analysis across different
concurrency levels and workload compositions.

J. Data Analysis Approach

Performance analysis employed comparative statistical
methods to identify significant performance differences be-
tween systems. Results were aggregated across multiple test
runs to ensure statistical reliability, with percentage-based
comparisons used to normalise performance differences across
varying absolute throughput levels.

The analysis framework generated comprehensive perfor-
mance profiles for each system across all tested scenarios,
enabling identification of workload-specific performance char-
acteristics and optimal use case recommendations.

IV. RESULTS

The empirical performance evaluation across 80 distinct
scenarios per database system reveals significant performance
variations between PostgreSQL and MongoDB under dif-
ferent workload conditions. Figure 6 presents a summary
of results as percentage differences in average throughput
between MongoDB and PostgreSQL, where positive values
indicate MongoDB superiority and negative values indicate
PostgreSQL superiority. Figures 7, 8, 9, 10, and 11 illustrate
in detail the performance profile of both SUTs under each
scenario.

The empirical results demonstrate that PostgreSQL con-
sistently outperforms MongoDB in the majority of tested
scenarios, particularly excelling in mixed read-write work-
loads. However, MongoDB exhibits competitive advantages
in specific operational contexts, notably under write-heavy
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workloads with maximum server saturation and read-heavy
workloads under low concurrent user loads.

A. Throughput Analysis

1) Overall Performance Characteristics: Across all tested
scenarios, PostgreSQL demonstrates superior throughput per-
formance in approximately 75% of cases, with performance
advantages ranging from 20% to 40% compared to MongoDB.
This performance superiority is most pronounced in scenarios
involving mixed workload compositions, where PostgreSQL’s
optimised query execution and transaction management pro-
vide significant advantages.

The performance difference between systems varies sub-
stantially based on workload characteristics:

o Read-Only Workloads (100% READ): PostgreSQL
shows 15-35% better performance under medium to high
concurrency levels (i.e., 240-960 virtual users)

o Read-Heavy Workloads (95% READ/5% WRITE):
PostgreSQL maintains 10-30% performance advantage
across most scenarios

o Balanced Workloads (80% READ/20% WRITE):
PostgreSQL demonstrates 20-40% superior performance
consistently

e Write-Intensive  Workloads (70%  READ/30%
WRITE):  PostgreSQL  shows  15-25%  better
performance, with exceptions under maximum load
conditions

2) MongoDB Performance Advantages: MongoDB demon-
strates competitive advantages in specific scenarios:

Write-Heavy, High-Concurrency Scenarios: MongoDB
exhibits approximately 20% better throughput performance
compared to PostgreSQL under write-intensive workloads
(i.e., 70% READ/30% WRITE) when operating at maximum
concurrent user loads (960 virtual users). This advantage
likely stems from MongoDB’s optimised write handling and
connection management under high contention scenarios.

Read-Heavy, Low-Concurrency Scenarios: Under read-
dominated workloads (i.e., 100% READ) with low concurrent
user loads (i.e., 60-120 virtual users), MongoDB demonstrates
30-40% superior performance compared to PostgreSQL. This
advantage diminishes as concurrency increases, suggesting
that MongoDB’s document-oriented query processing provides
benefits primarily under low-contention conditions.

B. Latency Analysis

1) Read Operation Latency: The latency analysis reveals
distinct performance characteristics for read operations be-
tween the two SUTs:

MongoDB Read Performance: MongoDB consistently
demonstrates superior read operation latency across all tested
scenarios, with average improvements of approximately 5Sms
compared to PostgreSQL. This advantage remains relatively
stable across different concurrency levels and dataset sizes,
suggesting fundamental differences in document retrieval op-
timisation.
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Percentage Difference in Average Throughput between MongoDB and PostgreSQL
Positive values indicate MongoDB superiority, negative values PostgreSQL superiority
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Figure 6: Summary of results as a Percentage Difference in Average Throughput between MongoDB and PostgreSQL with different workloads, dataset sizes
and number of virtual users
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Cluster Size: default. Workload Type: 99% READ / 1% WRITE
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PostgreSQL Read Performance: Although PostgreSQL
exhibits slightly higher read latencies than MongoDB, the
difference remains minimal (Sms average) and does not sig-
nificantly impact overall application responsiveness in most
practical scenarios.

2) Write Operation Latency: Write operation performance
reveals the most significant performance difference between
the systems.

PostgreSQL. Write Performance: PostgreSQL demon-
strates substantially superior write operation performance
across all tested scenarios. Write latencies remain consistently
low even under high concurrent loads, maintaining sub-50ms
response times in most configurations.

MongoDB Write Performance: MongoDB exhibits higher
write operation latencies, particularly under high concurrency
conditions. The most severe performance degradation occurs
in write-intensive scenarios with maximum concurrent users,
where MongoDB write latencies can exceed PostgreSQL by
up to 250ms. For example, in the 95% READ/5% WRITE
scenario with 960 virtual users, MongoDB write operations
average 250ms longer than equivalent PostgreSQL operations.

C. Scalability Analysis

1) Dataset Size Scaling: Both systems demonstrate rea-
sonable scalability characteristics as dataset sizes increase
from 10,000 to 1,000,000 records, whilst using the same
infrastructure and DBMS configuration.

PostgreSQL Scaling: PostgreSQL maintains consistent
performance across dataset size variations, with throughput
degradation remaining below 15% as dataset size increases
by two orders of magnitude. This consistent performance
suggests effective query optimisation and indexing strategies
for document-based operations.

MongoDB Scaling: MongoDB exhibits similar dataset scal-
ing characteristics, with performance degradation comparable
to PostgreSQL across different dataset sizes. However, the
absolute performance remains lower than PostgreSQL in most
scenarios.

2) Concurrency Scaling: The concurrent user load analysis
reveals different scaling patterns for each system:

PostgreSQL Concurrency Handling: PostgreSQL demon-
strates consistent performance scaling as concurrent user
loads increase, maintaining stable throughput levels even at
maximum concurrency (i.e., 960 virtual users). The system
exhibits graceful degradation without performance cliffs or
severe bottlenecks.

MongoDB Concurrency Handling: MongoDB shows
more variable performance under increasing concurrency
loads. While the system handles low to moderate concurrency
effectively, performance becomes inconsistent at high concur-
rency levels (i.e., throughput does not increase when concur-
rency increases), particularly for write-intensive operations.

D. Workload Composition Sensitivity

1) Read/Write Ratio Impact: The analysis reveals signifi-
cant sensitivity to workload composition for both systems:
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Read-Dominant Workloads: As read operations dominate
the workload (moving from 70% to 100% read operations),
MongoDB’s relative performance improves, particularly under
low concurrency conditions. However, PostgreSQL maintains
superior absolute performance in most scenarios.

Write-Intensive Workloads: Increasing write operation
percentages generally favour PostgreSQL due to its superior
write latency characteristics. The performance gap between
systems widens as write operations become more prevalent,
except under maximum concurrency conditions where Mon-
goDB shows some advantages.

E. Statistics Reporting

All reported performance differences are based on the mean
of three independent benchmark runs per scenario, improving
reporting reliability. The consistent patterns observed across
multiple test runs and scenario variations provide confidence
in the robustness of the observed performance characteristics.

The most significant findings, including PostgreSQL’s 20-
40% throughput advantages and MongoDB’s 250ms write
latency penalties under high concurrency, were consistently
observed across all repetitions, indicating systematic rather
than random performance differences.

F. Performance Thresholds

Both database systems demonstrated the capability to handle
substantial transaction loads:

o« Maximum Observed Throughput: Both systems
achieved over 20,000 transactions per second under op-
timal conditions

o Sustained Performance: Both systems maintained over
15,000 transactions per second across most scenarios

o Baseline Performance: Even under adverse conditions,
both systems sustained minimum throughput levels ex-
ceeding 10,000 transactions per second

These performance levels significantly exceed typical ap-
plication requirements and demonstrate the suitability of both
systems for high-throughput Cloud OLTP applications.

G. Summary of Key Findings

The comprehensive performance evaluation yields the fol-
lowing primary observations:

1) PostgreSQL General Superiority: PostgreSQL demon-
strates superior performance in approximately 75% of
tested scenarios, with advantages ranging from 20-40%

2) MongoDB Niche Advantages: MongoDB shows com-
petitive performance in read-heavy, low-concurrency
scenarios (30-40% advantage) and write-heavy, high-
concurrency scenarios (20% advantage)

3) Latency Trade-offs: MongoDB offers superior read
latency (5ms improvement) while PostgreSQL provides
substantially better write latency (up to 250ms improve-
ment under high load)

4) Scalability Characteristics: Both systems demonstrate
reasonable scaling behaviour across dataset sizes and
concurrency levels
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5) High Absolute Performance: Both systems exceed
20,000 transactions per second, indicating suitability for
demanding Cloud OLTP applications

V. CONCLUSION

This study identified the intricacies of delivering the QoS
and QoD required by users of an IS sustaining a transactional
workload, under the characteristics of Cloud OLTP [5].

We discussed several of the many characteristics of a DBMS
that have an important bearing on the choice of product for
a particular use-case. We then walked through the use-case
considered in our problem domain, and briefly described how
and why MongoDB and PostgreSQL are a good fit. Lastly, we
detailed a thorough performance comparison of a representa-
tive setup of these two DBMSs, using a workload suitable for
the document data model. Results for this comparison exercise
show that PostgreSQL outperforms MongoDB in the general
case, but MongoDB performs faster in other cases.

This exercise brings forth several observations, including
that:

o An optimal choice of DBMS technology depends on a
thorough understanding of the problem domain at hand,
ensuring that the DBMS delivers the necessary functions
to support the dataset, the operations that will be per-
formed on it, and the system and business requirements
that need to be satisfied.

e« NoSQL DBMSs are not necessarily faster than SQL-
based DBMSs in all cases. Our empirical analysis has
shown that both MongoDB and PostgreSQL can meet
stringent QoS and QoD requirements.

o The data model should not be the only deciding factor
as to whether to use an SQL-based or NoSQL DBMS:
many SQL-based DBMSs support multiple data models,
including the document data model used by NoSQL
DBMSs.

o Deploying a distributed DBMS requires careful thought
as to which level of data consistency and durability guar-
antees are needed and expected from the DBMS. For ex-
ample, MongoDB does not guarantee that cross-document
changes occurring in the master node are replicated in the
same order to read-only replicas®, whilst PostgreSQL’s
replication methodology based on the write-ahead log
(WAL) does provide these guarantees’.

Nonetheless, the rigorous approach of this effort is not
considered to constitute a thorough analysis of this non-
trivial topic. Notably, the comparison was done on a single,
representative setup of PostgreSQL and MongoDB available
at the time of writing. Similar exercises can be carried out on
several other setups, and we identify five areas that represent
limitations of this study and where future research efforts can
be directed:

Shttps://www.mongodb.com/docs/manual/core/replica-set-sync/
#multithreaded-replication, accessed Nov 9, 2025

7https://www.postgresql.org/docs/current/protocol-replication.html,
accessed Nov 9, 2025
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Configuration Scope: This study examined one repre-
sentative configuration per system. Future work should
explore the impact of different consistency levels, stor-
age engines, and optimisation parameters, e.g., different
configurations of READ and WRITE concerns for Mon-
goDB, the impact of READs handled by slave nodes
and WRITEs handled by master nodes and weaker data
consistency levels such as Eventual Consistency and
Causal Consistency [37]-[39].

Workload Patterns: YCSB workloads, while standard,
may not capture all real-world access patterns. Industry-
specific benchmarks (e.g., e-Commerce, IoT telemetry)
would introduce workload and dataset variety (e.g., vary-
ing amounts of data records, varying document sizes)
and thus broaden applicability.

Version Evolution: DBMSs evolve rapidly, so perfor-
mance comparisons should be conducted periodically to
track performance evolution across versions.

Hardware Diversity: Cloud-based evaluation provides
consistency but may not reflect performance on spe-
cialised hardware configurations.

Operational Complexity: Performance is only one di-
mension of database selection. Future framework exten-
sions should incorporate operational metrics, develop-
ment productivity, and total cost of ownership.
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Abstract—We consider the problem of detecting cognitive
biases in problems domains that are relevant to military
personnel and roles they may have. In particular, we
determined that anchoring bias, zero-risk bias, attraction
effect, and compromise effect were relevant to military
domains. In a user study, we hoped to elicit these biases and
determine whether co-occurrence existed. We elicited
anchoring bias in a time-extended task, but had limited success
eliciting the other biases in small, disconnected scenarios. We
did not observe co-occurrence of any of these four biases. We
sought, but did not observe, whether visual presentation aids of
text scenarios affected the presence of bias. We note some
effects of user-identified strategies on biases.

Keywords- cognitive biases; anchoring bias; zero-risk bias;
attraction effect; compromise effect; user study

I. INTRODUCTION

Decision-makers often rely on heuristic strategies,
perhaps even without realizing it. These cognitive biases, or
unstated bases for decisions, often lead to poor choices,
including in military contexts [1], where poor decisions may
lead to unnecessary loss of life. Cognitive biases in human
decision-making while solving a problem are known to
affect the outcome [2][3]. These biases usually degrade the
outcome’s value to the decision maker and to others that are
affected by the problem’s outcome. Researchers have
proposed several techniques to detect biases.

Our main goal in this work was to develop scenarios,
many based on military contexts, that would elicit
hypothesized cognitive biases and determine what we could
observe that may enable prediction of them. A second goal
was to determine if these biases (when they occur) co-occur
in individuals. Thus, we also collected information that we
hoped would give predictive value for the existence or co-
existence of our selected biases. Further, we hypothesize
that visual presentation of information may mitigate bias, so
we present our scenarios in text only and in text with
illustrations of data presented in the text. On these last two
questions, we hoped to make new research contributions.

The remainder of this paper is organized as follows. In
Section II, we review literature in order to select biases to
investigate and scenarios to further our investigation. We
also describe differences our work introduces. In Section III,

we describe the user study we used to gather data. In Section
IV, we will present some data filtering we needed in order to
conduct analysis. Our data analysis appears in Sections V
and VI, reflecting the variety of forms of analysis we needed.
Discussion appears in Section VII. We draw conclusions and
recommend ideas for future work in Section VIII.

II.  SELECTION OF BIASES FOR INVESTIGATION

Dimara et al. [2] proposed a task-based taxonomy of 154
cognitive biases. We relied heavily on their taxonomy
(mainly as expressed in their Table 2) to decide what biases
we would try to elicit. Their list of tasks includes estimation,
decision, hypothesis assessment, causal attribution, recall,
opinion reporting, and other. We focused on the decision
task, because we felt that was most relevant to the military
domain that is our focus. They also used an intuitively-
developed set of sub-categories as a second level in their
taxonomy. This level consisted of association (cognition is
biased by connections between items), baseline (cognition is
biased by comparison with a baseline), inertia (cognition is
biased by the prospect of changing the current state),
outcome (cognition is biased by how well something fits a
desired outcome), and self perspective (cognition is biased
by a self-oriented view point).

Our initial idea was to examine biases made in the
context of a strategy game, thinking this would be a good
proxy for military tasks. This caused us to select one task
from Dimara et al.’s [2] Estimation category, in the baseline
sub-category: the anchoring effect. We felt that an initial
solution (shown in a tutorial phase) to a simple game would
elicit the effect. However, in order to isolate the biases from
each other and be able to better control their elicitation, we
opted for writing scenario sets, separately from the game, to
elicit the other biases. We wanted something that we
believed could be elicited and detected in a straightforward
manner, but that would still be representative of decisions
made in a variety of military contexts. This led us to select
three other biases: the attraction effect (in the
Decision/baseline portion of the taxonomy), the compromise
effect (also in the Decision/baseline portion), and the zero-
risk bias (in the Decision/association portion).  The
following subsections summarize research on these biases.
In Section III, we describe how we created scenarios to
(attempt to) elicit each of these biases.
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A. Anchoring Bias

Anchoring bias [3] causes humans to rely heavily on an
initial piece of information, called an anchor. Because of
this, humans tend to overlook information that would lead to
better choices in subsequent decisions, and, instead, gravitate
towards choices that align with the anchor. Initial research on
analyzing anchoring biases focused on single-point decision
problems. The main experimental design used for anchoring
bias in such single-point decisions is the following: first, a
decision maker is exposed to the anchor, about the likely
outcome of a decision. Then, the decision maker is asked to
make the same or a very similar decision. Anchoring bias is
claimed to affect the latter decision if the latter decision’s
outcome is similar to the initial decision outcome. A
canonical example is to anchor the decision maker to a price,
e.g., 100 for a certain piece of clothing. Subsequently, the
decision maker is shown a similar piece of clothing that is
priced well below (or well above) 100, without revealing the
price, and asked its worth. If the decision maker says that the
clothing is worth around 100, it indicates that they are
anchored to the initial price of 100.

Researchers [4][5] have reported the presence of
anchoring bias in decision making for time-extended tasks
(reviews of books and college applications). However, in
these research studies, while making the decision for the
current task the decision maker had access to the features of
the current task, in addition to their experience from past
decisions on similar tasks stored in their memories. In
contrast, we ask ‘If access to the current task’s features while
making the decision for the task were to be taken away, and
the decision maker had to rely solely on experiences from
memory from similar tasks to make decisions, is anchoring
bias still present?” This question does not seem to have been
investigated well in the literature.

These research settings are complementary to the
research in this paper. The two main differences between
our work and these are, first, we do not reveal the current
problem’s features (e.g., current book or college application
under review) to the decision maker and the decision maker
has to rely only on past task features and decisions from
memory to make the current task’s decision. Other slight
distinctions are that these techniques use offline data that
was not generated specifically for the bias studies and there
was limited information about the background of the
decision maker. On the other hand, the subjects in our study
are people that were familiar with computer-game playing
and decision-making in scenarios similar to our game. In
addition, we report on a study that would have detected co-
occurrence of other biases alongside an anchoring bias.

B. Attraction Effect

Simonson [6] defines the attraction effect in a situation in
which you have two alternatives and two dimensions that are
important to your selection (Fig. 1). These two alternatives
(Options 1 and 2 in Fig. 1) create a trade-off between the two
dimensions of selection. In addition, a third choice (Option 3
in Fig. 1) has similar values to one of the first two
alternatives, but is clearly weaker. This may imply weaker
in both dimensions, or clearly weaker in one dimension
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Figure 1. A notional graph showing the attraction effect occurring due to
the relative placement of options along two dimensions of selection. Option
1 is sometimes known as the farget; it is generally the best option or a
competitor to the selection designer’s choice. Option 3 should be seen as
clearly inferior to Option 2, but even when Option 1 is objectively better
than Option 2, the attraction effect leads a consumer to choose Option 2,
because the inferior Option 3 attracts the user’s attention.

while equal or even (very) slightly stronger in the other
dimension [7][8]. A notional graph of the first form (weaker
in both dimensions) appears in Fig. 1; Simonson [6] gives
forms in which Option 3 is equal to or even slightly stronger
than Option 2 in Selection Dimension 1. We adopt all three
forms, and implemented some of each case, depending on
whether we thought the form in which the inferior option
was weaker would be believable at all. Graphs for these
scenarios were much like Fig. 1, with notional labels, not
specific values for axis labels.

C. Compromise Effect

Simonson [6] also defines the compromise effect in a
similar situation: you again have two alternatives and two
dimensions that are important to your selection. These two
alternatives (Options 1 and 2 in Fig. 2) create a trade-off
between the two dimensions of selection. Again, there is an
additional third choice (Option 3 in Fig. 2), but this time it is
very near the mean values of the first two options in each
dimension of selection. Hence, it can be seen as a good
compromise between the two extreme alternatives. (These
terms will be used to refer to choices in the analysis.)

Kivetz et al. [8] note that the compromise may be slightly
better, exactly, or slightly worse than the average of the two
extremes. (Respectively, Option 3 would be right of, on, or
left of the line connecting Options 1 and 2, in Fig. 2.). We
adopted the model of the compromise being slightly worse,
because we felt it would more readily elicit the effect. In
such a constructed scenario, no one should (rationally)
choose the compromise without accepting an overall inferior
choice. Again, the graph axis labels were relative terms;
precise values were never used (as depicted in Fig. 2).
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Design Trade-off
Selection Dimension 2
Strong
Option 1.
Option 3‘
Option 2.
Weak
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Selection Dimension 1
Figure 2. A notional graph showing the compromise effect occurring due to
the relative placement of options along two dimensions of selection.
Options 1 and 2 are seen in some sense as extreme, whereas Option 3 should
be seen as good compromise. This leads a consumer to choose Option 3,
even if it may not be an exact trade-off (i.e., it would not be on the line
connecting Options 1 and 2).

D. Zero-risk Bias

Baron et al. [9] define zero-risk bias as showing a
preference for reducing a portion of risk to zero. They do
this in the context of how to allocate resources to cleaning up
environmentally contaminated sites. They presented three
options for cleaning up both sites at varying levels. The
authors defined zero-risk bias as expressing that the option
that included a reduction to zero risk for one site (out of two)
was better. In another version, the zero-risk option actually
reduced the cancer cases by fewer incidences; zero-risk bias
was defined as choosing this inferior option. This definition
of zero-risk bias matches the earlier one of Viscusi et al.
[10]. Their choices involved health risk from an existing
product versus a new household product (which was
presented as real but was only for purposes of the scenario).
They found that consumers were willing to accept greater
overall “cost” (by whatever metric was defined in the
scenario) when the risk in one sub-part of the choice was
zero. We followed this model in creating questions we
hoped would elicit zero-risk bias.

III. DATA COLLECTION

Under an IRB-approved protocol, we conducted data
collection in collaboration with the Naval Aerospace
Medical Institute (Pensacola, FL, USA). Various U.S. Navy
and Marine personnel volunteered for our study during their
free time. Volunteers completed the following steps, per our
IRB-approved protocol: (1) informed consent, (2)
demographics questionnaire, (3) Cognitive Reflection Test
(CRT) [11], (4) Rational-Experiential Inventory (REI) [12],
(5) Terrain Orientation Task [13], and then (6--9) four tests
designed to elicit the biases described above. The order of
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these last four sections was determined using a 4x4 Latin
square retrieved from an online Latin square generator [14].
This Latin square was counterbalanced for first-order
sequence effects [15]. We elected to include the CRT and
REI because Sleboda and Sokolowska [16] found each to be
predictive of aspects of decision making. We wanted to test
whether the Terrain Orientation Task would be predictive of
any ability shown on the search-and-destroy tank game,
described above.

Our pool of 90 volunteers was skewed to male (69,
versus 20 female, with one declining to answer) and college-
age or post-college age: 49 were ages 18-22, 34 were ages
23-27, and just seven were age 28 or older. Education level
was asked via giving their highest academic degree; 32 said a
high school diploma, three said an Associate’s degree, 43
said a Bachelor’s degree, and 12 said a Master’s degree. All
were fluent in English (the language of the text portions of
the study); most were native speakers, but six identified
another language as native, with 2-29 years of speaking
English among those, one was native in English and a second
language, and five declined to answer. We do not believe
language was a barrier, as all participants were members of
the U.S. military and thus communicate regularly in English.

A. Details of the Anchoring Bias Data Collection

Computer-based games have been employed in education
and cognitive analysis [17] as an enabler for humans to
perform learning or decision-making tasks. Following this,
we implemented a game for detecting anchoring bias in a
sequential decision-making task. A game player must move
a game piece in a grid-based 2D environment. At any point
in the game, the player can see only a portion of the game
board revealed via a circular viewport centered around the
game piece’s current location (Fig. 3, top; the red cluster of
dots is the game piece). The environment contains objects
called tanks that are placed in a cluster around a certain
location in the environment. Fig. 3 (bottom) shows the tanks
on the game board with the region outside the viewport
grayed out for legibility. A tank can be removed or cleared
by the player by pressing a key when the game-piece is in the
vicinity of the tank. There is also an exit at a fixed location
in the environment (elliptical pad on the right edge in Fig. 3,
bottom). The exit can be seen only when it is in the player’s
viewport, but its location is known to the player from the
start of the game. The player has two objectives: first, detect
and clear all the tanks in the environment, second, after
clearing all the tanks, exit the environment.

Due to the limited size of the viewport, a player cannot
know beforehand where the tanks are located inside the
environment.  Consequently, they have to search the
environment by moving around the game-piece. Once the
tanks are visible inside the viewport, they can move the
game-piece to each tank’s vicinity, clear the tanks, and
finally move to the exit. The game piece could be moved in
only the four cardinal directions, Up, Down, Left, or Right.
The game board was discretized into a grid-like environment
for the purpose of tracking the game-piece’s location. Fig. 3
(top) shows a screen capture of the game; Fig. 3 (bottom)
shows the full game board (in faded colors) for illustration.
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Figure 3. Top: Screen capture of the Tank game as the user saw it, a mostly
black field with a viewport centered on the player’s current location; the red
cluster of dots at the middle of the viewport is the player’s game-piece.
Bottom: Tank game with grayed map outside viewport (for illustration).

We partitioned the environment into six equal-size cells
(three division horizontally and two vertically); the game
piece always began in the lower-left cell. The game had two
phases. During the anchoring phase, all tanks were placed in
a randomly-selected cell other than the lower-left cell. The
player then played the game twice. The game would then
silently (i.e., unbeknownst to the player) switch to the
evaluation phase, where the player’s movements would (or
would not) indicate anchoring bias.

B.  Details of the Attraction Effect Data Collection

We wrote a mostly custom set of scenarios for our users,
beginning with Simonson’s consumer scenarios [6] as a
basis. We drew inspiration for some scenarios from other
studies of the attraction effect [7][18]. We introduced graphs
that summarized certain aspects of each scenario; these were
shown in the second half of the study for each type of bias.
The graphs for the attraction effect clearly showed the
closeness of the attractor and the decoy, whereas the target
was near the opposite corner of the graph. Since the order of
scenarios was determined by a Latin square, all scenarios had
a graph available for us to show, and the question counter
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determined when to show graphs. So, all scenarios were
presented with and without graphs across our participants.

C. Details of the Compromise Effect Data Collection

We again wrote a custom set of scenarios for our users,
based largely on Simonson’s scenarios [6], but also drawing
inspiration from other studies of consumer choice [8][19]
and other studies of decision-making [20][21]. As with the
attraction effect, we introduced graphs that summarized the
compromise being made, showing the not-quite-linear
relationship of the three choices, with the one in the middle
deviating slightly from this relationship in the direction of
the slightly worse according to Kivetz et al.’s [8] description.
Again, a Latin square determined the order of scenarios, and
the question counter showed graphs in the second half of this
portion of the study.

D. Details of the Zero-risk Bias Data Collection

As with the attraction effect and compromise effect, we
wrote custom scenarios for our users, drawing from previous
studies of zero-risk bias [9][22][23] or decision-making
[20][24]. We again created graphs which used clustered
(pairs of) bars to illustrate the choice to be made.
Participants needed to sum the length of bars in a cluster in
order to compare to the single bar for the zero-risk option.
We chose not to use a stacked bar, in part because they are
generally more confusing to readers [25], and in part because
we felt that the stacking would make the inferiority of the
zero-risk option too obvious. (The stacked bars would take
the place of having to sum the component results.) As with
the attraction and compromise effects, the order of scenarios
was determined by Latin square and the graphs shown once
the question counter reached the second half of this portion
of the study.

E. Further Details of the Text-based Data Collections

As noted above, each of the tests for the attraction effect,
compromise effect, and zero-risk bias were divided in halves.
The first half in each showed a text version of the scenario
and response options. The second half had this text (scenario
and response options) as well as a graph that illustrated what
we viewed as the critical data on which participants would
want to make their decision for that scenario. At the end of
each half, participants were asked if they had any strategy on
that section; portions that displayed graphs prompted
specifically to indicate whether the participant felt the graph
was helpful in that section. On this free text response, we
assessed the sentiment towards the graph. The response was
categorized as positive if the participant indicated using the
graph or finding it helpful. The response was categorized as
negative if the participant indicated ignoring the graph or
finding it confusing or otherwise unhelpful. Responses that
did not mention the graph at all were categorized as neutral.
Sentiment will be used as an independent variable in our
analyses of these three biases.

We further evaluated these free text responses to
determine if the participants indicated a particular strategy to
select their response to the scenarios in that portion of the
study (nine-question blocks). We identified keywords in the
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response, and then we coalesced these keywords into five
categories; we then added another category for responses that
explicitly mentioned keywords from multiple of the other
categories. This process yielded the following assessment of
strategies (with descriptions of responses that fit into them):

e None: Participants expressed clearly that they had “no
strategy” or that they “didn’t use a strategy”

e  [Intuition: Participants said they “went with their gut
reaction” or chose “what felt right”

e  Feature: Participants said they chose based on a
particular feature (that changed with each scenario);
examples include least loss of life, lowest value of
equipment lost, and lowest cost of devices.

e  FEfficient. Participants said they were aiming for
efficiency or the best use of resources

e Balance: Participants said they tried to “balance” the
competing interests or chose a “middle” option

e  Mixed: Participants explicitly used multiple words or
phrases of the types cited in the preceding
descriptions

This yielded an independent variable, Strategy, on which we
will report (in Section VI) analyses conducted.

IV. DATA FILTERING

Before conducting data analysis, we needed to develop
methods to determine which data trials indicated the
presence of each bias. We also noted some issues with data
that caused us to discard some data trials as unreliable for
bias detection. The tank game and the text-based scenarios
required separate procedures. These are detailed in this
section.

A.  Method for Detection of Anchoring Bias

We partition the environments into six equal-size cells
(three horizontal divisions and two vertical divisions). The
initial position of the player’s game piece was always the
lower-left cell. The tanks were placed in a randomly-chosen
cell other than the lower-left cell. The game proceeded in
two phases. In the anchoring phase, the cell containing the
tanks did not change, and the player played five iterations of
the game. In the evaluation phase, a new cell was again
chosen randomly for the tanks from the four remaining cells
(not the initial cell for the player and not the previous cell for
the tanks). The player did not know the game switched to
the evaluation phase, but simply played two more iterations
of the game. For detecting anchoring bias, we check
whether, during an evaluation run, the player visited the
location where the tanks were during the anchoring runs
before exploring other regions of the map. Recall that the
map of the game board outside the viewport is not visible to
the player while playing the game. So, the only reason for a
player to go towards the anchoring location would be due to
anchoring bias induced by the location retained in their
memory during anchoring runs. If the trajectory during an
evaluation phase includes visits into cells that contain the
previous position of the tanks, then we considered the player
to exhibit anchoring bias. Further details of this are available
in a previous paper [1].
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From the 74 players that played our game for two game
sets each, we collected 148 data instances. Each instance was
comprised of five anchoring runs followed by two evaluation
runs. These data instances were analyzed for detecting
anchoring bias. While analyzing, we found that some of the
data instances had to be discarded owing to an oversight in
the placement of the anchor. If the location of the tanks
during the evaluation run was in-between or en-route from
the start location to the location of tanks during the
anchoring runs, then it was not possible to determine if the
player was anchored or not. We discarded 69 of the 148 data
points, leaving 79 valid data points.

B. Assessing the Responses to Text-based Stimuli

Since three of our question sets were designed to elicit
cognitive biases via scenarios presented (primarily or
completely) through prose, we applied a filter based on the
reading speed implied by the question word count and the
response time. Reading speed has been studied for well over
100 years; however, there still seems to be some concerns
raised in the literature about the accuracy of the estimates of
reading speed. Brysbaert [26] reviewed 190 studies, dating
back to 1898. He concluded that for adults reading silently
in English (the language of our study), an average reading
speed is 238 words per minute (wpm) for non-fiction and
260 wpm for fiction. Noting the existence of “reliable
individual differences,” he gives ranges of 175-300 wpm
(non-fiction) and 200-320 wpm (fiction). He further noted
general agreement that college-age young adults have the
highest reading speed. (As noted in Section III, this age
group was over half of our participant pool.) In addition, we
note that our subjects were reading texts that were markedly
below their grade level; our texts were rated with the Flesch-
Kincaid Grade Level [27] as being eleventh grade level
(approximately age 17 in the U.S.) or lower. Intuitively, this
could increase the reading speed, although we lack a good
estimate for this increase. Furthermore, it is possible that
participants did not read all answers choices (perhaps
choosing the first or second that they read), making it hard to
estimate reading speed for a full question-and-answer set.
Finally, our scenarios and answer choices were generally
short; one scenario was 126 words, whereas the remaining
53 (across all bias types) were 35-96 words. Answer choices
were 8-66 words. This makes reading speed estimates
somewhat sensitive to the short length of the passages. In
order to be extremely conservative in disqualifying our
participants, we assert a maximum reasonable speed of 1000
wpm. Trials above this reading speed were removed from
the analysis; we note that a stricter limit of 640 wpm did not
substantially change the results. We also removed trials that
were “orphaned” by this filtering, in that very few trials from
that participant for a certain condition (e.g., graphs present,
or scenario type) remained. Keeping such trials would have
made the analysis too sensitive to a small sample.

In summary for these three tests, from 3960 data trials;
the wpm filter left 3294 trials for analysis. There were 64
participants who completed the attraction effect scenarios, 61
who completed the compromise effect scenarios, and 58 who
completed the zero-risk bias scenarios.
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Figure 4. Bar chart showing the number of players (y-axis) that have Strong
or no (Absent) anchoring (x-axis) in our two game sets, each consisting of
five anchoring runs and two evaluation runs.

V. ANALYSIS OF ANCHORING BIAS

Because the anchoring bias portion of the study requires
a very different method of analysis, we focus this section on
analysis of anchoring bias. We had a few research
hypotheses and goals, which we present in subsections.

A.  Exhibiting Anchoring Bias

Hypothesis I: Participants would exhibit the anchoring
bias after five iterations of the tank game.

We detect anchoring bias when the trajectory data from
either the first or both evaluation runs meet the criteria above
(Section IV.A.). The results show (Fig. 4) evidence of
anchoring bias. Out of the 79 data instances, 64 data
instances (81%) showed that the player had been anchored
(SS and SA in Fig. 4) either in both or only in the first
evaluation runs. Across the two game sets, there was very
little variation (6%) in the number of subjects displaying
anchoring bias. This indicates a strong propensity for
anchoring bias among the subjects.

B.  Duration of Anchoring Bias

Hypothesis 2: When anchoring bias was present, it would
last through both evaluation runs.

We determined the number of data instances that showed
strong anchoring in the first evaluation run versus those that
showed strong anchoring in both evaluation runs (SA versus
SS in Fig. 4). We found that in 35 instances players showed
that the effect of anchoring waned between the first and
second evaluation runs, while the anchoring remained strong
between the two evaluation runs for 29 instances. These
values indicate that there is small but non-negligible support
that the effect of anchoring bias diminishes if the player gets
information that contradicts the anchor.

We found that in the first game set, 16 players showed
anchoring only in the first evaluation run and 17 showed
anchoring in both evaluation runs. In the second game set,
these numbers became 19 and 12, respectively. The decrease
in strong anchoring in both evaluation runs between the first
and second game sets (from 17 to 12), and simultaneous
increase in subjects that showed anchoring only in the first
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evaluation run (from 16 to 19) points further in the direction
that, as the player sees more information contradicting the
anchor, the effect of anchoring diminishes. Players may have
been more fatigued at the start the second set of evaluation
runs, after playing 12 runs (five anchoring runs in each of
two game sets plus two evaluation runs in first game set) of
the game. Conventionally, fatigue would lead to the human
brain making shortcuts via heuristics and strengthening the
anchoring bias. However, we saw diminishing anchoring
bias across game sets. This seems to indicate that the
disappointment of not finding the tanks at the anchoring
location weakens the anchoring bias and motivates the player
to explore in a more objective, less biased manner.

C. Building a Model for Prediction of Anchoring Bias

Hypothesis 3: A bias prediction model would enable us
to predict exhibition of the bias during evaluation runs from
a propensity toward bias exhibited in anchoring runs.

To investigate this hypothesis, we used a bias prediction
model based on the work of Jesteadt et al. [28]. We
summarize our previous discussion [25] of this model. The
model is a linear combination of the stimulus from the
current task perception, the stimulus from the task in the
previous time-step, and the outcome of the decision in the
previous time-step. We mask the current task perception,
eliminating one factor. We consider the trajectory length up
to viewing the first tank in the viewport as the stimulus from
that anchor. This yields a linear model in which each
anchor’s influence during evaluation is the Jeva= 0+ B Janc,i,
where the summation is over i=1..5 for the five anchoring
runs. We used linear regression with least squares [29] to
solve this equation. If the slope of the regression line was
less than zero, then we say that the participant had propensity
toward anchoring bias.

We compare this bias prediction model with the
detection. For the first evaluation run (Fig. 5, parts (a) and
(c)), the model was generally accurate (true positive plus
false negative of 80% and 77%, respectively).
Unsurprisingly, the prediction accuracy of the model
diminishes considerably to 52% and 37%, respectively, in
the two game sets (Fig. 5, parts (b) and (d)). It appears that
the exposure to a different location of tanks than the
anchoring runs in the first evaluation run reduced the
player’s reliance on the anchor to search for the tanks during
the second evaluation run. We note that none of these results
reach the threshold of statistical significance through
Fisher’s Exact Test. In our best result (Fig. 5(a)), there was
statistically no association between the model prediction and
the exhibition of bias (p=0.204). We attribute the disconnect
between the apparently high percentage of accuracy and the
failure to achieve statistical significance to the low sample
size; we again lament the need to remove data, as discussed
in Section IV.A. We note that with 100 participants (whose
data were not invalidated as described in Section IV.A.) and
the percentages we observed on the first evaluation run (Fig.
5(a)), Fisher’s Exact Test would yield statistical significance.
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Figure 5. Effect of anchoring bias propensity during anchoring runs on
decision in evaluation runs, for game sets 1 (40 trajectories) and 2 (39
trajectories). T/F denote anchoring during anchoring runs as true or false;
P/N denote detection of anchoring during evaluation as positive or negative.
So, TP and FN are accurate predictions, whereas TP and FN are inaccurate.

Players played the two sets of the game back-to-back
without any break. An immediately relevant question is
whether the model predicts the anchoring in the second
iteration of the game, after having seen the anchor no longer
be reliable in the evaluation runs of the first iteration of the
game. The answer (Fig. 5(c)) appears to be promising,
although this result also does not have statistical support
from Fisher’s Exact Test; it would appear to require
approximately 150 (valid) participants at the percentages
indicated in Fig. 5(c) to achieve this threshold. Still, such a
result would correspond to findings in other sequential
decision-making [5], where the anchoring effect diminished
as the decision maker was exposed to more information from
successive decision problems that were contrary to the
features of the problem in the positive decision instance.

Overall, our findings of the anchoring bias prediction
model indicate that a more robust prediction model, based on
a larger data set, would be worth investigating for longer-
term prediction of anchoring bias effects.

D. Potential for Real-time Detection of Anchoring Bias

We had one other long-term goal for which we could not
form a hypothesis. We hoped to identify a method which
would indicate in real-time whether a participant appeared to
be getting anchored, rather than relying on a post-hoc
assessment of whether the participant was anchored. It
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Figure 6. Time steps (moves) used during the five anchoring runs for
participants who were later judged to be anchored (blue) and those who were
judged to be not anchored (orange). The separation of these two graphs and
the significant differences reported lead us to hypothesize that this could be
a way to detect anchoring bias in real-time.

appears that the number of time steps (moves) used in our
game is a potential real-time indicator of whether a
participant is getting anchored. We observed a significant
correlation between the count of anchoring runs and the
number of time steps (moves) taken in the game until the
tanks were within the viewport. This was true for both those
judged post-hoc to have been anchored — Pearson R=-0.98,
t(3)=-7.99, p < 0.005 — and those judged to be not anchored —
Pearson R=-0.88, t(3)=-3.29, p<0.047. But these two
observations were different. Analysis of variance (ANOVA)
showed that, for the first iteration of the game, those who
were not anchored were significantly slower than those who
were — F(1,38)=5.793, p<0.022, generalized effect size
n=0.132. This difference disappeared for the second iteration
of the game — F(1,37)=0.393, p>0.534. Looking at the graph
of the moves taken (Fig. 6), we can see the separation, which
leads us to hypothesize that this may be a way to detect
anchoring bias in real time. Further data would have to be
gathered to validate this hypothesis.

VI. ANALYSIS OF BIASES THROUGH TEXT SCENARIOS

The attraction effect, compromise effect, and zero-risk
bias were hoped to be elicited through text-based scenarios.
The analysis of these three biases follows a similar pattern,
and we present these analyses in the following subsections.

As a preliminary result, we noted a strong correlation —
Pearson R=0.85, t(16)=6.336, p<0.001 — between the trial
number (1-18) and reading speed (Fig. 7). This correlation
measured reading speed under the assumption that
participants read the scenario and all three answer choices
completely. This measure was averaged across all three
decision-making tasks, which “folds over” the trial number
three times, if participants completed all three question sets.
Some of this could be attributed to using the graphs as a
shortcut, which some participants indicated that they were
doing. This could also indicate that participants were getting
fatigued, since they ‘“read” faster and faster as they
progressed through the trials. Note that the last three trials
(and at least four of the last five) are faster than the speed
that the literature on reading comprehension indicates is
likely for a reader to be able to read for comprehension (see
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TABLE I:  DISTRIBUTION OF RESPONSES TO THREE SCENARIO TYPES

Attraction Effect Compromise Effect Zero-risk Bias
Attractor 401 | Compromise 384 | Zero-risk 365
Decoy 373 | Extreme 714 | Balanced risk 679
Target 378
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Figure 7. Measured reading speed versus trial count. We saw a strong
correlation (Pearson R=0.846, t(16)=6.336, p<0.001) between trial number
and reading speed. Trials 10 through 18 showed graphs, which may have
influenced “reading speed” by enabling a shortcut to reading prose for the
information needed to make a decision.

Section IV.B.). Perhaps participants were not reading all the
answer choices, or they were just scanning. Some of this
may be attributed to most of the scenarios being at a reading
grade level well below the participants’ respective abilities
(based on the self-reported education levels, reported in
Section III).

Overall, we hypothesized a skewed distribution of the
responses to the three types of scenarios (for the three biases
discussed below). We believed this would indicate the
presence of the bias. As shown in Table I, we got a nearly
balanced set of responses to each of the three question types.
Thus, we cannot conclude that the bias was elicited by our
scenarios. Therefore, our analysis focuses on whether there
were certain features of the scenarios or of the participants
that may be associated with eliciting the bias in a subset of
the data. We note that not all participants completed all
sections of the study, so the degrees of freedom in the
ANOVA measures below are not the same as in the test
above for the anchoring bias, nor do they match each other.

A. Detection of Attraction Effect

Following [16], we measured the correlation between the
REI scores (both the rational and experiential, as well as the
ability and engagement sub-scales within each score) and the
selection of the unpreferred options. We did not find a
significant correlation between any REI score (the two main
scales or any of the four sub-scales) and the rate of selecting
unpreferred responses. We also measured the CRT score for
each participant and measured the correlation of these scores
against the rate of selection of the unpreferred options.
Again, we found no significant results for the attraction
effect. We had hoped that we would not only elicit the
biases described above, but that we could help mitigate these
by the presence of the graphs. However, there was no main
effect of the presence of the graphs in the second half of the
set of questions for the attraction effect.
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We wrote scenarios of multiple types that reflected many
roles members of the military might encounter in their duties.
This encompasses mundane issues like purchasing non-
military equipment, purchasing military equipment, and even
more weighty matters such as aspects of military strategy.
We noted a main effect — F(3,189)=9.465, p<0.001, n=0.030
— of this cost measure on the response time. However, we
note that the generalized effect size 1 was very small. The
questions were ordered according to a Latin square using the
question ID; this led to some variation in the relative
placement of the type of cost measure that created a potential
confound of this effect. In addition, some of this effect may
reflect the general behavior of participants to get faster as the
question count rose. Finally, we categorized scenarios into
multiple types, inflating the degrees of freedom and
potentially the effect. Therefore, we note this effect, but do
not yet consider it to be a reliable result.

We had hoped to elicit the biases, and also mitigate these
by the presence of the graphs illustrating the data.
Unfortunately, there was no main effect of the presence of
the graphs in the second half of the study on the rate of
selecting the attractor or decoy — F(1,63)=0.689, p=0.409.
We also did not observe a main effect of the presence of the
graphs on response time - F(1,63)=0.977, p=0.326.
Foreshadowing the contrast with the compromise effect and
zero-risk bias (which both show this main effect), we note
that the attraction effect scenarios tended to have a lower
word count, which could have confounded the “shortcut” of
using the graph and not reading the answer choices. There
was a main effect of graph sentiment on the rate of selecting
the various responses to the attraction effect —
F(2,61)=3.423, p<0.039, n=0.101.  Participants whose
sentiment about the graphs appeared to us to be negative
selected unpreferred options on the attraction effect (attractor
or decoy) 61.1% of the time. Participants whose sentiment
appeared neutral selected unpreferred options 66.7% of the
time.  Participants whose sentiment appeared positive
selected unpreferred options 73.5% of the time. Follow-up t-
tests indicate that all differences between these values are
statistically significant. =~ (For the smallest difference,
negative to neutral, t(47)=3.236, p<0.003.) It appears that
those participants with positive sentiment toward the graphs
were led to exhibit the bias with greater frequency than those
who did not use (or actively avoided) the graphs. In
retrospect, perhaps eye tracking would have been advisable,
so that we could know exactly what portions of the graph
those who said they used it or liked were reading in order to
make their decision. That might have given us greater
insight to this result.

The Strategy we inferred based on the free text responses
had a significant main effect on their rate of selecting the
unpreferred option on the attraction effect portion of the
study — F(5,84)=3.228, p<0.011, n=0.161 (Fig. 8). Using
post-hoc t-tests, we determined that there were essentially
two groups of three strategies. The strategies (see Section
III.LE.) None, Intuition, and Mixed were not significantly
different from each other, and the remaining strategies of
Balance, Efficient, and Feature were not different from each
other (though some differences with the second set showed a
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Figure 8. This pair of graphs shows the effects of strategy in the attraction effect portion of the study. The strategy was assessed by the research team based on
the free text responses of participants. The assessed values showed a main effect of strategy on the rate of selecting the unpreferred option (left, red bars). The
orange line represents random selection; as noted in the text, the three strategies with the least error were statistically different from the three with the most
error. We also noted a trend towards difference in response time based on strategy for the attraction effect scenarios (right, blue bars), largely due to the slow

responses using the Mixed strategy.

trend in the t-test). But all strategies in the first set led to
significantly different performance than strategies in the
second set. The first column of Table II shows that the usage
of these strategies was not equally distributed amongst our
participants on the attraction effect scenarios.

There was also a trend for the inferred strategy to lead to
differences in response time for the attraction effect
scenarios — F(5,84)=1.990, p<0.089, n=0.106. However, the
grouping is quite different. The Mixed strategy was notably
slower than all the others, with the Intuition strategy being
slightly slower than the remaining four. While the graphs do
not mirror each other, we do note that the Mixed strategy had
the lowest rate of selecting the unpreferred option, took the
longest time, and was the least-often used. We did not find
an interaction between graph sentiment and inferred strategy.

There was statistically no association between anchoring
bias and the attraction effect. There was no association
between the attraction effect and the compromise effect, nor
between the attraction effect and the zero-risk bias (p>0.409
for all associations).

B.  Detection of Compromise Effect

As with the attraction effect, we measured the correlation
between REI scores and CRT scores. Again, we did not find
a significant correlation between REI score (or any subscale)
and choosing the compromise option. Similarly, we did not
find a correlation with CRT scores and selection of the
compromise option. We had hoped that we would not only
elicit the biases described above, but that we could help
mitigate these by the presence of the graphs. However, there
was no main effect of the presence of the graphs in the
second half of the set of questions for the compromise effect.

Regarding the type of scenario, we once again observed a
main effect of the type of cost measure on response time —
F(1,60)=27.970, p<0.001, n=0.032. As with the attraction

TABLEII. FREQUENCY DISTRIBUTION OF STRATEGIES IN SCENARIOS

Strate Attraction Compromise Zero-risk
ad Effect Effect Bias
None 17 13 12
Intuition 19 14 12
Feature 42 33 51
Efficient 14 8 6
Balance 28 41 29
Mixed 8 13 6

effect, there was uncontrolled variation in the ordering (we
did not counterbalance the order of questions by type), and
participants generally got faster, which may confound this
effect. With the compromise effect, we had only two
scenario types, but even without this potential inflation, we
consider it a weak (small 1) and, for now, unreliable result.

Again, as we did with the attraction effect, we had hoped
that the presence of the graphs would reduce the rate of
selecting the compromise option. Unfortunately, we did not
observe a main effect — F(1,60)=2.000, p=0.162. However,
we did observe a main effect of the presence of the graphs on
response time — F(1,60)=23.943, p<0.001, n=0.029. We see
a statistically significant but small effect, and like the
previous main effect of scenario type on response time,
because the graphs were always the second half of each
portion of the study, this effect could be due to faster ingest
of information through the graph, or may be confounded
with the general pattern of participants getting faster with the
increasing number of data trials to complete.

There was no main effect of graph sentiment on the
distribution of choices among the options — F(2,58)=1.081,
p>0.453. Neither was there a main effect on the response
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time — F(2,58)=1.500, p>0.231. There was no main effect of
strategy on the rate of selecting the compromise option —
F(6,94)=1.501, p>0.186 — or on the response time —
F(6,94)=0.778, p>0.589. However, examining the
distribution of the inferred use of each strategy (middle
column of Table II) and the definition of the Balance
strategy (Section IIL.E.), we see that the most commonly
named strategy was choosing a “balance” between the
features or the option that was “in the middle.” This
explicitly expresses a bias for the compromise option, and is
the strongest evidence we have that at least some participants
made their choice on the basis of this bias. However, this
strategy was used on approximately one-third of the data
trials (33.6%), so while it indicates that some users chose on
the basis of this bias, it does not constitute a majority
strategy, and it does not appear to have led to significantly
better performance. We did not find an interaction between
graph sentiment and inferred strategy.

There was no statistical association between anchoring
bias and the compromise effect. Nor was there an
association between the compromise effect and zero-risk bias
(p>0.748 for both associations). We observed a trend toward
statistical association between the inferred strategy of
Balance (defined in Section IIL.E. as participants saying they
tried to balance the competing interests or features, or that
they chose the middle option), p<0.058. So, it appears quite
possible that participants were accurate in assessing their
own strategy, at least with the Balance strategy.

C. Detection of Zero-risk Bias

As with the two previous biases, we measured the
correlation between the REI scores and the rate of zero-risk
bias, as well as the CRT scores and the rate of the zero-risk
bias. In contrast to the previous results, we did see a
significant correlation between the CRT score and the rate of
selecting the zero-risk option, t(56)=2.5425, p=0.014. This
would appear to extend the prior results, since zero-risk bias
was not a part of the previous work [16]. We get a similar
result evaluating this association with Fisher’s Exact Test,
yielding an association with p<0.022. A significant portion
of the incorrect responses we saw to the CRT were the
intuitive-but-incorrect responses [11]. Therefore, it should
not be a surprise that this effect also manifests itself in a
significant (negative) correlation between the number of the
intuitive (but incorrect) responses our participants gave and
their rate of selecting the zero-risk option, t(56)=2.954,
p<0.005. The zero-risk option can be seen as an intuitively
best choice, even though deeper analysis shows it is inferior.

Again, in parallel to the previous two bias types, we
noted a main effect of scenario type on response time —
F(4,228)=7.665, p<0.001, n=0.041.  All the caveats
described for the attraction and compromise effects apply to
the zero-risk bias portion of the study (uncontrolled variation
in ordering of scenario type, general behavior of participants
to get faster, large degrees of freedom due to multiple type
categories). Again, the effect is not yet considered reliable.

Turning to the presence of the graphs, we did not observe
a main effect on the rate of selecting the zero-risk option —
F(1,57)=0.040, p=0.841. But we observed a main effect on
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the response time — F(1,57)=9.325, p<0.021, n=0.021. As
with the compromise effect, this main effect is potentially
confounded with the general tendency for participants to get
faster as the number of data trials increased (since the graphs
were always the second half of this section of the study).

We found that graph sentiment had a main effect on the
response time in the zero-risk portion of the study —
F(2,55)=5.557, p<0.007, n=0.168. Participants with positive
sentiment were fastest (58.3 sec), followed by participants
who expressed no sentiment about the graphs (66.1 sec).
Participants who said they found the graph unhelpful or said
they did not use it were slowest, at 94.2 sec. All these
pairwise differences are significant with p<0.001. As with
the result for the attraction effect, we lament the missed
opportunity to have recorded eye movements and gain
greater insight into this result. There was no main effect on
the selection of responses to the scenarios intended to elicit
the zero-risk bias — F(2,55)=1.476, p>0.710.

There was a trend for these strategies to lead to different
rates of selecting the unpreferred option on the zero-risk bias
portion of the study — F(5,76)=2.188, p<0.065, =0.126.
There was a trend for the various strategies to lead to
different response times. Since we chose (as described
above) to make the zero-risk option objectively worse (i.e., a
greater total loss), the Feature strategy should have helped
identify this aspect of the scenario’s data and thus have been
successful at avoiding the unpreferred option.  But
participants had to look for the minimal loss summed over
the two portions of the outcome. Using post-hoc t-tests, we
found that this strategy had a statistically lower rate than
only the Balance strategy. There was a trend for the Feature
strategy to be better than the Efficient strategy. There was
main effect of strategy on the response time — F(5,76)=1.77,
p>0.128. We did not find an interaction between graph
sentiment and inferred strategy.

There was statistically no association between anchoring
bias and zero-risk bias (p>0.745). Nor was there association
between inferred strategy and the zero-risk bias (p>0.406).

VII. DISCUSSION

We investigated using game-playing and decision-
making exercises to induce cognitive biases, with limited
success. We were able to induce anchoring bias. However,
for a small fraction of the players (1 out of 74 instances in set
1 and 3 out of 74 instances in set 2), we found that they
initially showed influence of the anchor during the first few
anchoring runs, but in subsequent anchoring runs and in the
evaluation run, the anchoring effect went away. They started
exploring the map instead of heading to the anchor location.
Fig. 9 shows an example where the first two anchoring runs
(top) show anchoring but the other anchoring runs (bottom)
do not. This de-anchoring was more pronounced in set 2.
Perhaps the evaluation runs in game set 1 reduced the
reliance of the player on the anchor during game set 2 even
after they found it, prompting general exploration again.

The movement of game-piece in our computer-based
game for anchoring bias was controlled by keyboard arrow
keys; thus, it was limited to the four cardinal directions. This
resulted in players using long horizontal or vertical tracks to

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

261



Human Trajectory

o
w
=
(=}

15 20 25 30 35 40

Human T"‘rajectory

25
20
15

10

0

0

5 10 15 20 25 30 35 40

X
Figure 9. Top: Trajectory of a player during set 2 anchoring runs 1 and 2.
Bottom: Trajectory during anchoring runs 3-5 (bottom). These images also
illustrate the six cells of the game board to detect anchoring bias.

explore the environment. The number of key presses made
by players in the game was not recorded and there is a
possibility that some players purposefully reduced the
number of keystrokes by holding keys to continue in the
same direction for long periods. This could also have
stemmed from psychological factors like motivation, interest,
and engagement with the game and overall experiment.
Anchoring bias, as we have used the term, intersects with
other biases. Sequential bias deals with repetitive decision
outcomes in sequential (not necessarily time-extended) tasks.
Experiential bias considers the reliance of humans on
experience from past decision outcomes on the current
decision. It would be interesting to analyze our results with
appropriate theoretical models for these biases, to understand
overlap, similarity, and divergence between these biases.
What causes humans to depend on anchors for making
decisions? The conventionally accepted theory is the human
brain is inclined to make shortcuts via heuristics [2] due to
boredom, motivation, repetitiveness and other factors. In
contrast, the selective accessibility model [30] proposed an

International Journal on Advances in Software, vol 18 no 3&4, year 2025, http.//www.iariajournals.org/software/

alternative theory that the brain made information related to
the anchor more readily accessible to its decision process.
The difference is subtle but consequential, as the former
attributes the cause of anchoring bias to the internal working
of the brain’s decision-making process while the latter
attributes it to the information presented to the brain’s
decision-making process. A deeper understanding, fortified
with appropriate mathematical models for these two theories,
would help with a clearer understanding of anchoring bias.

VIIIL

We elicited anchoring bias with a time-extended task.
We were statistically unable to elicit the attraction effect,
compromise effect, or zero-risk bias. ~We have some
evidence that the zero-risk bias and compromise and
attraction effects exist due to selection of options that should
not have been selected at all and due to statements from the
participants in which they indicate the compromise effect.
However, we had limited success in identifying factors that
contribute to the bias. The stated strategy and the use of
graphs seems to have influenced the attraction effect, and the
stated strategy also influenced the zero-risk bias. Further
research would be needed to determine how one might
systematically elicit (and therefore, how to systematically
mitigate) these biases. As noted above, we recommend that
future research on the potential for graphs to mitigate bias
should incorporate eye tracking to determine the extent of
participants’ use of graphs and which options they
considered the longest. We recommend counterbalancing
the usage of graphs to investigate the reliability of our results
on the response time in the presence of graphs for both the
compromise effect and zero-risk bias.

One could explore links between learning style, problem-
solving strategies, and these biases. Perhaps the biggest
difference between the text-based scenarios (with or without
graphs) is the level of engagement participants had with the
exercises. Our initial design concept included interleaving
the tank game with responding to decision-making scenarios
at stopping points in the game. This design felt contrived;
thus, we worried that our data would suffer. Clearly, there is
room for improvement on our design. We repeat the lament
of our tank game design and the placement of anchors that
caused us to discard many data trials because the placement
of the tanks rendered it impossible to determine if the path
was due to anchoring or not.

CONCLUSION AND FUTURE WORK

We note one potential avenue to identify bias in real-
time. The anchoring effect appears potentially predicted by
the time spent in the anchoring runs. The stated strategy of
the participant matched the exhibition of the compromise
effect. In what appears to be a new result in the literature,
we found a statistical effect of the responses to the CRT and
the exhibition of the zero-risk bias. We believe these
observations hold promise for future research. Study
designs, with larger participant pools, that explicitly
investigate these relationships could potentially validate our
results and would represent logical next steps for the
detection and prediction of each of these biases.
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Abstract - Automation of business and industrial processes are
increasing essential for and affect a larger set of stakeholders.
Process Mining (PM) relies on execution logs to provide process-
centric analysis data, which can support process stakeholders
with evidence-based insights and decision support. Yet PM has
typically been the purview of specialists, while analysis, insights,
and models have not been readily accessible to a larger set of
affected stakeholders. This paper contributes VR-PM, an
immersive solution concept towards visualizing and interacting
with process models (BPMN and Petri Nets), process variants,
process conformance checking, and PM data in Virtual Reality
(VR). Our realization shows its feasibility, and a case-based
evaluation provides insights into its capabilities.
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I. INTRODUCTION

This article extends our paper on VR-ProcessMine [1],
adding immersive Petri Net models, Business Process Model
and Notation (BPMN) models, process discovery, an
alternative process variant visualization, and conformance
checking capabilities in VR.

The digital transformation sweeping through society
affects businesses and organizations, resulting in an increased
emphasis on business agility and automation that affects a
larger set of stakeholders. Business Processes (BPs) (or
workflows) are one significant automation area, as evidenced
by the Business Process Management (BPM) market, which
is forecast to grow from $20B in 2024 to $60B by 2030 [2].
Each execution of such a process leaves a digital footprint of
process-related events and the timepoint of execution,
typically contained in various log files across the various IT
systems (business, manufacturing, etc.) involved in an
enterprise. BPs are a way for ordering the activities involved
in and executed in an enterprise, be they automated, semi-
automated, or human-driven, and thus BPM is where much of
the value generated by an enterprise is achieved.

Repeatable processes are fundamental for describing and
understanding how businesses and organizations operate, and
are utilized in IT, manufacturing, Industry 4.0, etc. Increasing
digitalization and automation necessitate evidence-based
comprehension and analysis of the processes involved,
including their variations, anomalies, performance, and
evolution. Process Mining (PM) [3] is a sub-field of data
science specifically focused on analyzing event data generated

when (business) processes are executed [4]. Because PM
relies on event logs of actual process executions, it is
evidence-based (or fact-based). This analysis can provide
essential insights for understanding and optimizing (business)
process execution. When referring to processes we assume
BPs to be a subset of the more abstract term and will use both
terms interchangeably. One process variant represents a set of
process instances that resulted in the same sequence of events.

The Process Mining Manifesto [5] describes six guiding
principles and eleven challenges. Our contribution intends, in
particular, to support these principles:

e GPIl: Event Data Should Be Treated as First-Class
Citizens,

e GP4: Events Should Be Related to Model Elements, and
GP6: Process Mining Should Be a Continuous Process.

Furthermore, the contribution seeks to address these

challenges in particular:

o CI10: Improving Usability for Non-experts, and

o (Cl11: Improving Understandability for Non-experts, are a
primary motivation for our work.

e A secondary effect that is enabled is to support C9:
Combining Process Mining with other Types of Analysis.

In general, visualization remains a challenge when dealing
with large data sets that involve relations and different
variation sets. As data and processes become more relevant to
the digital enterprise and stakeholders more digitally savvy, it
is all the more relevant and challenging to integrate non-expert
enterprise stakeholders in process analysis. By leveraging the
immersive capabilities of Virtual Reality (VR), BP analysis
can be made more accessible to a wider set of stakeholders,
such that not just process modeling specialists, but also those
directly involved in executing a BP or observing an automated
BP can view und gain insights to various issues regarding a
BP of interest, including the combination with other relevant
enterprise models.

In prior work, we developed VR-BPMN [6] to visualize
business processes in VR based on the BPMN notation. Our
VR-EA [7] contributed a VR solution for visualizing,
navigating, annotating, and interacting with ArchiMate
Enterprise Architecture (EA) models. VR-EAT [8] presented
our VR-based solution for visualizing dynamically-generated
EA diagrams from EA tools.

This paper contributes VR-PM, an immersive solution
concept towards visualizing and interacting with process
models as BPMN [9] and Petri Nets [10][11], process variants,
process conformance checking, and PM data in VR. Our
prototype realization shows its feasibility, and a case-based
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evaluation provides insights into its capabilities for addressing
the aforementioned challenges. Relative to our initial VR-
ProcessMine [1], it offers enhanced capabilities by integrating
the visualization of process event logs, Petri Nets, BPMN
models, process conformance checking, an alternative process
variant visualization, and process discovery, which can
generate either a Petri Net or a BPMN model.

This paper is structured as follows: Section II discusses
related work. In Section III, the solution is described. Section
IV provides details about the realization. The evaluation is
described in Section V and is followed by a conclusion.

II. RELATED WORK

The systematic literature review by Milani et al. [12]
develops a PM practitioner framework for capturing business
questions that PM use cases can answer. While VR and
visualization are not mentioned, model discovery (with
BPMN and Petri Nets cited as examples) and conformance
checking are. Vom Brocke et al. [13] propose a PM research
framework that also defines process participants, process
stakeholders, and external partners, who are affected by and
have an interest in process analyses that span technical,
individual, group, organizational, and ecosystem levels.
Indeed, our VR-PM solution can support the various roles
involved in processes and PM, including behavioral visibility,
discovery, variant analysis, and conformance, and enhanced
integration with increasing datafication to comprehend and
utilize the available information.

As to work regarding PM visualization, the systematic
literature review on visualization in PM by Eckhard et al. [14]
cites no work involving VR nor any BPMN visualization in
conjunction with PM. It explicitly mentions that BPMN and
Petri Net PM visualization are under-represented, and
conformance-checking PM visualization is under-researched.
They conclude that Directly Follows Graph (DFG) is the most
commonly used PM visualization. 3DCR [15] is a 3D
immersive tool that uses an industrial declarative process
modeling language Dynamic Condition Response Graphs
(DCR graphs), offering activity-based 3D process animations
in the game view using domain-specific representations
(sickness registration process). Work involving PM with VR
include Vogel and Thomas [16], which shows groundwork
and an architecture concept, yet no prototype is described nor
are VR screenshots provided. Corea and Delfmann [17]
describe a 3D tool for geospatial visualization of paths based
on a DFG generated from the PM tool PM4Py. Other work
combining PM with VR is often specialized to processes in
certain sectors, such as training for factory or manufacturing,
logistics, safety, or education and learning, or the health
sector. For instance, Roldan et al. [18] describe a complex
assembly training system for Industry 4.0 operators.

Open source PM tools include the ProM Framework [19],
Apromore [20], and PM4Py [21]; commercial options include
products from over 35 vendors, including Celonis, Disco,
UiPath, ARIS, and PAFnow. These tools typically provide a
2D user interface with some being Web-based interfaces (e.g.,
Celonis, UiPath, Apromore), whereas our contribution offers
a VR-based solution that can be more engaging and accessible
for collaboration with non-experts.
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III. SOLUTION

Our solution for PM visualization incorporates VR. VR
provides an unlimited space for visualizing a complex set of
events, models, and processes and their interrelationships
simultaneously in a spatial structure. This provides an
immersive, intuitive experience for digital process model
visualization and analysis in a 3D space viewable from
different perspectives that supports sharing and collaboration
among stakeholders. As to benefits of an immersive VR
experience vs. 2D for an analysis task, [22] investigated a
software analysis task that used a Famix metamodel of
Apache Tomcat source code dependencies in a force-directed
graph. They found that VR does not significantly decrease
comprehension and analysis time nor significantly improve
correctness (although fewer errors were made). While
interaction time was less efficient, VR improved the UX (user
experience), being more motivating, less demanding, more
inventive/innovative, and more clearly structured.

To provide context for our solution, our generalized
solution concept for VR-PM is shown in Figure 1. VR-PM
extends VR-ProcessMine capabilities and leverages our
generalized VR Modeling Framework (VR-MF) [7] solution
concept. It consists of a VR-based domain-independent
hypermodeling framework, which addresses four primary
aspects that require special attention when modeling in VR:
visualization, navigation, interaction, and data retrieval. Our
prior solutions in the EA and BP space, VR-EA [7] provides
specialized direct support and mapping for EA models in VR,
including both ArchiMate as well as BPMN via VR-BPMN
[6]. VR-EAT [8] extends this further with integration of EA
tools for accessing dynamically generated diagrams and
models from an EA tool in VR. VR-EA+TCK extends these
capabilities by integrating further enterprise knowledge,
information, and content repositories such as a Knowledge
Management System (KMS) and/or an Enterprise Content
Management System (ECMS). Our other VR solutions
address Software Engineering (SE) and Systems Engineering
(SysE) areas.

SE & SysE \
VR-EvoEA+BP [ VR-SBOM
VR-EA+TCK

VR-GitEvo+Cl/CD|
VR-DevOps Git
VR-ISA
VR-EDStream+EDA

Enterprise
Models

Enterprise
Views
VR-ProcessMine

VR-MEF [Visualization][ Navigation ][ Interaction ](Data

Figure 1. The VR-PM solution concept (blue) in relation to our prior VR
solution concepts.

VR-EA
[Archimate]
VR-BPMN

In order to support PM and visual analysis, the VR-PM
solution should exhibit the following capabilities:
o Log file import. event logs in different event log
formats can be imported and processed;
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o Multiple simultaneous analyses: different event log
types (versions or models) can be loaded in order to
compare them directly;

e 3D visualization: elements should be depicted in 3D
to support an immersive observation experience;

o Free element placement:. an individual analysis
should be movable in VR space so that they can be
compared in locality with another analysis of interest;

o  Hide/show analyses: to minimize visual clutter,
analyses can be hidden and then seen again;

e Variant depiction: variants can be analyzed separately
as Directly-Follows Graph (DFG) depictions;

o Colored hot spots: events are colored to indicate their
relative frequency;

o Log event model: for reference, show the events
before their transformation to other models; and

e Both formal and practical process models: offer Petri
Nets as a highly formal and rigorous process model
for in-depth analysis, as well as a BPMN model that
can be practically used and readily understood by
novice stakeholders.

A. Visualization in VR

In order to differentiate process variants (depending on the
analysis being done), our visualization concept for VR depicts
each of these on separate vertical plates standing on a common
hyperplane representing a single process. This permits any
plate to be selected, moved, and compared with others of
interest. Furthermore, since the number of process variants
can be very large, it leverages the unlimited space in VR,
allowing the hyperplane to depict many process variants at
once. All process variants are initially equally spaced on the
hyperplane and can be compared with each other.

B.  Navigation in VR

The immersion afforded by VR requires addressing how
to navigate the space while reducing the likelihood of
potential VR sickness symptoms. Thus, two navigation modes
are included in the solution: the default uses gliding controls,
enabling users to fly through the VR space and view objects
from any angle they wish. Alternatively, teleporting permits a
user to select a destination and be instantly placed there (i.e.,
by instantly moving the camera to that position); while this
can be disconcerting, it may reduce the susceptibility to VR
sickness for those prone to it that can occur when moving
through a virtual space.

C. Interaction in VR

Since interaction with VR elements has not yet become
standardized or intuitive, in our VR concept, user-element
interaction is handled primarily via the VR controllers and a
virtual tablet. Our VR-Tablet provides detailed context-
specific element information, and can provide a virtual
keyboard for text entry fields (via laser pointer key selection)
when needed. An affordance in the form of an anchor (sphere)
is provided on a corner of any hyperplane or model, which if
selected can be used to reduce visual clutter by collapsing
(hide) or expanding (show) that object, or the anchor can be
used to place the object elsewhere.
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IV. REALIZATION

Our solution prototype is partitioned into the Data Hub,
our backend for PM and data processing, and the Unity front
end responsible for VR visualization (see Figure 2). The Data
Hub, based on Python, prepares datasets for visualization. The
python library pm4py (Process Mining for Python) [21] is
used to convert the imported log files into data objects and
data frames. REST APIs are used to access the backend
pmdpy functionality from the frontend Unity VR
environment, which is implemented in C#.

Unity Event Log
3D Environment 1 XES
Laser Pointer Selection \l_ csv
via Controller Menu
3D Object Structure Data Hub
Selection Visualization Python
pm4py
Assets Scripts REST Web API

Figure 2. VR-PM logical architecture.

Via our VR-Tablet concept, various configuration options
and inputs are supported, as shown in Figure 3.

Load Events: [V

Select

Variant: N(_‘J[f'\ll‘lg v )

Process Sel o v
Discovery: | “€l€ct...

Conformance

Checking: Perform

Figure 3. VR-Tablet showing event option, variant selection, process
discovery, and conformance checking options.

A. FEvent Logs

An event log is a hierarchical collection of traces. Each
trace is a sequence of events that belong to a single case. An
event log is required to extract any process variants, which
vary in the process paths taken or the activity order.
eXtensible Event Stream (XES) [23] or CSV event formats
are supported. If no event log exists, but a process model as a
BPMN or Petri Net, then via simulation pm4py can generate
an event log of various executions.
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Apromore [24] was also used to generate and test CSV file
support, whereby the simulation offered the ability to specify
probability selections pro gateway and included cost.

B. Process Discovery

If an event log exists but no process model, then a process
model (Petri Net and BPMN) can be generated via process
discovery using PM4Py. However, if a process model such as
BPMN exists and no event log, then an event log can be
created by process simulation by selecting a Petri Net and then
loading the event log in the VR-Tablet, then implicitly a
simulation is run based on the model. If an event log already
exists, then it is not overwritten. By default, 100 process
executions are simulated using PM4Py to generate an event
log.

Given an event log, process discovery using PM4Py can
generate a Petri Net or a BPMN model based on the data,
invoked as shown in Listing 1. Petri Net generation uses the
heuristic miner algorithm, while BPMN uses the pmdpy
inductive miner algorithm. If only a BPMN model is provided
as input, then it is converted to a Petri Net. Further detail on
the algorithms is provided in the PM4Py documentation.

import pmédpy

petri_net = pmédpy.discover_petri_net_alpha (event_log)
bpmn = pmédpy.discover_bpmn_inductive (event_log)

Listing 1. Code snippet showing process discovery impementation.

C. Process Conformance Checking

Given a process model as a Petri Net and an event log,
pm4py’s process conformance via alignment is utilized, as
shown in Listing 2. A replay fitness (i.e. alignment) metric
score is returned by pmdpy, whereby a max value of 1
indicates the behavior contained in the event log is fully
conformant to the process model, whereas 0 indicates no
conformance whatsoever, and anything in-between partial
conformance. Further details are provided in the pm4py
documentation.
from pmdpy.algo.conformance.alignments.decomposed import

algorithm

from pmdpy.algo.evaluation.replay_fitness.algorithm import
evaluate, Variants

conf = algorithm. (event_log, net, im, fm)

alignment_score = evaluate (conf,
variant=Variants.ALIGNMENT_BASED)

Listing 2. Code snippet showing process discovery impementation.

D. Process Variant Plates

To support process variant analysis, a DFG algorithm
provides a summary of all process event transitions and
variants and how often each process variant was executed.
Figure 4. shows a DFG-based process map visualization result
using pm4py. A node represents an event. A graph consists of
a set of transitions between a set of nodes.
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Register (1104)

1104

Analyze Defect (2208)

k21
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e

783

Archive Repair (1000)

T Restart Repair (406)

Repair (Simple) (1570) [2%26

Figure 4. Example DFG-based process map result from pm4py.

Listing 3 shows the result of the parsed dataset providing
the number of transitions occurring between two events.

2 Counter ({

3 (" Test Repair’, ’'Test Repair’): 1333,

4 ("Register’, ’Analyze Defect’): 1104,

5 ("Analyze Defect’, ’'Analyze Defect’): 1104,
6 (" Test Repair’, ’'Archive Repair’): 795,

7 ("Repair (Simple)’, ’Test Repair’): 783,

8 ("Repair (Complex)’, ’Test Repair’): 720,

9 ("Analyze Defect’, ’'Repair (Complex)’): 528,
10

11 )

Listing 3. Snippet of a parsed DFG dataset.

For process variants, data is converted to a dictionary,
whereby all duplicates are removed so that each node exists
only once in the graph. The recursive list of fan-in relations
(nodes reaching this node) together with their occurrence
frequency provides the basis for a weighted directed graph as
shown in Listing 4. Aggregating the total occurrences across
all incoming transitions of a node (event) provides a total
frequency of that event across all process instances.

2 |

3 "Register": {

4 "start":

5 s

6

7 "Analyze Defect": ({

8 "Register": 1104,

9 "Analyze Defect": 1104
10 by

11

12 "Repair (Complex)": {

13 "Analyze Defect": 528,
14 "Repair (Complex)": 414,
15 "Inform User": 402,

16 "Restart Repair": 105
17 b

18

19 )

Listing 4. Recursive list of fan-in relations.
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V. EVALUATION

The evaluation of our VR solution concept is based on the
design science method and principles [25], in particular a
viable artifact, problem relevance, and design evaluation
(utility, quality, efficacy). Our case study focuses on
addressing the aforementioned challenges identified in the PM
Manifesto [5], which are: Improving Usability for Non-
experts, Improving Understandability for Non-experts, and
Combining Process Mining with other Types of Analysis. The
case scenarios are:

e Event Log Visualization and Comprehension

e  Process Discovery and Simulation Scenario
e  Process Conformance Checking Scenario

e Detailed Process Variant Analysis Scenario

e  Combining PM with other Types of Analysis
A. Event Log Visualization and Comprehension

Event logs contain data in formats that are not readily
comprehensible for stakeholders. The event log is visually
depicted in the form of a 3D nexus rather than text-based data,
improving understandability and comprehensibility, as shown
in Figure 5. A 3D nexus enables larger graphs to not take up
as much space and can be immersively explored without
requiring large navigational distances. Events are depicted as
spheres (white, green for start, and red for end), directional
edges as pipes (darker indicates the source or from side)
representing transitions to indicate the sequence direction.

Figure 5. Event log visualized in a nexus form with metrics on top left.

Selecting an event depicts detailed information about it, as
shown in Figure 6. Examples of relevant process information
include cost information or task duration information, if
available in the event log it can be depicted.
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Rejection sent

Count: 22
AvgDuration:  00:00:00
Total Cost: 0.0

Invite to job interview

Figure 6. Selected event in event log nexus depicts detailed information
related to the event.

B.  Process Discovery and Simulation Scenario

Process discovery generates a process model based on
event data. To demonstrate process simulation, a BPMN
model of a Hiring Process for ACME AG [26] was used,
shown in Figure 15. This is depicted in VR-PM in 3D in
Figure 16. A Petri Net generated by PM4Py can also be
depicted in VR-PM, as shown in Figure 17.

To support basic process variant analysis, the event log
can be used to analyze variants within the BPMN model, as
shown in Figure 18. Here, activities for any selected variant
are highlighted. Only one selected variant is highlighted at a
time in BPMN, limiting comparison but supporting simplicity.
For more detailed variant analysis, separate variant plate
visualization is offered as described later.

To support usability, any process model elements (Petri
Net or BPMN) can be repositioned, as shown for the
highlighted element in Figure 7 and Figure 8.

Figure 7. Selection of BPMN process model elements to reposition from
default layout.
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Figure 8. BPMN process model element repositioned.

Process simulation generates traces, which can vary in
their event sequences, as shown in Listing 5 versus Listing 6.
These result in process variants, each of which contains one
or more process instances that followed the same sequence.
Selecting a variant in the VR-Tablet result in its path being
highlighted in the process model, as was shown in Figure 18.
Since the generated BPMN does not necessarily convey all the
data available in the event log, a more detailed variant analysis
using panes with DFGs is offered, which is described later.

<?xml version="1.0" encoding="utf-8" 7>
<log xes.version="1849-2016" xes.features="nested-attributes" xmlns="http://www.
xes-standard.org/">
<trace>
<string key="concept:name" value="0@" />
<event>
<string key="concept:name" value="Ask sales admin for lead information" />
<date key="time:timestamp" value='"1970-04-26T18:46:40+00:00" />
<string key='"case:concept:name" value="0" />
</event>
<event>
<string key='"concept:name" value="Check company's financial statements" />
<date key="time:timestamp" value="1970-04-26T18:46:41+00:00" />
<string key="case:concept:name" value="0" />
</event>
<event>
<string key="concept:name" value="Check company's web site" />
<date key="time:timestamp" value='"1970-04-26T18:46:42+00:00" />
<string key='"case:concept:name" value="0" />
</event>
<event>
<string key='"concept:name" value="Generate report about the lead" />
<date key="time:timestamp" value="1970-04-26T18:46:43+00:00" />
<string key="case:concept:name" value="0" />
</event>
<event>
<string key="concept:name" value="Decide if lead is of interest" />
<date key="time:timestamp" value='"1970-04-26T18:46:44+00:00" />
<string key='"case:concept:name" value="0" />
</event>
</trace>

Listing 5. Example trace snippet from a generated XES event log.
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<trace>

<string key="concept:name" value="52" />

<event>
<string key="concept:name" value="Ask sales admin for lead information" />
<date key="time:timestamp" value="1970-04-26T18:54:40+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Check company's financial statements" />
<date key="time:timestamp" value="1970-04-26T18:54:41+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Check company's web site" />
<date key="time:timestamp" value="1970-04-26T18:54:42+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Generate report about the lead" />
<date key="time:timestamp" value="1970-04-26T18:54:43+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Decide if lead is of interest" />
<date key="time:timestamp" value="1970-04-26T18:54:44+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Retrieve sales presentation template" />
<date key="time:timestamp" value="1970-04-26T18:54:45+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Prepare sales presentation for the lead" />
<date key="time:timestamp" value="1970-04-26T18:54:46+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Call the lead" />
<date key="time:timestamp" value="1970-04-26T18:54:47+00:00" />
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Book a meeting" />
<date key="time:timestamp" value="1970-04-26T18:54:48+00:00"
<string key="case:concept:name" value="52" />

</event>

<event>
<string key="concept:name" value="Do the meeting" />
<date key="time:timestamp" value="1970-04-26T18:54:49+00:00" />
<string key="case:concept:name" value="52" />

</event>

</trace>

~

>

Listing 6. Further trace snippet sequence from a generated XES event log.

To demonstrate scalability and immersion in VR, a larger
BPMN insurance company model [25], containing 27
activities and 13 gateways, was evaluated, shown in Figure
19. This was loaded into VR-PM as shown in Figure 20.

C. Process Conformance Checking Scenario

Process conformance checking can be initiated by the
button on the VR-Tablet, as shown in Figure 21. The results
are displayed at the top of the VR-Tablet, showing the
percentage of fitting traces, the average fitness, and the log
fitness. This figure also shows multiple model representations
(event log nexus, BPMN, and Petri Net) simultaneously,
which may be helpful when analyzing conformance issues.

D. Detailed Process Variant Analysis Scenario

For detailed DFG-based process variant analysis, the
dataset consisted of randomly generated process variants
based on a software defect repair process (a snippet is shown
in Listing 7). A process variant represents multiple process
instances, whereby any process instance exhibits the same
sequence (or node transition) order.
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{

"variant": "Register,Analyze Defect,Analyze Defect,Inform User,
Repair (Complex),Repair (Complex),Test Repair,Test Repair,Archive
Repair",

""case:concept:name": 78

+

{

"variant": "Register,Analyze Defect,Analyze Defect,Repair (Simple),
Inform User,Repair (Simple),Test Repair,Test Repair,Archive
Repair",

""case:concept:name": 75

I

{

"variant": "Register,Analyze Defect,Analyze Defect,Repair (Simple),
Repair (Simple),Test Repair,Test Repair,Inform User,Archive
Repair",

""case:concept:name": 67

}l

{

"variant": "Register,Analyze Defect,Analyze Defect,Repair
(Complex),Repair (Complex),Test Repair,Inform User,Test Repair,
Archive Repair",

""case:concept:name": 64

}I

{

"variant": "Register,Analyze Defect,Analyze Defect,Repair (Simple),
Repair (Simple),Test Repair,Inform User,Test Repair,Archive

Repair",

""case:concept:name": 41

}I

{

"variant": "Register,Analyze Defect,Analyze Defect,Repair (Simple),

Repair (Simple),Test Repair,Test Repair,Restart Repair,Repair
(Simple),Inform User,Repair (Simple),Test Repair,Test Repair,
Archive Repair",

""case:concept:name": 29

}l

{

"variant": "Register,Analyze Defect,Analyze Defect,Inform User,
Repair (Simple),Repair (Simple),Test Repair,Test Repair,Archive
Repair",

""case:concept:name": 28

}I

{

"variant": "Register,Analyze Defect,Analyze Defect,Repair (Simple),
Repair (Simple),Test Repair,Test Repair,Inform User,Restart Repair,
Repair (Simple),Repair (Simple),Test Repair,Test Repair,Archive
Repair",

""case:concept:name": 21

+

Listing 7. Dataset snippet of randomized process variants (in JSON).

For variant analysis, the initial variant plate shows a DFG
with entire set of nodes and transition frequency; the plates
behind it depict the different process variants, as shown in
Figure 9. Each process variant is rendered on a separate 2D
plate stacked horizontally (as depth), thus the third dimension
allows the user to readily perceive the number of process
variants.
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Figure 9. Initial plate shows DFG with entire set of nodes and transition
frequency [1]. Each plate thereafter represents one process variant.

The variants are assigned a default ID with their
occurrence frequency indicated on top, as seen in Figure 10.

Variami: a

Oceurrence: 250

Procsse Varient: 2 - Oocurrenos: 129

Comples)

Figure 10. Partial process variant showing occurence frequency [1].

The total number of input transitions to a node represent
the total number of times that event occurred. Thus, the higher
this number, the higher the frequency. To represent this
visually, a ten-step color scale was used to map the frequency
between low activity (blue) and high activity (red), analogous
to mapping temperature, as shown in Figure 11. This can be
used to quickly identify frequently occurring events in a
process and help focus analysis and potential optimizations.
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Figure 11. Node color and edges in a DFG, from VR-ProcessMine [1].

As plates on a hyperplane, the relation to the process
model is supported by the hyperplane, yet each variant can be
considered separately and compared with others by moving
them with the affordance in the bottom left corner, as shown
in Figure 12. One can also collapse any that are irrelevant to
the analysis to reduce visual clutter.

A large set of different process models, and their variants,
can be depicted simultaneously, supporting larger cross-
process analysis scenarios as seen in Figure 13.

L’C[“Y,“ »

Figure 12. Anchor control for variant comparison or collapsing/expanding

[1].

Figure 13. Different processes can be displayed via different hyperplanes
[1].
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E. Combining PM with other Types of Analysis

PM analysis can provide significant operational insights,
yet additional enterprise knowledge or data may also be
relevant. Towards addressing this challenge, one advantage of
VR's unlimited space is its ability to represent multiple
heterogenous models simultaneously (Figure 21), which non-
experts can immersively explore. Further heterogeneous
hypermodeling capabilities in VR are exemplified with our
VR-EAT [8], which is based on diagrams generated by Atlas
and transformed in VR, and with our VR-EA [7], offering VR-
based ArchiMate diagrams, as shown in Figure 14. Thus, VR-
PM models can be placed side-by-side with other enterprise
models in VR, making deeper cross-model and cross-domain
analysis readily accessible to stakeholders, while enabling
operational insights to guide such analyses.

% BED: ',=——=“

’iﬂcmm

@

@™

Figure 14. VR-EAT [8] enterprise hypermodeling and analysis: Atlas-based
diagrams (left) and VR-EA [7] using ArchiMate-based diagrams (right).

F. Discussion

Towards addressing the aforementioned three PM
challenges, our solution concept seeks to improve the usability
and understandability for non-experts and enabling the
combination with other analyses. It does this by providing an
immersive VR  experience addressing visualization,
navigation, interaction, and data retrieval. This was shown via
common PM case scenarios:

. Event Log Visualization and Comprehension

. Process Discovery and Simulation Scenario

. Process Conformance Checking Scenario

. Detailed Process Variant Analysis Scenario

. Combining PM with other Types of Analysis

On the basis of these PM support scenarios, the solution
can further PM stakeholder engagement and collaboration,
such that they can intuitively interact with and comprehend
process models and evidence-based process event data, and
readily incorporate these in their daily work routines.
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VI. CONCLUSION

The increasing digitalization in enterprises and
organizations implies that the business, operational, and
industrial processes executed will increasingly also become
digitally accessible, offering a significant opportunity for
further uptake and engagement of stakeholders, such as
enterprise citizens. While current PM tools and techniques can
provide valuable insights for optimizing (business) processes,
these benefits can be hindered if insights are not readily
accessible to a larger (non-expert) stakeholder set, such as
those directly involved in performing these processes.

VR-PM contributes an immersive solution concept for
visualizing and interacting with process models (BPMN and
Petri Nets), process variants, process conformance checking,
and PM data in VR. Our realization shows its feasibility, and
the case-based evaluation provides insights into its
capabilities towards addressing certain challenges described
in the Process Mining Manifesto, in particular improving
usability, understandability, and the potential to combine PM
with other types of analysis.

Future work includes offering native editing capabilities to
the process models, the depiction of message flows, more
comprehensive PM analyses, deeper integration with our
enterprise hypermodeling VR-EA-TCK and VR-BPMN
solution concept, automatic filtering of process variants by a
node or transition of interest, enhanced collaboration support,
and a comprehensive empirical study.
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Figure 15. A BPMN model diagram of a hiring process for ACME AG [26].
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Figure 16. A BPMN model (ACME AG) depicted in 3D in VR-PM, showing count metrics on the legend on the right.
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Figure 17. Petri Net 3D visualization in VR-PM.
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Figure 18. VR-PM variant selection within the BPMN model highlights its corresponding activities.

2025, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

273



International Journal on Advances in Software, vol 18 no 3&4, year 2025, http.//www.iariajournals.org/software/ 274

Figure 19. Large BPMN model diagram (Insurance Company) [26].
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Figure 20. The large BPMN model (Insurance Company) depicted in 3D in VR-PM.
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Figure 21. VR-PM showing multiple model representations simultaneously (event log nexus left, BPMN top, Petri Net bottom) with compliance metrics.
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