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Abstract – The increasing demand for software functionality 
necessitates an increasing amount of program source code that 
is retained and managed in version control systems, such as Git. 
As the number, size, and complexity of Git repositories 
increases, so does the number of collaborating developers, 
maintainers, and other stakeholders over a repository’s lifetime.  
In particular, visual limitations of command line or two-
dimensional graphical Git tooling can hamper repository 
comprehension, analysis, and collaboration across one or 
multiple repositories when a larger stakeholder spectrum is 
involved. This is especially true for depicting repository 
evolution over time. This paper contributes VR-GitCity, a 
Virtual Reality (VR) solution concept for visualizing and 
interacting with Git repositories in VR. The evolution of the 
code base is depicted via a 3D treemap utilizing a city metaphor, 
while the commit history is visualized as vertical planes. Our 
prototype realization shows its feasibility, and our evaluation 
results based on a case study show its depiction, comprehension, 
analysis, and collaboration capabilities for evolution, branch, 
commit, and multi-repository analysis scenarios. 

Keywords – Git; virtual reality; visualization; version control 
systems; software configuration management; city metaphor. 

I.  INTRODUCTION 
This paper is an extended version of our original paper on 

VR-Git [1] and extends our solution to VR-GitCity, which 
incorporates a city metaphor. 

In this digitalization era, the global demand for software 
functionality is increasing across all areas of society, and with 
it there is a correlating necessity for storing and managing the 
large number of underlying program source code files that 
represent the instructions inherent in software. Program 
source code is typically stored and managed in repositories 
within version control systems, currently the most popular 
being Git. Since these repositories are often shared, various 
cloud-based service providers offer Git functionality, 
including GitHub, BitBucket, and GitLab. GitHub reports 
over 305m repositories [2] with over 91m users [3]. Even 
within a single company, the source code portfolio can 
become very large, as exemplified with the over 2bn Lines Of 
Code (LOC) accessed by 25k developers at Google [4]. Over 
25m professional software developers worldwide [5] continue 
to add source code to private and public repositories.  

To gain insights into these code repositories, various 
command-line, visual tools, and web interfaces are provided. 
Yet, repository analysis can be challenging due to the 

potentially large number of files involved, and the added 
complexity of branches, commits, and users involved over the 
history of a repository. Furthermore, the analysis can be 
hampered by the limited visual space available for analysis. It 
can be especially difficult for those stakeholders unfamiliar 
with a repository, or for collaborating with stakeholders who 
may not be developers but have a legitimate interest in insights 
to code development. Possible scenarios include someone 
transferred to the development team (ramp-up), joining an 
open-source code project, quality assurance activities, 
forensic or intellectual property analysis, maintenance 
activities, defect or resolution tracking, repository fork 
analysis, etc. Furthermore, while repositories are dynamic and 
retain historical information, it nevertheless can be 
challenging to readily convey these aspects intuitively using 
conventional Git tooling. Especially as the size of a repository 
grows in number of elements (subfolders and files), it 
becomes difficult to comprehend the “big picture” as to how 
it has been evolving, which areas were the focus for changing 
or adding code when, and depicting the final state. 

Virtual Reality (VR) is a mediated visual environment 
which is created and then experienced as telepresence by the 
perceiver. VR provides an unlimited immersive space for 
visualizing and analyzing models and their interrelationships 
simultaneously in a 3D spatial structure viewable from 
different perspectives. As repository models grow in size and 
complexity, an immersive digital environment provides 
additional visualization capabilities to comprehend and 
analyze code repositories and include and collaborate with a 
larger spectrum of stakeholders. 

As to our prior work with VR for software engineering, 
VR-UML [6] provides VR-based visualization of the Unified 
Modeling Language (UML) and VR-SysML [7] for Systems 
Modeling Language (SysML) diagrams. Our original paper 
described VR-Git [1], a solution concept for visualizing and 
interacting with Git repositories in VR. This paper contributes 
VR-GitCity, which extends our VR-Git visualization 
capabilities to incorporate a 3D treemap using a city metaphor 
to convey repository evolution of relative files sizes in Lines 
of Code (LOC), while using vertical planes for branch and 
commit analysis. Our prototype realization shows its 
feasibility, and a case-based evaluation provides insights into 
its capabilities for repository comprehension, analysis and 
collaboration. 

The remainder of this paper is structured as follows: 
Section 2 discusses related work. In Section 3, the solution 
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concept is described. Section 4 provides details about the 
realization. The evaluation is described in Section 5 and is 
followed by a conclusion. 

II. RELATED WORK 
With regard to VR-based Git visualization, Bjørklund [8] 

used a directed acyclic graph visualization in VR using the 
Unreal Engine, with a backend using NodeJS, Mongoose, and 
ExpressJS, with SQLite used to store data. GitHub Skyline [9] 
provides a VR Ready 3D contribution graph as an animated 
skyline that can be annotated. 

For non-VR based Git visualization, RepoVis [10] 
provides a comprehensive visual overview and search 
facilities using a 2D JavaScript-based web application and 
Ruby-based backend with a CouchDB. Githru [11] utilizes 
graph reconstruction, clustering, and context-preserving 
squash merge to abstract a large-scale commit graph, 
providing an interactive summary view of the development 
history. VisGi [12] utilizes tagging to aggregate commits for 
a coarse group graph, and Sunburst Tree Layout diagrams to 
visualize group contents. It is interesting to note that the paper 
states “showing all groups at once overloads the available 
display space, making any two-dimensional visualization 
cluttered and uninformative. The use of an interactive model 
is important for clean and focused visualizations.” UrbanIt 
[13] utilizes an iPad to support mobile Git visualization 
aspects, such as an evolution view. Besides the web-based 
visualization interfaces of Git cloud providers, various 
desktop Git tools, such as Sourcetree and Gitkracken, provide 
typical 2D branch visualizations.  

The city metaphor is a well-known software visualization 
paradigm. An early paper to apply it was the File System 
Navigator (FSN) [14], and although it did not explicitly use 
the word ‘city,’ it nevertheless used a landscape paradigm 
with a network of roads, buildings, and towns. MediaMetro 
[15] applies the metaphor to media documents. CodeCity [16] 
is a 3D software visualization approach based on a city 
metaphor with the Moose reengineering framework 
implemented in SmallTalk. In this context, Buildings 
represent classes, districts represent packages, and visible 
properties depict selected metrics. ExplorViz [17] uses a city 
metaphor for live trace exploration, implemented in 
JavaScript as a browser-based WebVR application using 
Oculus Rift together with Microsoft Kinect for gesture 
recognition. Code2CityVR [18], which is a VR implementation 
of the previously mentioned CodeCity [16], focuses on 
metrics and smells for Java code.  

In contrast to the above work, VR-GitCity utilizes a city 
metaphor for Git repositories in VR, depicting their dynamic 
evolution with regard to LOC size, while mapping familiar 2D 
visual Git constructs and commit content to VR to make its 
usage relatively intuitive without training. In contrast to other 
approaches that apply clustering, aggregating, merging, 
metrics, or data analytics, our concept preserves the 
chronological sequence of commits and retains their content 
details in support of practical analysis for Software 
Engineering (SE) tasks. To reduce visual clutter, detailed 
informational aspects of an element of interest can be obtained 
via the VR-Tablet.  

III. SOLUTION CONCEPT 
Our VR-Git solution concept is shown relative to our other 

VR solutions in Figure 1. VR-Git is based on our generalized 
VR Modeling Framework (VR-MF) (detailed in [14]). VR-
MF provides a VR-based domain-independent hypermodeling 
framework addressing four aspects requiring special attention 
when modeling in VR: visualization, navigation, interaction, 
and data retrieval. Our VR-SE area includes VR-GitCity (a 
superset of our VR-Git) and the aforementioned VR-UML [6] 
and VR-SysML [7]. Since Enterprise Architecture (EA) can 
encompass SE models and development and be applicable for 
collaboration in VR. Our other VR modeling solutions in the 
EA area include: VR-EA [19] for visualizing EA ArchiMate 
models; VR-ProcessMine [20] for process mining and 
analysis; and VR-BPMN [21] for Business Process Modeling 
Notation (BPMN) models. VR-EAT [22] integrates the EA 
Tool (EAT) Atlas to provide dynamically-generated EA 
diagrams, while VR-EA+TCK [23] integrates Knowledge 
Management Systems (KMS) and/or Enterprise Content 
Management Systems (ECMS).  

 
Figure 1.  Conceptual map of our various VR solution concepts. 

In support of our view that an immersive VR experience 
can be beneficial for a software analysis, Müller et al. [24] 
compared VR vs. 2D for a software analysis task, finding that 
VR does not significantly decrease comprehension and 
analysis time nor significantly improve correctness (although 
fewer errors were made). While interaction time was less 
efficient, VR improved the user experience, was more 
motivating, less demanding, more inventive/innovative, and 
more clearly structured. 

A. Visualization in VR 
A hyperplane is used to intuitively represent and group the 

commits related to a repository. Each commit is then 
represented by a vertical commit plane. These commit planes 
are then sequenced chronologically on the hyperplane as a set 
of planes. Since VR space is unlimited, we can thus convey 
the sequence of all commits in the repository. Each 2D plane 
then represents each file involved in that commit as a tile. 
These are then colored to be able to quickly determine what 
occurred. Green indicates a file was added, red a file removed, 
and blue that a file was modified. On the left side of the 
hyperplane, a transparent branch plane (branch perspective) 
perpendicular to the hyperplane and the commit planes depicts 
branches as an acyclic colored graph to indicate which branch 
is involved with a commit. This allows the user to travel down 
that side to follow a branch, see to which branch any commit 
relates, and to readily detect merges. Accordingly, the commit 
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planes are slightly offset vertically, as they dock to a branch, 
thus “deeper” or “higher” commits indicate how close or far 
they relatively are from the main branch. Via the anchor, 
commit planes can be manually collapsed (hidden), expanded, 
or moved to, for example, compare one commit with another 
side-by-side. In order to view the contents of a file, when a file 
tile is selected, a content plane (i.e., code view) extends above 
the commit plane to display the file contents. 

B. Navigation in VR 
A navigation challenge resulting from VR immersion is 

supporting intuitive spatial navigation while reducing 
potential VR sickness symptoms. We thus incorporate two 
navigation modes in our solution concept: gliding controls for 
fly-through VR (default), while teleporting instantly places 
the camera at a selected position either via the VR controls or 
by selection of a commit in our VR-Tablet.  While teleporting 
is potentially disconcerting, it may reduce the likelihood of 
VR sickness induced by fly-through for those prone to it. 

C. Interaction in VR 
As VR interaction has not yet become standardized, in our 

concept we support user-element interaction primarily 
through VR controllers and a VR-Tablet. The VR-Tablet is 
used to provide detailed context-specific element information 
based on VR object selection, menu, scrolling, field inputs, 
and other inputs. It includes a virtual keyboard for text entry 
via laser pointer key selection. As another VR interaction 
element, we provide the aforementioned corner anchor sphere 
affordance, that supports moving, collapsing / hiding, or 
expanding / displaying hyperplanes or vertical commit planes. 

IV. REALIZATION 
The logical architecture for our VR-GitCity prototype 

realization is shown in Figure 2.  Basic visualization, 
navigation, and interaction functionality in our VR prototype 
is implemented with Unity 2020.3 and the OpenVR XR 
Plugin 1.1.4, shown in the Unity block (top left, blue). Scripts 
utilize Libgit2Sharp [25] to access the Git commit history of 
one or more repositories from within Unity. Thus, data about 
the repository is not stored in a separate database but accessed 
on-the-fly, avoiding synchronization, data-loss, storage 
format, transformation, and other issues. Note that only 
realization aspects not explicitly mentioned in the evaluation 
are described in this section to reduce redundancy. 

 
Figure 2.  VR-GitCity logical architecture. 

Internally, a tree data structure is used to represent a 
repository. Directory nodes represent a folder characterized by 
a name and path, and may contain files or subfolders 
(children). File nodes keep references to the parent directory 

node that contains them. Dictionaries are used to track the 
state and the size of a node, with the commit SHA serving as 
a key and used to identify the time of a change. With each 
SHA commit stored in the dictionary, the difference via a file 
compare is performed and the delta as Lines of Code (LOC) 
is retained. 

For our city metaphor visualization, a directory node is a 
cuboid with equal x and z (depth) lengths. A bit matrix is used 
to distribute any children (folders or files) as compactly as 
possible, and these are stacked as cream-colored common 
height blocks in the y dimension (height). To follow the city 
metaphor, a building should be used to represent modules or 
in our case files. However, we wanted to primarily convey the 
dynamic evolution of the size of repository elements over 
time, rather than depicting any structural modularization. So, 
to be intuitive in visually transmitting the size information 
dynamically over time, we chose to utilize the metaphor of a 
glass of water and its fullness to represent the size state of any 
file. However, to not break with the city metaphor, these can 
be viewed as a glass skyscraper or glass elevator as shown in 
Figure 3.  It is a cuboid in blue glass tone, with the maximum 
LOC file size ever reached (relative to all others) represented 
by its height. Its current size is transparent glass with a glass 
level to show how full it is currently (relative to max), with a 
more greyish tone above to differentiate anything less than 
full. The final size is marked by a grey fat slab (like concrete). 
Selecting a certain commit via the VR-Tablet will depict its 
changes to the repository by coloring the aqua cuboid green 
for added files, red for deleted files, and blue for changed files. 

As to color choices, transparent (glass) was used as the 
default for building sides, in order to avoid buildings from 
hiding objects behind it, to better see the foundation, and for 
objects involved in a commit (opaque colors), to be more 
pronounced. This also permits the metaphor of a water glass 
with its fullness represented by slab levels. However, the 
building colors could readily be randomly distributed or 
custom-defined per object or folder by the user via a 
configuration file or the VR-Tablet. Also, in place of opaque 
colors, alternatively the border outlines of a building could be 
color-coded for the commit accordingly. 

 
Figure 3.  VR-GitCity: files as glass buildings stacked on their containing 
folders (box height is its all-time max LOC size, aqua slab its current size, 
and thick grey slab the final size). 
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The VR-Git view functionality supports detailed commit 
information visualization, with commits represented on 
vertical planes. To support interaction on specific commits, an 
anchor (ball) is placed on one corner of a hyperplane and is an 
affordance in order to move or expand/collapse an entire 
hyperplane, as shown in Figure 4.  The anchors are also placed 
at the left bottom corner of all commit planes and colored and 
aligned with the branch with which they are associated. 

 
Figure 4.  Vertical commit planes on hyperplane with anchor affordances. 

 
Figure 5.  Viewing Git commit messages in VR-Tablet.  

To support navigation, projects can be selected via the 
VR-Tablet and provide a teleporting capability to its project 
hyperplane or a specific commit plane. A list of Git commit 
messages including their commit ID (Secure Hash Algorithm 
1 (SHA-1)) and the date and timestamp in the VR-Tablet, as 
shown in Figure 5.  

V. EVALUATION 
For the evaluation of our solution concept, we refer to the 

design science method and principles [26], in particular, a 
viable artifact, problem relevance, and design evaluation 
(utility, quality, efficacy). For this, we use a case study 
applying four Git repository scenarios in VR:  

A. Repository evolution scenario  
B. Branch analysis scenario 
C. Commit analysis scenario 
D. Multi-Repository Analysis Scenario 

A. Repository Evolution Scenario 
To support repository evolution comprehension and 

analysis, the VR-GitCity city metaphor depiction is used. Two 
Repositories, denoted as R1 and R2, were used as the basis for 
the scenario depictions. Note that the counting utility ignored 
file types and code unfamiliar to it.  
• R1 consists of approximately 23 (sub)folders, 99 files, 

and at least 47K LOC (across ~50 files with JSON, 
HTML, JS, XML, CSS, and Markdown), as can be seen 
in Figure 6.  

• R2 consists of approximately 660 (sub)folders,  2700 
files, and at least 123K LOC (across ~377 files with C# 
and JSON), as shown in Figure 7.  

 
Figure 6.  R1 cloc report. 

 
Figure 7.  R2 cloc report. 

In VR, the front and side views of the repository show 
aligned stacked cream-colored blocks as (sub)folders that 
provide a single quick overview of the involved (sub)folders 
and their containing parent, as seen in Figure 8.  

 
Figure 8.  VR-GitCity R1 front view showing aligned stacked (sub)folders. 
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The deepest path of subfolders is placed on the front, thus 
the rear view typically shows a declining set of folder blocks 
with regard to height, as seen in Figure 9. Thus, the greatest 
depth of folder containment can be readily determined.  

 
Figure 9.  VR-GitCity R1 rear view with declining (sub)folder foundation. 

Where applicable, additional parallel subfolders may be 
viewed from the left or right side based on placement, as seen 
in Figure 10. A closeup from the rear is shown in Figure 11.  

 
Figure 10.  VR-GitCity R1 side view with parallel folder depiction. 

 
Figure 11.  VR-GitCity R1 closeup from the rear. 

When conveying the elements affected by a specific 
commit selected in the VR-Tablet, green is used to indicate 
that files were added, as shown in Figure 12. Red is used for 
deleted files, as shown in Figure 13. The glass thin slab level 
shows the current relative size in LOC compared to other files, 
with the max size being the cuboid overall height, with a thick 
grey slab conveying the final file size.  

 
Figure 12.  VR-GitCity R1 showing added files in green. 

 
Figure 13.  VR-GitCity R1 showing deleted files in red. 

Blue is used to convey files that were changed by a 
commit, as shown in Figure 14. Thus, by scrolling through 
commits on the VR-Tablet, a dynamic changing picture 
equivalent to a video of the repository evolution is presented. 
In portraying the maximum size as well as the end final size, 
it can be understood to show the evolution of any single 
element to its maximum as well as end target size, while not 
forgetting the maximum it once had if it later shrunk (as a type 
of ghosting) or a file was removed. 
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Figure 14.  VR-GitCity R1 showing changed files in blue. 

 
Figure 15.  VR-GitCity R1 overview. 

An overview of repository R1 can be seen in Figure 15. It 
visually and immersively conveys the grouping and 
containment of elements in subfolders, the number of files, the 
maximum relative sizes achieved, the current size as a fill 
level, and the affected elements by a specific commit via 
colors. 

 
Figure 16.  VR-GitCity R2 overview. 

 
Figure 17.  VR-GitCity R2 indicating a changed file in center as blue. 

To test the scalability of the concept, the repository R2 was 
used and is shown in Figure 16 and Figure 17. Note that R2 
consists of over 600 subfolders and almost 10K files. While 
these screenshots are not intended to be legible in this paper, 
they portray the capability of VR-GitCity to scale to very large 
repositories and provide a “big picture” of their evolution over 
time. Up close via immersion, fly-through navigation, 
selection, and the VR-Tablet, additional detailed information 
about an element or affected files in a commit can be 
determined. 

 

B. Branch Analysis Scenario 
To support branch analysis, our hyperplane concept with 

vertical planes is used. To the left side of a hyperplane, an 
invisible branch graph plane is rendered perpendicular to the 
hyperplane and a color-coded list of all the branches can be 
seen next to the first commit plane, seen in Figure 18. These 
colored labels can be used for orientation. By selecting a 
branch label, the user can be teleported to the first commit of 
that branch. We chose not to repeat the branch labels 
throughout the graph to reduce the textual visual clutter. 
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Figure 18.  VR-Git branch overview. 

The branch perspective of the hyperplane (its left side) 
shows a contiguous color-coded graph of the branches as 
shown in Figure 19. Commit plane heights offset based on the 
branch to which they are associated. This can provide a quick 
visual cue as to how relatively close or far the commit is from 
the main branch. A merge of two branches is shown in Figure 
20.  

 
Figure 19.  VR-Git branch tree graph. 

 
Figure 20.  Branch merge. 

 
Figure 21.  Example Git log terminal output 

As a reference, the terminal output in Git is shown in 
Figure 21. In contrast, VR-Git provides equivalent branch 
information, providing the labels and also using different 
branch colors and spatial offsetting to indicate which branch a 
commit relates to. To reduce visual clutter, commit messages 
are not shown on the planes, but rather the VR-Tablet, which 
includes the commit messages, timestamp, and commit ID 
(SHA). Note that the commit ID is displayed at the top of each 
commit plane to both differentiate and identify commits. 

C. Commit Analysis Scenario 
Git commits are a snapshot of a repository. In a typical 

commit analysis, a stakeholder is interested in what changed 
with a commit, i.e., what files were added, deleted, or 
modified. To readily indicate this, tiles labeled with the file 
pathname are placed on the commit plane to represent 
changed files, with colors of green representing files added, 
blue changed, and red for deleted. This is shown in Figure 22. 
In addition, the number of lines of text are shown at the bottom 
or a tile, with positive numbers in green indicating the number 
of lines added, and negative red values below it for the lines 
removed. 

 
Figure 22.  Commit files added (green), changed (blue), deleted (red); 
number of lines affected indicated in each tile at the bottom. 

The ability of VR to visually scale with commits affecting 
a very large number of files is shown in Figure 23. As we see, 
there is no issue displaying the data, and VR navigation and 
the VR-Tablet can be used to analyze the commit further. 

 
Figure 23.  VR-Git commit visual scaling example for a very large file set. 
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Figure 24.  Dual repository comparison with a branch focus. 

 
Figure 25.  Multiple repositories from a wide perspective. 
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Commits affecting a large number of files can be readily 
determined, as seen in Figure 26. This can support analysis to 
quickly hone in on commits with the greatest impacts. 

 
Figure 26.  Multiple repositories showing commits affecting a large number 
of files. 

 
Figure 27.  Code View: collapsed and scrollable (left) and expanded (right). 

By selecting a specific tile (file), a file contents plane (i.e., 
code view) pops up displaying the contents of that file for that 
commit, seen in Figure 27. Since file contents can be too 
lengthy and wide for practical depiction in our VR-Tablet, we 
chose to display the plane above the commit plane, providing 
a clear association. The contents are initially scrollable, and 
can be expanded with the plus icon to show the entire file 
contents if desired. Since VR is not limited, one can navigate 
by moving the VR camera to any part of the code plane to see 
the code there. 

D. Multi-Repository Analysis Scenario 
To support multiple repository analysis, hyperplanes are 

used to represent each separate repository. Via the anchors, 
these can be placed where appropriate for the user. Branch and 
commit comparisons can be made from the branch 
perspective, with visual cues being offered by the element 
tiles, as shown in Figure 24. Here, one can see how the 
branches developed with their commits. A larger visual 
depiction of multiple repositories is shown in Figure 25.  This 
shows how the VR unlimited space can be used, e.g., to 
determine which ones involved more commits, or where 
larger commits with more elements were involved via the 
extended commit planes. 

E. Discussion 
In summary, the evaluation showed that VR-GitCity 

supports comprehension and analysis for key Git scenarios in 
VR, including a repository’s evolution, commits, branches, 
and scalable multi-repository comparisons. The city metaphor 
is used to convey the dynamic evolution of a repository 
visually and immersively, depicting the grouping and 
containment of elements in subfolders, the number of files, the 
maximum relative sizes achieved, the current size as a fill 
level, and colors affected elements of a specific commit. 
Branch comprehension and analysis were supported via the 
branch plane. Commit comprehension and analysis were 
supported via the commit planes, which readily showed the 
number of files involved in a commit (based on the number of 
tiles) and via their color if they were added, removed, or 
changed. The metrics in each tile show the number of lines 
affected. Multi-repository analysis showed the potential of 
VR to display and compare multiple repositories, where the 
limitless space can be used to readily focus and hone-in on the 
areas of interest or differences between repositories. This type 
of visual, immersive multi-repository analysis could support 
fork analysis, intellectual property analysis and tracking, 
forensic analysis, etc. 

VI. CONCLUSION 
VR-GitCity contributes an immersive software repository 

experience for visually depicting and navigating repositories 
in VR. It provides a convenient way for stakeholders who may 
not be developers yet have a legitimate interest in the code 
development to collaborate. This can further the onboarding 
of maintenance or quality assurance personnel. The solution 
concept was described and a VR prototype demonstrated its 
feasibility. Based on our VR hyperplane principle, 
repositories are enhanced with 3D depth and color. Interaction 
is supported via a virtual tablet and keyboard. The unlimited 
space in VR facilitates the depiction and visual navigation of 
large repositories, while relations within and between 
artifacts, groups, and versions can be analyzed. Furthermore, 
in VR additional related repositories or models can be 
visualized and analyzed simultaneously and benefit more 
complex collaboration and comprehension. The sensory 
immersion of VR can support task focus during 
comprehension and increase enjoyment, while limiting the 
visual distractions that typical 2D display surroundings incur. 
The solution concept was evaluated with our prototype using 
a case study based on typical Git comprehension and analysis 
scenarios: branch analysis, commit analysis, and multi-
repository analysis. The results indicate that VR-Git can 
support these analysis scenarios and thus provide an 
immersive collaborative environment to involve and include 
a larger stakeholder spectrum in understanding Git repository 
development. 

Future work includes support for directly invoking and 
utilizing Git within VR, including further visual constructs, 
integrating additional informational and tooling capabilities, 
and conducting a comprehensive empirical study. 
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Abstract—The impact of a supplier or transportation link
breakdown in a supply chain can strongly differ depending on
which nodes/links are affected. While the breakdown of produc-
ers of rarely needed products or backup suppliers might result
in no or only minor repercussions, the breakdown of central
suppliers or transportation links, also called critical nodes/links,
can be fatal and may cause a severe delivery delay or even a
complete production failure of certain product lines. Therefore,
it is of high importance for a company to identify its critical
nodes/links in the supply chain and take precautionary actions
such as organizing additional backup suppliers or alternative
ways of transportation. In this paper, we describe a novel method
to identify critical groups, nodes, and links in a supply chain
based on robust optimization, which has the advantage that
supply chain risks are considered, and also precise risk cost
estimates regarding the possible breakdown of each supplier node
are provided. Afterwards, we introduce the concept of Critical
Groups, which is a generalization of Critical Nodes to potentially
more than one supplier. Finally, we demonstrate this method on
an example supply chain and discuss its distribution of critical
nodes, links, and groups.

Keywords—supply chain management; critical nodes; critical
groups; critical links; robust optimization; supply chain risks.

I. INTRODUCTION

Note that this paper is an extended version of [1]. In
comparison to the original paper, we revised and extended
our optimization model to include change-over costs and fixed
penalties. In addition, we discuss an important generalization
of critical nodes that we term critical groups.

Supply chain disruption may cause severe loss of sales and
revenue. Therefore, a thorough risk analysis of the supply
chain is of high importance. Falasca et al. [2] identified three
major determinants of supply chain risks, which are:

• Density (cf. Figure 1)
• Complexity (cf. Figure 2)
• Critical Nodes (cf. Figure 3)
The first determinant of supply chain risks according to

Falasca et al., supplier density relates to the number of
suppliers residing inside a certain region. In this paper, we
slightly generalize the concept of density according to Falasca
and Craighead [2], [3] and also refer to a high density if a
high number of suppliers reside in the same country even
if these suppliers might not be geographically located close
to each other. A high density increases the probability of
joint supplier failures due to similar geological, economic,
or political influences on neighboring suppliers. We will call
a group of neighboring suppliers with a high joint dropout
impact a critical group.

Craighead et al. [3] assess the complexity of a supply chain,
which is the second determinant of supply chain risks, by
the number of its nodes (suppliers) and edges (transportation
links). The more complex the supply chain is, the higher can
be the supply chain risk since a highly complex supply chain
structure can complicate the logistics as well as the production
processes. However, the authors point out that a high complex-
ity can also mean that the supply chain contains redundancies
and backup suppliers, which would increase its resilience.
Consider as an example the supply chain in Figure 2. If
supplier A breaks down on the low-complexity supply chain
on the left subfigure, the whole chain is interrupted and non-
operational because the goods on the left side of the subfigure
can no longer be transported to any of the suppliers on the right
side. However, on the more complex supply chain on the right
subfigure, supplier A can partly be bypassed by nodes B and
C, which effectively mitigates a potential failure of node A.
Thus, the effect that a high complexity has on the supply chain
risk is not as clear as for the other two determinants (density
and critical nodes). Therefore, we chose not to propose an
assessment measure for supply chain complexity and will not
discuss this topic any further in the remainder of this paper.

Finally, the third determinant of supply chain risk is given
by its critical nodes. Craighead et al. [3] define criticality as
the relative importance of a given node or set of nodes within a
supply chain (see Figure 3). A breakdown of a critical node has
typically severe implications, such as serious delay or even a
complete collapse of the production process for certain product
lines, which can result in non-fulfillment of customer demand.
Consequently, the affected company suffers lost revenue and
faces a potential non-delivery contract penalty. Thus, it is of
great importance to identify the critical nodes in the supply
chain and mitigate their possible breakdown risks by imple-
menting precautionary measures such as organizing backup
suppliers.

The concept of critical nodes can also be transferred to
important transportation links. A link in a supply chain de-
notes a certain transport mode (e.g., airplane, truck, or ship
transportation) and a route between two suppliers or between
a supplier and a customer. Analog to the definition of critical
nodes, a critical link denotes a link that is of high importance
for the total supply chain. Critical links should therefore be
secured by identifying alternative means of transportation.

The rest of the paper is structured as follows. Related work
is given in the upcoming section (Section II). The employed
optimization model is given in Section III. In Section IV, we
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Fig. 1. Different degrees of supply chain density [2].

Fig. 2. Different degrees of supply chain complexity, slightly modified from [2].

Fig. 3. Supply chain with (right) and without a critical node (left) [2].
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describe how the node criticality is assessed and discuss the
obtained results. Critical groups are discussed in Section V.
Finally, we conclude the paper with Section VI where we
summarize our contribution and give potential future work.

II. RELATED WORK

Zhang and Han [4] as well as Yan et al. [5] propose to use
network centrality (especially degree, betweenness centrality,
and eigenvalue centrality) as indicators for the criticality of a
node in a supply chain.

Gaura et al. [6] assess the criticality of a certain network
node by determining the decrease in network efficiency when
this node is removed from the network. The network efficiency
is measured by the normalized sum of the reciprocal of graph
distances between any two nodes in the network. Prior to
applying their approach, nodes with low clustering indices are
removed from the network, wherefore the authors termed their
approach clustering-based.

The approaches described so far assess a node’s criticality
alone by topological network measures. In contrast, Falasca et
al. [2] propose to also consider throughput through the supply
chain but fail to suggest a concrete measure. Sabouhi et al.
[7] consider a node as critical, if the throughput through this
node as determined by solving a linear optimization problem,
exceeds a certain predefined threshold. However, this measure
does not take the use of backup suppliers into account as we
do here, which can de facto reduce the node criticality of
alternative suppliers.

There are also some existing approaches to identify critical
links. Scotta et al. [8] introduce the so-called Network Ro-
bustness Index (NRI), “for evaluating the critical importance
of a given highway segment (i.e., network link) to the overall
system as the change in travel-time cost associated with
rerouting all traffic in the system should that segment become
unusable.” Note that the NRI only takes costs into account that
are directly transportation-related but disregards repercussions
of item non-delivery for downstream production processes as
we considered in our proposed method.

We chose to use a robust optimization model as a basis for
our risk cost estimation. Such a model is oftentimes employed
for supply chain optimization under uncertainties. Kim et
al. introduce [9] such a model, which maximizes profit in
a closed-loop supply chain scenario also considering repairs
and recycling of products and materials. The uncertainty
arises since the available budget for uncertainties and repairs
is unknown and can assume one of possible three values.
Babazadeh and Jafar Razmi [10] propose a mixed integer
linear programming model based on robust optimization that
minimizes production, inventory, and transportation costs un-
der 4 different economic growth scenarios.

Alternatives to the scenario-based robust/stochastic opti-
mization approach are the use of the value at risk and the
conditional value at risk. The value at risk specifies a certain
quantile of the probability density function of the production
loss. The closer this quantile is to the expected value of the
distribution, the less is the variance of the loss and therefore

also the risk. In contrast, if this quantile is located far away
from the expected value, the probability density curve must
be quite flat and therefore the variance and also the supply
chain risk are rather high. Thus, the distance between the
value at risk and expected value should be minimized for
obtaining a low-risk supply chain configuration. Khorshidi
and Ghezavati [11] use the value at risk approach to obtain
the best possible location of facilities to minimize production
loss. The downside of the value at risk-based methods is that
they consider only a single location on the probability density
curve, which can make this measure unreliable as risk estimate
in certain situations. Therefore, nowadays, the value at risk
is oftentimes replaced by the conditional value at risk that
considers the weighted average of the loss beyond the chosen
quantile. A supply chain optimization approach based on the
conditional value at risk is introduced by Azad et al. [12]. In
particular, they minimize the conditional value at risk of the
lost capacity to determine the optimal amount of investment
for opening and operating distribution centers. We opted for
the scenario-based robust optimization approach since value at
risk as well as conditional value at risk require the probability
distribution of the production loss/costs, which is difficult to
obtain in practice.

III. EMPLOYED OPTIMIZATION MODEL

Our approach is based on robust optimization, which itself
is based on stochastic optimization, which again is based on
a deterministic optimization model.

We describe each of these three models subsequently in the
following sections starting with the most basic one.

A. Deterministic optimization model

The deterministic model disregards any potential risk for
the supply chain and determines the minimum costs of the
so-called “happy flow”, which denotes the best-case situation
that no supply chain disruption occurs. Since such a model
contains no stochastic part, it can be computed very efficiently.
Note that we use, due to the computational complexity of the
stochastic and robust model, a single period of 12 months for
all of our 3 optimization models, over which we aggregate the
total customer demand.

The following constants must be specified beforehand:
• djz: demand at location j for product z
• cij : cost to move one kg over one km from location i to

j
• pciz: cost to produce one item of product z at supplier

location i
• axz: number of items of product x to produce one amount

of product z
• capiz: production capacity of product z at supplier loca-

tion i
• iniz: initial number of items of product z contained in

the inventory at supplier location i
• iciz: inventory cost for storing z at location i
• dist ij : geographical distance between locations i and j
• weightz: weight of product z
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• coci: change-over costs of supplier i. These costs arise
if the supplier produces at least one item. Later on in
the stochastic and robust optimization model, we assign
change-over costs to all suppliers that are not part of
the Happy Flow scenario, i.e., the scenario without any
supply chain disruptions.

The following decision variables are to be determined by the
optimizer:

• Tijz: number of items z that are moved from location i
to j

• IT il: internal transfer of item l from inventory at location
i

• Piz: number of items z produced at supplier i
• WT iz: number of items z removed from the warehouse

of supplier i
• US i: use supplier i in the supply chain
Model constraints:
• djz ≤

∑
i Tijz: demand of item z at location j is met

•
∑

z alzPiz = IT il+
∑

k Tkil: number of items l required
to build items z at location i

• Piz ≤ capiz: supplier at node i can at most produce capiz

items for product z
• Piz+WT iz ≥

∑
j Tijz+IT iz: produced + removed from

the inventory of supplier i ≥ number of items transported
from supplier i

• WT iz ≤ iniz for each item z and supplier i: inventory
contents cannot become negative

• US i = 1 ⇔
∑

z Piz > 0: A supplier i is considered to be
used in the supply chain if it produces at least one item.
This constraint is implemented by means of the so-called
big-M approach.

The following objective is used:
Min. coststotal with:

coststotal : =
∑
ijz

Tijzcijzdist ijweightz

+
∑
iz

(Pizpciz + iniziciz) +
∑
i

US icoci
(1)

B. Stochastic optimization model

The stochastic model takes supply chain risks into ac-
count and computes the expected value of the supply chain
costs (E(C)) determined over all generated risk scenarios.
In a stochastic optimization setting, the set of risk scenarios
describes the potential hazards for the whole supply chain.
Hence, the nine scenarios from our case company’s supply
network are used as input for the stochastic optimization
approach, which are given in Table I.

The stochastic optimization model determines the minimal
supply chain costs under these risks and estimates the supply
network resilience of the entire supply chain. Note that certain
inventory costs are currently still disregarded in our model
but may be considered for future work. We have expanded
our initial deterministic optimization model as follows. First,
each decision variable is assigned an additional index denoting

TABLE I
SUPPLY CHAIN DISRUPTION RISK SCENARIOS FOR OUR EXAMPLE SUPPLY

CHAIN.

Number Risk Scenario

1 Product line simplification of supplier 1 - supplier no
longer delivers the component due to strategy change

2 Product line simplification of supplier 2 - supplier no
longer delivers the component due to strategy change

3 Covid19 pandamic
4 Cyber attack
5 Transport disruption
6 Supplier disruption due to export restrictions
7 Delivery problems of a certain part from supplier 3
8 Delivery problems of a certain part from supplier 4
9 Happy Flow - no disruptions

the associated risk scenario. For instance: Pizs denotes the
number of item z produced at location i in risk scenario s.
Furthermore, an additional decision variable named Missed jzs

has been included to denote the shortfall of a produced
item z at location j for risk scenario s with respect to the
actual demand. To represent the effect of a missed demand,
we define a variable (per item) non-delivery penalty term
penjz . The penalty is invoked when the demand for item j
and location z cannot be met (Missed jzs > 0). The non-
delivery penalty comprises lost revenue and a possible contract
penalty. As a result, the demand constraint changes as follows:
djz ≤ Missed jzs +

∑
i PizsTijzs for every scenario s and the

objective function becomes:

Min. E(C) (2)

where

E(C) :=
∑
s

Csps

=
∑
ijzs

Tijzscijzdistijweightzps

+
∑
izs

(Pizspciz + iniziciz)ps

+
∑
jzs

vpjzMissed jzsps

+
∑
jzs

1Missedjzs>0fpjsps

( Missed demand is penalized.)

+
∑
is

US iscocips

(3)

with ps specifying the probability of occurrence of risk sce-
nario s and Cs denoting the total supply chain cost in the
broad sense (see Section III-C) as follows

Cs :=
∑
ijz

Tijzscijzdist ijweightz

+
∑
iz

(Pizspciz + iniziciz)
(4)
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+
∑
jz

vpjzMissed jzs

+
∑
jz

1Missedjzs>0fpjs

+
∑
i

US iscoci

The expression 1Missedjzs>0fpjs is modeled by means of a
big-M approach. The supply chain cost estimate is given by the
objective of this stochastic optimization problem formulation.

C. Robust optimization model

A supply chain disruption can cause an unmet demand,
which decreases the production, transportation and inventory
costs (costs in the narrow sense), since fewer items are
produced, transported and stored but increases the sum of
the costs in the narrow sense and non-delivery penalties
comprising of lost revenues and a potential contractually
agreed payment (costs in the broad sense). We differentiate
between a variable per-item penalty and a fixed non-delivery
penalty that is imposed as soon as a certain number (here 1)
of items could not be delivered. The aggregated variable non-
delivery penalties and the decrease in costs in the narrow sense
are considerably correlated with each other. Therefore, unmet
demand causes a non-negative costs variance for both the costs
in the narrow and in the broad sense. Furthermore, a supply
chain setting that minimizes the variance of the costs in the
narrow sense would also have a comparatively small variance
of the costs in the broad sense. A high variance of costs means
a high unsureness about the actual costs and therefore a high
risk. Thus, it is an important aim for a risk-averse decision
maker to reduce the unsureness and therefore also the costs
variance. We decided aiming to minimize the variance of the
costs in the broad sense, since otherwise, the imposition of a
fixed (item-independent) non-delivery penalty would not have
any influence on the costs variance since the optimization
objective already contains the variable non-delivery penalty.

The robust model introduces an additional constant σ that
specifies the risk affinity of the decision-maker [10] [13].
Large values of σ cause a considerable increase in the costs
accounting for the unsureness about the actual costs. Thus,
a risk-averse decision-maker would select a rather high σ,
whereas a risk-tolerant decision-maker would select a small
value or drop this term altogether. Thus, the objective function
changes to:

Min. E(C) + σV(C) (5)

where E(C) is defined in Equation 4. Since the computation
of the variance requires quadratic programming, we decided
to approximate it by the absolute variance [10] [14]:

Vabs(C) :=
∑
s

ps|Cs − E(C)| (6)

The absolute variance can be modeled by linear programming
as follows. First, we introduce additional non-negative de-

cision variables : ϕ(s)+ und ϕ(s)− with the following two
constraints:

ϕ+
s ≥ ps(Cs − E(C))

ϕ−
s ≥ ps(E(C)− Cs)

(7)

The objective function is then given by:

Min. E(C) +
∑
s

σ(ϕ+
s + ϕ−

s ) (8)

ϕ+
s captures the part of the variance, where the costs exceed

their expected value, whereas ϕ+
s captures the remaining part,

where the costs fall below their expected value. It can be
shown that for the absolute variance, both parts must coincide.
Thus:

ϕs := ϕ+
s = ϕ−

s (9)

With this, the constraints in (7) simplify to [14]:

ϕs ≥ ps(Cs − E(C)) (10)

and the objective function changes to

Min. E(C) +
∑
s

σ · 2ϕs (11)

We call the objective value of this optimization problem the
risk costs of the associated supply chain in the remainder of
the paper.

IV. ASSESSING NODE CRITICALITY

Thus far, we have explained our robust optimization model,
which is the basis for our proposed node criticality assessment.
In particular, the robust optimization method as described
above estimates the supply chain‘s risk costs that are com-
posed of the expected total supply chain costs considering
several disruption risk scenarios and their variance. A large
variance implies that the supply chain costs can vary strongly
depending on the occurred risk scenarios. In this case, there
is high uncertainty about the incurring costs and therefore
the overall supply chain risk is quite high. In contrast, low
variance means that the supply chain costs do not deviate much
across the scenarios. In this case, the overall supply chain risk
remains small. The risk costs are leveraged in our approach
for identifying the critical nodes of the supply chain.

By using risk costs instead of ordinary deterministic costs,
we obtain more accurate criticality assessments of the nodes.
Consider for example the case, that an important supplier S
is backed up by a second supplier, which is threatened by
probable bankruptcy. In a deterministic setup, the supplier S
would be assigned a low criticality because of the provided
backup supplier. However, in case supply chain risks are
considered, the criticality of supplier S remains high due to
the foreseeable default of the backup supplier.

In our approach, a supplier node is considered critical,
if its complete breakdown causes a high increase in risk
costs of the supply chain, which can be estimated by our
robust optimization approach. In contrast, a node is considered
uncritical, if the total risk costs of the supply chain do not
change in case the associated supplier breaks down and can no
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Fig. 4. Part of our example supply chain, where supplier nodes and transportation links are colored according to their criticality.

Fig. 5. Boxplot comparing the costs distribution of nodes and groups.

longer produce or deliver any goods. Therefore, we consider
the criticality of a node being proportional to the overall risk
costs increase of the supply chain when the node in question
is removed. We will call in the remainder of the paper the risk
costs of the supply chain, in which a certain supplier node n
is removed, the risk costs of this node n.

A node in the supply chain network can represent either a
supplier or a customer, while the edges represent transportation
links either between two suppliers or between a supplier and
a customer. We consider in the following an example supply
chain with 40 customers, 80 suppliers, 200 components and
products, 200 transportation links, and 400 product demands.
Due to its size, we only depict a part of the total supply
chain in Figure 4, which has similar characteristics in terms
of critical links and nodes as the total supply chain.

Each supplier node in this network is colorized according to

its criticality. Suppliers are colored green if the risk costs of the
supply chain are not increased by its potential breakdown, they
are colored yellow if the supply chain risk costs are increased
by a certain threshold factor f1 (we use 30%), and red if the
costs were increased by a second larger threshold factor f2
(we use 60%) or more. Note that the exact values of factors
f1 and f2 can vary depending on the corporate branch and the
degree of competition. For costs increases between 0 and f1,
we interpolate the RGB color values linearly between green
(red=0, green=255, blue=0) and yellow (red=255, green=255,
blue=0), for costs increased between f1 and f2, we interpolate
the color values between yellow and red (red=255, green=0,
blue=0). Customers are not associated with any production
risks and therefore their associated graph nodes are not colored
and instead visualized by unfilled circles. The entire process
is illustrated in the form of pseudocode in Figure 6.
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Like critical nodes, we also visualize critical links in the
supply chain. Analog to the node case, they are colored in
green if uncritical, in yellow if somewhat critical, and in red
if critical. Again, mixtures of the colors red and yellow as
well as green and red are possible. In case there are several
transportation modes available between two connected nodes,
we consider only the most critical mode for the visualization.
Note that a link originating from an uncritical supplier node
must also be uncritical. However, the opposite does not hold.
A link originating from a critical supplier node, can be con-
sidered uncritical, if alternative (backup) transportation modes
are available.

The most critical node in our example supply chain would
increase the risk costs by 50% in case of failure. Furthermore,
by far the largest part of the suppliers is considered rather crit-
ical by our chosen definition of f2, which is caused by the fact
that backup suppliers are missing in most cases. The remaining
suppliers are to the same part either non-critical (visualized in
green) or somewhat critical (visualized in yellow). In contrast,
the distribution of links is much more balanced. Almost
56% of the links are regarded as critical, the rest is either
somewhat critical or uncritical. In particular, transportation
links leading to a customer are all considered uncritical due
to existing alternative transportation modes, while most of the
inter-supplier links are critical. Optimally, the decision-maker
should supply backup suppliers/transportation modes for all
critical nodes and links so that all critical nodes / links become
somewhat critical or uncritical.

V. IDENTIFICATION OF CRITICAL GROUPS

A high supply chain density is not critical per se but only
if all suppliers located in a close proximity have a common
risk trigger like a natural disaster (see Figure 7) or certain
political or economic circumstances (cf. [15] for an overview
of major supply chain disruption risks). We call a group of
such suppliers critical if their common failure would have a
strong impact on the total supply chain costs. A critical group
is in principle an extension of the concept of a critical node.
Members of the same critical group are oftentimes located
in a geographical neighborhood, although this is not a strict
requirement. The criticality of a group is determined analogous
to the criticality for nodes or link as presented earlier by risk
costs. In particular, the risk costs of a group are given by
the risk costs of the supply chain (including lost revenue and
potential contract penalties due to missed demand) in which
all the individual group members are blocked and are not
able to produce (and potentially also deliver) any goods. A
group is considered critical if the failure of the entire group
considerably increases the supply chain costs so that they
exceed a certain predefined threshold value.

The identification of critical groups gives the decision
maker another criteria to identify potential weaknesses and
bottlenecks in the supply chain. After their identification, s(he)
has the following options to mitigate potential repercussions
of a complete group failure.

1: procedure GET RISK COSTS COLOR(nodes ,costshf )
2: Input nodes: list of total supply chain nodes
3: Input costshf : “happy flow” costs
4: red := (255, 0, 0)
5: green := (0, 255, 0)
6: yellow := (255, 255, 0)
7: hm := {} # associated risk costs of a node
8: hm color := {} # associated RGB values for a node
9: for n ∈ nodes do

10: if type(n)==Supplier then
11: costs := obj value(mincosts(nodes\{n}))
12: hm[n] := costs
13: if costs < (1 + f1)costshf then
14: w := (costs − costshf )/(f1 · costshf )
15: hm color[n] := w ·yellow+(1−w)·green
16: else if costs < (1 + f2)costshf then
17: df := f2 − f1
18: dcosts := costs − (1 + f1)costshf
19: w := dcosts/(df · costshf )
20: hm color [n] := w · red + (1−w) · yellow
21: else hm color [n] := red
22: end if
23: end if
24: end for
25: return hm, hm color
26: end procedure

Fig. 6. Identification of risk costs and node criticality for all suppliers.

Fig. 7. Supplier group with a volcano as a common risk trigger.

• (S)he can reduce the impact of an occurred risk, usually
by providing a backup supplier for each member of a
critical group.

• (S)he can reduce the probability that the risk occurs. Note
that this option might not always be available, since the
decision maker can oftentimes not directly influence the
underlying cause of the risk.

• (S)he can resolve the risk scenario altogether by replacing
all group members with equivalent suppliers that are not
affected by the risk in question. For instance, if a certain
set of suppliers is located in the immediate neighborhood
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TABLE II
RISK SCENARIO AND ASSOCIATED SUPPLIER GROUPS.

Risk Scenario Potential group members

Labour Strike suppliers in the same country and of identical
corporate branch

Natural Disaster suppliers in the vicinity of where the natural
disaster is expected to occur

Political Instability
(e.g., danger of coups)
in a certain country

all suppliers in this country

Vulnerability to cyber
attacks

suppliers with a strong dependencies on IT in-
frastructure that is accessible from outside, e.g.,
companies conducting e-commerce and selling
their goods and services directly to the end-
cunsumer over the internet.

of an active volcano, the decision maker can replace them
with suppliers in a different geographical area.

Note that different types of the same risk (e.g., political
instabilities of two different countries) should be modeled as
separate scenarios, since they usually have different repercus-
sions and occurrence probabilities.

In Table II we give some examples of risk scenarios and
associated potential supplier groups. The groups and supplier
we used in our evaluation are specified in Table I. Note that
all risk scenarios, affected supplier groups, and risk occurrence
probability are currently manually specified. In principle, the
affected supplier groups could be at least partially determined
automatically by statistical analysis if enough background data
is available.

The 8 groups in our supply chain are displayed in Figure 8.
The nodes are colored from light to dark according to their
criticality ranking ranging from 1 (most uncritical) to 8 (most
critical) whereas darker color means a higher criticality. In
case, a supplier belongs to several groups, the supplier is
drawn in the color of its most critical group (associated colors:
yellow, light orange, dark orange, green, blue, purple, brown,
black). In this figure, the coloring only depends on the ranking
from 1 to 8, while the costs are not directly reflected. In
addition, all groups with a criticality level nearer to critical
than to somewhat critical are displayed in an increased size.
The figure shows that most groups in our example supply chain
are critical, that the group size is rather moderate ranging from
1 to 4 suppliers and that several times a supplier belongs to
different groups, thus the most uncritical group colored in
yellow does not show up at all in the graph. In addition, it
can be perceived that suppliers belonging to the same group
show up in neighboring locations of the supply chain.

We also compared the risk costs distribution of critical nodes
and critical groups. As can be seen in Figure 5, the risk costs
of the groups usually exceed the ones of the nodes but not
by a high margin. This might seem slightly surprising at first
sight, since a group usually contains of several suppliers, thus
a group failure should normally have a higher impact than
a failure of a single supplier. Furthermore, the interquartile
range (IQR) of the risk costs is considerably lower for the
groups than for the nodes, i.e., for the former, the risk costs

are more concentrated around the median of the distribution.
This effect is mainly caused by the fact that there are some
uncritical nodes, whose failure do not cause a considerable
risk cost increase, while a group failure has almost always a
large impact on the supply chain.

However, only our example scenarios 3 and 4 involve the
failure of several suppliers and these suppliers are highly
dependent of each other since a supplier as well as its direct
upstream suppliers are affected by the risk scenario.

VI. CONCLUSION

We described a method for identifying critical groups,
nodes, and groups in a supply chain based on robust optimiza-
tion. In contrast to other state-of-the-art methods, our method
is very precise since it not only considers network topology
but also network throughput as well as possible supply chain
disruption risks. Furthermore, our method provides a concrete
risk costs estimate for the breakdown of each supplier, group,
and transportation link. In addition, we provided a represen-
tation as a risk graph that allows for easily pinpointing the
supply chain vulnerabilities by a decision maker.

Furthermore, we applied our method on a real-world supply
chain to analyze its vulnerbilities. The analysis revealed that
most of the supplier nodes were considered critical with our
employed threshold. Moreover, it could be shown that in
average, the groups were only slightly more critical than node
in terms of cost increase, which is caused by our specific risk
scenario setup.

Currently, risk scenarios, supplier groups, and risk occur-
rence probabilities are all specified manually. A potential fu-
ture work is to obtain the supplier groups affected by a certain
risk by using statistical analysis of available background data.
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Fig. 8. Identified critical groups in our supply chain (selected part of the total supply chain contains all group nodes).
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Abstract—Sensors and Internet of Things systems have become
quite important to support decision-making in agriculture. In
such a context, smart farming has emerged as a new opportunity
for food production based on a sustainable development concept,
since the rational use of agricultural inputs is now a reality. One
of these opportunities is the application of precision agriculture
for weed control. This paper presents the characterization of an
embedded stereo system using camera sensors, Internet of Things
principles for computational intelligence tasks. For validation, it
has been used the Modular Transfer Function concept, that is,
taking into account not only the calibration of the sensors, but
also of the 3D system, memory use and energy consumption
for a long term operation. Furthermore, the results clarify
details related to the implementation and construction of such
a 3D system, which in fact aims to control invasive plants in
agricultural crops.

Keywords—camera sensor; stereo vision; embedded platform;
IoT sensors; agricultural industry.

I. INTRODUCTION

Agriculture is a very important source of food, feed, fiber
and even fuel. Despite this, agriculture currently faces the
challenge of increasing its production in response to the
demand of continued population growth, taking precautions
against the various adversities caused by the climate and
minimizing the impact of man on nature.

Recently, a previous study regarding an Internet of Things
(IoT) system for agricultural application was presented at
the Eighth International Conference on Advances in Sensors,
Actuators, Metering and Sensing (ALLSENSORS 2023) [1].

IoT devices have been used in agriculture, mainly in tasks
that aim to reduce waste of resources. As examples of applica-
tions, IoT can help with the storage of agricultural products,
smart irrigation, soil monitoring, nutrient management, pre-
cision agriculture, intelligent livestock management and crop
monitoring. In irrigation, devices can automate the process
intelligently, collecting data from the soil with temperature
and humidity sensors, and using the collected and historical
information to train a model to decide the best time to activate
irrigators. Other information can be collected from the soil
by sensors, such as pH and nutrient content, allowing the
choice of the best plant breed for certain soil parameters. This
information can be controlled and monitored remotely via web
or mobile applications. The sensors can also track the farm
and with the data collected, farmers can plan their farming
activities such as seed selection, sowing, amount of fertilizer
used, harvest date and expected yield amount [2].

One of the approaches aimed at increasing productivity in
the field is the reduction of losses due to factors exogenous
to crops, such as competition resulting from the presence of
invasive plants. The presence of weeds in the cultivation area
can decrease crop yield by more than 50% just by competing
with the moisture present in the soil, causing more damage
than invasive animals, diseases and other pests [3]. Therefore,
weed control is essential so that the nutrients present in the
soil, the development space and the reception of sunlight
remain exclusively for the plant of interest [4].

Moreno and Cruvinel presented previous studies related to a
stereo camera’s system [5], and the development of a software
based on semantic computing concepts for the segmentation of
weed plants [6]. Even though there are systems that perform
plant phenotyping [7], none have combined the information
generated by stereo images, as the system developed can also
provide the height of the plants as data to assist in the task of
deciding the correct quantity of product in the region. Of the
works that use more than one camera to obtain images, there is
a greater focus on 3D reconstruction of plants, which allows
generating a point cloud representation of the plant from a
depth map [8].

Although the use of pesticides has already been established
to deal with this problem, technological applications aimed at
the rational use of inputs are desired. Among such technolo-
gies, Computer Vision stands out, which works in two stages:
image acquisition and image processing. The acquisition is
made exclusively from camera sensors, capturing the environ-
ment and patterns present in digital images. Such sensors can
then capture the visible or thermal spectrum, and be coupled
to vehicles, devices, robots, drones and even satellites. On
the other hand, affordable single-board computers have made
onboard image processing possible [9].

Image processing, a task of computacional intelligence, can
be summarized in five steps. In the first, the raw data are pre-
processed, removing noise and selecting only the object of
interest. In another step, pattern features are extracted, whereas
in the case of plant images, such parameters are related to
color, shape and texture. In the third stage, the features go
through a selection process, decreasing the dimensionality of
the data. Afterwards, the data are classified, grouping them
based on their similarities. Finally, in the decision-making
stage, new input data can be classified from the already trained
model, thus identifying which group it belongs to [10][11].

To ensure that the input data are of good quality, validating
and using good camera sensors have become extremely impor-
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tant. Allied to this, other points of consideration in the appli-
cation of such techniques in agriculture are the management of
the volume of data generated, the data analysis techniques that
need to deliver interpretable and understandable results due to
the interdisciplinarity of workers in the area, and the mobile
systems that need to be able of handle scarce resources such
as limited battery life, low computational power and limited
bandwidths for data transfer [12].

As examples of the use of camera sensors in the field, there
are applications coupled to vehicles to operate during pre-
planting and analyze the height and density of vegetation from
the images [13] and identify the location of invasive plants for
manual control via weeding machine [14]. Plant images can
also be acquired to create a database on an external server for
further processing, for training a future classifier [15].

This paper is structured as follows. Section II presents
the materials and methods used, including the IoT system
description, camera sensor specifications, stereo vision basics,
and embedded board specifications. Section III presents the
results of the validation of the sensor and of the stereo
system, the power supply and memory limitations and the final
prototype, with the final conclusions in Section IV.

II. MATERIALS AND METHODS

The developed system aims to capture stereoscopic images
in a real environment of plantations, so that the presence and
concentration of weeds present in the region of interest can be
identified from an embedded algorithm. The capture of stereo
images requires two camera sensors, generating two images of
the same area that will be the input of the system. The images
are then processed and grouped into classes, and the data will
be prepared for sending to a module external to the system,
which will be responsible for spraying the site.

A. High-level IoT architecture

Embedded systems have a potential in agricultural use due
to their mobility, low cost and computational power, allowing
the performance of complex tasks in a more practical way.
Raspberry Pi (RPi) is being used in several applications and
it is the leading candidate for hardware implementation due
to its powerful processor, rich I/O interface and compatibility
that allows most projects to run on it [16]. Its wireless
communication also makes the RPi capable of working with
IoT projects, allowing objects to be sensed or controlled
remotely across existing network infrastructure and reducing
human intervention [17].

IoT systems in agriculture are separated into three modules:
farm side, server side and client side. The farm side usually
consists of detecting local agricultural parameters, identifying
the location and sensor data, transferring crop fields data
for decision-making, decision support and early risk analy-
sis based on recent data, and action and control based on
the monitoring of the crop [18]. As can be seen from the
block diagram in Fig. 1, the farm side is represented by the
developed IoT Stereo System that can gather image data in
the field, pre-process, segment, create feature extraction and

depth information vector, classify and interpret the collected
data, while being controlled and monitored via Bluetooth serial
communication by a mobile app.

On the server side, the network layer is responsible for
reliable transformation to the application layer. A Wireless
Personal Area Networks (WPAN) network can be mounted
on a single board computer, with its own unified control and
monitoring console for various wireless networks. Data trans-
port and storage become essential, with data that can be saved
on an external server or in the cloud, and then transferred to
other devices, including the equipment responsible for product
spraying on the plantation. The last module, the client side or
application layer, collects and processes information, provid-
ing an environment where users can monitor data processed
by the system via a web browser, anywhere and anytime. In
Fig. 1, the server side is represented by the Bluetooth and
Wi-Fi communication of the system to the farm server and by
the server management of local and remote network, while the
client side is represented by the mobiles devices and by the
cloud environment.

Communication between all devices can be carried out
via the Bluetooth protocol, which supports up to 7 devices
connected simultaneously. The Bluetooth 4.2 connection can
reach the transfer limit of 1 Mbps and the signal can reach
10 m away from the board indoors and 50 m outdoors.
One of the protocols used is radio frequency communication
(RFCOMM). The RFCOMM protocol is an important layer
that provides a serial interface to the Bluetooth transport layer,
emulating an RS-232 interconnect cable. RFCOMM is based
on the ETSI 07.10 standard, which allows the emulation and
multiplexing of multiple serial ports on a single transport
[19]. The OBEX protocol (OBject EXchange) is also used
for file transfer, which is a software implementation of the
File Transfer Protocol (FTP) network protocol, which runs on
top of RFCOMM.

To ensure system security, it only connects to trusted
equipment and specific ports. An RPi is then defined as master,
responsible for receiving commands sent by an application on
an Android cell phone and using this command to carry out
its actions and inform the other board what it should also do.
The other RPi is defined as a slave, receiving commands from
the master and obeying them.

The pseudocode of the algorithm developed for the
system communication between all components is
described below, where addr master, addr slave and
addr mob are the MAC addresses of the master RPi,
slave RPi and mobile controller, respectively, and prt 1
and prt 2 are the ports enabled for serial communication:

function MASTER COMMUNICATION(addr slave,
addr mob, prt 1, prt 2)
begin function

s1 = create socket bluetooth(RFCOMM)
s2 = create socket bluetooth(OBEXFTP)
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connect(s1,(addr slave, prt 1))
bind(s2,(addr mob, prt 2))
while mobile connection is not interrupted do

comd = get data(mobile)
send(comd,slave)

end while
return comd

end function
function SLAVE COMMUNICATION(addr master, prt1)
begin function

s = create socket bluetooth(RFCOMM)
bind(s,(addr master, prt 1))
accept conection(s)
while master connection is not interrupted do

comd = get data(master)
end while
return comd

end function

The system is built in such a way that it can be operated in
the field without the need for an Internet or 5G connection,
which allows the data collection stage to work in more isolated
locations, requiring only the existence of a local network. The
processed data can be used by other devices connected to the
local network, but can also be transmitted to external servers
later when the connection to the World Wide Web is available.
In this way, specific commands can be sent remotely by the
user to the system, which will perform procedures such as
image capture and data transfer.

B. Embedded System and Camera Sensor Specifications

RPi is a series of mini-embedded computers developed
in the United Kingdom by the Raspberry Pi Foundation in
association with Broadcom. The model used was the RPi 3 B+,
where its specifications can be seen in Table I. It is important
to note that the board must be powered with a nominal voltage
of 5 V capable of delivering 2.5 A of current, with operating
temperature between 0 °C and 50 °C.

The internal memory is defined from a micro Secure Digital
(SD) card, where the kernel of the operating system is also
present, being recommended the use of at least 8 GB of
memory. The RPi 3 B+, unlike previous family models,
enables BCM43438 wireless Local Area Network (LAN)
and Bluetooth Low Energy (BLE) communication, allowing
wireless data exchange.

The RPi has its own camera sensor alternatives, including
the Pi Camera v1, with specs shown in Table II. Among the
most important parameters, stand out the fixed focal length
of 3.60 mm, the maximum sensor resolution of 2592 x 1944
pixels, and the camera opening angle of 53.50º horizontally
and 41.41º vertically.

C. Modular Transfer Function as Camera Sensor Validation

Lens and camera designers face challenges in developing
systems with high image quality. The problem of greatest

concern is how to optimize lens parameters such as curvatures
and thicknesses to obtain high image resolution. A set of
optimizations were proposed to improve the aberrations of
lens systems, using as a metric the Modular Transfer Function
(MTF), which is the amplitude term of the Optical Transfer
Function (OTF) which is similar to the transfer function of the
linear system [20]–[22].

To evaluate the quality of the images acquired by the
cameras, the MTF is used from each one of them and from
the set, expressing how well an optical system preserves the
contrast of spatial frequencies of the object in the image and
is a well-established performance method [23].

A simple method to obtain the transfer function is to
generate the system response when the input is a pure impulse
signal, therefore obtaining the impulse response of the func-
tion. Using the same procedure, a point source is considered
as the impulse signal to help estimate the image response in
a lens system.

The point source image shown on the image plane is called
the Point Spread Function (PSF), which is the inverse Fourier
transform of the OTF. The projection of the PSF in 1D is
called the Line Spread Fuction (LSF), measurement preferable
because it can be obtained simply and equally valid for cases
where there are no distortions between the axes.

Then, the camera sensor can be defined taking into account
the calculation of the LSF of the camera lens and the MTF,
which represents the magnitude response of the optical system
to sinusoids of different spatial frequencies, that is, recovered
by the Fourier transform of the LSF. Several key aspects of
optical instrumentation relate to the implementation of a linear
source for a given optical system, the impact of finite source
size on measurement, and the choice of optical elements for
imaging the response of specific patterns and their relationship
to the lens used in the camera sensor.

Taking a linear source, the solution to measure the MTF
is in 1D orthogonal to the direction of the line. This can be
proven considering a given source S(x, y) = δ(x)C and a lens
with a diameter equal to a, obtaining the objective response
R(kx, ky), described in Equation (1).

R(kx, ky) =

∫ ∫ a/2

−a/2

δ(x)Cej(kxx+kyy)dxdy (1)

Thus, the spatial frequencies associated with the spatial
coordinator (x, y) can be expressed as the square of the Fourier
transform of the product of the source and lens aperture
R2(kx, ky), with (kx, ky). Therefore, looking for the solution
of (1) and solving the integral by parts, it is possible to arrive
at:

R2(kx, ky)α
sin2(aky)

(aky)2
(2)

Equation (2) corresponds to the LSF. The Fourier Transform
of the LSF then gives the 1D MTF in the yy direction.
Considering that the lens has circular symmetry, using this
function it is now possible to characterize the entire lens.
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Figure 1. High-level system architecture diagram.

TABLE I
RASPBERRY PI 3 MODEL B+ CHARACTERISTICS

Processor BCM2837B0 Cortex-A53 (ARMv8) 64-bit
Clock 1.4 GHz GPIO 40 pins

Memory 1 GB SDRAM Gigabit Ethernet 1 connector
USB Port 4 USB 2.0 HDMI 1 connector
Camera serial interface (CSI) Display serial interface (DSI)

Wireless (dual band) Bluetooth 4.2/BLE
3.5mm 4 Jack output Micro SD card slot

Support Power-over-Ethernet Input DC 5V/2.5A

TABLE II
PI CAMERA CHARACTERISTICS

Size 25 x 24 x 9 mm
Resolution 5 MP

Video modules 1080p30, 720p60, 640x480p60/90
Sensor OmniVision OV5647

Sensor resolution 2592 x 1944 pixels
Sensor image area 3.76 x 2.74 mm

Pixel size 1.4 µm x 1.4 µm
Optical size 1/4”

Full-frame SLR equivalent 35 mm
S/N Ratio 36 dB

Dynamic range 67 dB @ 8 times gain
Fixed focus 1 m - ∞
Focal length 3.60 ± 0.01 mm

Horizontal field of view (HFOV) 53.50° ± 0.13°
Vertical field of view (VFOV) 41.41° ± 0.11°

Focal ratio (F-stop) 2.9

A popular way of estimating the MTF curve for spatial
frequency is called the inclined knife-edge method, in which
the curve is obtained from a region of the image where there is
a transition from a very dark tone to a very light tone [24]. An
Edge Spread Function (ESF) is calculated from the recorded
knife edge, giving the unidirectional response of the imaging
system to an edge object, replacing the PSF. The LSF can then
be obtained in the same way from the derivative of the ESF

and finally the MTF is calculated from the Fourier Transform.
In stereo systems, the system MTF is generally summarized

as a set of curves for each sensor used, or just the curve of
the lowest quality sensor [25]. In this research, the response
of all sensors is considered, performing the convolution of the
sensors’ responses, based on the multiplication of the MTFs
in the frequency domain, as illustrated in Equation (3).

MTFsistema = F(LSF1 ∗ LSF2) = MTF1 ×MTF2 (3)

To qualify a sensor, three points of the MTF are usually
analyzed: the frequency at which it drops by 50% (at which
the image contrast is degraded by half), the frequency at
which it drops by 10% (at which the image contrast is image
is degraded by 90%) and the MTF value at the Nyquist
frequency, which should preferably be greater than 0 [26].
Considering these aspects, the MTF becomes fundamental
in analyzing image contrast, so that the impact of spatial
resolution and lighting variations can be analyzed. If contrast
is compromised, texture and edge details of plants may be
damaged to the point of making it impossible to extract
features correctly.

Figure 2 shows an example of the typical images where the
weed identification task can be performed and the expected
size of the plants present. For such situations, the MTF itself
can be used in image enhancement processes, based on the
deconvolution of the signal based on a Wiener filter [27].
The characterization of the MTF is then useful to define the
spatial response of the vision system, considering its detection
capacity from a minimum dimension in pixels of the object of
interest.

The pseudocode of the system MTF calculation algorithm
developed, with the left image IL, right image IR and
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number of samples n as inputs, can be described as:

function SYSTEM MTF CALCULATION(IL,IR,n)
begin function

for each image IL and IR do
Form n subimages from regions where there is an

inclined knife edge
for each subimages n do

ESF (n) = read value pixels(centered horizon-
tal line)

end for
ESF = average(ESF (n))
ESF = normalize(ESF )
LSF = derivative(ESF )
MTF = Fourier transform(LSF ) ▷ from IL

obtain MTFL, and from IR obtain MTFR

end for
MTF system = MTFR ×MTFL

return MTFR, MTFL and MTF system
end function

With the three MTFs, it is then possible to validate the
sensors individually and together in the system.

D. Stereo Vision Principles

Stereo vision systems are usually based on the use of two
cameras with the aim of simulating the human vision system
and obtaining depth of objects, with the camera plane as a
reference. The depth is acquired through the comparison of
the object’s position between each captured image [28]. The
simplest way of comparing both images is guaranteed when
the cameras are coplanar and aligned, as shown in Fig. 3. The
variables defined by the camera system are the baseline b and
the focal distance f . The P (X,Y, Z) represents a point that
would be recorded by the two cameras and uL = (XL, YL)
and uR = (XR, YR) are the projections of this point in
each image. From the concepts of geometry and similarity
of triangles, it is possible to obtain:

Z =
bf

XL −XR
=

bf

d
(4)

The d variable is called disparity. Thus, with two images
as inputs in a calibrated and synchronized stereo architecture,
depth information is obtained by finding the corresponding
pixels in both images (uL and uR) by a matching algorithm
and subtracting their X-axis coordinates. By performing this
operation for all paired pixels in the image, the disparity map
is obtained, which contains all the depth information in the
image.

It is also important to note the distortion that variations
in the disparity map can cause in the depth estimation, i.e.,

verify the measurement obtained accuracy. So, for a variation
in depth, it is possible to find:

∆Z = Z − bf

d+∆d
=

Z2∆d

bf + Z∆d
≈ Z2∆d

bf
(5)

Therefore, when designing a stereo system, attention must
be paid to a baseline value at which objects at the distance of
interest can be correctly differentiated while the measurement
depth distortion must be small. Another important factor when
designing such a system is the calibration of and between
cameras.

For camera calibration, the set of internal parameters is
considered to validate the method. Every camera can be
described based on intrinsic and extrinsic parameters, which
contribute to how the image is formed from the scene in the
real world.

The intrinsic parameters are those related to internal biases,
due to the sensor and its shape, the lens and its distortions
and other characteristics involved in the manufacture of the
camera, while the extrinsic parameters refer to the position
of the camera in space in relation to the world. The extrinsic
parameters can be simplified by a rotation matrix Rm and a
translation matrix Tm [29].

The focal length f is an intrinsic parameter, as it is the
distance between the center of the camera and the image plane,
i.e., from the lens to the censor. Many cameras use a Charge-
Coupled Device (CCD) sensor, a semiconductor sensor formed
by an integrated circuit that contains a matrix of coupled
capacitors, capable of generating electrical stimuli from the
light received. As the pixel on a sensor of this type may not
be perfectly square, there is the possibility of a small distortion
in the number of pixels per unit length. In this way, the focal
length of the camera lenses will be different in each direction,
resulting in the variables fu and fv , with the aspect ratio being
defined by fv/fu.

Another camera parameter is the optical center, defined by
the coordinates (u0, v0), which represents a translation factor
of the image origin in relation to the center of the sensor, such
that the image origin is correctly on the upper edge left of her.
There is also the skew coefficient (τ ) that corrects the image
in cases where the CCD sensor does not have a perpendicular
orientation between the length and width axes. As this situation
is rare for most sensors, it is common to assume that τ = 0.

Finally, due to the curved nature of lenses, the last intrinsic
parameters to be considered when modeling a camera are the
distortion coefficients [30]. The tangential distortion coeffi-
cients are defined by two variables, kp1 and kp2, while the
second, fourth and sixth order radial distortion coefficients are
respectively represented by kq1, kq2 and kq3.

Therefore, the process of capturing a digital image by a
sensor can be described in a simplified way using Equation
(6), based on the projection of space onto the sensor, where
ud and vd represent the coordinates of a point in the image
without distortion correction, s the scale or resolution factor
and Xw, Yw and Zw the coordinates of a point in the world.
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Figure 2. Typical images of plants in crops for phenotyping task.

Figure 3. Stereo vision model.

s

ud

vd
1

 =

fu τ u0 0
0 fv v0 0
0 0 1 0

[
Rm Tm

0T 1

]
Xw

Yw

Zw

1
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To find the undistorted coordinates (u, v) of the image,
correcting the projection, the system of equations (7) must
be solved.
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6)

yd = yk + 2kp2xnyn + kp1(r
2 + 2y2n)

u = fuxn + u0

v = fvyn + v0

(7)

In addition, when characterizing the intrinsic parameters
of any camera, the information can be summarized from
two matrices, the camera matrix Mcam and the distortion
coefficient matrix Kcam, as can be seen in Equations (8) and
(9).

Mcam =

fu τ u0

0 fv v0
0 0 1

 (8)

Kcam =
[
kq1 kq2 kp1 kp2 kq3

]
(9)

The process of obtaining such parameters is called camera
calibration. Calibration methods depend on the model used to
approximate actual camera behavior. The most used models
are the linear models of Hall and Faugeras–Toscani, developed
respectively in 1982 and 1986, and the non-linear models
of Tsai and Weng, implemented in 1987 and 1992, which
generally present fewer errors [31].

From Equation (6), the projection matrix between the real
world and the image universe will have dimension equal to
3x4, which results in 11 parameters that must be obtained.
Commonly, to calibrate stereo systems and obtain matrix
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values, images of chessboards with known dimensions (num-
ber of squares and size of their side in the real world) are
used, in which the calibration points are the internal vertices
of the squares on the board. As each point corresponds to
two equations (one in the x coordinate and the other in y),
five and a half points are needed to calibrate the system,
but experiments have shown that 5 times more points than
necessary gave better results [32]. A greater number of images
for calibration also reduces the total location error in mm, with
13 images in which at least 30% of them were composed of
the chessboard, in random orientations, already shows good
results. Calibration methods other than the board can also be
used, such as calibration using a laser [33] or using spherical
objects [34].

The entire stereo vision system must also be calibrated,
where are obtained the rotation factor Rstereo and the transla-
tion factor Tstereo between the left and right image. For this
calculation, the previously calculated camera parameters and
the simultaneously captured chessboard images are used. The
process of correcting the orientation of stereo images is called
rectification. Note that, unlike the camera matrix and distortion
coefficients which depend only on the camera, the Rstereo and
Tstereo matrices must be recalculated if any stereo system
settings change such as, for example, the baseline distance.

III. RESULTS AND DISCUSSIONS

Experimental results were focused on the instrumentation’s
characterization, i.e., including both the sensors and hardware
associated with signal and image processing. So far, the images
for such a characterization were collected at laboratory level
only. The system is based on eight elements, as follows: 12
V battery; 12 Vdc to 220 Vac voltage inverter; Light Emitting
Diode (LED) lamp; 110-220 Vac to 5 Vdc rectifier; two RPis
and two Camera Pi, as the schematic presented in Fig. 4. All
components are fixed on a metallic structure, with adjustable
distance between cameras, angle of inclination (0º, 90º, 180º,
270º) and height of the cameras in relation to the ground (10
to 100 cm). The constructed system can be seen in Fig. 5.

The system is controlled by an Android App via Blue-
tooth serial communication, where commands can be sent:
synchronous image capture on the two RPis, send the images
to the cell phone to check the quality of the capture, check
the amount of images saved on memory, and board reboot
or shutdown command. The RPis also communicate with
each other via Bluetooth protocol, that supports up to 7
accessory devices, and uses RFCOMM Bluetooth protocol in
data transfer with the cell phone. To ensure system security, it
connects only to trusted equipment from their MAC address
on specific designated ports.

The elements that most impact the cost of the system are
those related to the power supply, sensors and the embedded
board. The advantage of the RPi is that it is cheaper when
compared to other boards such as the PC/104, although a more
detailed analysis should take into account local and freight
costs and component availability.

A. Energy consumption management

A RPi can have power consumption of up to 12.5 W, but
in laboratory tests the usual value during the application of
the image capture software was only 3 W. As the system
was designed with an inverter, the power consumed by this
equipment must also be considered for system evaluation and
possible improvements. In this case, the inverter in question
presented a spent power of around 8.4 W, significantly higher
than the sum of the RPis. To deal with such power, a battery
of 12 V and 60 Ah was chosen.

To measure the energy expenditure of the system, current
and power were calculated in different situations, according to
Table III, with battery voltage fixed at 12.0 V. To evaluate the
battery capacity, a test was carried out in the most extreme
situation, with the system in continuous operation with the
18 W LED lamp on, which resulted in the maintenance
of operation for approximately 15 hours. When the battery
was discharged to 11.7 V, the inverter stopped as a safety
precaution. It was observed that, in this operating mode, the
peak current at system startup was close to 3.2 A, while with
the same configuration but with the less potent LED lamp the
peak was 2.0 A.

B. Memory management

For each RPi a 32 GB SD memory card was selected. After
the initial settings, the necessary programs installed and the
capture algorithm developed, about 23.1 GB of memory was
free for general use. To ensure that the program can handle
the amount of data written and stored, it is good to know how
long the embedded system takes to save files. In testing, it
was found that the SD card sequential memory write rate is
14833 KB/s or 14.8 MB/s.

Such information is important to define the resolution in
which the images will be captured, as they define the size of
the files saved in memory. Following the dimension of the
camera sensor, it is preferable to define the resolution of the
captured images to take advantage of the entire sensor size,
that is, in which the 4:3 ratio is preserved. The maximum file
size can be calculated by multiplying the resolution by the
pixel depth, but since the Pi Camera doesn’t have the option to
format a RAW image file, the images are compressed, resulting
in smaller files. So, it was tested in five resolutions, 640 x 480,
800 x 600, 1024 x 768, 1280 x 960 and the maximum 2592
x 1944. Early test results can be seen on Fig. 6, where five
images in each resolution were taken and saved in the PNG
format.

Considering the future application in image processing, in
which the computational cost of operations tends to grow
exponentially according to the number of pixels present, and
the available SD memory, the resolution of 1280 x 960 was
then chosen. With this resolution, at least 6,000 images can be
saved in memory, although it is possible to store them later in
the cloud, from the system’s communication with an external
network, freeing up space on the board.
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Figure 4. Diagram of the connection between the components.

(a) Details of the camera, stereo rig and lamp. (b) Interior of protective case, with RPis and rectifier.

Figure 5. Developed system.

TABLE III
SYSTEM POWER AT DIFFERENT SETTINGS

Mode of operation Current (A) Power (W)
Standard 1.3 15.6

With active camera sensors 1.4 16.8
With active camera sensors 1.9 22.8

and 4.5 W LED lamp
With active camera sensors 3.0 36

and 18 W LED lamp

It should be noted that for future applications, if the max-
imum resolution is used, the memory writing time must be
taken into account as a limiting factor.

C. Camera sensor validation

The first step in calculating the stereo MTF was to capture
an image of the chessboard with both cameras at the same
time, as can be seen in Fig. 7. For each image, five random
regions were selected where there are knife edges recorded

in the same location for both cameras. The ESF and LSF for
a sample of the left and right camera can be exemplified in
Fig. 8. The normalized MTF was calculated for each point and
averaged between them.

The MTF for the stereo system was then calculated from
the convolution in the frequency domain of both partial MTFs,
i.e., each one obtained for the cameras used in the developed
stereoscopic image system (Fig. 9). For the left camera, 50%
of contrast reduction was observed for the normalized special
frequency equal to 0.327 cycles/pixel; and 90% of contrast
reduction at the 0.551 cycles/pixel. For the right camera, the
values of reduction in such frequencies were respectively 0.286
and 0.673 cycles/pixel. Besides, for the entire system, the 50%
of contrast could be found in the 0.224 cycles/pixel and the
10% in the 0.367 cycles/pixel. Therefore, the MTF value at the
Nyquist frequency was equal to 14.31% for the left camera,
8.97% for the right, and 1.28% for the entire stereoscopic

167

International Journal on Advances in Software, vol 16 no 3 & 4, year 2023, http://www.iariajournals.org/software/

2023, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



system. As the MTF value was greater than 5% (contrast
reduction that still allows the recovery of the edges of the
objects in low noisy images), as well as greater than 0% for
both cameras in the system. Such a result qualifies the CCD‘s
sensors, which meet the needs of the developed prototype.

By using the MTF concept, it has become possible to know
whether the image will have enough contrast to differentiate
the leaves of weed plants when applied in a real agricultural
situation. Therefore, considering average values of areas for
both weed plants, narrow leaves (monocotyledons) and broad
leaves (dicotyledons), the frequencies, in cycles/pixel, could be
characterized as 0.053 and 0.100 respectively. Likewise, con-
sidering the highest frequency of leaves as a critical point, the
MTF presented a value of 97.23% for the left camera, 91.74%
for the right and 89.21% for the entire stereoscopic system.
Contrast loss values were approximately 10%, which did not
interfere with the results, validating the sensor arrangement as
suitable to weed family’s patterns recognizing.

To evaluate the camera’s SNR ratio, only the regions of the
converted grayscale image where black blocks were presented,
which have a uniform color on the original chessboard, were
used, and the mean and standard variation of the signal were
evaluated. For the right camera, the calculated value was
19.7 dB, while for the left camera it was 17.9 dB, below the
36 dB specified by the manufacturer.

Figure 6. Image file size experimentations.

D. Stereo vision parameters

The first step in tuning the stereo system is to define the
baseline distance that will be used to capture the images.
The developed prototype has a minimum possible baseline of
6 cm and a maximum of 24 cm, which makes it capable of
simulating human vision, which has this value in the range
of 5.4 to 7.4 cm, in addition to allowing the exploration of
other scenarios. For this, considering (4) and (5), the expected
disparity for an object up to 1 m away from the camera and
the expected distortion error at such distance were calculated,
for four values of baseline, 6 cm, 12 cm, 18 cm and 24 cm, as

can be seen in the Fig. 10, considering the resolution of 1280
x 960.

When setting the baseline distance, it is always preferable
to use the lower values to ensure greater interpolation between
the two generated images, which allows closer objects to have
their distance calculated. For example, according to the graph
shown, for b = 24 cm, objects up to 23.8 cm away from
the camera would not be present in both images, making it
impossible to calculate the disparity, while for b = 6 cm such
a situation is only valid for objects less than 5.9 cm away.
As for objects of up to 1 m, the distortion error proved to be
small for all cases, including for the scenario with the smallest
baseline, so it can be defined that the best use of the stereo
system occurs for values close to 6 cm.

Thus, for b = 6 cm and height of 1 m (value chosen
so that, due to the height of the growing plants, the object
under analysis is not too close to the sensors), the calibrated
parameters results of the left and right cameras, and of the
stereo system, were:

Left camera matrix =

736 0 582
0 735 464
0 0 1

 (10)

Left distortion coefficients =


0.0589
−0.169
0.00139
0.00198
0.142


T

(11)

Right camera matrix =

1480 0 681
0 1480 480
0 0 1

 (12)

Right distortion coefficients =


−0.0728
3.98

0.00117
0.00630
−22.6


T

(13)

Rstereo =

 0.960 −0.0133 −0.281
0.0159 1.00 0.00721
0.280 −0.0114 0.960

 (14)

Tstereo =

 −0.787
−0.0670
5.65

 (15)

Note that if the baseline distance is changed, it is necessary
to calibrate the system again, recalculating only the Rstereo

and Tstereo matrices, but it is expected that Rstereo will not
change significantly, as the mounted structure does not allow
the cameras to yaw, pitch or roll.

From these calibration matrices, images can then be cor-
rectly rectified, eliminating distortions characteristic of the
sensors during image capture and preparing them for use in
stereo vision matching algorithms.
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(a) Left Camera. (b) Right camera.

Figure 7. Images of a calibration chessboard, captured synchronously and without being processed.

Figure 8. ESF and LSF of a left and right camera sample.

Figure 9. MTF of each camera sensor and combined system.

IV. CONCLUSION AND FUTURE WORK

The results showed a characterization process of an IoT
stereo image sensor system, capable of capturing and trans-
ferring validated images via wireless commands from serial
communication protocols, ready to be used in real agricultural
field conditions. In this way, one of main contribution of
this work is the construction of a system considering all
parameters of casing, structure, power supply, communication,
storage memory and hardware and software specifications,

Figure 10. Baseline distance disparity and distortion error evaluation.

ready for use in a real field environment, while previous works
only delved into software specifications for application in a
controlled laboratory environment.

The developed system can be used in agricultural planta-
tions, with a casing that protects the electrical components
from sunlight, wind and light drizzle. It is necessary for a
person to control the commands sent to the boards and help
move the system, although the device can be adapted to be
attached to a vehicle such as a tractor. With dedicated software
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for identifying weed families, the device can then be used to
generate detailed information, such as a distribution map of
the occupancy of a given species in the cultivation area.

The MTF validation principles have demonstrated their
importance in ensuring that captured images have sufficient
contrast and are capable of observing details of plants with
narrow and broad leaves, which allows the correct extraction of
real-world data from the information generated by the sensors.
Likewise, camera sensor distortions and 3D system calibration
are essential so that the data can be used correctly.

Such developed embedded vision system can be useful for
applications in 3D image processing, with several variable
parameters that allow the adaptation of the system to different
situations, although the power supply can be simplified to
reduce the weight and power spent of the system, allowing the
use of smaller batteries and fewer components (for example,
with only a 12 Vdc to 5 Vdc converter and 9 W 12 V LED
lamp).

For future steps, it is desired to carry out agricultural
analyzes, considering weed families, as well as the inclusion
of AI-based weed image process to identify plant species
for agricultural control. In addition, an expansion of system’s
connectivity with other devices will also be realized.
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[11] J. Wäldchen, M. Rzanny, M. Seeland and P. Mäder, ”Automated plant
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Abstract—Wildfires are a global threat that is becoming more 

severe and widespread due to climate change. These fires not 

only pose a significant risk to human life, firefighters, and 

infrastructure, but also endanger forest resources, increase 

greenhouse gas emissions, and cause huge economic losses. 

Several researchers have been working to find dedicated 

solutions for early wildfire detection, tracking, and firefighting 

assistance. Traditional methods of fire detection have mainly 

been from fire lookouts in towers, infrared sensors on elevated 

platforms, surveillance of fires from aircraft, and remote 

sensing from satellites. Although these techniques have been 

proven to work in other areas, they are unsuitable or are limited 

in performance due to various reasons, e.g., human accuracy, 

sensor field of view limiting coverage to smaller areas, sensor 

cost-effectiveness, and re-visit time on a satellite. To counteract 

the problem, a real-time wildfire monitoring system that can 

detect small-scale wildfire events and that can be used for 

tactical forest firefighting operations is proposed. The concept 

takes advantage of vegetation biomass combustion by-products 

such as the alkali element Potassium (K) that is emitted at the 

flaming phase of the fire. The technique is specific to the flaming 

phase of the fire and is not affected by the fire size. It employs 

two high-resolution, cost-effective complementary metal-oxide-

semiconductors (CMOS) with high quantum efficiency within 

the near-infrared (NIR) spectrum. The sensor uses ultra-

narrow-band filtering and target-to-background rationing 

techniques for the detection of vegetation fires. The system is 

designed to be self-contained, having its supporting power, 

compact, and lightweight for easy integration on different types 

and sizes of unmanned aerial vehicles (UAV) to provide real-

time detection and support to firefighters while airborne. UAVs 

can provide a low-cost alternative for the reduction of fire 

disasters through early detection, reporting, and real-time 

support for firefighters. This paper presents the experimental 

results of an NIR optical sensor mounted on a UAV carrier that 

was used to collect data while flying at low to 200m above 

ground at the Centurion Grassland Flying Club. The results 

provide evidence of the presence of K in small-scale actively 

burning vegetation fires observed at different angles and 

detectable from a UAV. The results support the use of NIR 

sensor payload for the detection of small-scale fires from a UAV 

platform. 

Keywords - Climate; CMOS; Near-infrared; Potassium (K); UAV; 

Wildfires. 

I. INTRODUCTION  

The fire incidences and severity are expected to increase 
in response to climate change [1, 2, 3, 4]. Fire prevention, 
detection, monitoring, and suppression of wildland vegetation 
are key economic and public safety concerns in many parts of 
the world [5]. These wildfires further exacerbate climate 
change due to CO2 and black aerosol emissions. This serves 
as a strong motivation for the development of an optical 
surveillance system that can detect and monitor wildfires on a 
small scale. Classical remote sensing of vegetation fires has 
been through the detection of Planckian emission in the 
medium wave infrared (3-5 µm, MWIR) and the long-wave 
infrared (LWIR) band of the electromagnetic spectrum 
[6,7,8]. The short wave (1 – 2.5µm, SWIR) infrared band was 
exploited and deployed on the Airborne Visible Infrared 
Imaging Spectrometer (AVIRIS) platform [9] for the 
detection of wildfires. IR-based systems, whether cooled or 
uncooled, can be costly and significantly affected by other 
heat-emitting sources, leading to clutter or false alarms [10]. 

 
With the advancements in passive imaging sensors and 

filter technologies, reliable commercial-off-the-shelf (COTS) 
products are now available and more affordable. New sensor 
technologies such as high-resolution charge-coupled device 
(CCD) and complementary metal-oxide-semiconductor 
(CMOS) sensors provide an opportunity to enhance wildfire 
detection, monitoring, and reporting. As an alternative to other 
fire detection techniques, this study proposes the use of a 
compact and cost-effective system for the detection of 
wildland vegetation fires by observation of the Potassium (K) 
spectral line. An initial concept study was performed to 
characterise the various vegetation species inside and outside 
the laboratory at the Council for Scientific and Industrial 
Research (CSIR) campus in Pretoria [11]. The study was 
made to ensure the relevance of the concept to local conditions 
by investigating the use of atomic lines emission lines in 
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burning South African vegetation. Vegetation plant species 
contain a series of trace elements (Na, K, Mg) that present 
unique narrowband spectral emission lines in the visible and 
near-infrared (NIR) wavelength range when biomass is heated 
to high temperatures during the combustion process [12]. 
Potassium spectral lines can be discriminated against any 
other background by detector systems that are less costly than 
the longer wavelength, actively cooled instruments most used 
in Earth Observation (EO) systems [12]. The K spectral line 
doublet located within the NIR at 766.5 and 769.9 nm is of 
particular interest for this application [10,17,19,20]. The 
current study integrates the NIR optical payload and operates 
it from an unmanned aerial vehicle (UAV) using remote 
sensing techniques. 

II. BACKGROUND 

In recent years, we have seen great progress in the use of 
UAVs with advanced software for forest fire monitoring, 
detection, and firefighting. Integration of UAVs with remote 
sensing techniques aims to provide rapid, mobile, low-cost, 
and powerful solutions for various fire tasks [13]. Firefighting 
agencies typically use fixed detection platforms such as 
towers, aerial patrols, and satellite imagery to directly detect 
forest fires, rather than relying on reports from the public. 
However, high-elevation platforms are not well suited for area 
coverage and can result in some areas developing fires 
unnoticed. Although aircraft are considered efficient in 
firefighting, they are expensive to keep airborne for constant 
monitoring. Compared to fixed ground-based wildfire 
detection systems, UAVs can provide a broader and more 
accurate perception of fire from above, especially in areas that 
are inaccessible or considered too dangerous for firefighting 
crews. During firefighting, UAVs provide eyes from above, 
operators can use them from a safe place and can provide 
important information on the progression of the fire. 

 
In [14], a vision-based UAV-mounted system for the 

detection of forest fires that uses both the motion and the 
chroma characteristics of the fires was proposed. The two 
characteristics were used for the decision rules to improve the 
reliability and accuracy of fire detection. A method to detect 
forest fires using a UAV equipped with an optical and an 
infrared (IR) camera has been proposed [15]. The method uses 
a LAB colour model and a motion-based algorithm, followed 
by a maximally stable extremal region (MSER) extraction 
module. For better visualisation, forest fire detections were 
combined with landscape information and meteorological 
data. In a study in [16], a convolutional neural network (CNN) 
model was trained using optical and infrared sensor data to 
detect smoke and fire. 

III. DETECTION PRINCIPLE 

A simplified schematic of the fire detection principle is 
shown in Figure 1. The figure illustrates a comprehensive 
outline of the fire detection system and the principle of 
operation. The principle relies on the abundant nature of 
Potassium element in vegetation species. The system 
incorporates a dual camera to capture and record images of 
burning biomass fires, specifically vegetation fires containing 

the Potassium element radiometric signature. One of the 
sensors is optimized for the detection of the K-line and the 
other for the detection of the background. The captured 
images are processed using the in-house developed CSIR 
algorithm applied during the image processing stage to 
analyse the pair of images and establish whether a fire has 
been detected.  

 

 
Figure 1: Simplified schematic depicting the overview of the fire detection 

system. 

 

A. The Potassium Element  

      Potassium belongs to the alkali metal group and is in the 

first column of the periodic table. It is one of the most 

abundant elements in vegetation species [17, 18]. It has a 

single valence electron that presents unique narrowband 

spectral emission lines within the visible and NIR wavelength 

range when biomass is heated to high temperatures in the 

flaming phase of the fire [19]. The spectral emission of K 

appears as a doublet at the 766.5 nm and 769.9 nm spectral 

bands [20].  With advances in optical filter design, filters can 

now detect low-level signals while suppressing almost all 

emissions within the outer band by targeting specific 

elemental emissions from a source signature. These advances 

in technology open the door for the development of compact 

sensors capable of detecting narrow spectral lines that can be 

advanced to compete with other passive sensors operating in 

other bands. In this study, ultra-narrow band imaging is used 

for the detection of K using CMOS detectors. The integration 

of COTS, and ultra-narrow band imaging allows the design 

of compact and less power-hungry systems, which can be 

easily integrated on a weight, size, and energy-constrained 

UAV platform. The CSIR-designed payload weighs 1.8 kg 

including power support. 
 

B. Fire detection system 

A detailed description of the current and futuristic 
practices in the context of fire detection and monitoring 
strategies is described in a review paper by F. Khan et al. [21]. 
Traditional fire detection mechanisms have been through 
thermal sensors, but other researchers are developing other 
methods to improve the detection and monitoring of fires for 
both indoor and outdoor conditions. There are also two broad 
approaches to fire detection algorithms. The first is using 
machine learning, which is still in its early stages. The second 
is to use colour, form, flicker frequency, and the dynamic 
structure of fire. The fire detection method presented here 
would fall in the second category. Using radiometric 
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principles to separate the background from the target (fire) the 
aspiration is to have a very low false positive rate. 

The NIR fire detection sensor presented in this study is 
made up of two NIR imaging systems placed side-by-side 
with a common (overlapping) field of view (FOV). These 
cameras are fitted with ultranarrow band filters with 1 nm 
bandwidth sensitivity at 769.9 nm, referred to as the K-line 
band, and 757 nm, referred to as the reference band. The target 
and reference channels are temporally synchronised at the 
electronic level so that pairs of images (one from the K-line 
and the other from the reference band) are obtained at the 
same instant. Fires are detected by comparing the K-line 
channel image with the reference channel image. Pixels that 
are much brighter in the target channel relative to the reference 
channel are candidate fire detections.  

C. Image processing algorithm 

       The system’s image processing begins after the two 
images are captured, the image with K-line emission, and the 
other with the background or reference. The images from the 
two sensors are captured synchronously. The images are not 
modified with any image enhancement algorithm and are not 
compressed to preserve the fire front K-line signal emissions. 
The reference image is resampled to align with the K-line 
image pixels. This is done by mapping and using a Lucas-
Kanada optical flow algorithm [22]. Sections of the individual 
images that are not common in both are then cropped out, 
leaving two images of the exact same scene. The fire detection 
algorithm is applied to the matched cropped K-line and 
reference images. Fire detection is done using the image ratio 
technique [23]. Figure 2 illustrates a block diagram that gives 
an overview of the algorithm. 

 

Figure 2: Overview of the K-line fire detection principle. 

 
The K-line and reference images will have the same 

nominal FOV but will not be pixel-aligned. This is due to the 
following: 

a) The difficulty of perfectly mechanically aligning 
the optical axes and image plane rotations of the 
two channels and 

b) A possible slight mismatch in the effective focal 
length (EFL), which means that the two channels 
will have slightly different image scales and not 
an exact FOV. 

c) Instability of both optical channels due to 
vibrations during flight. 

d) Although the optical systems are identical, there 
will be minor differences in the image sensor and 
lens (which need to be corrected). 

It may not be possible to rely on a fixed relationship 
between the pixels of the reference channel and those of the 
K-line channel from a pre-flight calibration due to the 
instability from vibrations during flight that could shift the 
camera’s perspectives slightly. Image registration or 
alignment per image pair is performed in the following way: 

 
a) Feature detection is done by obtaining good 

features to track as described in [24]. This is done 
for each image individually, to produce two lists 
of features. 

b) These lists of features are passed to a Lucas-
Kanade optical flow algorithm to find and order 
the features that exist in both images. 

c) The features that do not co-exist in both images 
are pruned and removed from the lists. 

d) The perspective transform between the two lists 
of pruned features is then calculated using the 
RANSAC method [25, 26]. 

e) The reference image is then perspectively 
warped using the previously calculated 
perspective transforms. 

The image ratio technique is simple and is implemented as 
follows: 

a) Compute the ratio image, that is, the K-line 
image divided by the reference image. 

 
𝑖𝑚𝑅𝑎𝑡𝑖𝑜 = 𝑖𝑚𝑘𝑙𝑖𝑛𝑒 𝑖𝑚𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒⁄  

 
b) Compute the global mean (µ) and variance (σ) of 

the image ratio. 
c) Compute the variant for each pixel in the ratio 

image as: 

𝜎𝑝 = √(𝑝(𝑖, 𝑗) − 𝜇)2 

 
where p is at location (i, j). 

d) If the variance of a pixel is greater than the global 
variance multiplied by a user-defined sensitivity 

integer value i.e., 𝜎𝑝 > 𝑘𝜎 ,the pixel gets 

classified as a fire front pixel.  
e) Otherwise, the pixel is classified as a non-fire 

pixel and is discarded. 
    The result or output of the image ratio technique is a binary 
mask image that has a value of 1 when fire was detected on 
that pixel, and a value of 0 when no fire was present. The mask 
image is then passed onto a simple blob detector [27] to filter 
out any noise or false detections and automatically indicate 
when a fire was detected. Automatic flagging is possible since 
no blobs will be found when there is no fire present. 
 
    The entire image processing process was implemented in 
Python programming language using the OpenCV library. 
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Processing speed can be trivially improved by using the C++ 
or CUDA implementations of the OpenCV library. 

 

IV. METHOD 

The field measurements test was conducted on the 18th of 
March 2022 at the Grasslands Flying Club in Pretoria West, 
South Africa. The purpose of the test was to evaluate the aerial 
performance of the NIR optical fire detection sensor onboard 
a UAV. Shown in Figure 3 is a photograph of the NIR imaging 
sensor system during its lab testing phase. 

 

 
Figure 3: A closer look at the NIR sensor with two CMOS optical sensors 

placed side by side and furnished with ultra-narrow filters. A third wide 

field-of-view visible camera is also inserted and placed above the two 

cameras. 

 
The UAV Payload uses a development board (Raspberry 

Pi4 8GB) to control the capturing of images, communication 
with a ground station, and storage of captured images. The 
captured images were stored on board a micro-SD card and 
removed after the completion of a sortie. When the memory 
card is removed from the payload and the data is retrieved for 
archival, the data is inspected while the next mission is 
ongoing. Fire detection is performed on a post-processing 
basis by automatically analysing the images stored in the 
memory card. 

 
The basic NIR sensor payload consists of the following 

components: 

• A processor module with storage 

• the K-line dual camera system, 

• a viewfinder camera, 

• a telemetry radio downlink, 

• an analog video downlink, 

• high-definition video downlink, 

• a power source, and 

• wiring harnesses. 

 
Figure 4 is a representation of the K-line NIR UAV system 

and its supporting systems in the operational environment. 
The list of systems and supporting systems follows with a 
brief description of the context of a typical operational 
scenario. 

 

 
Figure 4: UAV with functional block diagram of the NIR sensor payload 

 

The NIR UAV Payload system (required system) consists 

of the sensor modules, optics, and processing package in a 

configuration that accommodates data logging, transmission, 

and telemetry with the dedicated ground station. The video 

and telemetry transmission links are separate and isolated 

from the UAV's communication and control system. The NIR 

UAV Payload system collectively refers to the physical 

payload packaging, as well as the ground station and the 

communication interfacing modules. The use of the system 

entails the responsibilities of the operator. 

The UAV system (supporting system) refers to the UAV 
airframe (in this instance, a rotary-wing drone) and its gimbal. 
It includes the UAV pilot's ground station (typically mission 
planner / ardu pilot).  UAV control and gimbal control are 
designated responsibilities of the UAV pilot. The experiments 
required coordination between the UAV and payload 
controller personnel.      

 
The payload system operates in a free-running mode that 

is triggered by the ground station operator. In the typical 
context of a fire surveillance exercise for large, restricted areas 
or where accessibility is challenging, a UAV system is ideal 
for creating situational awareness of the fire and its spread.  
The intended mode of operation is illustrated in Figure 5. 

 
The processing module posed significant limitations when 

implementing onboard processing, making the effective 
framerate unusable. More limiting was the thermal impact of 
processing onboard with the processor exceeding its rated 
threshold. For this reason, the ground station triggered a 
recording of relevant data, captured to the storage device. 
Upon the UAV's return to the ground station, the captured data 
was manually retrieved and post-processed on the ground 
station system. The video transmission modules were not 
reliable enough to transmit processable data during flight, 
hence the decision was taken to post-process data in between 
each flight path cycle which for the DJI 600 drone was limited 
to 30 minutes. 
 

A UAV-licensed groundskeeper was tasked to pilot the 
UAV into a strategic position to capture visual data regarding 
the fire. The ground station controller has access to trigger the 
various operational modes of the system. This iteration can 
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trigger free running record modes, swap between video 
transmission feeds, and provide general status feedback and 
control during the flight path. The state mode model of the 
system is illustrated below. 

 

 
Figure 5: Modes of operation for payload 

 
 
Shown in Figure 6 is the NIR fire detection payload 

onboard the UAV taken during the deployment experiment at 
the Grasslands Flying Club. 

 

 
Figure 6: UAV with NIR sensor payload on the DJI 600 drone during a field 

fire detection test of the sensor. 

 
Several sorties were carried out during deployment to test 

the new NIR payload aboard an airborne UAV. The purpose 
of the test was to determine whether the new NIR sensor can 
detect ground wildfires from the air at relatively low altitudes 
(approximately 200 m above ground level) and at different 
aspect angles from the fire. The size of the fire on the ground 
was approximately 500 cm by 500 cm. 

 
The UAV and the Payload systems are completely isolated 

with respect to power distribution and telecommunications, 
with the Payload system including its own battery and 
independent telemetry transceivers. The UAV employs a 
proprietary gimbal (3 degrees of Freedom) with a manual 
rotary clamp system. No adhesives, custom mounting 
brackets, or specialised tools were required for the mechanical 
coupling of the two systems. The following equipment was 
used during the test: 

• M600 UAV with RONIN gimbal provided and 

piloted by UAV Industries (UAVI), 

• UAV NIR Payload sensor, 

• UAV Ground Control Station, 

• FieldSpec 3 Max Analytical Spectral Device (ASD) 

with spectral range 350-2500 nm, 

• Weather Station. 
 

A. Atmospheric Conditions 

During field measurements, the scenario demands that 
atmospheric computations be made to accommodate the 
atmospheric effects, caused by molecular absorption and 
emission (mainly water and CO2, as well as atmospheric 
scattering processes by aerosols). Atmospheric modelling 
codes such as MODTRAN, HITRAN, and others can be used 
to simulate atmospheric transmission as described below. The 
radiative transfer is conducted to confirm the detectability of 
the Potassium lines within the atmosphere.   

 
Atmospheric transmission was calculated using the 

HITRAN Radiation Transfer Model (RTM) in the NIR region, 
as shown in Figure 7. The downloaded HITRAN data were on 
a vacuum scale and converted to air using the Edlen equation 
(NIST). The following parameters were used: 20°C air 
temperature, 101325 Pa air pressure, and 50% humidity [18]. 
The red lines show the K doublet at 766.5 nm and 769.9 nm. 
The 766.5 nm is absorbed by atmospheric Oxygen (O2) 
located at the O2  absorption line and therefore cannot be 
detected remotely. The K emission lines are within the range 
of the sequence of the atmospheric absorption lines that peak 
at about 762 nm [24]. 

 
Figure 7: The high spectral resolution Oxygen atmospheric transmittance 

near the wavelength location of the two Potassium emission spectral lines, 

data from HiTRAN (http://. iao.ru). 
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The positions of the K-lines are indicated by two vertical 

red lines, and the deep lines show the absorption effects 
arising from the atmospheric Oxygen gas. The filter position 
choice of 769.9 nm is based on the transmission data above, 
showing that the 766.5 nm is absorbed by atmospheric 
Oxygen. 

 

B. Field UAV measurement 

 

    The test consisted of a controlled ground fire using wood 

and dried grass as fuel. An analytical spectral device was 

placed on the ground close to the fire (approximately 3 m), 

which was used to record the spectral signature of the fire as 

it burned. It provided reference spectral data of the fire from 

the ground to check whether the NIR signature was contained 

within the fire. The range at which the detection tests were 

conducted was approximately 200 m (radially) from the fire 

over various elevation angles with a centered perspective at 

the burn zone:  

• Test point 1: The elevation angle is 0 degrees, 200 m 

from the burn zone. 

• Test point 2: Elevation angle of 45 degrees, 200 m from 

burn zone. 

• Test point 3: Elevation angle of 90 degrees 

(perpendicular to ground level), 200m from the burn 

zone. 
 
At these test points, the UAV pilot was unable to maintain 

rotation orientation (yaw) for data capture due to wind 
conditions. The position was confirmed through a video 
stream to the ground station with effort placed in centering the 
burn zone in the field of view only. The yaw orientation of the 
sensors had no impact on the detection. These test points 
provided sufficient data to prove the initial success of the fire 
detection system. Results are highlighted in Section V. Figure 
8 provides an illustrative overview of the mission profile test 
points used during the fire detection tests. 

 

 
Figure 8: Illustrative overview of flight mission profiles. 

 
 

C. Hardware Setup 

 
UAV, gimbal and Payload preparations required the UAV 

operator contractor to provide swappable alternating sets of 
UAV batteries for the M600 UAV and their control station. 
The M600 guaranteed a maximum flight time of 30 minutes, 
of which 20 was allocated to the experiment flight paths, the 
alternating battery sets allowed for experiment continuity. 
Similarly, the Payload battery system was designed with two 
sets of alternating batteries to facilitate the same objective 
during the experiment. The payload ground station consisted 
of two laptops in a ruggedized case requiring two operators, 
viz: a gimbal operator (laptop 1), and a Payload operator 
(laptop 2). The experimental hardware configuration for the 
experiment is illustrated in Figure 9 below. 

 
Figure 9: Experimental hardware configuration setup. 

 

V. RESULTS 

     In this section, the results obtained from the field 

measurements detection tests, which encompass data 

collected through both UAV NIR image sensors and spectral 

measurements recorded by the ASD spectroradiometer, are 

presented. 

A. UAV NIR image sensor data 

When examining the results derived from the UAV NIR 
image sensors, we display them in pairs for clarity. The image 
on the left represents the masked image, while the image on 
the right image showcases the target image, which exhibits the 
distinctive K-line emission signature. Following the 
application of image processing techniques, the K-line 
signature is highlighted in red as an overlay, while the black 
and white target image emphasizes the masking process, 
effectively isolating the K-line signature. 
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B. ASD FieldSpec 3 Spectroradiometer Data 

The ASD collects a spectrum covering a broad wavelength 
region (350 nm to 2400 nm) almost instantaneously and has 
an absolute radiance calibration traceable to NIST. The ASD 
FieldSpec 3 spectroradiometer data is presented in groups of 
three images. The top image zooms in on the K-line doublet, 
offering a detailed view. The image in the middle displays 
zoomed spectra of several instances of the fire captured at 
different times, the third figure is a complete spectral image 
of the fire across the 350-2500 nm spectral band. In these 
figures, the emission spectrum of the fire becomes 
prominently visible, with the spectral radiance generally 
increasing with wavelength. It is clear from the results that the 
resolution of the ASD is too low and was unable to resolve the 
K-line doublet. 

 
    For this deployment, we conducted controlled burns of 
dried grass to capture both NIR images from the UAV and 
spectroradiometer data from the ASD FieldSpec 3. These 
results contribute to a comprehensive understanding of fire 
detection mechanisms, spectral signatures, and atomic 
compositions. Various flight profiles were flown to test the 
sensor performance at different angles as shared below.  

 

C. Test Point 1:0 Degree Aspect Angle Fire Detection 

The image below shows the setup of the NIR imaging 
sensor at zero degrees relative to the fire. 

 

 
Figure 10: Illustration of the drone viewing the fire at 0 degrees. 

 
    The sensor was able to detect fire from an angle (in this 

scenario, the angle 0° is used). The images were captured 

while the drone was at 0°, as shown in the image Figure 10. 

 

 
              (a)                                                (b) 

Figure 11: NIR sensor images during the lower angle of 0 degrees detection. 

 
The sensor images are as shown above. On Figure 11(a), is the 
masked image and on the right, Figure 11(b) is the detection 
image showing the K-line detections in red.    

 
(a) 

 
(b) 

 

 
Figure 12: ASD spectral data with NIR-zoomed K-line doublet (a) and (b) 

and (c) is the full spectral set of the measurements. The Figure shows the 

spectral radiance of the fire within the NIR region. 

 

The NIR signature was successfully detected in its entirety by 

the ASD spectral sensor, strategically placed near the fire 
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scene. The corresponding ASD data is presented in Figure 12. 

Throughout the airborne operation, multiple spectral 

measurements were meticulously collected, as visually 

illustrated in Figures 12(a), Figure 12(b), and Figure 12(c). A 

similar kind of information is shown in Figure 15 and Figure 

18. 

D. Test Point 2:45 Degree Aspect Angle Fire Detection 

 
Figure 13 shows the UAV carrying the NIR sensor 

payload at 45 degrees from the fire. 
 

 
Figure 13: Illustration of the UAV sensor at a 45-degree aspect angle 

 
The sensor demonstrated the ability to detect fires from an 

oblique angle, specifically at 45 degrees in this scenario. 
Images were acquired during the drone's operation at a 45° 
angle, as visually depicted in Figure 14. In Figure 14(a), we 
present the masked image that highlights the K-line emission 
originating from the fire. Meanwhile, Figure 14(b) presents 
the unmasked image, with the K-line emission accurately 
delineated in red for enhanced visibility. 

 

 
                  (a)                                           (b) 

Figure 14: NIR sensor images during angular (45 degrees) fire detection. 

 
The ASD spectral sensor was strategically positioned near 

the fire scene, to characterize the flaming vegetation fire 
spectrally and effectively within the NIR region. While the 
UAV was in flight or airborne, we conducted multiple ASD 
spectral measurements, which are illustrated in Figures 15(a), 
Figure15(b), and Figure 15(c). In particular, Figure 15(a) 
offers a close-up view of the spectra, highlighting the 
unresolved K-line doublet, a consequence of the ASD's 
modest resolution of 3nm.  

 

 
(a) 

 
(b) 

 
(c) 

Figure 15: ASD spectral data with NIR-zoomed K-line unresolved doublet. 

The fire shows the spectral radiance of the fire within the NIR region. 

 
The full fire spectrum was taken at various instances during 
the fire progression and it shows an unzoomed K-line 
presence at 769.9 nm. Visible is the continuous background 
black body spectrum that rises rapidly with increasing 
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wavelength. This is purely due to the thermal excitation of all 
atomic and molecular species within the flaming region. 
Provided that the fire was flaming (as opposed to smoldering), 
the burning vegetation within the FOV of the ASD, the K-line 
doublet was readily evident in the collected spectra. 

E. Test Point 3: Flying directly above the fire (90 degrees 

aspect angle) 

Figure 16 shows the UAV carrying the NIR sensor 
payload at a 90-degree aspect angle from the fire. 

 

 
Figure 16: Image depicting the flight path of the UAV from point C TO point 

D above the fire. 

 
The sensor was able to detect from directly above, as 

shown in Figure 17. The figure shows the NIR images 
detected by the K-line band. 

 
                               (a)                                                       (b) 

Figure 17: NIR sensor images showing fire detection from directly above (90 

degrees). 

 
Successfully data logging was achieved with the ASD 

sensor, as depicted in Figure 18. Shown in Figure 18(a) are 
the zoomed and unresolved K-line doublet spectra with a peak 
at 766.5 nm and 769.9 nm respectively. The lower K-line at 
766.5 nm will be absorbed at an increased range as described 
in section IV. Figure 18(b) is a zoomed ASD spectra of the 
fire taken at different instances during the flaming phase of 
the fire. Figure 18(c) is the complete ASD spectra of the fire 
from 350 nm to 2500 nm taken at various instances during fire 
progression. A small step at 1000 nm, is a measurement 
artifact of the ASD, which switches from one internal 
spectrograph to another at this wavelength.  

 

 
(a) 

 
(b) 

 
(c) 

Figure 18: ASD spectral data with NIR-zoomed K-line unresolved doublet 

(a), zoomed spectra captured at different instances (b), and (c), the ASD 

spectra from 350nm to 2500nm. The Figure shows the spectral radiance of 

the fire within the NIR region and the short-wave band. 
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VI. CONCLUSION 

 
Small-scale fires were captured using a K-line-based fire 

detection sensor mounted on an unmanned aerial vehicle 
during a field trial at the Centurion Flying Club, Pretoria, 
South Africa. The imaging results present strong evidence of 
the K-line signature within vegetation fires detectable by 
compact CMOS cameras operating within the NIR spectrum. 
The ASD spectral measurement confirmed the elemental 
composition of the vegetation species with a very dominant 
alkali metal Potassium that is embedded on the spectrum 
curve. The K element emissions are released at the 
temperature of the fire at the combustion phase. 

This study demonstrates the possibility of performing 
early fire detection of vegetation biomass using low-cost, 
higher-resolution NIR sensors integrated into unmanned 
aerial vehicles coupled with advanced image processing 
algorithms. This work is recommended as a work in progress 
to develop a system that will not only detect but track, and 
geolocate fires, enable fire progression monitoring in areas 
that are not easily accessible, and finally, facilitate the 
evolution estimates of fires in real-time.  

 The limitations on the current development board 
(RaspberryPi8) such as overheating, and inability to perform 
onboard processing are targeted as some of the improvements 
to be considered for the next version of the payload.  
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Abstract—In many projects, software functional size is mea-
sured via the IFPUG (International Function Point Users Group)
Function Point Analysis method. However, applying Function
Point Analysis using the IFPUG process is possible only when
functional user requirements are known completely and in detail.
To solve this problem, several early estimation methods have
been proposed and have become de facto standard processes.
Among these, a prominent one is the ‘NESMA (NEtherlands
Software Metrics Association) estimated’ (also known as High-
level Function Point Analysis) method. The NESMA estimated
method simplifies the measurement by assigning fixed weights
to Base Functional Components, instead of determining the
weights via the detailed analysis of data and transactions. This
makes the process faster and cheaper, and applicable when some
details concerning data and transactions are not yet known.
The accuracy of the mentioned method has been evaluated,
also via large-scale empirical studies, showing that the yielded
approximate measures are sufficiently accurate for practical
usage. However, a limitation of the method is that it provides a
specific size estimate, while other methods can provide confidence
intervals, i.e., they indicate with a given confidence level that the
size to be estimated is in a range. In this paper, we aim to enhance
the NESMA estimated method with the possibility of computing
a confidence interval. To this end, we carry out an empirical
study, using data from real-life projects. The proposed approach
appears effective. We expect that the possibility of estimating that
the size of an application is in a range will help project managers
deal with the risks connected with inevitable estimation errors.

Index Terms—Function Point Analysis; Early Size Estimation;
High-Level FPA; NESMA estimated; Confidence intervals.

I. INTRODUCTION

This paper illustrates the extension of an initial study on the
enhancement of the NESMA method with the computation of
confidence interval [1].

In the late seventies, Allan Albrecht introduced Function
Points Analysis (FPA) at IBM [2], as a means to measure
the functional size of software, with special reference to the
“functional content” delivered by software providers. Albrecht
aimed at defining a measure that might be correlated to the
value of software from the perspective of a user, and could
also be useful to assess the cost of developing software
applications, based on functional user requirements.

FPA is a functional size measurement method, compliant
with the ISO/IEC 14143 standard, for measuring the size of a
software application in the early stages of a project, generally

before actual development starts. Accordingly, software size
measures expressed in Function Points (FP) are often used for
cost estimation.

The International Function Points User Group (IFPUG) is
an association that keeps FPA up to date, publishes the official
FP counting manual [3], and certifies professional FP counters.
Unfortunately, in some conditions, performing the standard
IFPUG measurement process may be too long with respect to
management needs, because standard FP measurement can be
performed only when relatively complete and detailed require-
ments specifications are available, while functional measures
could be needed much earlier for management purposes.

To tackle this problem, the IFPUG proposes Simple Func-
tion Points (SFP). This is an alternative way of measuring the
functional size of software: while the SFP method is based on
the same concepts as FPA, it requires less detailed information
than FPA, so that it is applicable before complete and detailed
requirements specifications are available; besides, if is faster
and cheaper to apply. As such, it is often presented as a
lightweight functional measurement method, also suitable for
agile processes. Although the SFP method provides measures
that are quantitatively similar to those yielded by FPA, it is
not an approximation method for FPA; instead, it is a different
measurement method that yields different measures.

Before SFP was proposed, many methods were invented
and used to provide estimates of functional size measures,
based on fewer or coarser-grained information than required
by standard FPA. These methods are applied very early in
software projects, even before deciding what process (e.g.,
agile or waterfall) will be used. Among these methods, one of
the most widely used is the “NESMA estimated” method [4],
which was developed by NESMA [5]. Using this method
for size estimation was then suggested by IFPUG [6], which
renamed the method High-Level FPA (HLFPA).

The NESMA estimated method has been evaluated by
several studies, which found that the method is usable in
practice to approximate traditional FPA values, since it yields
reasonably accurate estimates, although it has been observed
that the NESMA method tends to underestimate size, which
is potentially dangerous.

Many estimation methods provide a “confidence interval”,
meaning that instead of providing a single value, they compute
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an interval in which the actual size is expected—with a given
confidence level—to be. The greater the required confidence,
the greater the interval. Knowing the confidence interval is
considered very useful by project managers, because it helps
managing the risk deriving from inevitable estimation errors
and the inherent uncertainty of estimates. Unfortunately, the
NESMA estimated method does not provide a confidence
interval. Recently, a proposal for enhancing the NESMA
estimated method with a mechanism confidence intervals has
been published [1]. Specifically, that paper provided two
main contributions: the correction of the NESMA method to
eliminate underestimation, and the introduction of confidence
intervals. The original study was based on a single dataset,
and reported the hypothesis that different datasets may require
different corrections and support different confidence intervals.

This paper extends the initial study [1] by verifying that
a different dataset actually requires a different correction of
the NESMA method and provides different confidence ranges.
Therefore, the proposed numerical method is an instrument
that lets software project managers get corrected size esti-
mates, equipped with confidence intervals, which apply to
specific data, in a context-aware manner.

In addition, this paper illustrates how to take advantage of
confidence intervals in real-life situations, by introducing an
example of how the proposed technique can be used in practice
for effort estimation.

The remainder of the paper is organized as follows.
Section II provides an overview of FPA and the NESMA
method. Section III describes the empirical study and its
results, which are discussed in Section IV. Section V illustrates
the usage of the proposed techniques in practical project
management, namely, for effort estimation. In Section VI, we
discuss the threats to the validity of the study. Section VII
reports about related work. Finally, in Section VIII, we draw
some conclusions and outline future work.

II. BACKGROUND

Function Point Analysis was originally introduced by Al-
brecht to measure the size of data-processing systems from
the point of view of end-users, with the goal of the estimating
the value of an application and the development effort [2].
The critical fortunes of this measure led to the creation of
the IFPUG (International Function Points User Group), which
maintains the method and certifies professional measurers.

The “amount of functionality” released to the user can be
evaluated by taking into account 1) the data used by the appli-
cation to provide the required functions, and 2) the transactions
(i.e., operations that involve data crossing the boundaries of
the application) through which the functionality is delivered to
the user. Both data and transactions are counted on the basis
of Functional User Requirements (FURs) specifications, and
constitute the IFPUG Function Points measure.

FURs are modeled as a set of Base Functional Components
(BFCs), which are the measurable elements of FURs: each
of the identified BFCs is measured, and the size of the
application is obtained as the sum of the sizes of BFCs. IFPUG

BFCs are: data functions (also known as logical files), which
are classified into Internal Logical Files (ILF) and External
Interface Files (EIF); and Elementary Processes (EP)—also
known as transaction functions—which are classified into
External Inputs (EI), External Outputs (EO), and External
inQuiries (EQ), according to the activities carried out within
the considered process and the primary intent.

The complexity of a data function (ILF or EIF) depends on
the RETs (Record Element Types), which indicate how many
types of variations (e.g., sub-classes, in object-oriented terms)
exist per logical data file, and DETs (Data Element Types),
which indicate how many types of elementary information
(e.g., attributes, in object-oriented terms) are contained in the
given logical data file.

The complexity of a transaction depends on the number of
FTRs—i.e., the number of File Types Referenced while per-
forming the required operation—and the number of DETs—
i.e., the number of types of elementary data—that the con-
sidered transaction sends and receives across the boundaries
of the application. Details concerning the determination of
complexity can be found in the official documentation [3].

The core of FPA involves three main activities:
1) Identifying data and transaction functions.
2) Classifying data functions as ILF or EIF and transactions

as EI, EO or EQ.
3) Determining the complexity of each data or transaction

function.
The first two of these activities can be carried out even if

the FURs have not yet been fully detailed. On the contrary,
activity 3 requires that all details are available, so that FP
measurers can determine the number of RET or FTR and DET
involved in every function. Activity 3 is relatively time- and
effort-consuming [7].

Note that IFPUG defines both unadjusted FP (UFP) and
adjusted FP. The former are a measure of functional require-
ments. The latter are obtained by correcting unadjusted FP
to obtain an indicator that is better correlated to development
effort. Noticeably, the ISO standardized only unadjusted FP,
recognizing UFP as a proper measure of functional require-
ments [8]. Following the ISO, in this paper we deal only with
UFP, even when we speak generically of Function Points or
FP.

The NESMA estimated method does not require activity 3,
thus allowing for size estimation when FURs are not fully
detailed: it only requires that the complete sets of data and
transaction functions are identified and classified.

The SFP method [9] does not require activities 2 and 3: it
only requires that the complete sets of data and transaction
functions are identified.

Both the NESMA estimated method and SFP methods let
measurers skip the most time- and effort-consuming activity,
thus both are relatively fast and cheap. The SFP method
does not even require classification, making size estimation
even faster and less subjective (since different measurers can
sometimes classify differently the same transaction, based on
the subjective perception of the transaction’s primary intent).
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NESMA defined two size estimation methods: the ‘NESMA
Indicative’ and the ‘NESMA Estimated’ methods. IFPUG
acknowledged these methods as early function point analysis
methods, under the names of ‘Indicative FPA’ and ‘High-Level
FPA,’ respectively [6]. The NESMA Indicative method proved
definitely less accurate [10], [11]. Hence, in this paper, we
consider only the NESMA Estimated method.

The NESMA Estimated method requires the identification
and classification of all data and transaction functions, but
does not require the assessment of the complexity of functions:
ILF and EIF are assumed to be of low complexity, while EI,
EQ and EO are assumed to be of average complexity. Hence,
estimated size is computed as follows:

EstSizeUFP = 7 #ILF + 5 #EIF + 4 #EI + 5 #EO + 4 #EQ

where #ILF is the number of data functions of type ILF, #EI is
the number of transaction functions of type EI, etc.

III. EMPIRICAL STUDY

In this section, the empirical study is described: Sec-
tion III-A described the datasets used for the reported analysis;
Section III-B illustrates some considerations concerning the
accuracy of the NESMA method that affect the study, and
introduces the correction of the NESMA method, to avoid
size underestimation; Section III-C describes how the study
was performed; Section III-D describes the obtained results.
While the aforementioned sections use the same dataset used
previously [1], the following Sections III-E and III-F use a
second dataset, to replicate the previous study.

A. The datasets

In the empirical study, we used two datasets. One is the
ISBSG dataset [12], which has been extensively used for
studies concerning functional size [13]–[18].

The ISBSG dataset contains many data concerning soft-
ware development projects. Of the many available data, we
considered only the project size, expressed in UFP, and the
components used to compute the size, i.e., #ILF, #EIF, #EI,
#EO and #EQ.

The ISBSG dataset contains several small project data. As a
matter of fact, estimating the size of small projects is not very
interesting. Based on these considerations, we removed from
the dataset the projects smaller than 100 UFP (Unadjusted
Function Points). The resulting dataset includes data from 140
projects having size in the [103, 4202] range. Some descriptive
statistics for this dataset are given in Table I.

TABLE I
DESCRIPTIVE STATISTICS FOR THE ISBSG DATASET (AFTER REMOVING

SMALL PROJECTS).

UFP #ILF #EIF #EI #EO #EQ NESMA
Mean 801 22 20 35 37 37 730
Std 818 21 22 37 65 48 721
Median 475.5 14 14.5 22 10 20.5 463
Min 103 0 0 0 0 0 71
Max 4202 100 172 204 442 366 3755

The second dataset was provided by a Chinese company
(whose identity we cannot disclose) that is active in the
banking and finance domain. Although not popular as the
ISBSG dataset, also the Chinese dataset was formerly used
in a few studies concerning functional size measurement [19],
[20].

Also with this dataset (which is called the “Chinese” dataset
throughout the paper) we removed the data concerning projects
smaller than 100 UFP. As a result, we obtained a dataset
containing 424 project data: some descriptive statistics for
the dataset are given in Table II. It can be noticed that the
Chinese dataset includes data form much larger projects than
the ISBSG dataset.

TABLE II
DESCRIPTIVE STATISTICS FOR THE CHINESE DATASET (AFTER REMOVING

SMALL PROJECTS).

UFP #ILF #EIF #EI #EO #EQ NESMA
Mean 3819 90 47 303 122 246 3670
Std 5877 180 129 516 319 470 5706
Median 1447 31 7 116 29 77 1484
Min 103 0 0 0 0 0 99
Max 35910 2169 1198 3551 4517 4231 37571

B. The accuracy of the NESMA estimated method when ap-
plied to the ISBSG dataset

As already observed in previous papers [18], [21], the
NESMA estimated method tends to underestimate. Figure 1
shows that more than 75% of the NESMA estimates of ISBSG
project size have positive error. Being the error defined as the
actual size (i.e., the size measured via the ISBSG standard
FPA process) minus the estimate, positive error indicate un-
derestimation.

Fig. 1. Boxplot of estimation errors by the NESMA method, when applied
to the ISBSG dataset.

In addition, Figure 1 suggests that the distribution of
NESMA errors is skewed. The skewedness of NESMA errors
is clearly visible in Figure 2, which illustrates the distribution
of errors: it is easy to notice that most errors are positive.

For our purposes, the fact that the distribution of NESMA
errors is skewed and not centered on zero means that we can-
not evaluate confidence errors as is usually done. Specifically,
given a confidence level C, we cannot select two error levels
eL and eH that are symmetric with respect to the mean error
ē (i.e., |eH − ē| = |ē− eL|) such that the proportion of errors
such that eH ≥ error ≥ eL is C.

Since it makes hardly sense to provide confidence intervals
for a method that underestimates systematically, we first
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Fig. 2. Histogram of estimation errors by the NESMA method, when applied
to the ISBSG dataset.

“correct” the NESMA estimated method. The mean actual size
is 801 UFP, while the mean size estimated via the NESMA
method is 730 UFP. The ratio between these two means is
approximately 1.09. Accordingly, we need to correct NESMA
estimates, multiplying them by 1.09, to make the means of the
two distributions equal (in [1] the correction factor was 1.08;
subsequent more accurate evaluations led to set the correction
factor to 1.09). In this way, we obtain estimates that have a
better error distribution (less skewed and centered around zero)
and a smaller mean absolute error (49.7 UFP instead of 83.8
UFP).

Fig. 3. Boxplot of estimation errors by the corrected NESMA method, when
applied to the ISBSG dataset.

The boxplot of estimation errors obtained with the corrected
NESMA method is shown in Figure 3: it can be noticed that
the mean error is just above zero, while the median error is
just below zero.

The error distribution is shown in Figure 4: it can be noticed
that the distribution is much less skewed than in Figure 2.

Since the practical objective of this work is to provide
project managers with reliable predictions of functional size,
in what follows we consider only estimates provided by the
original NESMA method and corrected as described above. In
other words, we consider the following estimates:

EstSizeUFP = 1.09 (7 #ILF+5 #EIF+4 #EI+5 #EO+4 #EQ)

We make reference to this estimation as the “Corrected
NESMA” method.

Fig. 4. Boxplot of estimation errors by the corrected NESMA method, when
applied to the ISBSG dataset.

C. Method used

In essence, given a confidence level C we aim at finding two
values kL and kH such that a proportion C of the actual size
measures (i.e., measures obtained via the official IFPUG FPA
process) is in the range [kL·EstSizeUFP, kH ·EstSizeUFP], where
EstSizeUFP is the size estimates computed via the Corrected
NESMA method.

Finding kL and kH would be straightforward if the estima-
tion errors obtained via the Corrected NESMA method were
normally distributed. Instead, it is not so, as shown by the
Shapiro-Wilk test.

Therefore, we proceeded as follows:
1) We computed the ratio ActualSize

EstSizeUFP
for all projects in the

dataset, obtaining a set of ratios; this set was then sorted
and stored in vector vRatios.

2) We computed the quantiles from 0 to 1, with 0.01 steps,
of vRatios, obtaining an ordered vector vQuant.

3) We looked for two indexes iL and iH in vQuant such
that iH − iL + 1 = C · n, where n is the number of
projects in the dataset.

4) kL and kH are the values in vRatios having index iL and
iH , respectively, i.e., vRatios[iL] and vRatios[iH ].

In this way, we obtain a size estimate interval that contains
a proportion C of all estimates, such that all estimation errors
outside the interval are greater than those within the interval.

D. Results obtained for the ISBSG dataset

We applied the procedure described in Section III-C for
various confidence levels. The results obtained are given in
Table III. Note that these results depend on the dataset being
used, in our case, the ISBSG dataset. In other contexts, a given
confidence level could correspond to different confidence
intervals. For instance, in the ISBSG dataset, the minimum and
maximum ratios ActualSize

EstSizeUFP
are 0.758 and 1.343, respectively; in

another dataset, a smaller minimum and a larger maximum
ratios are clearly possible, as shown in Section III-F.
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TABLE III
CONFIDENCE INTERVALS FOR VARIOUS CONFIDENCE LEVELS, FOR THE

ISBSG DATASET.

conf. level kL kH
0.10 0.991 1.011
0.20 0.980 1.019
0.30 0.968 1.030
0.40 0.954 1.043
0.50 0.943 1.057
0.60 0.929 1.077
0.70 0.910 1.095
0.80 0.872 1.137
0.90 0.843 1.208
0.95 0.818 1.208
1.00 0.751 1.331

Fig. 5. Corrected NESMA estimates vs. actual size in UFP, with confidence
C = 0.75, for the ISBSG dataset.

For illustration purposes, Figure 5 plots the ISBSG project
data in the plan defined by actual size (the y axis) and the
size estimated via the Corrected NESMA method (the x axis).
In the plot, the dashed blue lines represent the y = kL x and
y = kH x lines.

E. The accuracy of the NESMA estimated method when ap-
plied to the Chinese dataset

As observed in Section III-B, the NESMA estimated method
tends to underestimate. Figure 6 shows that the majority of the
NESMA estimates of the Chinese dataset project size have
positive error (positive errors indicate underestimation).

As for the ISBSG dataset, the distribution of NESMA errors
is skewed (although less evidently than for the ISBSG dataset),
as shown in Figure 7. It is easy to notice that most errors are
positive.

Therefore, we corrected NESMA estimation, as we did for
the ISBSG dataset. As discussed above, we cannot just apply
the same multiplier found for the ISBSG dataset. For the
Chinese dataset, the mean actual size is 3819 UFP, while the
mean size estimated via the NESMA method is 3670 UFP.

Fig. 6. Boxplot of estimation errors by the NESMA method, when applied
to the Chinese dataset (outliers not shown).

Fig. 7. Histogram of estimation errors by the NESMA method, when applied
to the Chinese dataset.

The ratio between these two means is approximately 1.04.
Accordingly, we correct NESMA estimates, multiplying them
by 1.04, to make the mean value of the estimates sizes equal
to the mean value of the actual sizes. In this way, we obtain
estimates that have a better error distribution (less skewed and
centered around zero) and a smaller mean absolute error (319
UFP instead of 340 UFP).

Fig. 8. Boxplot of estimation errors by the corrected NESMA method, when
applied to the Chinese dataset (outliers not shown).

The boxplot of estimation errors obtained with the corrected
NESMA method is shown in Figure 8: it can be noticed that
the mean error is just above zero, while the median error is
just below zero.

The error distribution is shown in Figure 9: it can be noticed
that the distribution is less skewed than in Figure 7.

In what follows we consider the “Corrected NESMA”
estimates, obtained as follows:

EstSizeUFP = 1.04 (7 #ILF+5 #EIF+4 #EI+5 #EO+4 #EQ)
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Fig. 9. Boxplot of estimation errors by the corrected NESMA method, when
applied to the Chinese dataset.

F. Results obtained for the Chinese dataset

We applied the procedure described in Section III-C for
various confidence levels. The results obtained are given in
Table IV. As expected, the results obtained for the Chinese
datasets are different from those derived from the ISBSG
dataset: for a a given confidence level, we obtained different
confidence intervals. Specifically, the confidence intervals are
larger for the Chinese dataset than for the ISBSG dataset. For
instance, the minimum and maximum ratios ActualSize

EstSizeUFP
are 0.741

and 1.597, respectively, while they were 0.758 and 1.343,
respectively, for the ISBSG dataset.

TABLE IV
CONFIDENCE INTERVALS FOR VARIOUS CONFIDENCE LEVELS, FOR THE

CHINESE DATASET.

conf. level kL kH
0.10 0.984 1.018
0.20 0.967 1.033
0.30 0.950 1.051
0.40 0.933 1.066
0.50 0.921 1.082
0.60 0.905 1.102
0.70 0.882 1.119
0.80 0.843 1.165
0.90 0.791 1.214
0.95 0.741 1.248
1.00 0.741 1.597

For illustration purposes, Figure 10 plots the ISBSG project
data in the plan defined by actual size (the y axis) and the size
estimated via the Corrected NESMA method (the x axis). In
the plot, the dashed blue lines represent the y = kL x and
y = kH x lines.

IV. DISCUSSION OF RESULTS

In the previous sections, we exploited two datasets that
collect measures from real-life projects to determine i) a
correction of the estimates provides by the NESMA method,
and ii) confidence intervals for the corrected estimates.

Fig. 10. Corrected NESMA estimates vs. actual size in UFP, with confidence
C = 0.75, for the Chinese dataset.

The results of the study show that organizations that own
historical data like those we used can apply the procedure
illustrated in Sections III-B and III-C to derive the correction
constant and the confidence intervals that suite best their
development process.

Unfortunately, organizations that do not own historical data
like those we used cannot derive the correction constant nor
confidence intervals. However, they can adopt some rule of
thumb to improve the performances of NESMA estimates.
Specifically, the correction constant can be set to a value
between 1.04 and 1.09, based on our findings. Similarly,
confidence intervals can be defined, based on Tables III and IV.
However, these organizations should be aware that the data
we used might not match their situations, hence both the
correction constant and the confidence intervals might not be
perfectly suited for their case.

The confidence interval can be used to perform risk analysis.
For instance, Table III shows that, given an estimate already
corrected with respect to the NESMA original prediction,
there are 30% probabilities that the actual size is more than
10% different (greater or smaller) than estimated. Most likely,
half of these 30% probabilities concern underestimation: as a
result, a project manager should consider that the probability
of underestimating functional size of 10% or more is around
15%. The risk concerning the underestimation of cost can be
then computed, if the relationship between size and cost is
known.

Finally, being the estimates obtained via the Corrected
NESMA method proportional to the estimates obtained via
the original NESMA method, the confidence intervals for
the Corrected NESMA method can be easily converted into
confidence intervals for the original NESMA method.
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V. PRACTICAL USAGE OF SIZE ESTIMATE INTERVALS

In this section, the practical utility of the proposed method
for computing confidence intervals for size is illustrated via
an example, concerning the most typical usage of functional
size metrics, i.e., effort estimation.

Suppose that Jane, a software project manager, has to
estimate the effort required for developing a new application.

For effort estimation, she is using a model, shown in Fig-
ure 11, which estimates effort based on the size of the software
to be developed. Note that the model shown in Figure 11
includes confidence intervals, which must not be confused
with the confidence intervals discussed above: these are the
confidence intervals embedded in the effort estimation model.
That is, assuming that the provided size measure represents
exactly the amount of software to be developed, the effort
estimation model shows that the required development effort
can vary because of many reasons, not connected with size:
e.g., the characteristics of non functional requirements, the
adopted process, the characteristics of developers, etc. Specif-
ically, minimum and maximum effort values are provided,
corresponding to some confidence level.

Fig. 11. An effort model with confidence intervals.

Jane, who read this paper, estimated the size of the applica-
tion to be developed using the corrected NESMA method, and
obtained that the estimated size is 2000 UFP. According to the
model, developing an application of that size will likely take
15350 PH. With the confidence level being used, the effort will
be in the [10393, 22669] PH range, as shown in Figure 12.

Now, Jane computes the confidence interval for the esti-
mated size, using the procedure described in Section III-C.
Since the size of the application is around 2000 UFP, Jane
decides to use her company’s data concerning projects in the
[1000, 4000] UFP range to compute the confidence interval
(this example uses ISBSG data; that is, for illustration pur-
poses, we assume that Jane’s company data are identical to
ISBSG data). In this way, she finds that at a 0.75 confidence
level the size of the application to be developed is in the [1760,
2248] UFP range.

Fig. 12. Estimated effort based on the model and on the NESMA estimation
of size.

With these values, Jane can now recompute the estimated
effort. In the optimal case, i.e., when the effort model is given
by the lower line in Figure 11 and the size of the application
is 1760 UFP, the estimated effort is 8243 PH. In the worst
case, i.e., when the effort model is given by the upper line
in Figure 11 and the size of the application is 2248 UFP, the
estimated effort is 27595 PH. The computations are illustrated
graphically in Figure 13.

Fig. 13. Estimated effort considering both the confidence intervals of the
model and those of the size estimate.

In conclusion, Jane finds out that a project that, according
to ‘one shot’ estimation (using the likely effort model and the
likely size estimate) requires 15350 PH, could instead require
27595 PH, i.e., 180% the one shot effort estimate (!) or 8243
PH, i.e., only 54% of the one shot estimate. This knowledge
will allow Jane to devise a proper risk management strategy.

VI. THREATS TO VALIDITY

The proposed approach is empirical. In fact, the context
itself suggests that a strong theoretical basis is not very
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relevant. The definition of the NESMA estimated method itself
has no theoretically strong basis: the method is based on the
simple hypothesis that, on average, data have low complexity
(in FPA terms) and transactions have mid complexity. So,
we looked for reasonable confidence intervals, although these
intervals are not statistically linked to confidence levels in a
rigorous way.

Another typical concern in this kind of studies is the gener-
alizability of results outside the scope and context of the an-
alyzed dataset. We replicated the study with two datasets that
are quite representative of real-life projects (the ISBSG dataset
is deemed the standard benchmark among the community,
and it includes data from several application domains, while
the Chinese dataset collects data from a large set of banking
and financial software projects). Therefore, our results may be
representative of a fairly comprehensive situation. The general
result we got is that the amount by which the NESMA method
underestimates depends on the considered dataset; similarly,
the confidence interval depends on the dataset. At any rate, it
is worth underlying that while the numeric results we obtained
are not applicable to datasets from different organizations, the
proposed method is generally applicable as-is, in any context,
provided that representative data are available.

VII. RELATED WORK

Measures for early software estimation were conceived
since the last decades [22]–[24]. The present study aims to
advance this field by providing statistical foundations to some
of these measures, by using confidence intervals where ap-
proaches not based on probability distributions were adopted.
For example, the “Early & Quick Function Point” (EQFP)
method [25] estimates an error of ±10% of the real size of
software, for most of the times, but fails to indicate a more
robust indicator of this estimate, such as a confidence inter-
val. Several other early estimation methods were proposed:
Table V lists the most popular ones.

TABLE V
EARLY ESTIMATION METHODS: DEFINITIONS AND EVALUATIONS

Method name Definition Used functions Weight Evaluation
NESMA indicative [26] [27] data fixed [4] [21], [28]–[31] [11]
NESMA estimated [26] [27] all functions fixed [4] [21], [28]–[31] [11]
Early & Quick FP [24] [32] [25] all functions statistics [11] [33]
simplified FP (sFP) [34] all functions fixed [11]
ISBSG average weights [35] all functions statistics [11]
SiFP [36] data and trans. statistics [13] [15]

Recently, comparisons based on the accuracy of the
NESMA estimated (alias HLFPA) method and statistical mod-
elling methods were carried out in order to assess whether
standard measures fail in underestimating or overestimating
software size [18].

A survey [37] reports how machine learning techniques
were used for software development effort estimation, report-
ing accuracy as a comparison criterion for all the methods
analysed. To the best of our knowledge, confidence intervals
are overlooked as robust indicators of the estimates done in
software size. In this respect, this study aims to emphasize the

importance of providing robust indicators for a more reliable
comparison and precision of reporting.

VIII. CONCLUSION

The “NESMA estimated” method was proposed to estimate
the functional size of software (expressed in IFPUG Function
Points). The NESMA method assigns fixed weights to base
functional components (i.e., ILF, EIF, EI, EO and EQ), so that
it is not necessary to analyze in depth every logic data file or
transaction. This makes the method both easier and faster, and
applicable when the details needed to characterize and weight
base functional components are not yet available.

Previous studies showed that the NESMA method is suffi-
ciently accurate to be used in practice. However, it has two
possibly relevant limitations: 1) it tends to underestimate the
“real” (i.e., as obtained via the IFPUG FPA process) size of
software, and 2) it yields a single estimate, with no confidence
intervals. Both these characteristics can be be problematic for
software project managers. In fact, planning a project based
on underestimated size and, consequently, on underestimated
effort estimates usually leads to unrealistic plans. Besides,
getting a confidence interval for size estimates allows for
evaluating the risks connected with imprecise size estimates.

In this paper, we have proposed a correction for the esti-
mates yielded by the NESMA method, to avoid underestima-
tion, and a procedure to compute the confidence interval. Both
these contributions are expected to make project managers’ life
easier.

It is important to remark that both the amount by which the
NESMA method underestimates and the confidence intervals
depend on the considered dataset. Hence, it is quite advisable
that organizations that want to use the proposed techniques do
so with their own data, which are expected to represent well
the organization’s projects.
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Abstract—Recent standardization work for database 

languages has reflected the growing use of typed graph 

models (TGM) in application development. Such data 

models are frequently only used early in the design process, 

and not reflected directly in underlying physical database. In 

previous work, we have added support to a relational 

database management system (RDBMS) with role-based 

structures to ensure that relevant data models are not 

separately declared in each application but are an important 

part of the database implementation. In this work, we 

implement this approach for the TGM: the resulting 

database implementation is  novel in retaining the best 

features of the graph-based and relational database 

technologies. 

Keywords—typed graph model; graph schema; relational 

database; implementation; information integration. 

I.  INTRODUCTION 

The work in this paper was signaled in a conference 
presentation [1] in early 2023 and reflects ongoing work in 
the standardization community to create standards for 
graph databases. This has already led to the adoption of a 
new chapter in the International Standards Organization 
(ISO) standard 9075 [2] for property graph queries, and a 
draft international standard (DIS) on Graph Query 
Language (GQL) is now expected in early 2024. 

Many data models assist in the development of 
software, such as the Unified Modeling Language (UML) 
[3][4], entity frameworks, and persistence architectures. 
During such early conceptual model building, incremental 
and interactive exploration can be helpful [5] as fully 
automated integration tools may combine things in an 
inappropriate way, and the use of data types [6] can help to 
ensure that semantic information is included not merely in 
the model, but also in the final database. In this short paper 
we report on such an implementation of the Typed Graph 
Model (TGM), using metadata in a relational database 
management system (RDBMS) [7], partly inspired by 
recent developments in the PostgreSQL community [8]. 
Some recent database management systems (DBMS) have 
included metadata in the relational model to form a bridge 
with the physical database, so that the data model can be 
enforced across all applications for a single database. In 
this work, we provide a mechanism for integrating the 
graphical data model in the physical RDBMS. 

As with the original relational model, the TGM has a 
rigorous mathematical foundation as an instance of a 
Graph Schema. 

The plan of this paper is to review the TGM in Section 
II, and discuss the implementation details in Section III. 
Section IV presents an illustrative example, and Section V 
provides some conclusions. 

II. THE TYPED GRAPH MODEL AND INFORMATION 

INTEGRATION 

We will construct a TGM for a database by declaring 
instances of nodes and edges as an alternative to 
specifying tables of nodes and edges. 

A. Typed Graphs Formalism 

In this section we review the informal definition of the 
TGM from [2], using small letters for elements (nodes, 
edges, data types, etc.) and capital letters for sets of 
elements. Sets of sets are printed as bold capital letters. A 
typical example would be n ∈ N ∈ N ⊆ ℘(N), where N is 
any set and ℘(N) is the power-set of N. 

Let T denote a set of simple or structured (complex) 
data types. A data type t:=(l,d)∈T has a name l and a 
definition d. Examples of simple (predefined) types are 
(int,ℤ), (char,ASCII), (%,[0..100]), etc. It is also possible 
to define complex data types like an order line (OrderLine, 
(posNo, partNo, partDescription, quantity)). The 
components need to be identified in T, e. g., (posNo,int>0). 
Recursion is allowed as long as the defined structure has a 
finite number of components. 

The UML-notation was chosen as graphical 
representation for nodes and include the properties as 
attributes including their data types. Labels are written in 
the top compartment of the UML-class. Edges of the TGS 
are represented by UML associations. For the label and 
properties of an edge we use the UML-association class, 
which has the same rendering as an ordinary class, but its 
existence depends on an association (edge), which is 
indicated by a dotted line from the association class to the 
edge. This not only allows to label an edge but to define 
user defined edge types. The correspondence between the 
UML notation and the TGS definition is shown in Table I.  

Definition 1 (Typed Graph Schema, TGS)  A typed 

graph schema is a tuple TGS=(N
S
,E

S
,ϱ,T,τ,C)   

where:  
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• N
S
 is the set of named (labeled) objects (nodes) n with 

properties of data type t:=(l,d)∈T, where l is the label 

and d the data type definition.  

• E
S

 is the set of named (labeled) edges e with a 

structured property p:=(l,d)∈T, where l is the label 

and d the data type definition.  

• ϱ is a function that associates each edge e to a pair of 

object sets (O,A), i. e., ϱ(e):=(O
e
,A

e
)  with 

O
e
,A

e
∈℘(N

S
). O

e
 is called the tail and A

e
 is called the 

head of an edge e.  

• τ is a function that assigns for each node n of an edge 

e a pair of positive integers (i
n
,k

n
), i. e., τ

e
(n):=(i

n
,k

n
) 

with i
n
∈N

0
 and k

n
∈N. The function τ defines the min-

max multiplicity of an edge connection. If the min-

value i
n
 is 0 then the connection is optional.  

• C is a set of integrity constraints, which the graph 

database must obey.  

The notation for defining data types T, which are used for 

node types N
S

 and edge types E
S

, can be freely chosen: 

and in this implementation SQL will be used for 

identifiers and expressions, together with a strongly typed 

relational database engine. The integrity constraints C 

restrict the model beyond the structural limitations of the 

multiplicity τ of edge connections. Typical constraints in 

C are semantic restrictions of the content of an instance 

graph. For instance, in an order processing graph-database 

a constraint should require that an “order”-node o should 

have at least one “order-detail” node ol connected by an 

edge labelled “belongs_to” (see example order GDB in 

Table II.) 

Definition 2 (Typed Graph Model)  A typed graph 

Model is a tuple TGM=(N,E,TGS,φ) where:  

• N is the set of named (labeled) nodes n with data types 

from N
S
 of schema TGS.  

• E is the set of named (labeled) edges e with properties 

of types from E
S
 of schema TGS.  

• TGS is a typed graph schema as defined above..  

• φ is a homomorphism that maps each node n and edge 

e of TGM to the corresponding type element of TGS, 

formally:  

φ:TGM→TGS 

n↦φ(n):=n
S
(∈N

S
) 

e↦φ(e):=e
S

(∈E
S

) 

The fact that φ maps each element (node or edge) to 
exactly one data type implies that each element of the 
graph model has a well-defined data type. The 
homomorphism is structure preserving. This means that 
the cardinality of the edge types is enforced, too. In our 

Pyrrho implementation, the declaration of nodes and edge 
of the TGM develops the associated TGS incrementally 
including the development of the implied type system T. 
Data type and constraint checking is applied for all nodes 
and edges before any insert, update, or delete action can be 
committed. 

B. The Data Integration Process  

The full benefit of information integration requires the 
integration of source data with their full semantics. We 
believe a key success factor is to model the sources and 
target information as accurately as possible. The 
expressive power and flexibility of the TGM allows 
precise description of the meta-data of the sources and 
target in the same model, which simplifies the matching 
and mapping of the sources to the target. The tasks of the 
data integration process are: 

1) model sources as TGS Si (i = 1, 2, ..., n)  
2) model target schema T as TGS G  
3) match and map sources Si with TGS G  
4) check and improve quality  
5) convert TGS G back to T again  
Steps 3 and 4 can occur together in an interactive 

process once the basic model has been outlined. Such a 
process is crucial for Enterprise Information Integration 
(EII) and other data integration projects, which demand 
highly accurate information quality, which can be further 
improved with the use of different mappings.  

To start the process, it may be necessary to collect 
structure and type information from a data expert or from 
additional information. Where sources are databases, the 
rigid structures provide a good starting point. Otherwise, 
the relevant data must first be identified together with its 
meta-data if available. This includes coding and names for 
the data items. The measure units and other meta-data 
provided by the data owner are used to adjust all measures 
to the same scale. The paper of Laux [6] gives some 
examples how to transform relational, object oriented, and 
XML-schemata into a TGS.  

If the source is unstructured or semi-structured, e.g., 
documents or XML/HTML data, concepts and 
mechanisms from Information Retrieval (IR) and 
statistical analysis may help to identify some implicit 
structure or identify outliers and other susceptible data. If 
the data are self-describing (JSON, key-value pairs, or 
XML) linguistic matching can be applied with additional 
help from a thesaurus or ontology. Nevertheless, it is 
advisable to validate the matching with instance data or an 
information expert. 

The use of hyper-nodes n ∈ NS and hyper-edges e ∈ ES 
instead of simple nodes resp. edges allow to group nodes 
and edges to higher abstracted complex model aggregates. 
This is particularly useful to keep large models clearly 
represented and manageable. Each sub-graph can be 
rendered as a hyper-node. If the division is disjoint these 
hyper-nodes are connected via hyper-edges forming a 
higher abstraction level schema. 
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We present two possible TGS abstraction levels for a 
single enterprise in UML notation in Figure 1.  The dashed 
green line in part (a) encompasses the Customer data, 
comprising Customer master data, customers’ orders, and 
order positions. In part (b) this information is concentrated 
in one node type named “Customer”. The Supplier data 
side (red dashed line) is modelled in the same manner. The 
stock management data show in the detailed part (a) the 
bill of material (BOM) which is modelled as a recursive 
edge “Part of” on the parts node. This is no longer 
explicitly visible in the aggregated part (b). This hidden 
information should be part of the now complex property 
“part” of the Stock node. 

This little example demonstrates already the flexibility 
of the model in terms of detail and abstraction. We discuss 
this example in some detail in Section IV. 

III. IMPLEMENTATION IN THE RELATIONAL DATABASE 

SCHEMA 

The implementation of a typed graph modelling system 
can build on the user-defined type mechanism of an 
RDBMS. Node and edge types should have special 
columns: for node types, there is an automatic primary key 
with default name ID, and edge types also automatic 

foreign keys for their source and destination nodes, that 
are referred to here by their default names LEAVING and 
ARRIVING, and these should have automated support 
from the RDBMS. It should be possible to convert 
between standard types and node/edge types and rearrange 
subtype relationships. These tables can be equipped with 
indexes, constraints, and triggers in the normal ways. 

Then, if every node type or edge type corresponds to a 
single base table containing the instances of that type, one 
way to build a graph is to insert rows in these tables. But a 
satisfactory implementation needs to simplify the tasks of 
graph definition and searching. Most implementations add 
CREATE and MATCH statements, which we describe 
next, and indicate how they can be implemented in the 
RDBMS. 

A. Graph-oriented Syntax Added to SQL 

The typical syntax for CREATE sketches nodes and 
edges using additional arrow-like tokens, for example: 

[CREATE (:Person {name:'Fred Smith'})<-
[:Child]-(a:Person {name:'Peter Smith'}), 
(a)-[:Child]->(b:Person {name:'Mary Smith'}) 
-[:Child]->(:Person {name:'Lee Smith'}), 
(b)-[:Child]->(:Person {name:'Bill Smith'})] 

 

 
 

Figure 1. Example TGM of a commercial enterprise showing two levels of detail 
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Without any further declarations, this builds a graph 
with nodes for Person and edges for Child, as in Figure 2.  

There is already a standard abstract syntax [9][10], that 
can be represented as: 

CREATE Graph {','Graph} [THEN Statement]. 

Graph = Node Path {',' Node Path } . 
Path =  { Edge Node } . 
Node = '(' GraphItem ')' . 
Edge = '-[' GraphItem ']->' | '<-[' GraphItem ']-'. 
GraphItem = [id | Node_Value] [GraphLabel] [ 
Document] . 
GraphLabel = ':' (id | Label_Value) [GraphLabel] . 

In this syntax, the strings enclosed in single quotes are 
tokens, including several new token types for the TGM. In 
corresponding source input, unquoted strings are used for 
case-insensitive identifiers and double quoted strings for 
case-sensitive identifiers, possibly containing other 
Unicode characters. As usual in SQL, string constants in 
input will be single quoted, and doc is a JSON-like 
structure providing a set of properties and value 
expressions, possibly including metadata definitions for 
ranges and multiplicity. 

Nodes and edges and new node types and edge types 
can be introduced with this syntax. The database engine 
constructs a base table for each distinct label, with 
columns sufficient to represent the associated properties. 
These database base tables for node types (or edge types) 
contain a single row for each node (resp. edge) including 
node references. They can be equipped with indexes, 
constraints, and triggers in the normal ways. 

To the normal SQL DML, we add the syntax for the 
MATCH query, which has a similar syntax, except that it 
may contain unbound identifiers for nodes and edges, their 
labels and/or their properties. 

MatchStatement = MATCH Match {',' Match} 
[WhereClause] [Statement] [THEN Statements END]. 
Match = (MatchMode [id '='] MatchNode) {'|' Match}. 

The first part of the MATCH clause has an optional 
MatchMode (see below) and one or more graph 

expressions, which in simple cases appear to have the 
same form as in the CREATE statement. 
MatchNode = '(' MatchItem ')' {(MatchEdge|MatchPath) 
MatchNode}. 
MatchEdge = '-[' MatchItem '->' | '<-' MatchItem ']-' . 
MatchItem =  [id | Node_Value] [GraphLabel] [ 
Document | WhereClause ] . 

In all cases, the execution of the MATCH proceeds 
directly on the tables, without needing auxiliary SQL 
statements. The MATCH algorithm proceeds along the 
node expressions, matching more and more of its nodes 
and edges with those in the database by assigning values to 
the unbound identifiers. If we cannot progress to the next 
part of the MATCH clause, we backtrack by undoing the 
last binding and taking an alternative value. If the 
processing reaches the end of the MATCH statement, the 
set of bindings contributes a row in the default result, 
subject to the optional WHERE condition. 

In this way, the MATCH statement can be used (a) as 
in Prolog, to verify that a particular graph fragment exists 
in the database, (b) to display the bindings resulting from 
the process of matching a set of fragments with the 
database, (c) to display a set of values computed from such 
a list of bindings, or (d) to perform a sequence of actions 
for each binding found. In case (d) no results are 
displayed, as the MATCH statement has been employed 
for its side effects. These could include further CREATE, 
MATCH or other SQL statements, or assignment 
statements updating fields referenced in the current 
bindings. 

Following the forthcoming GQL standard, repeating 
patterns are supported by the MATCH statement (see [9]): 

MatchPath = '[' Match ']' MatchQuantifier . 
MatchQuantifier = '?' | '*' | '+' | '{' int , [int] '}' . 
MatchMode = [TRAIL|ACYCLIC| SIMPLE] 

[SHORTEST |ALL|ANY] . 

The MatchMode controls how repetitions of path 
patterns are managed in the graph matching mechanism. A 
MatchPath creates lists of values of bound identifiers in its 
Match. By default, binding rows that have already 
occurred in the match are ignored, and paths that have 
already been listed in a quantified graph are not followed. 
The MatchMode modifies this default behaviour: TRAIL 
omits paths where an edge occurs more than once, 
ACYCLIC omits paths where a node occurs more than 
once, SIMPLE looks for a simple cycle. The last three 
options apply to MatchStatements that do not use the 
comma operator, and select the shortest match, all matches 
or an arbitrary match. 

The implementation of the matching algorithm uses 
continuations to control the backtracking behavior. 
Continuations are constructed as the match proceeds and 
represent the rest of the matching expression. 

The MATCH statement can be used in two ways. The 
first is make the dependent Statement a RETURN 
statement that contributes a row to a result set for each 
successful binding of the unbound identifiers in the 
MATCH, for example, 

 
 

Figure 2. Browser output for web address 
http://localhost:8180/ps/PS/PERSON/NAME='Peter Smith'?NODE 
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MATCH ({name:'Peter Smith'}) [()-[:Child]->()]+ 
(x) RETURN x.name 

will yield a list of the descendants of Peter Smith.  
Without using RETURN or any dependent statements, 

the result of a MATCH statement is the list of bindings. 
The above example has two columns, one for each of the 
unbound identifiers p and x, but p will be an array with an 
element for each iteration of the pattern.  

The results are shown in Figure 3, which also shows all 
of the statements needed in our implementation to build 
and display this small example, including two lines for 
replacing the default primary key ID. A feature of the 
implementation described in this paper is the lack of 
structural clutter. 

 In sections B and C, we continue this small example 
with two further steps, to display the contents as a graph, 
and to show how the relational database directly supports 
object-oriented application programming for such 
graphical data. 

B. Graph versus Relation 

The nodes and edges contained in the database 
combine to form a set of disjoint graphs that is initially 
empty. Adding a node to the database adds a new entry to 
this set. When an edge is added, either the two endpoints 
are in the same graph, or else the edge will connect two 
previously disjoint graphs. If each graph in the set is 
identified by a representative node (such as the one with 
the lowest uid) and maintains a list of the nodes and edges 
it contains, it is easy to manage the set of graphs as data is 
added to the database.  

If an edge is removed, the graph containing it might 
now be in at most two pieces: the simplest algorithm 
removes it from the set and adds its nodes and edges back 
in.  

It is helpful if the RDBMS is extended to provide a 
graphical display as in Figure 2 above. In our work the 
RDBMS provides a simple HTTP service, so that once the 
database has given appropriate authorization an ordinary 
web access will display the graph in a browser. Selection 
of a node with the mouse displays its properties. 

The database with its added graph information can be 
used directly in ordinary database application processing, 
with the advantage of being able to perform graph-oriented 
querying and graph-oriented stored procedures. The 
normal processing of the database engine naturally 
enforces the type requirements of the model, and also 
enforces any constraints specified in graph-oriented 
metadata. The nodes and edges are rows in ordinary tables 
that can be accessed and refined using normal SQL 
statements. In particular, using the usual dotted syntax, 
properties can be SET and updated, and can be removed 
by being set to NULL. 

C. Database Design by Example 

From the above description of the CREATE statement, 
we can see that this mechanism allows first versions of 
types and instances to be developed together, with minimal 
schema indications. The MATCH statement allows 
extension of the design by retrieving instances and 
creating related nodes and edges.  

If example nodes and edges are created, the DBMS 
creates suitable node and edge types, modifying these if 
additional properties receive values in later examples. 

 

 
Figure 3. This shows the commands needed in our implementation to create a new database containing the example graph data, some simple graph-oriented 

queries, and some steps to develop the model and make it available to the network 
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Since transactions are supported, tentative examples can 
be explored and rolled back or committed. Alter 
statements can change names, enhance property types and 
modify subtype relationships, and the SQL Cast function 
can be used to parse the string representation of a structure 
value. The usual restrict/cascade actions are available, and 
node and edge types can have additional constraints, 
triggers, and methods.  As each node and edge type has an 
associated base table in the database, the result of this 
process is a relational database that is immediately usable. 

As the TGM is developed and merged with other 
graphical data, conflicts will be detected and diagnostics 
will help to identify any obstacles to integrating a new part 
of the model, so that the model as developed to that point 
can be refined. The SQL ALTER TABLE and ALTER 
TYPE statements, together with a metadata syntax, allow 
major changes to the model to be performed automatically, 
e.g., to enforce expectations on the data. 

It is important that all such major changes, indeed all 
cascades and trigger side effects, are validated as part of 
the transaction commit process, so that the database is not 
left in an inconsistent state as a result of a mistake or 
security exception. An example of such a cascade occurs 
where a graph has been created using the server’s autokey 
mechanism for primary keys, and the analyst has identified 
a more suitable numeric or string-valued key. A single 
ALTER TABLE statement can install this as the new 
primary key and the change automatically propagates to 
the edge types that attach to the node type in question. The 
previous primary key remains as a unique key but can later 
be dropped without losing any information. Figure 3 
shows this process, and its consequences are visible in 
Figures 2 and 4. 

Other restructuring of node types can be performed 
with the help of the CAST function, which can be used to 
parse complex types from strings, array and set 
constructors, and UNNEST. Node and edge manipulations 
can also be performed by triggers and stored procedures.  

The points covered in the above section already go a 
long way towards an integrated DBMS product that 
supports the TGM. The resulting TGM implementation 
inherits aspects such as transacted behavior, constraints, 
triggers, and stored procedures from the relational 
mechanisms, since Match and Create statements are 

implemented as Procedure Statements. The security model 
in the underlying RDBMS, with its users, roles, and grants 
of privileges also applies to the base tables and hence to 
the graphs. Node and edge types emerge as a special kind 
of structured type. It is thus a relatively simple matter to 
support view-mediated remote access and object-oriented 
entity management. Nodes and edges are entities and the 
same access and Multiple Version Concurrency Control 
(MVCC) models in our previous work [11] transfer with 
little trouble into the new features.  

As the TGM is developed and merged with other 
graphical data, conflicts will be detected and diagnostics 
will help to identify any obstacles to integrating a new part 
of the model, so that the model as developed to that point 
can be refined. 

It is natural to expect a user interface that displays a 
graphical version of the property graph. Figure 2 was 
generated by sending a link (see caption of Figure 2) to  
our implementation’s HTTP service to draw a picture of a 
portion of a graph starting at a given node. Selection of a 
node or edge displays the properties of that node and links 
to redraw the graph starting at another node. 

Our database server implementation has for years 
generated classes for C#, Python or Java applications 
corresponding to versioned database objects. Here this 
leads to object-oriented application programming, where 
node and edge types correspond to classes whose instances 
are nodes and edges. The Match and Create statements can 
be used (a) for SQL clients in commands and prepared 
statements, (b) in the generated C#, Java or Python and the 
widely used database connection methods ExecuteReader 
and ExecuteNonQuery, or (c) in JavaScript posted to the 
web service interface of the database server. In Figure 4 
we show a portion of a C# application program to display 
the descendants of Peter Smith in the little example graph 
database discussed above. 

The normal processing of the database engine naturally 
enforces the type requirements of the model, and also 
enforces a range of constraints specified in graph-oriented 
metadata. The nodes and edges are rows in ordinary tables 
that can be accessed and refined using normal SQL 
statements. In particular, using the usual dotted syntax, 
properties can be SET and updated, and can be removed 
by being set to NULL. 
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IV. AN EXAMPLE 

Examples for a graph structure usually choose social 
networks. We want to show that the TGM is equally 
suitable for Enterprise Resource Planning (ERP) and other 
business systems. As a non-trivial example, we have 
chosen a commercial enterprise which buys parts and 
products, resells the purchased products or assembles 

products from purchased parts and sells these value-added 
products. It does not develop and construct products from 
raw material but add some value to parts or assembles 
some products to form systems. 

The data model shown above in Figure 1 is suitable for 
a customer-supplier ordering system and comprises 3 
company divisions or departments: sales (green), stock 
(blue), and procurement (red). These are framed in Figure 
1(a) with a green dashed line for sales data, with blue for 

 
 

Figure 4. A portion of a C# application program to find the descendants of Peter Smith in the example database above 
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stock data, and red for procurement or purchase. The graph 
schema is visualized using UML notation which allows 
specifying the cardinality of the edges. The 
correspondence between the Typed Graph Schema (TGS) 
elements and the UML is shown in Table I. 

The sales division needs to manage customer data and 
process the customer’s orders. It consists of Customer 
nodes with properties CustNo, Name and Address. The 
Name and Address might as well be structured data types 
for first- and last name resp. street, ZIP code, and city. The 
CustOrder node mainly comprises OrdNo, the (redundant) 
CustNo, order date Date and the order total Sum in Euros. 
The CustOrder contains 1 to many order detail lines of 
OrderPos which consist at least of the order quantity as 
property. The order quantity itself is suppressed in the 
UML diagram to avoid overloading the picture. According 
to the semantics of the TGM the edge arrows signify the 
reading direction of the edge type. In the case of 
“belongs_to” the reading direction is from OrderPos to 
CustOrder.  

All other necessary properties for an order line (e. g. 
partNo, PartName, UnitProce) could be determined by 
following the edges of the model to the Part, Stock, and 
CustOrder node. In Figure 1 (a) only the nodes Customer 
and CustOrder are showing exemplified properties.   More 
properties are maintained in a real situation, e. g. planned 
delivery, shipping date, etc for a customer order. The same 
applies to all other nodes, e. g.  unit and quantity discount 
for parts. 

The procurement division is responsible for 
maintaining the supplier data and ordering of parts and 
products from them. It mirrors the sales model structurally 
and comprises supplier, the purchases (SupplOrd, 
PurchPos) and the supplier catalogue. Purchase- and Sales 
division have connections to the stock management.  

Finally, the stock division comprises master data 
management and stock management. Master data 
management includes structural information about the 
parts in the form a Bill Of Materials (BOM). Stock 
management deals with adding parts to the stock and 
releaseing them from stock, The central node of the stock 
model is the Part node who distinguishes between 
purchased parts (PurchasedParts) and in-house products 
(InHouseProduct) modelled as subtypes of Part. We have a 
BOM structurally represented as a recursive edge 
“part_of” on the part nodes. The BOM forms a tree 

structure with the product at the top. The product is made 
up recursively of components (composed parts) and finally 
of single parts.  The stock itself is represented as a node 
with properties like number of parts, reservations, and 
commissions. A stock node is linked to a part and a 
storage location. This allows knowing exactly which part 
is located at a certain location in the warehouse. 

Figure 1 (b) gives a high level view on the scenario. 
Such kinds of abstractions are important for complex 
graphs in order to keep the model manageable. CASE 
tools that support zoom-in and zoom-out functions would 
be beneficial to assist the graph modelling. 

The syntax of the above presented example ERP model 
will be presented in the following subsection. Multiline 
statements are enclosed in square brackets. 

A. Syntax of the ERP example 

First we start with the sales graph (green schema), 
followed by the supplier (red schema) and stock division 
(blue schema), and finally the three divisions are linked by 
the edge types “serves”, “supplies”, “canSupply”, 
“orders”, and “from”. 

The green schema is illustrated in Figure 5 below, and 
the declarations: 
// sales division 
[CREATE  
(a:Customer {CustNo:1001, Name:'Adam', Address:'122, 
Nutley Terrace, London, ST 7UR, GB'} ),  // Customer 
(b:Customer {CustNo:1002, Name:'Brian', Address:'45, 
Belsize Square, London, ST 7UR, GB'} ),  
 // … 
(f:Customer {CustNo:1006, Name:'Eddy', Address:'72, 
Ibrox Street, Glasgow, G51 1AA, UK'} ),  // customer 
without order 
 (o1:CustOrder {OrdNo:2001, CustNo:1001, 
Datum:DATE'2023-03-22', SummE:211.00} ),  // 
CustOrder 
(o2:CustOrder {OrdNo:2002, CustNo:1002, 
Datum:DATE'2023-03-22', SummE:24.00} ), 
// … 
(o8:CustOrder {OrdNo:2008, CustNo:1002, 
Datum:DATE'2023-04-24', SummE:808.00} ), 
 (op1:OrderPos {Quantity:4, Unit:'piece'} ),  // 
OrdPos 
(op2:OrderPos {Quantity:4, Unit:'litre'} ), 
// …  
(op18:OrderPos {Quantity:10, Unit:'piece'} ), 
(a)<-[:ORDERED_BY]-(o1),  // each order was ordered 
by exactly 1 customer 
(a)<-[:ORDERED_BY]-(o6), 
(a)<-[:ORDERED_BY]-(o7), 
(b)<-[:ORDERED_BY]-(o2),  
//… 
(o1)<-[:BELONGS_TO]-(op1),  // each orderPos belongs 
to exactly 1 order  
(o2)<-[:BELONGS_TO]-(op2), 
 
// … 
(o8)<-[:BELONGS_TO]-(op9), // and an order has at 
least 1 orderPos 
(o8)<-[:BELONGS_TO]-(op10), 
(o1)<-[:BELONGS_TO]-(op11),  
// … 

(o8)<-[:BELONGS_TO]-(op18)] 

TABLE I. TGS CORRESPONDENCE WITH UML NOTATION 

 
TGS UML 

n ∈ NS class 

e ∈ ES association 

t = (l, d) ∈ 

T 

l = name of n resp. e; d = type of n resp. e 

ϱ (e) all ends of e 

τe(n) (min,max)-cardinality of e at n 

C constraints in [ ] or { } 
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We continue with the supplier division, illustrated in 
Figure 6 below. Here are sample declarations for this 
section: 
// supplier division 
[ CREATE    
(a:Supplier {SupplNo:101, Name:'Rawside Furniture', 
Address:'58 City Rd, London , EC1Y 2AL, UK'} ),  
(b:Supplier {SupplNo:102, Name:'Andreas Stihl Ltd', 
Address:'Stihl House Stanhope Road, GU 15 3 YT, 
Camberley Surrey, GB'} ), 
// …  
// SupplOrd 
(o1:SupplOrd {OrdNo:2001, SupplNo:101, 
Datum:DATE'2023-01-11', "Sum€":260.00} ),  
(o2:SupplOrd {OrdNo:2002, SupplNo:102, 
Datum:DATE'2023-02-22', "Sum€":2405.00} ), 
// … 
// OrdPos purchase details 
(op1:PurchOrd {PosNo:1, Quantity:4, Unit:'piece'} ),  
(op2:PurchOrd {PosNo:1, Quantity:4, Unit:'litre'} ), 
// … 
// (Supplier)<-[:SUPPLIED_BY]-(SupplOrd) 
(a)<-[:SUPPLIED_BY]-(o1),  // each order was ordered 
by exactly 1 Supplier 
(a)<-[:SUPPLIED_BY]-(o4), 
// … 
// (SupplOrd)<-[:IS_POS_OF]-(OrdPos) 
(o1)<-[:IS_POS_OF]-(op1),  // each PurchPos belongs 
to exactly 1 order  
(o2)<-[:IS_POS_OF]-(op2), 
// … 
(o1)<-[:IS_POS_OF]-(op7), // and an order has at 
least 1 PurchPos 
(o1)<-[:IS_POS_OF]-(op8), 
(o1)<-[:IS_POS_OF]-(op9), 
//… 
// SupplCatalog 
(sc11:SupplCatalog {SupplNo:101, SPartNo:'sp1', 
description:'Hammer handle, Wood (ash), Weight:100 
g', unit:'piece', unitPrice:2.00}), //P15 
(sc12:SupplCatalog {SupplNo:101,SPartNo:'sp2', 
description:'Tabletop, Wood (oak), Color:brown, 
Size:80w x120l cm', unit:'piece', unitPrice:40.00}), 
//P16 
// … 
(sc46:SupplCatalog {SupplNo:104, SPartNo:'sp6', 
description:'Shelf spruce, Color: white, Weight:6 kg, 
Size:60w x180h cm', unit:'piece', unitPrice:20}), 
// (Supplier)-[:HAS]->(SupplCatalog) 
(a)-[:HAS]->(sc11), (a)-[:HAS]->(sc12), (a)-[:HAS]-
>(sc13), (a)-[:HAS]->(sc14), (a)-[:HAS]->(sc15), (a)-
[:HAS]->(sc16), 

(b)-[:HAS]->(sc21), (b)-[:HAS]->(sc22), (b)-
[:HAS]->(sc23), (b)-[:HAS]->(sc24), (b)-[:HAS]-
>(sc25)] 

  
 Next, the Stock part, shown in Figure 7 below. Here are 
sample declarations: 
// stock division 
// create Part types  
create type Part as (PartID char ,Designation char, 
Color char, Weight char, Size char) nodetype 
// PurchasedPart 
create type PurchasedPart under Part as 
(PreferredSupplNo int, sumOrderedThisYear currency, 
discountPrice currency)   
// InHouseProduct 
create type InHouseProduct under Part as 
(ProductionPlan char, producedThisYear int, 
manufacturingCosts currency)  
[CREATE  
(a1:Location {LocationNo:10011, Aisle:1, Shelf:'left 
A', Rack: 'A1'} ),  // Location 
(a2:Location {LocationNo:10012, Aisle:1, Shelf:'left 
A', Rack: 'A2'} ), 
// … 
(l:Location {LocationNo:10111, Aisle:2, Shelf:'left 
A', Rack: 'A1'} ),  // Location without parts 
//Part will be filled implicitly  
// PurchasedPart 
(p1:PurchasedPart {PartID:'P01' 
,Designation:'Wallplug',Material:'Fiber', 
Color:'grey', Weight:'6 g', Size:'12 cm', 
PreferredSupplNo:103, sumOrderedThisYear:2000, 
discountPrice:'0.04 €'  }),  //p1 Wallplug 

 

 
 

 
Figure 6. The Supplier part of the example database from Figure 1  

Figure 5. The customer section of the database (from Figure 1) 

 
Figure 7. The Stock part of the example database from 

Figure 1 
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(p5:PurchasedPart {PartID:'P05' ,Designation:'Metal 
nail', Material:'Metal', Color:'grey', Weight:'2 g', 
Size:'A 50 x2.2 mm', 
PreferredSupplNo:102, sumOrderedThisYear:10000, 
discountPrice:'0.005 €'}),  //p5 Metal nail 
// … 
(p30:PurchasedPart {PartID:'P30' 
,Designation:'Degreasing liquid', Material:'benzine', 
Color:'clear', Weight:'100 g', Size:'100 ml bottle' , 

    PreferredSupplNo:101, sumOrderedThisYear:150, 
discountPrice:'1.80 €'}), //p30 Degreasing liquid 
// InHouseProduct 
(p2:InHouseProduct {PartID:'P02' ,Designation:'Power 
plug', Color:'white', Weight:'30 g', Size:'dia 5 cm 
', 
ProductionPlan:'P02 Power plug',  
producedThisYear:1000, manufacturingCosts:'2.50 €'}),  
(p3:InHouseProduct {PartID:'P03' 
,Designation:'Hammer', Material:'Compound 
material',Color:'blue', Weight:'1,1 kg', Size:'35 cm 
long', 
ProductionPlan:'P03 Hammer', producedThisYear:100, 
manufacturingCosts:'2.50 €'}), 
// … 
(p28:InHouseProduct {PartID:'P28' 
,Designation:'Tableleg', 
Material:'Metal',Color:'Silver', Weight:'1 
kg',Size:'80w x120l cm', 
ProductionPlan:'P28 Tableleg', producedThisYear:160, 
manufacturingCosts:'7.00 €'}), 

 

 
// Stock 
(s1:Stock {PartID:'P02', LocationNo:10011, 
available:55, commissioned:20, 
reserved_until:DATE'2023-09-22'} ), 
(s2:Stock {PartID:'P11', LocationNo:10012, 
available:500, commissioned:100, 
reserved_until:DATE'2023-10-12'} ), 
// … 
(s34:Stock {PartID:'P30', LocationNo:10101, 
available:30, commissioned:5, 
reserved_until:DATE'2024-09-21'} ), 
 //BOM 
(p2)<-[:IS_Part_OF {no_of_components:1}]-(p11),  
(p2)<-[:IS_Part_OF {no_of_components:2}]-(p12)<-
[:IS_Part_OF {no_of_components:1}]-(p13), 
(p3)<-[:IS_Part_OF {no_of_components:1}]-(p14), 
// … 
(p26)<-[:IS_Part_OF {no_of_components:1}]-(p23), 
// Links: Parts<-Stock->Location 
(p1)<-[:stocked]-(s33)-[:at]->(i3),   
(p2)<-[:stocked]-(s1)-[:at]->(a1),   
// … 
(p30)<-[:stocked]-(s34)-[:at]->(k)] 

Table II summarizes the schema objects (node and edge 

types) of the ERP graph schema and Figure 8 shows part 

of the resulting graph view of the database. 

TABLE II. NODE AND EDGE TYPES IN AN EXAMPLE DATABASE (RELATIONAL DESCRIPTION) 

 
Type name Informal Description SuperType 

Customer (CustNo, Name, Address)  

CustOrder (CustNo, Datum, OrdNo, Summ€)  

OrderPos (Id, Quantity, Unit)  

Location (LocationNo, Reihe, Shelf, Rack)  

PurchasePart (PartID, Designation, Material, Color, Weight, Size) Part 

InHouseProduct (PartID, Designation, Material, Color, Weight, Size) Part 

Stock (PartID, LocationNo, Available, Commissioned, Reserved_Until)  

Supplier (SupplNo, Name, Address)  

SupplOrd (OrdNo, SupplNo, Datum, Sum€)  

PurchPos (PosNo, Quantity, Unit)  

SupplCatalog (SupplNo, SPartNo, Desription, Weight, Unit, unitPrice)  

 
Type name Leaving Arriving Other properties 

Ordered_by CustOrder Customer  

Belongs_to OrderPos CustOrder  

Is_Part_Of Part Part No_of_components 

Stocked Stocked Part  

At Part Location  

Supplied_by SupplOrd Supplier  

Is_Pos_of PurchPos SupplOrd  

Has Sypplier SupplCatalog  

Orders OrderPos Part  

From_ OrderPos Stock  

Supplied PurchPos ParchasePart  

Can_Spply SupplCatalog PurchasePart  

Serves PurchPos OrderPos  
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V. CONCLUSIONS 

The purpose of this paper was to report some progress 
in our Typed Graph Modeling workstream. The work is 
available on Github [11] for free download and use and is 
not covered by any patent or other restrictions. The main 
challenges, as expected, were related to the 
implementation of the MATCH algorithm for repeating 
patterns, and the solution found is an elegant one involving 
continuations and documented in the Pyrrho blog [12] and 
in [11].  We plan to add further facilities for altering the 
types of graph properties, and to track development of the 
forthcoming GQL standard. 

Unsurprisingly, the performance of our implementation 
is modest for complex statements when the database 
becomes large. Simple CREATE and MATCH statements 

like those found in benchmarks are processed at over 2500 
per second. The implementation will no double benefit 
from a review of this aspect. 

The current “alpha” state of the software implements 
all of the above ideas. The test suite includes simple cases 
that demonstrate the integration of the relational and typed 
graph model concepts in Pyrrho DBMS. The 
implementation is backward compatible with previous 
versions of Pyrrho DBMS, so legacy databases can 
immediately use these new capabilities. Pyrrho DBMS is 
free standing and works directly with the operating system 
(Windows, Linux, or MacOS), and clients interact with the 
server using TCP/IP or HTTP. 

It is our hope that other DBMS developers will also 
adopt GQL in new versions of their  DBMS. 

 

Figure 8. A part of the ERP example graph, after changes to primary keys similar to Figure 2 and 3 (e.g., PART now has key PartID).  
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Abstract - Amids challenges posed to humanity by artificial
intelligence disruptive developments, this work is set to engage
discussants from different perspectives -encompassing
scientists in different fields, governments, firms and other
social actors- on the topics of artificial intelligence, governance
and legitimacy. The main aim and output of the paper is to
present a dashboard for the analysis of governance and
legitimacy of artificial intelligence. This Dashboard resolves
disputes within the literature on political theory over classical
approaches to study governance and legitimacy. The
Dashboard has also the capacity to allow for comparisons in AI
governance and legitimacy in democratic and non democratic
regimes, at different government levels, both in Western
Countries and in the Global South. An additional output is the
application of the framework to the case of China as a case
study. This analysis is carried out by applying the framework
to take a fresh look at existing data in the Chinese case and
showing its value as a methodological and analytical tool.

Keywords - Artificial intelligence; democracy; ethics; political
theory; governance.

I.INTRODUCTION
This work is an extended version of “AI

Philosophy: Sources of Legitimacy to Analyze Artificial
Intelligence,” a paper presented to the IARIA Annual
Congress on Frontiers in Science, Technology, Services, and
Applications in 2023 [1]. This extended version aims to
present a general framework to analyze artificial intelligence
(AI), and to discuss legitimacy and governance from
political theory as a stream of philosophy. As such, the work
addresses questions related to governance and legitimacy
that are at the basis of political and social power and of
command and control. At the end of 2020, Pfizer-BioNTech
vaccine based on mRNA molecules made a breakthrough,
allowing for a first treatment against the COVID-19 plague.
The vaccine used modified RNA molecules and ferried
them for the first time as a drug into cells. This vaccine was
made possible with complexity, using algorithms departing
from a strict digital approach to more complex algorithms
incorporating layers, in the same ways that neurons branch
out in the human brain. This fascinating breakthrough
furthers -even more- the appetite for competition among the
big actors: Google, Elon Musk, the Chinese government,

among others, all wanting to reach a trillion operations in
machine learning [2]. The example of the COVID-19
vaccine brings us the evidence of the importance of the use
of algorithms for the good of humanity. From the point of
view of physics and biology, Contera stresses that reality is
not digital, it is analog, and therefore complex: Current
artificial intelligence seeks to achieve this complexity by
including new parameters and new interactions [2]. But
there are limitations to this pattern of development towards
complexity: the first is based on energy reasons - the cost of
computations and the blockchain is very high. The second
limitation is based on geopolitical reasons. Taiwan is
currently the only country capable of producing a
computing chip below the size of five nanometers [2]. This
makes the United States, Western economies and the global
south heavily dependent on a single company, TSMC, for
the supply of leading edge technology chips. Only TSMC in
Taiwan and Samsung in South Korea can make the most
advanced semiconductors, and this, for the case of Taiwan
exposure to China, is interpreted by the United States as
putting at risk the ability “to supply current and future [US]
national security and critical infrastructure needs”
according to María Ryan [3][4]. This is evident when the
United States Department of Commerce’s Bureau of
Industry and Security announces the implementation of
export controls to restrict China’s ability to both purchase
and manufacture certain high-end chips used in military
applications on October 7th, 2022. This actually means
restricting China´s ability to obtain advanced computing
chips, develop and maintain supercomputers, and
manufacture advanced semiconductors. Similar risks -and
opportunities- are perceived by China. Both risks and
opportunities underlie the Chinese Party Constitutional
amendment made in October 2022, looking forward to
making sustained and steady progress with the One Country,
Two Systems policy, advancing national reunification with
Taiwan [5].

Thus, this work applies the political theory
framework to China, bearing in mind the context and very
interesting issues at hand: competitive interests and
domestic preferences, economic development, national
security and social control. There are challenges in trying to
tame the beast of reality -as the big actors are seeking to do
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with algorithms- and with the resources and human talent
that are assigned for the task. These challenges make the
study of current changes in artificial intelligence (AI) from
the perspective of social sciences, and in particular from the
perspective of legitimacy and democracy -or the lack
thereof- interesting and acute. Other questions related to
political theory also motivate this study: what can we learn
about the complex reality of AI related to command and
control in China? What may we learn about the future
society and the polity against AI development in China?
And, are there any particular cultural values enshrined in the
country´s AI development?

In the following sections, the methodology is
introduced and a general theoretical framework is proposed,
the case study of sources of legitimacy and control in China
follows, and finally a discussion with conclusion and further
work is presented, followed by acknowledgements.

II. METHODOLOGY

The methodology of this research seeks to bring
basic questions linked to legitimacy - a basis of governance-
into the study of artificial intelligence. The purpose is to
reflect upon how artificial intelligence is going to affect
democratic and non democratic regimes.

The study departs from classical publications in
political theory by Max Weber and Craig Mathesson [6][7],
whose approaches combined allow to draft a table with an
eight dimensional view of sources of legitimacy. These
approaches taken combined, however, are unable to capture
new features linked to legitimacy when artificial intelligence
is taken into account. Searching for what is missing in these
classical inquiries when AI is taken into account a new
theoretical framework is developed. This new theoretical
framework allows for a comparison of national cases, and
eventually, supranational and subnational cases. The
selection of studies started by a search in scopus with the
terms artificial intelligence AND China in 2020, 2021,
2022. This brought about 776 articles. The selection was
further refined under the social sciences category, with 170
documents published matching the query. These journal
articles were reviewed looking for governance and
legitimacy as topics for retrieval and further work,
identifying 37 source articles. Once first relevant works
were identified, the reference list of these articles became a
main source of materials -both those that were included in
the scopus database or were not- as detailed knowledge
became crucial to build up the study. Google scholar was
also utilized, searching for the first 10 publications on
artificial intelligence and social sciences, the 10 most cited,
and the ten most recent ones. These works were reviewed
searching for interesting insights. Proquest database has also
been consulted, with the query artificial intelligence in the
Financial Times newspaper. Specific articles on the query
were of value to identify authors with new ideas on artificial
intelligence nowadays and how AI affects governance. As a
result, these searches brought about information from
comparative reports with general information on the United
States [8], the work on Europe [9][10], and on China and

China local AI ecosystems [11][12], which is the focus for
the purpose of this work.

This research and discussion have been pursued
without the aid of artificial intelligences or data bases in the
process of ideas. Research and discussion are the result of a
human mind. There is no use of any big data software,
organic life engineering, or cyborg aid. Thus, at this stage,
the results of the work are solely the responsibility of a
human author´s mind. At a future stage, it could be explored
whether there are interesting possibilities from non natural
intelligences to broaden the scope and findings of this
research.

III. THEORETICAL FRAMEWORK OF AI GOVERNANCE: FROM
RELATED WORK TO SOURCES OF LEGITIMACY TO ANALYZE

ARTIFICIAL INTELLIGENCE

The theoretical framework is based on the sources
of legitimacy to analyze artificial intelligence. Here we are
bringing to the fore political theory to address a
contemporary problem: AI governance. This is what the
paper tries to achieve, a better understanding of governance
in the context of AI. For this purpose, in this part of the
work, Table I, including an eight dimensional view of
sources of legitimacy is developed. Table I is based on
dimensions, concepts and definitions from classical works
by Max Weber and Craig Mathesson [6][7]. With over five
million mentions in Google Scholar, Weber´s work is a
reference to explain politics, society and economics.
Decades later Mathesson includes democracy as a
fundamental axis to review Weber's approach on legitimacy.
The current work argues that there is room for further
improvement, departing from the insights from these two
authors. Improvement is pursued in two steps: Step one is
developing a framework for analysis based on the theories
of these two authors, the eight dimensional view of sources
of legitimacy. Step two, in the following section, follows,
with the next stage, using fundamental questions from
political theory to address the contemporary problem of AI
governance. In doing so, method -as source of change- and
legitimacy are enshrined in the Gil dashboard making up for
an upgraded theoretical framework. The new Dashboard has
been developed in a wider context that is not addressed in
this article: The wider context aims to compare the AI
regulatory framework of China, the European Union and the
United States [8]-[12], which is the endeavor the author is
currently devoted to in a wider research. The current work
focuses on the theoretical dashboard that has been
developed to make the comparisons. Using a name for the
Dashboard follows the practice of using the name of the
author for scales –such as Sherry Arnstein Ladder of Citizen
Participation, one of the most influential models in the field
of democratic public participation; it also has the purpose of
setting a reference for further discussion across disciplines.

The following work tries to unveil a complex
reality, 1) where there are new rules attached to command
and control derived from the use of AI in political regimes
and 2) to bring to light new ways of thinking about AI,
governance and legitimacy. A framework for analysis, the
Gil dashboard for legitimacy is developed. The dashboard
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allows for comparisons of most similar and most different
cases. The theoretical framework is in the intersection
between values and AI development, and allows to unveil
how AI is mediating problems related to coordination and
control, what uncertainties about the future society and the
polity different countries face against AI development, and
what could we say about different cultural values.

We depart from the work on legitimacy from Max
Weber -for whom there exist three types of domination,
charismatic, traditional and rational or legal [6]. This
framework was revised by Matheson [7] in 1987, nearly a
century after Weber started writing. Matheson qualifies and
opposes Max Weber theory on legitimacy. Later on, and
departing from Matheson, the current work develops a
theoretical framework to allow for the comparison of AI
legitimacy bases in the European Union, the United States
and China - and could be valuable for the analysis of
developing countries, and countries in the global south.

TABLE I. THE EIGHT DIMENSIONAL VIEW OF SOURCES OF LEGITIMACY, BY OLGA GIL

Dimension Definition of the dimension

Convention Norms, rules: legal or customary rules that prescribe
forms of behavior

Contract as
basis of
legitimacy

Mutual rights and obligations. The theory of consent as
the basis of obligations

Basis of
legitimacy in
a conformity
with
universal
principles:
natural law

Theories of natural law, aka, the existence of a natural
order superior to man-made law

Sacredness of
authority

Power-holder or his/her norms considered to be sacred
divine right of reigns. For Max Weber it could also be
an attribute of an office rather than a person

Legitimacy
by expertise

Technical expertise, in the vein defended by
Saint-Simon, Taylorian theories, or historic laws

A popular
mandate in a
constitutional
democracy

Popular mandate: a claim to democratic election in
accordance with constitutional procedures. Based on
constitutionalism, power holders elected in accordance
with constitutional procedures. Here we find a
distinction between populist democracies, where the
will of a majority rules, and constitutional
democracies, were there will of the majority is limited
by a constitution

Personal
relation

Domination, in which there are close ties between
power-holders and power-subjects such as personal
authority or paternal authority relationships

Personal
quality of the
power holder

Domination based on the personal quality of the power
holder, by virtue of which he/she can claim a right of
command

Weber differentiated three types of domination:
charismatic, traditional and rational or legal. This
differentiation is based on the legitimacy of the
power-holder. The work by Matheson nearly a century later
includes eight types of domination, including the
perspective of both the power holders and the power
subjects. The main critique that Matheson introduces to

Weber's work is that democracy and its effects along the XX
century are not reflected in Max Weber typology. Matheson
reaches new layers of granularity for the study of the polity
and society with his revised proposal. From Matheson´s
critique of Weber Table 1 above is developed: The table
explains visually the eighth types of domination. This would
be an eight dimensional view of sources of legitimacy.

Having AI in mind and looking at this framework
for the analysis of the cases selected, observations about
new sources of legitimacy out of the scope of the table
above can be drawn. A first one would be coercion as an
instrument for legitimacy. A second source of legitimacy
would be AI development outside the umbrella of the state,
based in ethics codes. For instance, an applied comparison
of national AI strategies in nine countries, including China
and the United States finds that national AI strategies have
an approach towards AI governance that entails cooperation
among the public sector, industry and academia and this has
been based largely on ethics [8]. Based on ethics,
cooperation is achieved with voluntary mechanisms
including best practices, codes of conduct, and guidelines.
At the core of a general approach to use ethical guidelines as
an efficient measure to prevent or reduce harm caused by
AI, the general argument is for its higher flexibility, as
opposed to hard regulations that could represent an obstacle
to economic and technical innovation [8][9], or other means
of legitimacy.

IV. METHOD AS A SOURCE OF CHANGE AND LEGITIMACY

A third source of legitimacy would be linked to
method. Matheson's approach to sources of legitimacy
reviews Max Weber work making important contributions.
But a further contribution is missing: the concept of
improved democracies through method as source of
legitimacy. This type of legitimacy -experimenting with
method, in an active process to reach better results- is not
included in Matheson analysis. Method points out to new
types of democracies that would not be only based on a
popular mandate. Method has been the basis to reach new
knowledge following the scientific revolution in Europe.
Method, in contrast, has not been explored as such to
improve democratic governments. The result is that there
has not been an appraisal of method as a way to reach better
results in democratic regimes. An example of the dangers
and limitations of not including method as a source of
improved legitimacy is the work comparing national AI
strategies in nine countries, including China and the United
States [8], stressing the lack of concrete mechanisms for
inclusion of civic society and public engagement in AI
control.

These new sources of legitimacy -coercion, ethics,
improved method, and legitimation based on algorithms-
will be incorporated in the previous table in order to develop
a new table, the Gil Dashboard, allowing us to analyze
artificial intelligence in case studies, in multilevel analysis
and from a comparative perspectives. The sources of
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legitimacy are incorporated close to the category that is
more akin to the concept, if any. The additions are included
in bold text.

TABLE II. THE GIL DASHBOARD: THIRTEEN SOURCES OF LEGITIMACY TO ANALYZE
AI

Dimension Definition of the dimension

Convention Norms, rules: legal or customary rules that
prescribe forms of behavior

Contract as basis
of legitimacy

Mutual rights and obligations. The theory of
consent as the basis of obligations

Basis of
legitimacy in a
conformity with
universal
principles:
natural law

Theories of natural law, aka, the existence of a
natural order superior to man-made law

Sacredness of
authority

Power-holder or his/her norms considered to be
sacred divine right of reigns. For Max Weber it
could also be an attribute of an office rather than a
person

Legitimation by
human expertise

Technical expertise, in the vein defended by
Saint-Simon, Taylorian theories, or historic laws

Legitimation
based on an
algorithm

Legitimation based on macrodata –hindering
the idea of individual liberty and decisions
taken by means of human conversation and
persuasion

A popular
mandate in a
constitutional
democracy

Popular mandate: a claim to democratic election in
accordance with constitutional procedures. Based
on constitutionalism, power holders elected in
accordance with constitutional procedures. Here
we find a distinction between populist
democracies, where the will of a majority rules,
and constitutional democracies, were there will of
a majority is limited by a constitution

Improved
democracies
experimenting
with method

A type of legitimacy based not only in a popular
mandate but also on experimenting with
method and in a continuous process, in order to
reach better results, including accountability

Regimes -non
democracies-
developed
through method

A type of legitimacy based on experimenting
with method and a continuous process to justify
objectives and reached results

Personal relation
Domination, in which there are close ties between
power-holders and power-subjects such as personal
authority or paternal authority relationships

Personal quality
of the power
holder

Domination based on the personal quality of the
power holder, by virtue of which he/she can claim
a right of command

Coercion The use of power to influence someone to do
something they do not want to do, from exerting
fear to nudging as positive reinforcement

Societal
cooperation,
excluding the
polity

Development of mechanisms of cooperation
among the public sector, industry and
academia: cooperation is achieved with
voluntary mechanisms including best practices,
ethical codes of conduct, and guidelines

V. APPLYING THE DASHBOARD TO STUDY GOVERNANCE,
LEGITIMACY AND CONTROL: ARTIFICIAL INTELLIGENCE IN CHINA

In this section we analyze sources of legitimacy
using the author´s Dashboard in the Chinese case. The work
proceeds first of all with a brief introduction on the
economic governance of AI in China, followed by Table III,
with a quantitative analysis (where 1 is existence and 0
absence), and a qualitative analysis follows. At this stage of
the research using a binary code has the sole purpose to state
existence or absence of a given dimension. The subsections
explain those features that have proved existing. To refine
limitations derived from using binary code, this coding
could be complemented with normalized scales –i.e. Likert
scale- other metrics showing further comparative scalability
for each of the dimensions in the Dashboard, coupled with
in depth dimension studies.

The baseline of the economic governance of AI in
China has laid on the increase of total fiscal expenditures on
science and technology rising from 48 per cent in
2007-2011 to 59 per cent in 2015-2016 [13]. Provinces and
local governments have significant autonomy in the
implementation of these funds, and from different
approaches [14]. There are local unbalances in AI
development, with three cities being home to 70 per cent of
AI firms: Beijing being home to 43 of Chinese firms,
Shanghai at 15 per cent and Shenzhen at 12 per cent [15].
Following with expertise, the mode of economic governance
has not been based on cutting edge technologies in China.
The mode of AI economic governance, instead, has been
based in rapid deployment and scaling of existing AI
technologies [15]. The results have been fusion and speed
over breakthrough technologies, and ensuring the adoption
of existing technologies. Adoption and scale have been the
formulae for AI implementation, both in the private and the
public sector. This is very much in contrast with the case of
European countries, where deployment of AI technologies
at the local level remains very low [9]. An additional key in
economic governance has been the attraction of global and
supra-local linkages by ambitious policy makers searching
for increased access to capital and other AI ecosystems:
Linking to cities such Amsterdam, Barcelona, Stockholm,
and clusters forming around Cambridge, Oxford and
Manchester –with the AI ecosystem around Manchester
university and the United Kingdom government
communications headquarter. Another component in
economic governance has to do with the objective to reduce
policy fragmentation in China. In order to do so, local
governments are incentivized to develop plans that can be
later used to assess progress and to induce competition
between different regions and localities.
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TABLE III. THE GIL DASHBOARD: THE GIL DASHBOARD ON SOURCES OF
LEGITIMACY AND CONTROL: AN APPLICATION TO CHINA, CONCEPTUAL,

QUANTITATIVE ANALYSIS.

Dimension Quantitative
analysis Definition of the dimension

Convention 1
Norms, rules: legal or customary
rules that prescribe forms of
behavior

Contract as
basis of
legitimacy

0
Mutual rights and obligations.
The theory of consent as the basis
of obligations

Basis of
legitimacy in a
conformity with
universal
principles:
natural law

1

Theories of natural law, aka, the
existence of a natural order
superior to man-made law

Sacredness of
authority 0

Power-holder or his/her norms
considered to be sacred divine
right of reigns. For Max Weber it
could also be an attribute of an
office rather than a person

Legitimation by
human
expertise

1

Technical expertise, in the vein
defended by Saint-Simon,
Taylorian theories, or historic
laws

Legitimation
based on an
algorithm 0

Legitimation based on
macrodata –hindering the idea
of individual liberty, or
decisions taken by consensus

A popular
mandate in a
constitutional
democracy

0

Popular mandate: a claim to
democratic election in accordance
with constitutional procedures.
Based on constitutionalism,
power holders elected in
accordance with constitutional
procedures. Here we find a
distinction between populist
democracies, where the will of a
majority rules, and constitutional
democracies, were there will of a
majority is limited by a
constitution

Improved
democracies
experimenting
with method

0

A type of legitimacy based not
only in a popular mandate but
also on experimenting with
method and in a continuous
process, in order to reach better
results, including accountability

Regimes -non
democracies-
developed
through
method

1

A type of legitimacy based on
experimenting with method and
a continuous process to justify
objectives and reached results

Personal relation 0

Domination, in which there are
close ties between power-holders
and power-subjects such as
personal authority or paternal
authority relationships

Personal quality
of the power
holder

0

Domination based on the personal
quality of the power holder, by
virtue of which he/she can claim
a right of command

Coercion
1

The use of power to influence
someone to do something they
do not want to do, from
exerting fear to nudging as
positive reinforcement

Dimension Quantitative
analysis Definition of the dimension

Societal
cooperation,
excluding the
polity

1

Development of mechanisms of
cooperation among the public
sector, industry and academia:
cooperation is achieved with
voluntary mechanisms
including best practices, ethical
codes of conduct, and guidelines

A. Convention
The first source of legitimacy and control that we

can draw from this table and apply to the Chinese case is
convention. It could be argued that in China there are
general changes in convention as a source of legitimacy,
understood as norms, rules –legal or customary rules- that
prescribe forms of behavior.

The mode of social governance has implications in
China's choice of adoption of AI technologies. As Ding
states [11], the State Council’s AI plan sees AI playing an
irreplaceable role in maintaining social stability. In practice,
this is reflected in local-level integrations of AI across a
broad range of public services, including judicial services,
medical care, and public security. Specially affecting the
mode of social governance are two areas, the first one,
concerning privacy, and the second concerning private
companies' participation in social credit systems [16][17].
AI is proved as a good tool to improve efficiency and reach
services, however it is a less desirable tool for complex
areas where context, emotional judgment, flexibility and
moral judgements are crucial.

In the case of the social credit system, Lewis
defines it as an initiative based on a cluster of experiments
harnessing public data with the aim to improve governance
[18]. This improvement seeks to boost trust among
government, firms and individuals, and includes larger
national efforts - the Blacklist-Redlist Joint Sanctions and
Rewards regimes- as well as smaller efforts being
implemented in some cities. Lewis defines it as:
“an overarching policy initiative consisting of multiple
sub-systems (...) with different policy goals and rules, rather
than one distinct system. Ambitiously, it takes aim at nearly
all of China’s development ills – from environmental
protection to IP and financial fraud to academic plagiarism”
all of which the Chinese government believes stems from
firms and individuals not following laws and regulations”
[18].

The intent, according to the Chinese government,
would be to enshrine trust in order to develop a market
economy [18]. An important loophole, however, is that
individuals or firms have little knowledge about the data
collected. Lewis recalls that the black list regime has been
reinforced and had real implications for business and
individuals, but it is difficult to be conclusive about whether
policy is truly achieving the general goal of business and
individuals behaving in a more trustworthy manner [18],
and more generally, whether the system improves trust in
Chinese institutions.
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General changes in convention as a source of
legitimacy, understood as norms, rules –legal or customary
rules- that prescribe forms of behavior are the aim of AI
scoring systems assigning a credit to the population with the
aim, according to the government, to improve societal trust.
Xiamen and Fuzhou are two examples of cities that have
implemented score systems for their population since 2018.
Xiamen has over 85,000 users exchanging their scores to
avail services. Fuzhou has over 1,19 million residents doing
the same. Scores look at the behavior of residents, and the
individual participation such as keeping promises as
measure of responsibility and trust, while a breach of
contracts would be contemplated as unwillingness to obey
the law. A system of credit repair has been invented, with
the possibility to gain credit back through active
participation in social service, public interest events and
welfare activities. These are mechanisms to change
traditional convention. Other mechanisms are local scores
looking at hard working, observation of ethics and morals,
as defined by the government, delayed payment, the follow
up of administrative regulations and legal duties. Danit Gal
[19] argues that mechanisms of credit scoring exist in other
countries such as the United States, however, the level of
development and deployment in China makes it unique in
scale.

It could be argued that changes in convention and
social cooperation affect innovation ecosystems as well.
Ding remarks how the central government's important
guiding role in China is targeted by other public and private
actors, pursuing their own objectives in AI, including
academic labs, bureaucratic agencies, private companies and
subnational governments [11]. Many actors involved have
resulted in rapid innovation in many fields, based in local
innovation ecosystems. By the end of 2018, 20 provinces
had issued 30 specific AI policies “many forward thinking
local governments implemented AI-related policies that
preceded national government action” [12]. The pragmatic
approach to innovation has resulted in important
developments in the fields of healthcare, medical image
processing and pharmaceutical research. Kim describes the
ecosystem of actors as a hybridized industrial ecosystem
including firms, networks of small and medium enterprises
and research institutes specially adapted to the local
conditions [20]. Ding emphasizes the importance of
specializing in AI subdomains, and he actually stresses the
importance of specialization in AI subdomains or parts of
the value chain as clues to success [11]. Ding also stresses
that in a new vein, transparent budget disclosures show
allocation to companies in subdomains ranging from
predictive analytics of smart city data to sign language
translation [12].

An example of a hybridized industrial ecosystem
has been the Hangzhou AI Town opening for business in
July 2017 –inspired by visits from local leaders to Silicon
Valley and searching for similar spillovers. The mission of
this local ecosystem has been to link the e-commerce
company Alibaba and subsidiaries -with more than 90 per
cent of the projects in some categories-, with Zhejiang
university, graduates studying overseas, and local businesses

together in a cluster. The creation of the AI park is housed in
the Hangzhou Future Sci-Tech City, connected to a larger
infrastructure of science and technology parks [11]. This
local industrial ecosystem has been designed with
international linkages in mind, and thus Silicon Valley Bay
area council has an office helping Californian companies to
register enterprises, and Hangzhou AI Town, in turn, has
offered 3 million RMB for settlement expenses, and 15
million RMB in subsidized office space costs [11]. An
additional aim for Hangzhou AI Town managers has been
attracting talent, such as returning Chinese graduates from
international universities [21], but not exclusively Chinese:
recent measures restricting the support of development,
production, and semiconductor fabrication by United States
nationals in China show that global talent attraction was also
a key in this local development model [22]. In Hangzhou AI
Town, Alibaba functioned as anchor tenant, a necessary
condition for AI development success that is also found in
other Chinese local ecosystems [11]. Jeffrey Ding also
speaks of elite universities, such as Zhejiang University as a
glue to hold the ecosystem together, and the existence of
large technology firms such as Alibaba as a requirement to
enhance productivity and local innovation [11]. The
involvement of private actors, however, brings in the risk of
inequality [32]. In order to avoid inequalities and the
marginalization of social groups, the adoption of AI
educational tools has been defended as a need, as well as a
source for better comprehension about how innovation may
prevent the marginalization of less favored social groups.

B. Contract
We find that the appeal to contractualism is absent

as an instrument of legitimacy in China -as the search for
related keywords yielded invalid or no significant results.

C. Basic of legitimacy in conformity with a natural law:
Ethics as a set of laws

Legitimacy based in a natural law is the following
category existing in our quantitative analysis. Legitimacy to
set up AI in public services in China has been driven
according to Rogier Creemers by the ideological view that
social order is governed by an objective and a determined
set of laws where AI can solve social problems and help to
understand those laws [19]. In this context, AI is generally
designed to improve existing institutions, not to replace or
reform them, and thus policies integrating AI play an
important role. Policies and public-private partnerships are
at the center of this short of approach, in which national,
local and company levels concur often. Policies focus on
speeding up technology development, data collection and
implementing pilots. Issues such as accountability, data
privacy, and risk management appear to be secondary to
crucial developments. We thus find legitimacy based on
universal principles, ethics in the case of China is linked to
the development of AI outside the umbrella of the state.
This result is consistent with the findings of Gianni et al., in
an applied comparison of national AI strategies in nine
countries, including China and the United States [33] –at
least until the summer of 2023, when the Chinese Minister
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of Science and Technology shifts policies on generative AI
towards regulation. The Chinese case reflects that the source
of legitimacy for AI governance entails cooperation among
the public sector, industry and academia. This is AI
development outside the umbrella of the state, based on
ethics codes [31], up to the scope of time covered by this
research. In this particular conception of ethics, cooperation
is achieved with voluntary mechanisms including best
practices, codes of conduct, and guidelines. In general
terms, at the core of a general approach to use ethical
guidelines as an efficient measure to prevent or reduce harm
caused by AI the general argument is for its higher
flexibility, as opposed to hard regulations that could
represent an obstacle to economic and technical innovation
[32][33], or other means of legitimacy.

In China's approach to ethics there is a basis of
legitimacy in a conformity with a call to universal
principles, where harmony, as principle in Chinese
philosophy for all life forms [31] would be relevant in the
contexts of human-machine interactions [19]. The call to
universal principles making a reference to harmony is
furthered in a new document addressing human-machine
harmony, and more specifically stating in article n. 1:
“AI development should begin from the objective of
enhancing the common well-being of humanity; it should
conform to human values, ethics, and morality, promote
human-machine harmony, and serve the progress of human
civilization; it should be based on the premise of
safeguarding societal security and respecting human rights,
avoid misuse, and prohibit abuse and malicious application
[32, their translation].”

Multi-stakeholder committees have been settled
outlining AI ethic principles, many of them according to
global standards [33]. An additional challenge is to bring a
number of relevant stakeholders into key conversations on
AI ethics, both internationally [19] and at the national level.
There have been expert groups, including several
companies, business associations and expert groups
releasing principles, and the New AI Governance Expert
Committee, created by the Ministry of Science and
Technology, stating that AI should conform to safeguard
social security and respecting human rights, according to
Creemers [22]. Interpreting this statement would make us
close to Chinese Communist Party ideology, which in the
aftermath of the 20th National Congress of the Chinese
Communist Party closing in 22th October 2022 is driven by
a top down hierarchy, with General Secretary Xi Jinping on
top, and 90 million Communist Party members: As Xinhua
relates, “Xi Jinping Thought on Socialism with Chinese
Characteristics for a New Era (...) should be incorporated
into the Party Constitution (...) with Comrade Xi Jinping at
its core to advancing the Party's theoretical, practical, and
institutional innovations.” [5][16]

D. Sacredness of authority and improvement of democracy
thorough method

Sacredness of authority is absent, as well as
improving democracy through method and personal relation

-as the search for related keywords yielded invalid or no
significant results.

E. Method as a source of legitimacy
Whereas method is the basis to reach new

knowledge following the scientific revolution in Europe,
method, in contrast, has not been institutionally embedded
as a basic feature to improve democratic -or undemocratic-
governments. The result is that there has not been an
appraisal of method as a way to reach better social results in
democracies [23]. The sources of legitimacy linked to
method deserve further elaboration. Matheson's approach to
sources of legitimacy reviews Max Weber work making
important contributions. However, the search of improved
democracies through method as a source of legitimacy is not
included in Matheson analysis. This type of legitimacy is
based on the active involvement of citizens -or residents- in
promoting public values. In this active involvement, there is
a need for a process of social construction. This social
construction would entail employee participation, citizen
involvement, empowerment and consultation at center stage:
not just as outcome, but in the dialectical process of
construing public institutions and a theory where the
emphasis is on the public in the administrative process [24].
This conception of social design includes the general public,
the government, and the public administration. Social design
would be understood as evolutionary, as an integrative
process to build shared realities that could lead to a process
of invention, evolution and self-governance [25]. This is
what the Dashboard refers to as experimenting with
methods and in an active process, not only based on a
popular mandate, to reach better results. The work by
Gianni et al. comparing national AI strategies in nine
countries, including China and the United States stresses the
lack of concrete mechanisms for inclusion of civic society
and public engagement in AI control [27]. This could be
understood as lacking the experimentation with method as a
formula to build better shared realities.

In the case of education we could argue AI
development in China is experimenting with method as a
continuous process, and justifying the reach of better results.
However, as Liu argues, high-quality education involves
creativity, collaboration and critical thinking, and for those
aims, the role of just AI technologies for the next generation
of students is limited [42].

F. Basis of legitimacy in conformity with expertise
Pointing at sources of legitimacy and control in

China, expertise is the following category in our analysis.
Legitimation by expertise is on the basis of economic
governance in China. Legitimation by expertise is heavily
ingrained in the AI strategic plan designed by the China´s
State Council in 2017 [35]. This is also the case in the plan
when calling for the development of a whole range of AI
related healthcare technologies to put cognitive computing
at the service of learning, recalling and appling vast
amounts of text works for medical professionals. Expertise
as a basis for legitimacy is reported by Karen Hao at The
Wall Street Journal:
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“Chinese leader Xi Jinping has packed the top ranks of the
Communist Party with a new generation of leaders who
have experience in aerospace, artificial intelligence and
other strategically important areas (…) Chinese officials
with technical expertise occupy 81 seats, nearly 40% of the
total, in the new Central Committee—the elite body that
decides major national policies—according to data compiled
by the Washington-based Brookings Institution think tank
and shared exclusively with The Wall Street Journal. That
compares with less than 18% in the previous Central
Committee.” [34]

Legitimation by expertise has also been applied to
the judiciary: It is the baseline for System 2016, which is
Shanghai High People's Court Intelligence assistive
case-handling system for criminal cases. The purpose of the
system is to improve the quality and reduce false, unjust or
wrong changes and sentences [32]. Eugeniu Han explains
that the system has two components, a cross reference
system using speech recognition to compare different types
of evidence and alert the judge about contradictions in the
judge patterns [32]. The second component is a sentencing
reference tool based on machine learning combining the
defendants basic information and a large database of past
court records to make sentencing recommendations. The
system can also be used to judge the judges and prosecutors
by pinpointing the outliers [32], moreover, applications
within System 2016 could skew a prosecutor or judge to the
detriment of the defendant. Han stresses that defendants and
their defenders may lack the technical knowledge, resources
and access to challenge AI processes for generating a
sentencing reference and assess its potential biases [32]. Gal
suggests another loophole since Alibaba is usually the
defendant in many cases while is also the co-creator of the
Smart Court System 2016: conflicts of interests are clearly
at stake, “exacerbating legal accountability for decisions
made by using these systems” [19]. Gal pinpoints that the
use of AI to support the court system occurs in other
countries, what is unique to China is a “smart court and an
AI judge handling claims against a corporate actor, while
also being developed by the same corporate actor [19].

An additional tool contributing to legitimation by
expertise is City Brain, a system first launched for traffic
management in Hangzhou in 2016 with the aim of tackling
traffic congestion. City Brain was developed by 13
companies together with the city government and based on
Alibaba cloud platform service: The firm optimizing traffic
has developed into a data coordination center consolidating
data from over 700 IT government agencies. This data
coordination center offers services for parking, traffic
management -including ambulances and firefighters- waste
collection and even health monitoring of the city's aging
population [32]. With different modifications City Brain has
been implemented in more than 10 cities in Asia, sometimes
under the umbrella of the Belt and Road initiative of the
Digital Silk Road.

Following expertise as a base for legitimacy, in
2018 the Guangzhou Women and Children Medical Centre
developed an AI prototype using NLP and deep learning to
work with relevant information from 1,4 million patients to

help frontline patient care, for instance triaging patients to
decide degrees of urgency. Some other examples include AI
deep learning to recognize visual symptoms: here
researchers have been using AI to scan and diagnose
congenital cataracts, where an estimated 200.000 children
are bilaterally blind from cataracts annually [33]. In some of
the AI developments blockchain technology is used to
ensure trust in data stored in the system [33]. Andy Chun
explains that Alibaba and Tencent are investing to interpret
scans and to detect early signs of cancer [33]. In July 2019
the Chinese startup JF Healthcare -specialized in providing
remote diagnosis services for rural town hospitals where
radiologists are not available often- was the first to beat
Stanford University radiologists. This approach to AI
development is based on experimenting and innovating first
and it seeks to achieve time to market results in fields as
important as medical care [33] Here AI is seen as a possible
solution to doctor shortage -China has two practicing
doctors for 1000 inhabitants- to scarce medical services in
rural areas, and to highly strained services in rural areas due
to large patient volumes [33].

G. Coercion
In our Dashboard on sources of legitimacy and

control, coercion is the following category existing in
quantitative analysis. For the purpose of our model, albeit
with a difference, we draw a similarity between coercion
and nudging. There is nudging attached to wearable
technology, with over 52 per cent of inhabitants in China
using this technology able to monitor their health. Insurance
companies such as Ping An Health have integrated
wearables into their offers to facilitate discounts and
rewards to customers sharing data and living healthier
lifestyles [33].

China's privacy is at risk by the lack of rights and
guarantees [41][35]. This draws a fine line with coercion
[43][37][38][39], even though some data privacy efforts
have been addressed in laws and regulations [22][40][41].
AI education systems are an example. Chinese AI
educational systems have been collecting, storing and
analyzing students' facial expressions without regulation
[19]. Facial information has been also collected through
boards subways, enforced recycling and the obtention of
toilet paper in public toilets, raising many public concerns
and establishing a culture of pervasive individuals
monitoring [19]. There is no limit in government access to
and use of private data. At the same time, without
transparency of knowledge about how the variables to
calculate scores work, the possible divide between low and
high scores may increase.

H. Personal relations and personal quality of the power
holder

Both traits, personal relations and personal quality
of the power holder, are part of the model developed to
explain legitimacy and governance of AI. However, for the
case of China the author finds that both features lack power
to explain AI development, as the search for related
keywords yielded invalid or no significant results. Thus,
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both features rank as absent in Table III, defining sources of
legitimacy and control applied to China.

VI. CONCLUSION AND FUTURE WORK

The work presented in this article allows us to
unveil a complex reality from the perspective of philosophy,
political theory and sociology, where AI brings new rules
attached to command, control and governance in general.
One of these new rules is human pace in decision making, in
contrast to decisions being made quickly, as they are
generally in AI frameworks [43]. The article presents the
Gil Dashboard to show how AI is mediating problems
related to governance and legitimacy. The Dashboard brings
to light new ways of thinking in methodological terms and
in comparative perspective about artificial intelligence in
different political and social settings. The article argues that
the theoretical Dashboard is useful to apply in case studies,
multilevel analysis and for comparative perspectives; in
countries in Asia, western countries and countries in the
global south.

Once the Dashboard is presented, it has been
applied empirically to the case of China. Firstly, using a
binary code with the sole purpose to state existence or
absence of the dimension studied. Additionally, with the
references and works covered by the author analyzing 170
documents matching the query, the following conclusions
are highlighted for this particular case: Researching on
convention, a focus on local-level integrations of artificial
intelligence across a broad range of public services has been
founded, including judicial services, medical care, and
public security. The use of AI for these services affect the
mode of social governance on privacy, limiting it. The use
of AI for services also affects private companies'
participation in social credit systems. Artificial intelligence
scoring systems are being used to assign credit to the
population with the aim, according to the government, to
improve societal trust albeit with limited usefulness, and
with associated pitfalls linked to privacy. Contractualism
has been found absent as an instrument of legitimacy in
China. Legitimacy in conformity with a natural law has
been found linked to ethics as a set of laws -an appeal that is
shared by private companies in western countries as a main
resource towards a self legitimation of artificial intelligence
use. A broad development of artificial intelligence is found
outside the umbrella of the Chinese state, based on ethics
codes. In China's approach to ethics, legitimacy is attached
to harmony as a principle in Chinese philosophy for all life
forms. At the economic level, multi-stakeholder committees
have outlined artificial intelligence ethical principles, many
of them according to global standards. Both sacredness of
authority and improving democracy through method have
been found absent as legitimacy resources. In contrast,
legitimation by expertise is deeply ingrained on the basis of
economic governance in China. Legitimation by expertise is
heavily linked to the artificial intelligence strategic plan
designed by the China's State Council in 2017, and to
subsequent developments: Chinese officials with technical
expertise occupy 81 seats, nearly 40% of the total, in the

new Central Committee elected in 2023—the elite body that
decides major national policies, up from 18% in the
previous Central Committee. Legitimation by expertise is
also on the basis of the judiciary, with the creation of
System 2016, the contentious Shanghai High People's Court
Intelligence assistive case-handling system for criminal
cases. Finally, artificial intelligence in the form of NLP and
deep learning have also been used extensively to work with
relevant information from 1,4 million patients to help
frontline patient care, including artificial intelligence deep
learning to recognize visual symptoms.

Future works may refine limitations derived from
using binary code when the Dashboard proposed is applied
to particular cases. In order to avoid this limitation, this
coding could be complemented with normalized scales –i.e.
Likert scale- and other metrics showing further comparative
scalability for each of the dimensions in the Dashboard.
Future works may also consider the shift of the Chinese
government towards regulation of generative AI, with the
new policies of the Chinese Minister of Science and
Technology in the summer of 2023. This is an important
departure from previous hands off policies towards AI
regulation. For future works and research, the Gil
Dashboard presented may further help to ask relevant
questions on challenges in current societies; from
uncertainties that countries face against AI development to
challenges based on cultural values including those related
to democratic realms, and challenges due to the intersection
between local values and AI development.
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Abstract— Low code development platforms (LCDP) often 

promise an easy and fast way to include data processing and 

support into the otherwise non-digital process. This research 

explores how to measure the productivity of low code 

development to assess the effort needed for business users to 

respond to their need for support via these tools. We chose 

field experiments as a research method to evaluate the 

feasibility and derive the metrics for software development 

with LCDP by novices. The paper provides some insights on 

how these measures can be implemented in practice, how to 

support business unit developers to efficiently deliver 

productive results, and how to evaluate LCDP-based 

development processes.  

Keywords- low code development platforms; software 

development process; digital novices, productivity; performance 

indicators 

I.  INTRODUCTION 

Demand for data management solutions in a business 
context, coupled with the challenge of modernizing legacy 
systems is fueling the innovation of new software 
development tools and methods. To create an application or 
be productive in manual coding, the programmers need to 
be skilled in specific programming languages. As skilled IT 
staff is scarce, this development creates a positive 
environment for the adoption of Low Code Development 
Platforms (LCDPs). This paper builds on the findings by [1] 
in the context of Business User Development of business 
applications using LCDPs. While this previous research 
explored the suitability of LCDPs to answer the data 
management needs of business users and the platform’s 
potential to provide them with a satisfactory development 
tool turning business users into Business User Developers, 
the expansion of this research focuses on the determination 
of the productivity of the LCDP use in a specific business 
software development project. 

LCDPs promise an easy and fast possibility to include 
data processing and support in the otherwise non-digital 
process [2]. The terms “citizen developer”  or “Business 
Unit Developer” (BUD) [3] are often used in the LCDP 

context to underline the potential of the software tools to 
involve programming novices in the development of 
solutions for their needs [4].  

Low-code platforms abstain as far as possible from 
using textual programming that requires manual coding and 
offer instead visual or, less often, natural languages [5]. As 
a result, developing applications using low-code 
technologies is faster and may result in swifter delivery and 
higher productivity [6]. Thus, this research addresses the 
following research questions: How can the effort needed to 
create an application with an LCDP by BUDs be assessed? 
As well as, how can the effort for software development 
using a programming language versus the development of 
the same requirements using LCDPs be compared? 

As LCDPs were shown by [1] to be a usable tool for 
novices to address their digitalization needs, this research 
expands this question and enriches the usage and 
implementation of LCDPs by providing indicators for effort 
assessment in the context of software development projects.  

In particular, we suggest a metric for the evaluation of 
LCDPs in terms of programming effort – the Low Code 
Factor (LCF), which is defined as the number of actions 
taken by the developers on the LCDP per use case. This 
metric will allow an assessment of LCDPs in terms of their 
effectiveness in fulfilling the digitization needs of the 
BUDs. It is based on UCPA (Use Case Points Analysis) [7], 
the effort assessment method for object-oriented software 
development projects, which we extend by the user 
interaction data with the LCDP. 

As the research method, we use an experimental setting, 
where software application requirements are derived and 
documented by BUDs. Then we let BUDs create 
applications using an open source LCDP Joget. Based on 
LCDP activity logs, we evaluate the effort invested by 
BUDs to develop an application with an LCDP. As a novel 
contribution, we suggest LCF as a measure of BUD’s 
productivity on the LCDP. A further metric, LCDPfit aims 
to provide project managers with means for the assessment 
of the project size and effort needed to complete the project. 
Also, a cost-benefit calculation of the planned software 
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realization using the two different approaches (low code vs. 
classic software development) can now be achieved.  

The paper is structured as follows: First, we review the 
current literature on how LCDPs are currently used in a 
business context, and what methods are commonly used for 
productivity assessment in software development. Then we 
derive productivity measures, in particular the LCF, that we 
then apply in our experimental setting. The results obtained 
from the analysis lead to recommendations for 
implementing LCDPs in a productive environment. We 
close with a summary and outlook on future research. 

II. RELATED WORK 

A. Use of LCDP 

The use of LCDPs in different business domains has 
been increasingly the focus of research in the last few years. 
Sanchis et al. [8] showed that rapidity and cost reduction 
through intuitive development and management can be 
attributed to the use of an LCDP in a manufacturing context. 
Nowak et al. [9] showcase the usage of LCDPs in the 
context of the internal logistics processes in a company 
from the E-Commerce industry. This case study is meant to 
display the use of LCDPs in the context of process 
improvement as it allows for the direct elimination of found 
limitations in processes. The authors argue that the 
implementation of the IT support using LCDPs was 
effective, i.e., an enhancement in terms of time and costs 
needed for its realization.   

Bies et al. [10] conducted a mixed-method study to 
identify challenges and promising perspectives for digital 
innovations in small and medium-sized enterprises (SMEs). 
The authors found that the application areas of LCDPs are 
mostly of a supportive nature such as the creation of 
applications for resource management or the creation of 
customized digital forms. Nevertheless, the majority of the 
surveyed SMEs stated LCDPs to be of high to very high 
relevance. Factors that diminish the relevance of low code 
in SMEs are according to the authors: limited human 
resources, as personnel is still necessary to develop and 
maintain the application, knowledge transfer between the 
platforms as well as training in dealing with IT structures 
and detailed knowledge of the platforms.  

Lethbridge [11] also explores the development process 
of the software product as well as the aspects of 
implementation and maintenance of the LCDP software 
within the existing enterprise architecture. His findings 
suggest that LCDPs create “technical debts” that can be 
overcome by the development of the LCDP towards 
“scaling, understandability, documentarily, usability, 
vendor- independence and user experience for the 
developers”. Hintsch et al. 2021 [12] also identify threats 
and opportunities in the LCDP development concerning the 
security and availability of the created applications. 
Nevertheless, the authors also uncover success factors for 
LCDP use in a business context by novices. 

Kermanchi et al. [13] focus in their research on software 
development methods and the use of LCDPs. In their 
experiment, they explored the episodic experience with 

different LCDPs among software developers with varying 
levels of programming experience but no experience in the 
specific LCDP. The findings show that previous 
programming experience seems to have a significant impact 
on developers' performance, experiences, and tool 
preferences, yet most developers continue to have doubts 
about the scalability and maintainability of applications 
created with LCDPs. The opinions on the effectiveness of 
the instruments vary among the participants.  

Bernsteiner et al. [14] conduct expert interviews in their 
research to investigate what skills developers with little or 
no software development experience, i.e., novices, need to 
successfully develop software on LCDPs. Several of the 
interviewed experts mention that successfully developing 
an LCDP solution requires at least basic programming 
skills. This is in line with research findings stating that 
LCDPs still require some prerequisites in software 
development [15] or in database structures [16], which 
hampers the adoption of LCDPs by non-programmers 
without any further training.  

Krejci et al. [16] report in a case study how non-IT 
employees were involved in the process of digital 
innovation while making efficient use of their IT resources. 
These citizen developers, i.e., employees who are working 
outside of the Information Technology (IT) department and 
are not professional programmers, as users of LCDPs are 
the focus of the analysis by Lebens et al. [17]. The authors 
surveyed the use of LCDPs in organizations. The results 
show that companies both large and small are making use 
of low- and no-code platforms. Additionally, the majority 
of the surveyed organizations have employees outside of the 
IT department who are creating IT solutions. 

Bock and Frank [18] provide a critical overview of the 
LCPD features, architecture, and opportunities while 
pointing out research directions for information systems 
research in this domain. They state that although both 
professional developers and citizen developers use LCDPs, 
there is a lack of research on how to make LCDPs fit the 
cognitive capabilities and personal working styles of these 
two groups [p. 739]. This is in line with other studies 
pointing out that successfully developing software on 
LCDPs requires at least basic programming skills.  

The use of development templates in the context of 
software creation is analyzed by Boot et al. [19]. The 
authors compare instructional software products made by 
developers with low production experience and high 
production experience, working with a template-based 
authoring tool. The analysis showed that the technical and 
authoring quality was equal for both groups, indicating that 
templates enable domain specialists to participate 
successfully in the production process. Research in agile 
software development shows that projects based on the 
Scrum methodology profit from having a coach on the team 
[20]. The same is visible in software engineering education 
[21]. 

BUDs and job crafting, i.e., proactive strategies to 
improve work processes according to one’s own needs and 
goals, are subjects of the analysis by Li et al. [3]. The 
authors found that using LCDPs provides positive job 
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crafting consequences such as meaningfulness, for the 
employees using these tools [3], [22]. In what follows, we 
prefer to use the term BUDs instead of citizen developers, 
stressing that they might make up for the lack of 
programming skills with their large expertise in the 
respective business domain. Nevertheless, the research does 
not focus on the description of how much support was 
needed for BUDs to finish their application.  

In conclusion, in these first attempts to understand the 
“human side” of LCDPs, research is still scarce concerning 
acceptance and successful adoption by domain experts 
outside corporate IT departments. We also lack information 
on how effective (or productive) BUDs are in using LCDPs 
to fulfill their own digital business needs.  

 

B. Productivity assessment in software development 

 
How widely LCDPs will be used in enterprise context 

by BUDs without sound programming expertise might also 
depend on the productivity they can achieve with the 
respective tool.  

 The concept of productivity in software development is 
not new to the domain and has been studied from various 
perspectives. However, there is still no consensus within 
academic and industry circles, as some researchers argue 
that using a single metric to measure productivity can lead 
to problematic and misleading [6] assessments.  

Hence, among the methods to assess productivity in 
software development are lines of code [23]; function point 
analysis [24]; and Use Case Points Analysis (UCPA). 
UCPA was developed in the context of object-oriented 
software development by Gustav Karner (see e.g., [7], [25]) 
and is similar to the function point analysis. We chose 
UCPA in our study following [6] as it provides a way to 
estimate the size and complexity of a software development 
project early on, based solely on requirements [26]. UCPA 
leverages use cases representing functional requirements as 
its starting point. The resulting Use Case Points (UCP) 
metric reflects the complexity of the project across three 
dimensions - functional, technical, and environmental, i.e., 
considering the context of the project. Thus, UCPA allows 
sizing and estimation of the effort required for a software 
development project. 

Hence, to assess productivity in a software development 
project, we lend the definition from the economics 
discipline and define software development productivity 
simply as the ratio of outputs produced to the inputs 
involved in that production, also following [6], [27], [28] 
who use this definition in the software development 
domain. In the context of application development, input is 
defined as the time and activities invested in the 
development and the output will be the implemented use 
cases.  

While UCPA presents a good tool for manual 
programming effort assessment, it does not account for the 
potential that the LCDPs are providing for the development 
project. 

Given the research activities in the areas of LCDP usage 
in the business context, especially among BUDs, as well as 
the nature of finding a digital solution to a business problem 
being a software development project, the following 
research questions are identified:  

 RQ1: How can the effort needed to create an 
application with LCDPs by BUDs be assessed?  

 RQ2: How can the effort for software development 
using a programming language versus the 
development of the same requirements using an 
LCDP be compared? 

III. RESEARCH METHOD 

To answer the research questions, experiments were set 
up with the Master's students of Business Management and 
Information Systems. The goal of the experiments was to 
assess the effectiveness of the app development using the 
LCDP Joget, which is described further in [1]. Therefore, 
different scenarios requiring digital support were suggested 
for the students for their implementation in the app, using 
the LCDP. Based on the application design that was 
documented in activity diagrams, user stories, and 
mockups, as well as based on data logs from the experiment, 
the productivity metric was derived. 

A. Data collection based on field experiments 

To gain evidence for answering our research questions, 
we draw upon a field experiment where BUDs with little 
prerequisites in software development build app prototypes 
in the business domain of human resource management 
(HRM) based on an LCDP given a finite time frame of a 
few weeks. Overall, 13 HR apps have been developed. 

The LCDP used for the experiment was Joget [29], an 
open-source LCDP with the promise to easily build, run, 
and maintain apps. A visual builder allows drag-and-drop 
for pages, forms, views, data lists, menus, and a process 
builder to automate workflows. It also offers user 
management and role-based authentication. We used the 
community edition that can be self-hosted at no license cost.  

BUDs were Master's students of business management 
with a specialization in human resources management (HR) 
and Master's students of information systems management 
(ISM). All of the ISM students had already taken at least 
one course in advanced software engineering within their 
Master's program at the time of the experiment but were far 
from being experienced software developers. The HR 
students had no previous expertise in software 
development. None of the participants in either group was 
familiar with or had heard of the LCDP selected for the 
experiment. Figure 1 presents the data collection process 
and the sequence of the experiments. 

The experiment was divided into four self-contained 
challenges with modified compositions of participants. The 
challenges are described below.  
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Figure 1.  Process of the data collection in the field experiments 

 
For the first two challenges, BUDs are Master's students 

of business management with a specialization in HR (six 
and 16 students, respectively). They sketched their app 
concept and subsequently implemented it. In the third and 
the fourth challenge master students of information systems 
management (ISM) were provided with ready-prepared HR 
app concepts and then asked to implement them (24 and 
eight ISM students, respectively). The apps were from the 
HR domain but otherwise differed in their content and 
scope. 

Challenge #1 was run with a few HR students as BUDs 
(six) only, to have a pretest and check whether they are, at 
all, able to use the LCDP to develop simple apps. The 
pretest was run between April 21 and June 6, 2021 (47 
days). To kick start app development BUDs were provided 
with links to tutorials as well as with a basic app template 
and a 30-minute video showing exemplarily how an app can 
be built starting from this template. In this context, they 
were also explicitly pointed to the open-source character of 
app development in this setting, and about the possibility to 
share and reuse app elements from other groups. In the 
pretest, BUDs managed to develop apps but pointed out that 
they would have enjoyed working in teams to solve 
problems collaboratively. Furthermore, support from one 
student who previously had graduated from a Bachelor's 
program in software engineering and acted as an informal 

coach for his fellow students has been acknowledged as 
extremely helpful.  

Based on the insights gained in the pretest, we recruited 
the informal coach from challenge #1 to act as a formally 
appointed coach in challenge #2 and decided to run 
development in teams. For challenge #2 BUD teams (with 
three to four HR students, 16 in total) developed their apps 
within six weeks between November 1 and December 12, 
2021 (42 days). The team members cooperated online, due 
to the restrictions because of the COVID-19 pandemic. 
Developers got the same kick start as in the pretest and were 
also pointed towards the template and the possibility to 
share and reuse apps. Furthermore, a coach with experience 
in software development was available to get help with 
questions on tool usage and minor development questions.   

In Challenge #3, 24 BUDs in teams of four to seven ISR 
students developed their apps between May 20 and June 7, 
2022 (19 days). The first day of the development phase 
(May 20, 2022) was organized as a face-to-face daylong 
hackathon. The introductory video and tutorials were made 
available beforehand, but no template or coach was 
provided for the teams. During the development challenge, 
two teams joined forces within the development process, 
resulting in a seven-member team working on the 
challenge. 

Challenge #4 was a replica of challenge #3 with 8 ISM 
students acting as BUDs, where one worked alone and the 
others in teams of three or four students between May 24 
and June 28, 2022 (36 days). 

The effectiveness of using the LCDP to solve the 
business needs for BUDs was described in [1]. In this 
research, the focus is on the description of the productivity 
metric for the project assessment as well as for the 
assessment of the suitability of the LCDP for solving 
business-related questions compared to the software 
development using a programming language. 

B. Measuring the coding effort on the LCDP 

To evaluate efforts made by BUDs to develop their app, 
the LCDP activity logs were archived and anonymized. 
These data were used to calculate indicators to measure the 
effort invested in app development based on the LCDP. 
Note that there is no log data available for challenge #1. We 
use the following indicators related to time spent on the 
platform and the number of actions:   

 Time on the platform (hours): Total time a 
developer was active on the LCDP during the 
developing stage. Based on the first and the last 
action performed for each login identified, we can 
compute the duration users are active per login. Idle 
periods of 30 minutes or longer are omitted, 
assuming that the user then has stopped developing. 
Summing up yields the total time on the platform in 
hours.   

 Time investment (hours): Total time invested by 
app is obtained by summing up hours spent on the 
platform across all members of the developer team 
of the respective app.    
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 Number of actions, by developer: For this variable, 
we count actions taken by each developer, such as 
creating, editing, and deleting code, forms, views, 
or other assets.  

 Number of actions, by app: Aggregation of actions 
undertaken by all members of the development 
team of the respective app.   

As the duration of the development phase and team size 
vary across challenges, app-based indicators for effort 
invested are more informative as compared to effort 
indicators at the level of individual developers.  

Using these indicators and relying on the methods for 
productivity measurement in software engineering 
described in section II, the LCDP-related productivity 
factors LCF and LCDPfit were derived and calculated. 

C. The Low Code Factor (LCF) 

The calculation of the LCF is based on the UCPA 
method. This method considers users involved in the 
interaction with the software as well as the interaction 
patterns, i.e., use cases of these actors. The UCPA method 
consists of several stages, see e.g., [25]: 

First, the actors (roles interacting with the system) and 
use cases need to be identified. Then, the actors need to be 
classified into one of three categories based on the 
complexity of interaction with the system according to [25]: 

 Simple actor- e.g., system interface, weight 1 

 Average actor- e.g., protocol-driven interface, 
weight 2 

 Complex actor-  e.g., GUI, weight 3 
Then, each use case needs to be classified based on its 

integration complexity as simple, average, or complex. 
Complexity assessment is based on aspects such as 
transactions, i.e., communication, information exchange, or 
data access, etc. 

 Integrated use cases: already implemented 
transactions in the LCDP, weight 0 

 Simple use cases: 1-3 transactions, <5 classes, 
weight 5 

 Average use case: 4-7 transactions, 6-10 classes 
weight 10 

 Complex use case: >8 transactions, >11 classes, 
weight 15 

As LCDPs already provide some implemented 
interaction patterns, we suggest a new class of use cases that 
is specific to the use of LCDPs: the integrated use case with 
the weight 0, as no programming effort is required to 
implement this use case. Also, since the app development 
project was based on the LCDP-based development, the 
UML classes as referred to in UCPA were realized as “data 
lists” in Joget terms.  

After the classification of the use cases, the productivity 
indicators need to be calculated (see [30] for calculation 
details):  

 Unadjusted use case points (UUCP) are calculated 
as the sum of the unadjusted actor weight (UAW) 
and unadjusted use case weight (UUCW): 
  

o UUCP = UAW + UUCW 
 

o UUCW is calculated by multiplying the 
number of each use case type by a 
weighting factor according to its 
classification.  

UAW is calculated by multiplying the number of actors 
by the weighting factor. 

Now, UUCP needs to be adjusted using technical 
complexity factors (TCF) and environmental complexity 
factors (ECF) to derive adjusted use case points (UCP).  

 The combination of the UUCP variable with the 
TCP and EF variables results in the actual number 
of UCP of the project: 
  

o UCP = UUCP×TCF×ECF 
 

 TCF is one of the factors applied to the estimated 
size of the software to account for technical 
considerations of the system. It is determined by 
assigning a score between 0 (factor is irrelevant) 
and 5 (factor is essential) to each of the 13 technical 
factors. This score is then multiplied by the defined 
weighted value for each factor (TF).  
 

o TCF = 0.6 + (TF/100) 
 

 ECF is determined by assigning a score between 0 
(no experience) and 5 (expert) to each of the 8 
environmental factors. This score is then multiplied 
by the defined weighted value for each factor (EF): 
  

o ECF = 1.4 + (-0.03 x EF) 
 

This value is multiplied by the productivity factor (PF), 
which represents the number of hours required to develop 
each UCP: 

  

 Total Effort =UCP×PF.  
 
Tables II and III provide the calculations for selected 

apps from challenge #3. In sum, the productivity assessment 
in our context considers UCP as the output measure and PF 
as the input measure. To assess the productivity of the 
LCDP-based app development, we introduce the LCF and 
LCDPfit metrics that are based on the platform log data that 
was generated per app. 

The Low Code Factor (LCF) assesses the effort 
submitted versus the functional complexity required for the 
realization of the business solution that is calculated using 
UCPA. To calculate the LCF we derive the number of 
actions performed per app (see Table I) and divide them per 
weighted use cases UCP. Thus, it provides the measurement 
of the platform interaction needed to realize the use cases. 
LCDPfit is calculated as the quotient of the number of lines 
of code needed to realize the app despite using an LCDP 
and the UCP. Thus, the LCDPfit provides an assessment of 
the programming effort required despite using the LCDP, 
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while LCF assesses the effort of the platform interaction for 
the realization of the app. 

Calculation and interpretation of LCF and LCDPfit for 
productivity assessment across the presented challenges are 
described in the following section. 

IV. RESULTS 

The experiment has shown that in all challenges, BUDs 
were able to create a software application using an LCDP in 
a given amount of time without any (challenges #1 and #2) 
or at least no extensive professional training (challenges #3 
and #4) in software development, see also [1]. All apps 
created during the challenges have been successfully 
developed and implemented. “Successfully” means that 
they met the requirements depicted in the conceptual papers 
and that 13 apps worked when tested. The technology 
readiness of the prototypes corresponds to level 3 
(experimental proof of concept) according to the European 
Union Technology Readiness Levels [31]. 

Overall, our data comprises 568 logins, resulting in 
10,395 actions taken, respectively. The distribution of time 
spent on the platform is right-skewed, with most developers 
investing not more than 10 hours in development. 
Moreover, we observe two outliers with more than 60 
(challenge #2) and more than 30 (challenge #3) hours, 
respectively. When analyzing effort at the level of 
developers, comparing means may lead to misleading 
results whereas modal values provide a more robust 
measure for typical development effort. 

To gain more insights into what effort is needed to 
develop a business app using LCDP and analyze time spent 
on the platform and the number of actions taken by the app 
for each of the 13 apps that have been created across 
challenges #2 to #4 (Table 1).  

TABLE I.  EFFORT PER APP 

App Challenge Total time No. of actions 

1 #2 20.28 929 

2 #2 23.72 608 

3 #2 81.41 2454 

4 #2 25.13 807 

5 #2 19.91 417 

6 #3 30.91 951 

7 #3 43.92 1344 

8 #3 19.18 373 

9 #3 30.03 946 

10 #3 17.5 686 

11 #4 10.92 363 

12 #4 12.91 299 

13 #4 14.51 207 

 
Table 1 shows that the number of actions taken per app 

and time investment for development by app varies 
considerably. However, effort invested by the app does not 
necessarily seem to depend on previous programming 
expertise, as on average, the completely unexperienced 
BUDs in challenge #2 show a medium effort level 
concerning both, time and number of actions as compared 
to the somewhat experienced BUDs in challenges #3 
(higher effort levels) and #4 (lower effort levels).  

In the next step, we undertake productivity assessments 
for each of the 13 apps developed across challenges #2 to 
#4 using the suggested metric, the low code factor (LCF). 
This measurement will allow us to assess the effort 
submitted versus the functional complexity required for the 
realization of the business solution that is calculated using 
UCPA. 

To assess the development productivity, LCF and 
LCDPfit are calculated. Table II shows the use cases and 
weights of the apps 6 –8 as well as their Technical 
Complexity Factor (TCF), Environmental Complexity 
Factor (ECF) as well as the productivity factor that is 
calculated as the quotient of the total effort (time spent on 
the app) and the weighted UCP. 

TABLE II.  UCPA CALCULATION OF THE APPS 

App 
No. of 

actors 
Use Case Weight 

6 3 

user login 2 

solve quiz 5 

view score 10 

view detailed score 10 

view feedback 10 

see score per applicant 10 

generate user 5 

manage questions 5 

manage evaluation guides 10 

 UUCP 67  

7 3 

login 5 

upload doc 5 

solve task 0 

view results 10 

view doc 5 

provide task 10 

check results 10 

send feedback 10 

CRUD results 15 

CRUD users; 15 

creates tasks 10 

solves tasks 5 

 UUCP 100  

8 4 

solve quiz 5 

view score 10 

view score per applicant 10 

generate evaluation 5 

manager users 10 

 UUCP 40  

 
 
Table III shows the TCF and ECF of some of the apps 

as well the UCP according to the calculation of UUCP and 
adjusting it with the TCF and ECF: 
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 UUCP = UAW + UUCP 

 

 UCP = UUCP×TCF×ECF 

 
The productivity factor was calculated using the time 

spent per app from Table I and the UCP value. 

TABLE III.  METRIC OF THE APPS 6-8 

App TCF ECF UCP PF LCF LCDPfit 

6 1.02 1.1 84.85 0.36 11.21 9.09 

7 1.02 1.1 123.36 0.36 10.90 3.55 

8 1.02 1.1 58.06 0.33 6.42 5.34 

 
Furthermore, Table III shows the LCF and the LCDPfit 

metrics for the selected apps. Assessment and data for all 13 
apps are provided in the dataset at Zenodo [32]. 

The selected apps were designed by three different BUD 
teams according to the general requirements to build a mini 
assessment center for an HR responsible. Besides this 
general description, each team was supported by a 
“customer”, i.e., an HR Master student who derived the 
requirements for the app and was supervising their 
implementation. All three teams did not have any previous 
knowledge of the LCDP in question, i.e., Joget, encountered 
similar values of the TCF and ECF in the UCP calculation. 
Despite similar basic conditions, the teams fulfilled their 
task with different functional extenuations. While app 7 
realized twelve of the required use cases, team 8 realized 
five and team 6 nine use cases. Nevertheless, the teams 
showed similar productivity factors (see Table III). The 
efficiency of the LCDP use as indicated by the LCF and 
LCDPfit also varied between the teams, with team 6 
engaging in the highest programming and LCDP 
engagement effort as shown by LCDPfit and LCF metrics 
respectively, and team 8 showed an efficient use of the 
platform and its given functionalities as shown by the LCF.  

V. SUMMARY AND OUTLOOK 

Using the results of the described experiment, we can 
draw the conclusion that BUDs can create their software 
applications in their business domain using an LCDP, and 
that time and effort invested in development are not 
significantly different between BUDs with no and BUDs 
with some programming knowledge. One interpretation of 
this result is that the LCDP used is really low code, as it 
does not seem to make a difference whether developers 
have no or some prerequisites in software development. 
Differences in the average effort displayed may for example 
result from individual performance preferences in the 
developer teams. Another possible explanation is that the 
complexity of the apps varied between challenges and also 
between apps within a challenge. 

Besides the suitability of LCDP to support the 
realization of digitalization by BUDs this paper explored 
the possibility to measure the productivity of a software 
developer using LCDP as well as to provide an estimate for 
the effort needed to compose a business app using a LCDP. 
Therefore, an experiment with three different challenges 

was conducted. All the solutions for the challenges led to an 
app that was ready to be implemented in the business 
context. Although the quality of the created artifacts was not 
measured, and the size of the developer groups varied, the 
research offers valuable insights into the development 
process using LCDP by both non-IT and IT-trained users.  

In addition, this paper presented two indicators to 
measure LCDP performance within the software 
development process: Low Code Factor (LCF), which 
measures the software development effort needed for the 
app creation using an LCDP, and the LCDPfit, a metric that 
can assess the suitability of an LCDP to realize the intended 
use cases. These metrics and results can be used by 
managers and practitioners to support an effective and 
successful LCDP implementation. The applied research 
method can be expanded by HR and ISM researchers to 
support their conceptual artifacts in a low-code 
development context with data. Also, the suggested 
indicators can be used to assess the process performance of 
the software development with LCDP.  

In our future work, the focus will be on understanding 
the intensity of the programming activity and how it might 
reflect a behavioral pattern. This will involve quantifying 
the motivation of the developer team by using the 
activity/action profiles of the app development process. 
Additionally, we envision exploring, how LCDP empowers 
BUDs within their working environment. Another future 
research direction will focus on the job-crafting effects of 
LCDP-based development for BUD and experts. 
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Abstract— Quadcopters are four rotor Vertical Take-Off and 

Landing (VTOL) Unmanned Aerial Vehicle (UAV) with agile 

manoeuvring ability, small form factor and light weight – which 

makes it possible to carry on small platforms.  Quadcopters are 

also used in urban environment for similar reasons – especially 

the ability to carry on small payloads, instead of using 

helicopters on larger vehicle which are not possible in these 

dense places. In this paper, we present a new approach for 

autonomous landing a quadcopter in 3D urban environment, 

where the first stage is based on free obstacle environment and 

maximal visibility for the drone in the palled landing spot. Our 

approach is based on computer-vision algorithms using markers 

identification as input for the decision by Stochastic Gradient 

Descent (SGD) classifier with Neural Network decision making 

module with greedy motion planner avoiding static and 

dynamic obstacles in the environment. We use OpenCV with its 

built-in ArUco module to analyse the camera images and 

recognize platform/markers, then we use Sci-Kit Learn 

implementation of SGD  classifier to predict landing optimum 

angle and compare results to manually decide by simple 

calculations. Our research includes real-time experiments using 

Parrot Bebop2 quadcopter and the Parrot Sphinx Simulator. 

 

 
Keywords - Swarm; Visibility; 3D; Urban environment; 

autonomous landing. 

I. INTRODUCTION AND RELATED WORK 

   A Quadcopter is a specific type of a UAV, with four 

rotors and Vertical takeoff and Landing (VTOL) capability, 

its agility, light weight and size makes it a perfect companion 

to smaller boats from sail-boats to even kayak, rather than 

classic helicopters that accompany bigger ships or fixed-

wings airplanes on extremely large aircraft carriers. 

The efficient computation of visible surfaces and 

volumes in 3D environments is not a trivial task. The visibility 

problem has been extensively studied over the last twenty 

years, due to the importance of visibility in GIS and 

Geomatics, computer graphics and computer vision, and 

robotics. Accurate visibility computation in 3D environments 

is a very complicated task demanding a high computational 

effort, which could hardly have been done in a very short time 

using traditional well-known visibility methods [1].  

The exact visibility methods are highly complex, and 

cannot be used for fast applications due to their long 

computation time. Previous research in visibility computation 

has been devoted to open environments using DEM models, 

representing raster data in 2.5D (Polyhedral model), and do 

not address, or suggest solutions for, dense built-up areas.  

Most of these works have focused on approximate 

visibility computation, enabling fast results using 

interpolations of visibility values between points, calculating 

point visibility with the Line of Sight (LOS) method. Lately, 

fast and accurate visibility analysis computation in 3D 

environments. 

  A vast number of algorithms have been suggested for 

speeding up the process and reducing computation time. 

Franklin evaluates and approximates visibility for each cell in 

a DEM model based on greedy algorithms. Wang et al. 

introduced a Grid-based DEM method using viewshed 

horizon, saving computation time based on relations between 

surfaces and the line of sight (LOS method). Later on, an 

extended method for viewshed computation was presented, 

using reference planes rather than sightlines.  

 One of the most efficient methods for DEM visibility 

computation is based on shadow-casting routine. The routine 

cast shadowed volumes in the DEM, like a light bubble. 

Extensive research treated Digital Terrain Models (DTM) in 

open terrains, mainly Triangulated Irregular Network (TIN) 

and Regular Square Grid (RSG) structures. Visibility analysis 

in terrain was classified into point, line and region visibility, 

and several algorithms were introduced, based on horizon 

computation describing visibility boundary. 

  In the many uses of UAV (Unmanned Aerial Vehicle) a 

pilot uses real-time telemetry to take-off, fly and land the craft 

with continuous communication between ground station and 

the UAV on-board computer. Making these tasks 

autonomous, will allow UAVs to perform missions without 

continuous communication, and thus prevent hijack or 

damage by hackers, be more stealth for surveillance and have 

unlimited distance from ground station (bound to energy 

limitation). 
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Autonomous landing of a UAV is a problem on the focus 

of many studies [6][7][8] and landing on marine vessel makes 

this problem even more complex due to sea level motion that 

also occur when target platform is at stand-still. 

The object of this research is to produce a safe landing 

mechanism for a quadcopter in 3D urban environment, in 

order to allow it to perform fully autonomous missions carried 

out at sea. Also, this mechanism could be used in pilot guided 

missions, as guideline suggestions to the pilot with how/when 

it is safe to land . 

We assume the target position is known and Ground Station 

sets “home” position in the drone to be target’s GPS position. 

Then the Bebop2 built-in “Return Home” function will bring 

it to the target, with up to a few meters off. 

The proposed mechanism will perform the following tasks 

to achieve a "safe landing" decision: First, we need to visually 

search for and recognize the platform target and find the 

docking area. Once the target is found, the drone should set 

course and fly to target to be exactly above. Then, we detect 

and analyze the position of the landing surface and its plane 

angle relative to the camera. And finally, we will send the data 

to each of two implementations of the decision algorithms: 1. 

Using a supervised machine-learning classifier (pre-loaded 

with data), The machine input requires a quick pre-processing 

to set the data into a fixed structure vector, to resemble fitted 

data in the classifier. 2. Calculating directly from the data 

returned from the ArUco detection functions. The drone will 

then land safely on the boat, by sending a “land” command on 

time. 

The problem of autonomous landing an UAV was on the 

focus of many studies as the survey review state-of-the art 

methods of vision-based autonomous landing, for a wide 

range of UAV classes from fixed-wing to multi-rotors and 

from large-scale aircrafts to miniatures. The main motivation 

for dealing with autonomous landing is the difficulty in 

performing a successful landing even with a pilot controlling 

the UAV. As it seems by statistics showed in [5], most of the 

accidents related to Remotely Piloted Aircraft Systems 

(RPAS) occur when the pilot tries to land the UAV. 

 Extensive research has been done on the subject to explore 

the various situations, technologies and methods to engage 

this problem. The work performed on previous studies, 

reviewed later in this section, is a great starting point for this 

project, as it is purely academic and relays on series of already 

existent technologies and tools, such as OpenCV [4], Sci-kit 

learn and the Parrot Ground SDK [2]. 

 

Figure 1. Proposed autonomous landing mechanism 

In the following sections, we first introduce an overview 

of 3D models and extended the 3D visible volumes analysis. 

In the next section, we present the autonomous navigation 

process based on our fast visibility analysis with training data 

and classifier as can be seen in Figure 1. Later, we present the 

simulation based on our 3D visible volumes analysis. 

II. AUTONOMOUS NAVIGATION PROCESS 

 The basic step starting this process related to obstacle 

avoidance and visible area described in the next sections. 

Following that, we divide the autonomous navigation mission 

into two separate problems. The first part deals with 

navigating UAV from an arbitrary position far from target, as 

far field. The second part is related to navigating to the target 

in the near field where the target is visible. 

 In the first scenario, which is when the mission objectives 

are reached and the drone needs to get to the target vessel for 

landing, we can use the built-in functionality of the drone to 

“Return Home” by setting it “Home” position to the target’s 

known GPS position. 

 Bebop2 “Return Home” function works in a way that it 

will lift the drone to 20m above ground relative to take-off 

position, then fly directly to GPS position of “Home” and 

descend to 2m. Notice that if the drone is starting at height of 

more than 20m it will not descend to 20m, but rather keep its 

height until final descend near “Home”. 

 The “Return Home” accuracy brings the drone to “Home” 

sometimes with offset of a few meters. This is good enough to 

get us to the second problem of navigation with visual distance 

to the target, until the drone will be directly above target and 

ready for landing. 

 Once the drone is at “Home” position, it will rotate and 

with each full rotation the tilt angle will increase to look 

further below, and if after rotating and tilting to the maximum 

of -90 degrees to the horizon, i.e., directly down, it will try 

again at higher altitude (1m up) to maybe see further away.  

After getting a visual identification the drone will set 

course, keeping the target in the middle of the screen, and 

moving forward to it, tilting the camera during the movements 

until the landing pad is directly below. According to that, 

landing pad located in the middle of the image and camera tilt 

is maximum. 

Then the drone will lower altitude to ~50cm while keeping 

the landing pad centered underneath, and in that height the 

data from the AR tags will be converted to a vector of 

predefined structure to feed a classifier trained to detect 

optimum landing angle/position. Once the classifier gives 

“Safe” signal – a “Land” command will issue to the drone to 

perform immediately. 

III. FAST AND APPROXIMATED VISIBILITY ANALYSIS 

In this section, we present an analytic analysis of the 

visibility boundaries of planes, cylinders and spheres for the 

predicted scene presented in the previous sub-section, which 

leads to an approximated visibility. 

Search Platform Fly To Target
Identify Landing 

Area

Descend Close 
To Target

Analyze Plane 
Angular Position

Decide: 

If Safe - Land
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A. Analytic 3D Visible Volumes Analysis 

In this section, we present fast 3D visible volumes analysis 

in urban environments, based on an analytic solution which 

plays a major role in our proposed method of estimating the 

number of clusters. We present an efficient solution for visible 

volumes analysis in 3D. 

We analyze each building, computing visible surfaces and 

defining visible pyramids using analytic computation for 

visibility boundaries. For each object we define Visible 

Boundary Points (VBP) and Visible Pyramid (VP). 

A simple case demonstrating analytic solution from a 

visibility point to a building can be seen in Figure 2(a). The 

visibility point is marked in black, the visible parts colored in 

red, and the invisible parts colored in blue where VBP marked 

with yellow circles.  

 
                            (a)                                                        (b) 

Figure 2. (a) Visibility Volume Computed with the Analytic Solution. (b) 

Visible Pyramid from a Viewpoint (marked as a Black Dot) to VBP of a 

Specific Surface 

In this section, we introduce our concept for visible 

volumes inside bounding volume by decreasing visible 

pyramids and projected pyramids to the bounding volume 

boundary. First, we define the relevant pyramids and volumes. 

 

The Visible Pyramid (VP): we define VPi
j=1..Nsurf(x0, y0, 

z0) of the object i as a 3D pyramid generated by connecting 

VBP of specific surface j to a viewpoint V(x0, y0, z0). 

In the case of a box, the maximum number of Nsurf for a 

single object is three. VP boundary, colored with green 

arrows, can be seen in Figure 2(b). 

For each VP, we calculate Projected Visible Pyramid 

(PVP), projecting VBP to the boundaries of the bounding 

volume S. 

Projected Visible Pyramid (PVP) - we define 

PVPi
j..Nsurf(x0, y0, z0) of the object i as 3D projected points to 

the bounding volume S, VBP of specific surface j trough 

viewpoint V(x0, y0, z0). VVP boundary, colored with purple 

arrows, can be seen in Figure 3.  

The 3D Visible Volumes inside bounding volume S, VVS, 

computed as the total bounding volume S, VS,  minus the 

Invisible Volumes IVS . In a case of no overlap between 

buildings, IVS is computed by decreasing the visible volume 

from the projected visible volume, ∑ ∑ (V(PVPi
j
) −

Nsurf
j=1

Nobj

i=1

V(VPi
j
)). 

By decreasing the invisible volumes from the total 

bounding volume, only the visible volumes are computed, as 

seen in Figure 4. Volumes of VPV and VP can be simply 

computed based on a simple pyramid volume geometric 

formula. 

 

 

Figure 3. Invisible Projected Visible Pyramid Boundaries colored with 
purple arrows from a Viewpoint (marked as a Black Dot) to the boundary 

surface ABCD of Bounding Volume S 

In a case of two buildings without overlapping, IVS 

computed for each building, as presented above, as can be 

seen in Figure 5. 

 

 

Figure 4. Invisible Volume V(PVPi
j
) − V(VPi

j
) Colored in Gray Arrows. 

Decreasing Projected Visible Pyramid boundary surface ABCD of 

Bounding Volume S from Visible Pyramid 

 

Figure 5. Invisible Volume V(PVPi
j
) − V(VPi

j
) Colored in Gray Arrows. 

Decreasing Projected Visible Pyramid boundary surface ABCD of 

Bounding Volume S from Visible Pyramid 

Considering two buildings with overlap between object's 

Visible Pyramids, as seen in Figure 6(a). In Figure 6(b), VP1
1 

boundary is colored by green lines, VP2
1 boundary is colored 

by purple lines and the hidden and Invisible Surface between 

visible pyramids IS
VP1

i

VP2
i

 is colored in white. 
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Invisible Hidden Volume (IHV) - We define Invisible 

Hidden Volume (IHV), as the Invisible Surface (IS) between 

visible pyramids projected to bounding box S. 

For example, IHV in Figure 6(c) is the projection of the 

invisible surface between visible pyramids colored in white, 

projected to the boundary plane of bounding box S. 

In the case of overlapping buildings, by computing 

invisible volumes 𝐼𝑉𝑆 , we decrease IHV twice between the 

overlapped objects, as can be seen in Figure 6(c), IHV 

boundary points denoted as {A11, . . , A18}. The same scene is 

presented in Figure 7, where Invisible Volume V(PVPi
j
) −

V(VPi
j
) is colored in purple and green arrows for each 

building. 

   

 
                      (a)                                          (b)                                                           

 
(c) 

Figure 6. (a)  Computing Hidden Surfaces between Buildings , VP2
1 Base 

Plane, IS
VP1

i

VP2
i

 (b) The Two Buildings - VP1
1 in green and VP2

1 in Purple 

(from the Viewpoint) and IS
VP1

i

VP2
i

 in White (c) IHV boundary points colored 

with gray circles denoted 

The PVP of the object close to the viewpoint is marked in 

black, colored with pink circles denoted as boundary set points 

{B11 , . . , B18} and the far object's PVP is colored with orange 

circles, denoted as boundary set points {C11, . . , C18}. It can be 

seen that IHV is included in each of these invisible volumes, 

where {A11, . . , A18} ∈ {B11 , . . , B18}  and  {A11, . . , A18} ∈
{C11, . . , C18}. 

Therefore, we add IHV between each overlapping pair of 

objects to the total visible volume.  

The same analysis holds true for multiple overlapping 

objects, adding the IHV between each two consecutive 

objects. 

In Figure 8, we demonstrate the case of three buildings 

with overlapping. The invisible surfaces are bounded with 

dotted lines, while the projected visible surfaces to the 

overlapped building are colored in gray. In order to calculate 

the visible volumes from a viewpoint, IHV between each two 

buildings must be added as a visible volume, since it is already 

omitted at the previous step as an invisible volume. 

 

Figure 7. Invisible Volume V(PVPi
j
) − V(VPi

j
) colored in purple and green 

arrows for each building. PVP of the object close to viewpoint colored in 

black, colored with pink circles and the far object PVP colored with orange 

circle 

 

Figure 8. Three overlapping buildings. Invisible surfaces bounded with 
dotted lines, projected visible surfaces of the overlap building colored in 

gray 

      In this part, we extend the previous visibility analysis 

concept and include cylinders as continuous curves 

parameterization . 

Cylinder parameterization can be described in (1): 

  

      ,         (1) 

 

      We define the visibility problem in a 3D environment for 

more complex objects as: 

 

     (2) 
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where 3D model parameterization is , and the 

viewpoint is given as . Extending the 3D cubic 

parameterization, we also consider the case of the cylinder. 

Integrating (1) to (2) yields: 

 

                        (3) 

 

(4) 

 

    As can be noted, these equations are not related to Z axis, 

and the visibility boundary points are the same for each x-y 

cylinder profile, as seen in (3), (4). . 

    The visibility statement leads to complex equation, which 

does not appear to be a simple computational task. This 

equation can be efficiently solved by finding where the 

equation changes its sign and crosses zero value; we used 

analytic solution to speed up computation time and to avoid 

numeric approximations. We generate two values of  

generating two silhouette points in a very short time 

computation. Based on an analytic solution to the cylinder 

case, a fast and exact analytic solution can be found for the 

visibility problem from a viewpoint. 

    We define the solution presented in (4) as x-y-z 

coordinates values for the cylinder case as Cylinder 

Boundary Points (CBP). CBP, defined in (5), are the set of 

visible silhouette points for a 3D cylinder, as presented in 

Figure 9: 

 

(5) 

 

        
                    (a)                                         (b)  

Figure 9. Cylinder Boundary Points (CBP) using Analytic Solution marked 

as blue points, Viewpoint Marked in Red: (a) 3D View (Visible Boundaries 

Marked with Red Arrows); (b) Topside View. 

In the same way, sphere parameterization can be described as 

formulated in (6): 

 

               (6) 

 

We define the visibility problem in a 3D environment for this 

object in (7): 

 

     (7) 

 

where the 3D model parameterization is , and the 

viewpoint is given as . Integrating (6) to (7) 

yields: 

 

   (8) 

Where r is defined from sphere parameter, and 

are changes from visibility point along Z axis, as described in 

(8). The visibility boundary points for a sphere, together with 

the analytic solutions for planes and cylinders, allow us to 

compute fast and efficient visibility in a predicted scene from 

local point cloud data, which are updated in the next state. 

This extended visibility analysis concept, integrated with 

a well-known predicted filter and extraction method, can be 

implemented in real time applications with point clouds data. 

 

IV. VISIBILITY-BASED DRONE AUTONOMOUS LANDING 

The landing pad designed as a plate with five markers – 

one in the center and four others on each corner: 

 

Figure 10. Landing pad with fiducial markers 

Every ArUco marker has an ID as described in Figure 10, 

which can be determined when the marker gets detected, and 
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by that we can easily center the drone location above the 

landing pad even if only one or two markers are in view. 

This landing pad has markers with ID values of {18,28, 

17,25,4} selected randomly, but once selected they are very 

important to the implementation since  the training data 

linked to the classifiers used as will be discussed later. 

The proposed system takes each frame, and resolve all 

markers, then create a data vector of fixed length with all the 

necessary information of the markers. 

Data format for each marker can be described as: [ID, rx, 

ry, rz, tx, ty, tz],  

Where [

𝑟𝑥

𝑟𝑦

𝑟𝑧

] is the rotation vector of a single marker and 

[

𝑡𝑥

𝑡𝑦

𝑡𝑧

]  is the translation vector of that marker. This format 

repeats five times in each vector, where a tag ID has a fixed 

position for each tag. When a marker could not be found on 

a frame, the tag ID and all values of that marker will be set to 

zero. 

Then send this vector to a classifier which will simply 

return strings telling us if the drone is centered above the 

landing pad or a correction movement is required. Possible 

answers are in the set: “CENTER”, “DOWNWARD”, 

“FORWARD”, “RIGHT”, “LEFT”. 

For the Navigation we added more ArUCO tags 

surrounding this pad, in three sizes, so that they will be visible 

from varying distances along the navigation and descend 

process of the mechanism. 

We used eight large tags, each surrounded by four medium 

tags and in between another five small tags as seen in Figure 

11. The landing pad is printed on A4 page. And each of the 

eight patterns described here is also on an A4 page. 

 

Figure 11. Navigation Assisting Tag Board Design 

A. Training Data and Classifiers 

In order to train the classifier, we used OpenGL as can be 

seen in Figure 12 to simulate the landing pad in a precisely 

controlled position and viewing angles. By that, we created a 

labeled data set, then use this precisely labeled data to fit in a 

variety of classifiers and test for accuracy. Following that, we 

tested several classifiers and selected the best performance 

for the purpose of the landing mechanism proposed. 

 

 

Figure 12. OpenGL Simulation for Training Data 

The simulated platform rotating in roll, pitch and yaw - 

controlled by passing parameters, allowing me to tag every 

rendered frame as either safe for landing or not without visual 

computation (pre-label the data). 

The simulator gets parameters from command line for 

setting some axis angle to run on a limited range, while 

rolling over all possible values of angles and positions, so the 

workload could be divided to parallel processes and even run 

on different machines. 

After a few days running on several computers in parallel, 

the simulators generated a total of 15,193,091 vectors dataset, 

that could be used as training dataset for different models of 

classifiers. 

Sci-Kit Learn package implements SVM with a fit 

function that takes labeled data as input in two variables: Y 

vector of y labels in a single column and X array of x vectors 

– each x vector is a line vector corresponds to the appropriate 

y in Y. 

SVM does not allow incremental learning, i.e., it needs all 

data at once. This was quit an issue with the data size we tried 

to fit – fifteen million vectors. However, Sci-Kit Learn offers 

other types of classifiers, although all of them do not perform 

actual incremental learning (they do need all data at once), 

nonetheless, they do implement a partial fit function that can 

take each round a small portion of the data, and update the 

classifier’s support vectors. 

For each classifier, we tried different parameters, and 

different sizes of the dataset by selecting randomly a fraction 

of the data. Then, test the model (using 25% of the data for 

test) to check it prediction accuracy. 

 

TABLE I.  CLASSIFIERS ACCURACY COMPARISSION 

Classifier Type Best accuracy 

SGD, epsilon insensitive 57.341% 

SGD, hinge 75.716% 

SGD, huber 59.841% 

SGD, log 73.658% 

SGD, modified huber 73.362% 

SGD, squared eps. insensitive  59.6% 

SGD, squared hinge 73.857% 

SGD, squared loss 57.171% 

Perceptron 74.579% 

Bernoulli NB 62.317% 

Passive Aggressive Classifier 74.455% 
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The result in Table I shows that even the best classifier got 

only approximately 75% success in recall. This is insufficient 

for a safety mechanism even with filters added to the process 

of a final “safe” decision. 

To further increase accuracy, we thought it would be more 

effective to use more than one classifier, in a voting manner, 

to decide together on the data. At first, we suggested a voting 

scheme that takes 10-15 of the best classifiers and check if 

more than 50% of them agree on a "safe" result, take that as 

the answer, we checked that over the data and results did not 

increase accuracy at all. Then we thought maybe a classifier 

of classifiers outputs could extract some new information in 

a smarter manner than a simple voting, and will help increase 

accuracy. We created a new dataset of the same size, only this 

time the vector consisted of zero for safe and one for unsafe 

result of a classifier over fifteen of the best classifiers (72%-

75% accuracy) and trained this dataset on all types of 

classifiers with different parameters as before. This time, all 

classifiers listed above got around 76% accuracy, where the 

best classifier reached 76.8% accuracy. Approximately 2% 

improvement.  

Finally, looking closely on live videos of the ArUco 

markers detections, we noticed that the axis drawn on the 

detected markers tend to shift rapidly usually around more 

“safe” angles, so we tried to manually correct the data, and 

remove some of the spiking data that is tagged as safe – i.e., 

the simulator created it as a safe angle, but detection errors 

made it as a vector that should rather be tagged as unsafe. 

All data marked as safe, with “Z” axis angle in all detected 

markers, re-tag as unsafe, if a certain threshold is passed.  

Before rectifying the dataset consisted of about 50% safe 

labels. This method reduced the number of “safe” tagged 

vector to about 20% of the data. 

Fitting this new retagged dataset to all models as before, 

and testing again for accuracy, results improvements shown 

in details reported in Table III. The results improved 

drastically. 

Best classifier selected for the mechanism is SGD 

(Stochastic Gradient Descend) with loss parameter set to 

logarithmic. This classifier showed 86% percent accuracy, 

which could be used with some filtering to suppress false 

alarm rate even more. 

 

V. SPATIAL RAPID RANDOM TREES 

In this section, the Rapid Random Trees (RRT) path 

planning technique is briefly introduced with spatial 

extension, which is the basic motion planning drone 

algorithm. RRT is dealing with high-dimensional spaces by 

taking into account dynamic and static obstacles including 

dynamic and non-holonomic robots' constraints. 

The main idea is to explore a portion of the space using 

sampling points in space, by incrementally adding new 

randomly selected nodes to the current tree's nodes. 

RRTs have an (implicit) Voronoi bias that steers them 

towards yet unexplored regions of the space. However, in case 

of kinodynamic systems, the imperfection of the underlying 

metric can compromise such behavior. Typically, the metric 

relies on the Euclidean distance between points, which does 

not necessarily reflect the true cost-to-go between states. 

Finding a good metric is known to be a difficult problem. 

Simple heuristics can be designed to improve the choice of the 

tree state to be expanded and to improve the input selection 

mechanism without redefining a specific metric. 

A. RRT Stages  

The RRT method is a randomized one, typically growing 

a tree search from the initial configuration to the goal, 

exploring the search space. These kinds of algorithms consist 

of three major steps: 

1. Node Selection: An existing node on the tree is chosen 

as a location from which to extend a new branch. 

Selection of the existing node is based on probabilistic 

criteria such as metric distance. 

2. Node Expansion: Local planning applied a generating 

feasible motion primitive from the current node to the 

next selected local goal node, which can be defined by a 

variety of characters. 

3. Evaluation: The possible new branch is evaluated based 

on cost function criteria and feasible connectivity to 

existing branches. 

These steps are iteratively repeated, commonly until the 

planner finds feasible trajectory from start to goal 

configurations, or other convergence criteria. 

 

 

Figure 13. The RRT algorithm: (A) Sampling and node selection steps;  

(B) Expansion step. 

A simple case demonstrating the RRT process is shown in 

Figure 13. The sampling step selects Nrand, and the node 

selection step chooses the closest node, Nnear,  as shown in 

Figure 13.A. The expansion step, creating a new branch to a 

new configuration, Nnew, is shown in Figure 13.B. An example 

for growing RRT algorithm is shown in Figure 14. 

 

Figure 14. Example for growing RRT algorithm. 
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B. Spatial RRT Formulation  

We formulate the RRT planner and revise the basic RRT 

planner for a 3D spatial analysis case for a continuous path 

from initial state xinit to goal state xgoal:  

1. State Space: A topological space, X. 

2. Boundary Values: 
initx X  and 

goalx X . 

3. Free Space: A function : { , }D X true false→  that determines 

whether ( ) freex t X where 
freeX consist of the attainable 

states outside the obstacles in a 3D environment.  

4. Inputs: A set, U, contains the complete set of attainable 

    control efforts ui, that can affect the state. 

5. Incremental Simulator: Given a current state, ( )x t , and 

input over time interval t , compute ( )x t t+  . 

6. 3D Spatial Analysis: A real value function, f (x; u, OCPi) 

which specifies the cost to the center of 3D visibility 

volumes cluster points (OCP) between a pair of points in

X . 

C. Spatial RRT Formulation  

We present a revised RRT pseudo code described in Table 

II, for spatial case generating trajectory T, applying K steps 

from initial state xinit. The f function defines the dynamic 

model and kinematic constraints,  �̇� = f (x; u, OCPi), where u 

is the input and OCPi  set the next new state and the feasibility 

of following the next spatial visibility clustering point. 

TABLE II.  SPATIAL RRT PSEUDO CODE 

Generate Spatial RRT (xinit; K; ∆𝑡)  

T.init (xinit); 

For k = 1 to K do 

             xrand ← random.state(); 

             xnear ← nearest.neighbor (xrand; T ); 

             u ← select.input (xrand; xnear); 

             xnew ← new.state (xnear; u; ∆𝑡; f); 

             T.add.vertex (xnew); 

             T.add.edge (xnear; xnew; u); 

End 

Return T 

D. Search Method 

Our search is guided by following spatial clustering points 

based on 3D visible volumes analysis in 3D urban 

environments, i.e., Optimal Control. The cost function for 

each next possible node (as the target node) consists of 

probability to closest OCP, POCPi , and probability to random 

point, Prand . 

In case of overlap between a selected node and obstacle in 

the environment, the selected node is discarded, and a new 

node is selected based on POCPi and Prand.  

E. STP Planner Pseudo-Code 

We present our STP planner pseudo code described in 

Table III, for spatial case generating trajectory T with search 

space method presented above. The search space is based on 

POCPi and Prand. We apply K steps from initial state xinit. The f  

function defines the dynamic model and kinematic 

constraints,  ẋ = f (x; u), where u is the input and OCPi  are 

local target points between start to goal states.  

 

 

 

 

 

 

 

 

 

 

 

Figure 15. STP Search Method: (A) Start and Goal Points; (B) Explored 

Space to the Goal Through OCP 

F. Completeness 

Motion-planning and search algorithms commonly 

describe 'complete planner' as an algorithm that always 

provides a path planning from start to goal in bounded time. 

For random sampling algorithms, 'probabilistic complete 

planner' is defined as: if a solution  exists, the planner will 

eventually find it by using  random sampling. In the same 

manner, the deterministic sampling method (for example, 

grid-based search) defines completeness as resolution 

completeness. 

Sampling-based planners, such as the STP planner, do not 

explicitly construct search space and the space's boundaries, 

but exploit tests with preventing collision with obstacles and, 

in our case, taking spatial considerations into account. 

Similarly, to other common RRT planners, which share 

similar properties with the STP planner, our planner can be 

classified as a probabilistic complete one. 

VI. SIMULATIONS 

The quadcopter we used in this research is a Parrot Bebop2 

drone. It is a GPS drone with full HD 1080p wide-angle video 

camera with 3-axis digital stabilization, that can also take 

14MB still pictures.  

Bebop2 has GPS guided Return Home feature, strong 6” 

propellers, long rage communication (with WiFi extender or 

Skycontroller remote), which makes it suitable for a windy 

outdoors flight. 

The Bebop2 drone uses seven different sensors 

simultaneously to keep it stable and produce an extremely 

stabilized video even when the drone makes tiny maneuvers 

to keep itself in place, the apparent view to the user looks like 

the drone is in fixed position as if it was hanging on a crane. 

Also, there are no moving parts when we pan/tilt the camera, 

it is done entirely by changing the relevant pane in the full 

fisheye image. 

 

 

Goal Goal 

OCPOCP

A) B) 
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TABLE III. STP PLANNER PSEUDO CODE 

STP Planner (xinit; xGoal ;K; ∆𝑡; OCP)  
T.init (xinit); 

xrand ← random.state(); 

xnear ← nearest.neighbor(xrand; T ); 

u ← select.input(xrand; xnear); 

xnew ← new.state.OCP (OCP1; u; ∆𝑡; f); 

While xnew≠ xGoal do 

xrand ← random.state(); 

xnear ← nearest.neighbor(xrand; T ); 

u ← select.input(xrand; xnear); 

xnew ← new.state.OCP (OCPi; u; ∆𝑡; f); 

T.add.vertex(xnew); 

T.add.edge(xnear; xnew; u); 

end  

return T; 
 

Function new.state.OCP (OCPi;u; ∆𝑡; f)  
Set POCPi , Set Prand 

p←uniform_rand[0..1] 

if    0 < p < POCPi 

       return xnew = f(OCPi,u,∆𝑡); 

else  

      if POCPi < p < Prand+ POCPi 

then 

       return RandomState(); 

end. 

 

Parrot Ground SDK includes software development suite 

that provides a tool for developers to communicate and 

control with Parrot drones that uses AR.SDK3 framework, 

e.g., Mambo, Bebop, Disco, and Anafi. It also includes a 

simulator platform called Sphinx, built on Gazebo platform, 

with Parrot drones not just as models but with full featured 

firmware that are similar to the ones on the equivalent 

physical drones. This allows developers to fully test and 

debug their programs with real firmware feedback from a 

drone in mid-flight without the risk of injury or damages to 

equipment. 

Ground SDK also provides a python wrapper called 

Olympe, to easily control drone objects. We preferred a third-

party implementation named pyparrot, which is better 

documented and fully open-sourced, so it would be easier to 

add or change functionality to my needs. 

A. ArUco Markers  

The first problem we had to deal with, involves detection 

and identification of the landing pad. Afterword, we had to 

gather all planar information to pass to the decision 

mechanism for processing. 

In order to simplify detection and get a fast and robust 

identification and planar information of the target, we used 

AR-tags on a specially designed landing pad. 

Specifically, the use of off-the-shelf open source ArUCO 

seem to be a simple solution (other implementations of AR-

tags, e.g., APRIL-TAGS may be suitable as well). 

Implementation of ArUco marker detection exists in open-

source library OpenCV, available for c/c++ and python. In 

order to get the marker real-world coordinates, we need the 

projection matrix of the camera and the distortion coefficients 

vector. To get these parameters a calibration is needed to be 

done once, then it could be loaded through a configuration 

file. The calibration process also available in OpenCV 

documentation, using a printed checkboard of known 

dimensions, and about twenty shots in different orientations 

and locations across the screen. 

We incorporate different marker sizes to be able to detect 

markers in different distances from the target landing pad and 

follow the tags. ArUco Markers also have tag ID encoded in 

them so we even know which tag we are seeing and thus what 

size it is or where it is located on the board. 

 
TABLE IV.  IMPROVEMENTS IN ACCURACY OF CLASSIFIERS 

 

B. Implementation 

To get control over a Bebop2 Drone, we found two python 

wrappers that we could use, and tested both of them. The first  

one comes with a Parrot Ground-SDK suite which includes 

the Sphinx Simulator, called Olympe. The Second wrapper 

pyparrot, originally developed for the Parrot Mambo, but 

now capable of controlling most of the newer generation 

Parrot drones. 

We decided to work with pyparrot due to two main 

reasons: 1. Olympe used a closed virtual environment that 

made it harder to install additional packages using pip. 2. 

pyparrot is an open source, making it easy to adapt and 

change to my needs, it also suggests two types of video 

handling class: the first one uses FFMPEG and the other 

opens SDP file with VLC on a separate thread. Both methods 

were slow and missed critical frames especially in SEARCH 

mode, when the camera rotates to find the target. Sometimes 

the video smeared so badly we could barely recognize the 

landing pad even when we knew where it was there. 

We changed the video handler to run on a separate thread 

(like the VLC option on pyparrot) only that in my 

Classifier type 
Best 

accuracy 

Before 

correction 

Improve

ment 

SGD, epsilon 

insensitive 
83.450% 57.341% 26.11% 

SGD, hinge 85.062% 75.716% 9.35% 

SGD, huber 81.876% 59.841% 22.04% 

SGD, log 86.175% 73.658% 12.52% 

SGD,  

modified huber 
86.131% 73.362% 12.77% 

SGD, squared 

eps. Insensitive 
82.019% 59.6% 22.42% 

SGD,  

squared hinge 
85.891% 73.857% 12.03% 

SGD, squared 

loss 
82.942% 57.171% 25.77% 

Perceptron 85.470% 74.579% 10.89% 

Bernoulli NB 81.664% 62.317% 19.35% 

Passive 

Aggressive 

Classifier 

84.041% 74.455% 9.59% 
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implementation we used standard OpenCV capturing module 

VideoCapture to open SDP file (contains IP, port, codec) for 

streaming coming from the drone or sphinx (depends on 

DRONE_IP parameter in the code), and another separate 

thread for the automation state machine that runs the different 

stages of this autonomous mission control and landing 

mechanism. 

For proof of concept, all experiments were simulated in 

Gazebo based Sphinx simulator without moving wave 

simulations, or any automated changes in landing-pad angles 

or position. The changes were made manually by rotating the 

pad during simulation when the drone was waiting to get a 

safe signal from either classifier or calculations.  

The experiment also did not simulate the use of “Return 

Home” functionality and assumed to start near target at about 

five meters in a random position. 

The drone starts to search around to get a visual of the 

landing pad, then fly to set exactly above while looking 

directly down (-90 degrees below horizon). 

Drone initiates with slow descend while keeping target in 

the middle of the frame, until reaches height of less than 

50cm. 

In this stage, decision mechanism under test should trigger 

“safe” when ArUco markers of the pad will be in a position 

that is regarded flat enough to be considered as safe. 

 In a preliminary experiment, we found that the classifier 

that we trained, could not get to a “safe” decision even when 

the landing pad was flat without any movements. Same 

classifier was tested with images from web-cam input seems 

to work fine, this could be issue caused by miscalibration of 

the camera. These inaccuracies cause ArUco functions that 

heavily relay on camera calibration, to produce different 

range of data relative to what the classifier was trained with 

(data from an OpenGL graphics drawn landing pad). This 

method should be further explored in future work. 

Simplified manual calculation that work directly on data 

from ArUco functions output, could also be easily 

recalibrated and adjustable to fit with data ranges of mis-

calibrated data. Finally, running full scenario of the 

experiment with landing pad on unsafe initial position got the 

drone flying above it and waiting, then manually flatten the 

landing pad, made the decision mechanism to trigger “safe” 

and send a landing command to the drone, which landed in 

the desired spot.  

 

VII. CONCLUSION AND FUTURE WORK 

    In this work we introduced a mechanism for autonomous 

landing a quadcopter in. The work focused to assist in the 

final stage of an autonomous mission, when drone returned 

to home, but still needs to find exact position of landing on 

the target and dealing with sea-level motion of the target. 

    In this study we developed a training simulator to create 

large data set of visual input, produced by OpenGL graphics 

in a controllable manner. 

    Also, we compared different types of trained classifiers to 

find best match to our particular data, and competed best 

classifier vs. direct observation and improvements as can be 

seen in Table IV.    

    For conclusion, the ArUco functions produce enough 

information regarding marker positions to be used manually 

and get a satisfying result for that manner. It is fast and robust 

and easily read to get a quick answer to whether it is safe or 

not, and the use of a classifier is not necessary. 
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Abstract - The typical approach to data analysis is to store, 
query, and analyze data in a central location. In the case of 
source code, where multiple organizations or partners in a 
consortium contribute to a software, the repositories would be 
distributed and might be private. Within such a setting, one 
goal would be achieving and maintaining a certain level of 
source code quality across the consortium. One solution is to 
consider each partner as a node in a federated network. This 
paper proposes a federated code quality query and analysis 
platform. It further presents the features, the design, and the 
implementation of this platform. 

Keywords - source code quality; federated network; federated 
query; federated analysis. 

I.  INTRODUCTION 
The proposed method in this paper improves the 

federated source code quality query and qnalysis platform 
presented in [1]. There are cases where each partner in a 
consortium, such as in the NESSI-SOFT project [2] in the 
Sixth Framework Program and in the MODUS project [3] in 
the Seventh Framework Program, does not want to share all 
of its source code but needs to be queried whether holding a 
pre-determined minimum source code quality level so that a 
certain level across the consortium is achieved and 
maintained. For such cases, one solution is to build a 
federated network so that each node in this network has its 
privacy, but shares required quality information. This paper 
considers this setting for source code quality and proposes a 

Federated Source Code Quality Query and Analysis 
(FSCQQA) platform. The setting is visualized in Figure 1. 

 

 
Figure 1.  The FSCQQA platform overview. 

The FSCQQA platform consists of a central site as seen 
at the top of Figure 1 and multiple sites, which are peers. It is 
a kind of peer-to-peer network, where the peers accept and 
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follow a general policy and corresponding rules. In addition, 
the central site is responsible for inclusion and removal of 
peer sites with respect to the general policy. Such platforms 
are on the rise especially in the health field, where privacy 
regulations and expectations are high, and accountability is 
enforced at state level. The proposed FSCQQA platform is 
one of the early attempts, where the idea is applied to source 
code, but not health records. Therefore, we believe that there 
is a practical gain from such a platform proposal. 

The proposed platform is not only for consortiums to 
utilize. A global software company with development sites in 
various countries can also benefit from the FSCQQA 
platform. In this setting, concerns like revealing too much 
information about the software under development and the 
software development team may be relieved.  

The FSCQQA platform offers opportunities for querying 
and monitoring source code quality across a consortium. 
This platform can facilitate analyzing how source code 
improvements are performed and how defect numbers are 
minimized. The FSCQQA platform has the following 
features: 

• Analyze software quality with defect and source 
code metrics. 

• Share defect and source code metrics with peers and 
consortium administration/management. 

• Follow trends and improve. 
• Compile federated historical data on defects and 

source code quality. 
The features are kept at minimum in the paper, but they 

can be extended easily. To serve these features, the 
FSCQQA platform provides a data infrastructure, a software 
stack, and the operations on them. The proposed design is 
novel. The FSCQQA platform can be used for source code 
quality and defect prediction in the future. 

As of today, there are multi-site software development 
companies whose sites are globally distributed. Each site is 
autonomous to some degree, but they are subject to central 
management rules. In such a setting, tracking each site’s 
software quality and achieving an overall performance is not 
easy. Such a platform would be beneficial to them as well. 

The paper is organized as follows: Section II presents the 
bug, or defect, datasets and source code quality metrics. 
Section III explains the proposed platform. Section IV 
outlines related work, and the last section concludes the 
paper. 

II. FUNDAMENTALS 

A. Bug Datasets 
Lately, bug datasets are composed for bug or defect 

prediction. Following this, Ferenc et al. [4] compiled and 
standardized existing public bug datasets. The same group 
[5] extended their bug dataset and made the dataset publicly 
available at [6]. Several research works have produced and 
utilized bug datasets to develop and evaluate novel bug 
prediction methods. The objective of their study is to collect 
and combine current public source code metrics-based bug 
databases. In addition, they evaluated the abundance of 
gathered metrics and the bug prediction skills of the unified 

bug dataset. One research direction in this field moves 
toward combining bug datasets with software code quality 
metrics for better prediction. One of the first attempts is 
published by Osman et al. [7]. They evaluated sixty distinct 
bug prediction setting combinations on five open-source Java 
projects using a cost-aware evaluation scheme. Change 
measurements combined with source code metrics were 
discovered to be the most cost-effective option for 
developing a bug predictor. Another example of this work is 
presented by Mashhadi et al. [8]. They conducted a 
quantitative and qualitative study on two prominent datasets 
(Defects4J and Bugs.jar) utilizing 10 common source code 
metrics, as well as two popular static analysis tools 
(SpotBugs and Infer), for the purpose of evaluating their 
capacity to anticipate flaws and their severity.  

B. Source Code Quality Metrics 
Software quality metrics have been proposed for decades. 

The literature starts in 1970s. In the 1980s and 1990s, design 
metrics and their impact on software and source code were 
mainly studied. Henry and Selig [9] published a book on 
design metrics, which predicts source code quality. Two 
early research works specifically on source code quality 
metrics are by Pearse and Oman [10] and by Welker et  al. 
[11]. They worked on the maintainability of source code. 

With the popularity of object-orientation, the research in 
this area was intensified. Nuñez-Varela et al. [12] did a 
comprehensive mapping investigation on 226 articles that 
were published between 2010 and 2015 and discovered 
nearly 300 source code metrics. Even though object-oriented 
metrics have received a great deal of attention, there is a 
need for greater research on aspect and feature-oriented 
measurements. Prediction of software faults, complexity, and 
quality evaluation were recurring themes in these 
investigations. 

Currently, there are separate tools as well as tools 
embedded into platforms, which not only produce source 
code quality metrics but also calculate technical debt. The 
next step for these tools seems to be towards predictions and 
suggestions for better code quality. Our vision and current 
attempt are in the same direction. 

III. PROPOSED PLATFORM 
We propose a federated code quality query and analysis 

platform, called FSCQQA. In this section, we first explain 
our design goals, such as “authentication and authorization” 
and “logging and monitoring” and continue with the services 
the FSCQQA platform provides. Some local services may 
vary between sites, but standardized procedures and rules 
will be implemented to ensure uniform administration and 
oversight. Finally, we present our user interface design to 
give a sense of use cases for the FSCQQA platform. 

A. Design Goals 
The major design goals are as follows: 
Authentication & Authorization (AA): Each partner or site 

may have its own AA mechanism implemented. Then, each 
partner is responsible for the FSCQQA platform for its users’ 
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queries. Each query includes the user and site identification; 
the site is responsible for logging the queries. 

Access Control (AC) Policies: Each site may have its 
policies and regulations depending on the country where the 
site is. Therefore, the response to each query is filtered 
locally before sending. Each site should guarantee that any 
response does not contain any personal identifiable 
information. 

Secure Communication: Each site must be able to 
communicate securely with trustworthy peers. All nodes 
exchange secure Public Key Infrastructure certificates in 
order to establish trust. While the FSCQQA platform is a 
federated network, the security of the nodes is only as strong 
as the network's weakest link. 

Logging and Monitoring: Every query executed by a 
node should be recorded in an audit trail that the peer sites 
could view. The logs will be monitored by the central site for 
anomalies. 

Standard APIs: Each site should provide standard APIs 
defined by the FSCQQA platform. Although the FSCQQA 
platform provides a software agent called FSCQQA agent to 
fulfil this requirement, the site may choose to implement its 
own software agent. 

Source Code Repositories: The FSCQQA platform 
provides a software agent to work with GitHub [13] 
repositories. However, this is not a must. Any site can work 
with any source code repository but must ensure that 
standard APIs required by the platform are provided. 

Management of Federated Platform: There is a central 
site responsible for the management of partners and their 
sites. These management operations include adding and 
removing partners and sites (a partner may have more than 
one site), constantly informing partners about other alive 
partners and sites, and collecting velocity and trend 
information from site. 

B. Services 
The FSCQQA platform defines two types of services, 

one provided by the FSCQQA agent and the other by the 
standard FSCQQA APIs. The FSCQQA agent is 
customizable through configurations with the following 
parameters: 

• GitHub repository address 
• GitHub repository access rights 
The FSCQQA agent automatically generates local defect 

database for each site from a GitHub repository by extracting 
commit/issue histories and analyzing them. At the same 
time, it collects software metrics, such as lines of code and 
cyclomatic complexity, for each commit/issue. The defect 
information with software metrics will represent source code 
quality of the software developed at a site. Moreover, the 
FSCQQA agent extracts source code related metrics for a 
specific version using tools, such as OpenStaticAnalyzer 
[14]. The process is presented as a Unified Modeling 
Language (UML) sequence diagram in Figure 2. The 
FSCQQA agent is also responsible for the management of 
the local database for defects and metrics. To mitigate 
security concerns related to such an agent software, its 
source code should be open. 

The standard FSCQQA APIs provide the services of the 
FSCQQA platform with respect to Open-API specifications 
[15]. The services are grouped as follows: 

• Defect related metrics: number of existing (active) 
defects, defect density, defect resolve velocity, 
longest unresolved defect. 

• Source code related metrics: class metrics, method 
metrics, coupling metrics, cohesion metrics, 
cyclomatic complexity metrics. 

The services provide data for a specific version. They can 
be extended to supply data between two versions, but it may 
complicate the presentation of information and is, therefore, 
left as future work. The service calls can be for a specific 
metric or a set of metrics from a specific site or the whole 
network. If the whole network is queried, the query site 
requests all alive sites from the central site and queries each 
one individually then accumulates the results. 

 

 
Figure 2.  The FSCQQA platform operation. 

The central site keeps a list of alive sites in the federated 
network by recording their heartbeats. Each site is expected 
to send a heartbeat every hour. If a site’s heartbeat is missing 
necessary notifications are performed. The central site also 
holds summarized metrics for the whole network, such as 
overall defect resolve velocity and its trend over some time.  

C. User Interface Design 
The user interface design is presented via Figures 3-5. A 

user either in a site or in the central site can see the 
repositories with proper access rights, as shown in Figure 3. 
To mimic this operation, Figure 1 presents some public 
GitHub repositories. This project repository and selection 
window also indicates the status of the project with four 
states: “Not Analyzed”, “Analyzing”, “Analyzed”, and 
“Failed”. After selecting a project, a window like the one in 
Figure 4 is shown and if the status is neither “Analyzing” nor 
“Analyzed”, the "Analyze" button appears. If it has already 
been analyzed, the details of the analyze operation are 
shown. To see the metrics, the metrics button should be 
pressed, and it takes the user to a window like the one shown 
in Figure 5. It is called the dashboard and presents various 
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metrics with charts and graphs. Metrics, charts, and graphs 
are all customizable. 

IV. PROTOTYPE IMPLEMENTATION 
In this section, we present our prototype implementation. 

The implementation is composed of the following 
components: 

• Web Client: is the main interface for users to 
interact with the system. 

• Master Application: manages a database with 
details of all agents such as IP and port. It 
efficiently routes requests from the web client to the 
appropriate agent and forwards the results back. 

• Agent: specializes in executing detailed code 
analysis tasks, securing sensitive data, and then 
reporting findings back to the master. Each site is 
managed by an agent. In this protype 
implementation, we mimic each site with a GitHub 
repository. 

• GitHub API: is an interface that allows us to access 
project source codes and general information, 
facilitating integration with various Github 
repositories. 

The master application has a layered architecture with the 
following layers: 

• Controller: processes various HTTP requests and 
routes the flow according to the request type. 

• Service: performs business operations, coordination 
tasks, and interaction with the Controller and 
Repository layers. 

• Repository: provides uninterrupted access to the 
database by facilitating basic data operations. 

The master application provides the API endpoints 
shown in the Appendix. Each endpoint has a controller, and 
the service layer provides necessary operations with the help 
of Repository layer. 

Each agent registers with the master application before 
starting any operations. When the user prompts the agent 
requests repository and project information from GitHub 
API. Then the agent stores the fetched repository and project 
information to the database through the master application.  

The GitHub repository information contains the 
following elements: 

• Watchers: Indicates the number of users monitoring 
the repository for changes. 

• Topics: Tags or subjects associated with the 
repository. 

• License: Details about the repository's licensing, 
including its type, URL, and some specific attributes. 

• Visibility: Shows if the repository is public or 
private. In this case, it's public. 

• Forks Count: The number of times this repository 
has been forked by other users. 

• Stargazers Count: The number of users who have 
"starred" the repository, indicating their appreciation 
or interest. 

• Default Branch: The primary branch of the 
repository, commonly where main development 
takes place. 

• Homepage: The official homepage or documentation 
link for the repository. 

• Number Of Contributor: The number of users who 
have contributed to the repository. 

Figure 3 shows an example of a repository and project 
versions in that repository. The user can choose a version to 
be analyzed. As an example, it is 8.0.1.Final version of 
hibernate-validator in Figure 3. The prototype 
implementation uses OpenStaticAnalyzer v5.1.0. It provides 
source code analysis with 46 metrics, such as "Lines of 
Code", "Comment Lines of Code", "Lines of Duplicated 
Code", and "Total Number of Statements". 

 
 

 
Figure 3.  Project repository and release version selection user interface. 
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Figure 4.  List of analyzed release versions user interface. 

 
Figure 5.  Version metric comparisons user interface. 

Figure 4 shows an example list of analyzed release 
versions. At any time, the user can click the “See Analysis 
Results” button and the web clients shows a GUI such as in 
Figure 5. At the top, the following information gathered 
from GitHub is presented along with the number of analyzed 
versions: 

• Number Of Commits 
• Number Of Versions 
• Number Of Issues 

Analyzed versions becomes important if the user wants 
to compare versions. The metrics mentioned above are listed 
as shown in Figure 6. The user must choose minimum three 
metrics. Selection of metrics up to five is allowed. In 
addition to metrics selection, the user is asked to choose the 
classes from two different versions to be compared. As 
shown in Figure 6, the ReflectionHelper class is chosen as 
an example. 
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Figure 6.  Version metric comparisons user interface with metric and class selection. 

 
Figure 7.  Version metric comparisons user interface with a three-dimensional spider chart. 
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Figure 8.  Version metric comparisons user interface with a five-dimensional spider chart. 

 

Figure 7 shows version metric comparisons of the user 
interface with a three-dimensional spider chart. The 
dimensions are the chosen metrics. For this example, they 
are "Total Lines of Code," "Total Comment Lines of Code", 
and "Total Logical Lines of Code". The spider chart 
illustrates class metric values and average values for all 
classes in that version. This presentation technique enables 
users to compare values intra-version and inter-version. The 
spider chart is specifically chosen because of the 
patterns/shapes that appear. They are easier to compare.  

The specific example in Figure 7 is indicative in terms of 
code quality. It is observed that the ReflectionHelper class is 
larger compared to other classes but throughout the versions 
it becomes smaller. The shape not being changed means the 
ratios between the metrics are preserved.  

New metrics can be added to the spider chart without 
effort, as seen in Figure 8. For example, "Total Number of 
Statements" and "Total Number of Methods" are also 
chosen, which makes a five-dimensional spider chart. This 
five-dimensional spider chart makes the change in the 
ReflectionHelper class more apparent. 

The prototype implementation does not contain all the 
features explained above. It is performed to show the 
feasibility of the proposed approach and design. This way we 
aimed to validate the main features of the Federated Source 
Code Quality Query and Analysis Platform. 

V. RELATED WORK 
The concept of federated networks is not new, and they 

are not limited to a certain field. The services are called 

federated if their service architecture spans numerous 
independent control domains [16]. It is challenging to 
manage federated services and provide effective customer 
assistance since only a tiny portion of the environment can 
be monitored and controlled by any given authority. Bhoj et 
al. [16] characterized many facets of federated networks as 
early as 1997.  

Some other examples of federated networks are as 
follows. For instance, Afsarmanesh et al. [17] proposed the 
PRODNET architecture for federated information 
management. Another example is Open Cirrus [18], which is 
proposed to federate a multitude of sites with diverse 
hardware, services, and tools for providing federated data 
centers for open source systems and services research. The 
sites reside on different continents and are subject to 
different privacy legislation and concerns. 

The health domain is currently running federated 
networks. For instance, CanDIG [19] is a Canadian national 
health federated research data platform designed to assist the 
finding, querying, and analysis of permitted health research 
data across institutions and projects. CanDIG is the first 
Canadian federation of many human genomes and 
biomedical data projects. Another proposal for health 
domain is the Cross-Institutional Clinical Translational 
Research project [20], which investigated a federated query 
tool and examined how this tool can facilitate the discovery 
of clinical trial cohorts by controlling access to aggregate 
patient data housed in academic medical centers that are not 
linked. 

 

240

International Journal on Advances in Software, vol 16 no 3 & 4, year 2023, http://www.iariajournals.org/software/

2023, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



VI. CONCLUSION 
Each day, new features are added to software, and with 

each new feature, extra bugs may be introduced, and source 
quality may suffer. The scenario becomes more complicated 
if the software development is distributed with specific 
privacy and trade secret considerations. When addressing the 
challenges mentioned above, it is desired that the software 
quality be maintained above a particular threshold. Toward 
this goal, this paper proposes a federated source code quality 
query and analysis platform called FSCQQA. 

With the proposed platform, sites are not required to 
disclose their codes with any other site while aiming for high 
source code quality and low defect ratio. At each site, local 
defect datasets will be generated and analyzed. The analysis 
results as defect metrics and the source code metrics 
obtained from the static analysis will be shared within the 
federated network and can be queried. Furthermore, trend 
analysis can be conducted at the central site and shared with 
consortium sites. 

As future work, federated analytics and prediction using 
the local datasets are planned. The sites may push defect-
related features to the central site for future machine 
learning. Such a defect database is valuable in terms of 
following the reliability of each site but also in improving 
defect-free development by providing in-depth analysis, such 
as root-cause analysis, and suggesting training and 
education. Then, the prediction model will generate 
predictions on sites. The prediction model will be updated 
and enhanced based on further coming data, meaning new 
source code. As developer data will not be exchanged, there 
will be no privacy concerns. 
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Abstract—As the algorithms mature, the bottleneck in applying 
Machine Learning (ML) to engineering, in particular to process 
analysis, monitoring and control, is often caused by the limited 
availability of suitable data and the cost of data acquisition. For 
many ML projects, datasets have been collected independently 
of subsequent analysis. In laboratory-based development, data 
acquisition and coverage of possible process uncertainties pose 
challenges to the preparation of datasets suitable for ML. This 
paper benchmarks existing design of experiments (DOE) 
strategies based on data generated by a simulation model, 
discussing their aptitude for training accurate ML regression 
models. 11 representative sampling strategies have been 
investigated to provide guidance for data collection under data 
acquisition constraints, including consideration of possible 
measurement uncertainties. As the optimal DOE depends on 
available data volume and the uncertainty level, 
recommendations for DOE selection are given. 

Keywords-Small-data; Process uncertainty; Design Of 
Experiments; Machine learning; Model-based sampling; Auto-
sklearn. 

I.  INTRODUCTION  
ML makes it possible to efficiently mine valuable 

information from data due to its powerful data analysis 
capabilities. With the prosperous advancement of algorithm 
research, model building is no longer a challenge limiting ML 
applications [1][2]. In fact, according to a survey from 
Crowdflower in 2016 [3], the efforts of data scientists are 
mainly (60%) consumed by data organizing and data cleaning. 
After this, 19% of the time is spent collecting datasets. This 
shows that data preparation involves considerable effort of 
ML applications in the current stage. However, this difficulty 
is often overlooked by the informatics community. In most 
cases, the datasets are pre-existing. With this standpoint, they 
simply optimate the algorithm at the software side for data 
analysis. However, the dataset's quality determines the upper 
limit of data analysis. Therefore, in some cases, it may be 
unfeasible to look at a solution only from the ML model side. 
Only recently, the intersection of experimental design towards 

data collection and ML has come to the fore. R. Arboretti et 
al. systematically reviewed the joint application of DOE and 
ML in areas such as industrial production, which identified the 
current status of research in terms of DOE selection for ML 
[4]. In this context, a preliminary study of the relationship 
between DOE selection and ML was conducted based on 
simulation models [5]. Roberto Fontana et al. benchmarked 
the performance of ML models obtained from data collected 
with different DOE strategies, where the potential of an Active 
Learning (AL) approach for dataset acquisition was 
investigated [6]. However, their experiments were limited to 
a specific amount of data without further guidance of DOE 
selection for varying data volumes. 

It is both a challenge and an advantage to look at data 
preparation from the perspective of a production engineer. 
Collecting a single element of the dataset requires that a 
product is physically produced and the relevant data is 
measured during the manufacturing process. In practice, an 
extra number of products is required to account for deficient 
outcomes. This limits the amount of usable data for ML 
analysis. The cost considerations often constrain the overall 
amount of data. However, pre-existing knowledge, experience 
or even intuition of the process often allows an engineer to 
focus the data generation on particularly relevant subsets of an 
overly complex parameter space.  

Purpose-built datasets for ML modeling may address two 
possible directions [7]:   

 
I. Finding the control variables and their optimal 

values that result to an optimal response  
II. Exploring the neighborhood around the optimal 

values to generate knowledge for monitoring, 
anomaly detection and control  
 

This article investigates the latter under the constraint of 
limited resources (e.g., time, budget) for data acquisition and 
fixed overall statistical process uncertainty. Based on the data 
obtained from an experimental lithium-ion battery (LIB) 
production line realized within the KIproBatt project [8], we 
describe the practical difficulties in preparing datasets for ind-
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Figure 1. LIB cell assembly process from separation to EOL-tests 

 

 
Figure 2. Cell output capacity related to cycle number in a cycling test 
 
ustrial process development in Section II. In Section III, 
existing DOE approaches are described. The ML package 
Auto-sklearn [9] and its modelling capabilities are introduced. 
Finally, the experimental setups for comparing the potential 
of different DOEs with predefined data resources are 
presented. The experiments include both cases with and 
without process uncertainties. The results of the experiments 
and the discussions are documented in Section IV. Guidelines 
for DOE selection based on experimental data are given at its 
end. Considerations on the application of an iterative DOE in 
case of small data are given with Emukit DOE as an example. 
Section V summarizes the contributions of this article and 
possible further expansions of this research are envisaged.  

II. DESCRIPTION OF SMALL-DATA CONTEXT 

A. Small data problem 
Small-batch production is often unavoidable in laboratory 

research, on a pilot production stage prior to upscaling [10], 
or in customer-specific (individualized) manufacturing [11]. 
Often, data acquisition is limited by budget or time constraints 
to datasets with less than one thousand elements. The 
particular choice of selected data points affects the outcomes 
of subsequent analysis. For illustration, we consider the 
project KIproBatt as an example of a typical small-scale data 
generation: a total of ca. 500 Li-ion battery cells is to be 
produced with a semi-automatic production line in a 
laboratory environment. Research questions include the 
impact of process deviations on the quality of final cells as 

well as the exploration of complex correlations among process 
parameters. Note that one cannot define the "small-data 
problem" by sole reference to a fixed amount of data. Instead, 
the characteristics and complexity of both the research 
objectives and the applied ML methods have to be considered. 

B. Lack of process knowledge & complexity of the 
production process 
The number of required data depends on the complexity of 

the process. A large number of features, non-linear 
relationships and interactions between features increase the 
complexity of the process and thus the number of data points 
required. These conditions are often found in industrial 
production processes [11]. The assembly process of a LIB 
pouch cell is an example of such a complex process and is 
depicted in Fig. 1: cell assembly starts with electrode 
separation. Then, the anodes and cathodes are dried and fed 
into a glove box with a controlled atmosphere. Next, a 
stacking machine assembles the electrodes with a separator 
into cell stacks (Z-fold stacking). After the packaging, sealing 
and electrolyte filling, the cell is activated by the first charge 
and discharge (formation). The gas generated in this 
procedure is removed and the cell is finally sealed. 

The complexity of this multi-step process leads to 
manifold variable interdependencies. Hence, an effective 
analysis should be based on a ML approach. However, it is 
challenged by limited data, which may lead to under sampling 
of the parameter space and a lack of convergence of the ML 
models. We define this as the fundamental characteristic of 
small-data context. 

C. Process uncertainty 
Complex processes are normally investigated for a limited 

set of process parameters only. While the remaining 
parameters are, in theory, assumed to remain constant, their 
unavoidable fluctuations contribute to statistical uncertainty 
in all measured data. Other sources for uncertainties lie, for 
instance, in the measurement uncertainties of the used sensors. 
This uncertainty is manifested in the data as identical input 
parameters will lead to a statistical spreading in the target 
responses. 

In the KIproBatt project, using the injected electrolyte 
volume as the only tunable factor with two levels, we 
produced four cells at each level while ensuring that the rest 
of the process parameters were unchanged. Each cell was then 
tested according to the same cycling protocol to evaluate its 
performance. The cycling protocol also includes non-cycling 
tests such as pulse tests, c-rate test and quick charge test. Pulse 
tests are designed to obtain information regarding battery resi- 
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Figure 3. Constraints and forces in the FEM model. 

TABLE I.  INPUT PARAMETERS IN THE FEM SIMULATION 

 Variables Range Unit 
Input Ym 50,000 – 600,000 Mpa 

Pr 0.1 – 0.45 1 
L 8000 – 10,000 mm 
W 1000 – 2000 mm 
F1 1000 – 10,000 kN 
F2 1000 – 5000 kN 
F3 1000 – 10,000 kN 
F4 1000 - 5000 kN 

Output  Displacement Ca. 0.7 – 400  mm 
 

Stance, which are labelled as 0 during data processing. The 
results, using output capacity (OC) as an indicator, are shown 
in Fig. 2.  

It can be seen that the performance of the battery cells 
within each batch varies. As the box plot illustrates, the 
process uncertainty is so evident in batch VF1.09 that cell D 
can be judged as an outlier (box plot). 

The reasons for this might be processing errors due to 
human operations, a lack of process understanding that leaves 
some potential variables uncontrolled, or measurement errors 
in the hardware. But in the end, what emerges is the 
uncertainty of the OC. 

When the process uncertainty exceeds the variation 
imposed on control variables, no direct conclusion can be 
derived. Normally, uncertainty reduction could be achieved 
either by optimizing hardware or by repeated measurement 
and averaging. However, for fixed measurement capacity, the 
latter implies a reduced ability for parameter space 
exploration. Therefore, DOE strategies can be developed 
further to find new compromises between resource allocation 
for uncertainty reduction and for parameter space sampling. 

 

III. SETTING OF THE EXPERIMENTS 
In this section, the potential of various sampling methods 

to build a regression model under different data volumes and 
levels of uncertainty are investigated. The analysis is divided 
into two parts:  

 
1. The first part is to understand the performance of 

different DOEs through training an optimal 
regression model as the data volume varies.  

2. The second analysis is to investigate the potential of 
these DOEs under varying levels of uncertainty, 
where different uncertainties are introduced to the 
target parameter.  
 

An independent test dataset is obtained using Latin 
Hypercube Sampling (LHS), which consists of 2,500 data 
points. The root mean square error (RMSE) of the predicted 
displacement versus the output from the Finite Element 
Method (FEM) simulation is used to measure the true error 
of the ML model. The R² Score is also employed to evaluate 
the model [12]. The best achievable performance with the 
given training dataset of these models on the test dataset is 
considered as the potential of the corresponding DOEs.  

FreeCAD was chosen as the platform for building 
simulation. It supports building models with python code and 
provides an application programming interface to facilitate the 
import and export of data. The simulation model includes 
eight input parameters: Young's modulus (Ym), Poisson's 
ratio (Pr), length (L) and width (W) of the beam with four 
force constraints applied to the beam. The displacement 
magnitude of the beam is defined as the target parameter. 
Table I and Fig. 3 provide further information about this 
simulation model. 

Twelve algorithms covered by Auto-sklearn are used to 
build the regression models for the prediction of the target 
parameter in the parameter space [13]. In order to provide an 
objective comparison among the DOEs without potential 
deviations during the training process, the settings of the 
hyperparameters in Auto-sklearn should be tuned to 
appropriate values [14]. Thus, it can be ensured that the 
potential of DOEs are effectively compared without the 
influence of non-optimal model training. 

 

A. Tested DOE strategies 
DOE is an established approach to systematically collect 

information about a system or process. It aims at delivering 
the most relevant experimental data for addressing a given 
research objective. The origin of classical DOE can be traced 
back to the Analysis of Variance (ANOVA) proposed by 
FISHER in the 1920s [15]. Conventional DOE has a set of 
proven paradigms: screening design, e.g., full factorial design 
(FFD) for identifying relevant parameters; response surface 
design, including central composite design (CCD), Box–
Behnken design (BBD), for detailed investigation of optimal 
parameter configurations [16]. With the development of data 
science and easier access to data, ML tools have been  
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Figure 4. Deviations of displacements from simulated values due to a 10% 
uncertainty (up to 10% of the maximal change of the displacement in the 
predefined input dataspace) 
 
successfully applied to many data analysis problems. ML has 
unparalleled efficiency advantages in analyzing big data 
(compared to the volume of data in conventional DOEs) with 
complex interdependencies. However, little attention has 
been paid to the interplay of data set generation and ML-
based data analysis. Represented by LHS, space-filling 
design is able to partition the data space isometrically into 
multiple levels [17][18]. This feature makes LHS well-suited 
to drive ML schemes. A series of studies have conducted the 
generation of datasets for ML based on conventional DOEs 
in the past five years [19][20]. In addition, motivated by some 
ML algorithm developments, iterative data acquisition 
schemes have been discussed.  

Emukit provides such a model-based iterative DOE 
scheme within a Bayesian optimization framework [21][22]. 
The Emukit DOE tool starts from a set of given initial data 
points and iterates the following three steps to generate sample 
points in a given input space: 

 
• fit a prediction model to the existing data  
• find the next point with the highest marginal 

predictive variance as predicted by the prediction model 
• add this new data point to the existing dataset 
 

Such iteration allows for the most efficient allocation of a 
limited number of data points based on certain metrics, such 
as marginal predictive variance of the model. This model-
based scheme works well with ML data analysis since a 
prediction model (e.g., Gaussian process model, GP model) is 
used to predict the target response and calculate the variance 
during each iteration of data acquisition [22].  

Table II contains a summary of the different DOEs which 
have been tested. Different settings for the CCD, criteria in the 
LHS and different acquisition functions in Emukit were 
considered as different DOEs. The range of the training data 
volume is set from 40 to 320. Since conventional DOEs (FFD, 
BBD, CCD) are predetermined by the number of input factors, 
levels and the DOE strategies, it is not possible to change the 

TABLE II.  DOES AND THEIR ABBREVIATION CODES  

Abbreviation Sub Descriptions 
FFD  Full-Factorial design 

CCD CCD_c Central-Composite design, where the 
star points are at the same distance 
from the center 

CCD CCD_i A scaled down CCD_c design with 
each factor level of the CCD_c design 
divided by a given constant 

CCD CCD_f Star points are at the center of each 
face of the factorial space 

BBD  Box-Behnken design 
LHS LHS_c Latin-Hypercube sampling, which 

centers the points within the intervals 
LHS LHS_m Maximize the minimum distance 

between points, randomly distribute 
points within the intervals 

LHS LHS_cm Maximize the minimum distance 
between points, centered them within 
the intervals 

LHS LHS_cor Minimize the maximum correlation 
coefficient 

Emukit Emukit_us Iterative sampling strategy, choose the 
next point according to the marginal 
predictive variance of a GP model [23] 

Emukit Emukit_ivr Choose the next point such that the 
total variance of the model is reduced 
maximally [25] 

 
data volume continuously to build multiple datasets with a 
specified amount of data. As an example, given 8 variables, 
the dataset generated according to FFD must consist of 28 data 
points. The adopted solution was to use the D-optimal 
criterion [23] to filter the required optimal design. For 
example, the use of the D-optimal criterion enables the 
construction of any subsets with less than 256 data points, 
which makes it possible to continuously change the amount of 
data within a certain range. 

B. ML modeling 
The model training using Auto-sklearn is repeated five 

times. The best performance among them, i.e., the 
performance of the best model that can be obtained for this 
training dataset, will be recognized as the potential of the 
corresponding DOE used for collecting the training dataset. 
The experiments were conducted on a Dell workstation 
(Intel® Xeon® W-2295 Processor: 3.00 GHz * 36, memory: 
128GiB). The settings of hyperparameters in Auto-sklearn 
used for modeling are shown in Table III.  

 

TABLE III.  HYPERPARAMETERS IN AUTO-SKLEARN 

Hyperparameters in Auto-sklearn Value  
time_left_for_this_task 300s 
per_run_time_limit 30s 
initial_configurations_metalearning 25 
memory_limit 20480 MB 
resampling_strategy "cross validation" 
resampling_strategy_arguments "folds: 5" 
n_jobs 18 
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Figure 5. The potential of tested DOE strategies 
 

C. Settings of the Uncertainty 
Uniform distributed noise was added to the target 

parameter to mimic the process uncertainty described in 

Section II C. The reason for choosing uniform distribution 
over Gaussian distribution lies in the fact that Gaussian noise 
will produce a large number of low-level noise points around 
zero. Such noise points cannot represent the set level of 
uncertainty.  
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Figure 6. The potential of Emukit strategies compared to the average 
potential of LHSs 

 
The tested range of process uncertainty was set to be 0-

20% of the variation range of the target parameter. To 
generate the process uncertainty, the random function in the 
Python Numpy library was employed. Fig. 4 shows the 
distribution of 20 generated uncertainty points at the 10% 
level of uncertainty.  

Owing to the instability in the noise points, ten sets of 
noise points were generated independently and added to the 
target parameter to create the ten different training datasets for 
each DOE strategy. For each training dataset, the modeling 
process was performed only once. 

It should be noted that for conventional DOEs or LHS 
strategies, the uncertainty addition scheme adopted is to 
generate all data points without uncertainty all at once. The 
uncertainties are then added directly to the output 
displacement as the final step in the data generation. For 
Emukit, however, this scheme does not correspond to the 
actual experiment procedure. The following data generation 
scheme is iterated to generate uncertainty-containing training 
data for Emukit: 

 
• fit a prediction model to the existing data  
• find the next point with the highest marginal 

predictive variance as predicted by the prediction 
model 

• add this new data point to the existing dataset 
 

The test dataset without uncertainty was used to evaluate the 
trained models. The average performance of the ten trained 
models is recognized as the potential of the corresponding 
DOE used for the training dataset. 

 

IV. RESULTS AND DISCUSSIONS 

A. Without uncertainty 
For a relatively complex parameter space consisting of 

eight input factors, most of the conventional DOE methods 
cannot build a promising training dataset. As can be seen from 
the first half in Fig. 5, the performance of conventional DOEs 
(FFD, CCD_f, CCD_c, CCD_i) are not comparable to that of 
LHS or Emukit under the same amount of data. BBD is the 

best strategy among conventional DOEs, which performs 
almost similarly. However, as mentioned above, one of the 
major drawbacks of conventional DOEs is their inability to 
generate a specified amount of data as required. With the aid 
of D-optimal design, the BBD strategy is also only capable of 
planning data points within its given range. Such a drawback 
greatly limits the use of conventional DOE in the ML domain. 

Also, the LHS and Emukit strategies outperform the 
conventional DOEs except for BBD at any amount of data. 
For the LHS family, with the exception of a few data points 
(LHS_m at 100, LHS_cor at 150), the LHSs perform 
essentially similarly with the same amount of data. It cannot 
be concluded that one certain LHS is necessarily better than 
other LHS strategies. As a kind of space-filling design, LHS 
is able to evenly distribute the limited data resource in a given 
data space to explore as much data space as possible. It is 
certainly a DOE suitable for ML data analysis. 

Both Emukit strategies (Emukit_us & Emukit_ivr) are 
safe choices compared to the LHSs. In other words, Emukit 
strategies never perform the worst at any data volume, not to 
mention that the Emukit_ivr has the top performance with 
small data volumes (40 - 100). 

Fig. 6 demonstrates this conclusion more clearly. The 
dashed line in Fig. 6 shows the average performance of the 
four LHS strategies. Both Emukit strategies outperform the 
average performance of LHSs over their data volume interval. 
This difference is particularly noticeable when the amount of 
data is relatively small (<120). Whereas, when the amount of 
data is sufficient (>250), the performance of LHSs can 
converge to Emukit_us. It can be concluded that one of 
Emukit's advantages is its ability to efficiently allocate data 
resources when data volumes are insufficient. 

Both LHS and Emukit can generate DOEs with the 
requirement of training data volume based on the number of 
input factors. As an iterative scheme, Emukit is more flexible 
than space filling DOE: it can continuously generate 
additional data points besides existing data. In contrast, LHS 
requires that the amount of data volume be specified at the 
beginning, which isn't compatible with additional data 
generation. 

But Emukit is not always the optimal choice. It needs an 
initial amount of data for subsequent iterations. If the model 
trained with the initial dataset does not drive Emukit correctly, 
then the results out of the iterations can be disastrous. This is 
further discussed in paragraph C in this section. 

 

B. With uncertainty 
According to the uncertainty generation scheme in Section 

III. A, 10 different sets of noisy data were generated for each 
dataset at each data volume. Most conventional DOEs showed 
inferior performance compared to LHSs. Thus, only CCD_i 
was selected from conventional DOEs for comparison in this 
phase. LHS_c from the LHS family was selected as a 
representative strategy. Since the CCD is a pre-set 
conventional DOE, the test range of CCD_i in the uncertainty 
test was set to 40-250. For LHS_c, the upper limit on the 
amount of data is extended to 700 for observing the 
improvement in model performance despite the existence of 
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Figure 7. Potential of LHS_c and CCD_i strategies with varying uncertainties 

 

 
Figure 8. Potential of Emukit strategies with different settings 
 

uncertainties. Emukit's performance under the impact of 
uncertainty is placed in paragraph D in this section. The 
experimental results are shown in both Fig. 7 and Fig. 9. 

It is clear that for both of the measured DOEs, increasing 
uncertainty leads to deterioration of model performances. The 
experiment results of Emukit demonstrate the same trend. 
Therefore, this conclusion is generalizable to all three types 
(conventional, space-filling, model-based iterative) of   DOE 
strategies. 

It can be observed from the second half of the Fig. 9 that 
the adverse effect due to uncertainty is gradually compensated 
for as the amount of training data rises. In the case of LHS_c, 
for example, the performance of the model obtained using 600 
noisy data with a 10% level of uncertainty is approximately 
the same as the performance of the model trained with 100 
training data without any uncertainty. This suggests that "big  

249

International Journal on Advances in Software, vol 16 no 3 & 4, year 2023, http://www.iariajournals.org/software/

2023, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
Figure 9. The potential of Emukit_us compared to the Potential of LHS_c in small-data context with varying uncertainties. In the case of small uncertainty (a) 
no significant differences can be observed. For larger uncertainty (b-d) Emukit outperforms LHS as soon as a critical amount of data (red line) becomes 
available. 

 
data" can compensate the effect of uncertainty to some extent. 
However, no such trend appears in the results of CCD_i. Thus, 
it can be concluded that a space-filling design becomes 
preferable to a pre-determined conventional DOE under the 
influence of uncertainty. By employing more data, a 
predictive model, which is closer to the ground truth can be 
obtained. Even so, the effect of uncertainty remains at larger 
data volumes (600-700). 

C. Guide for iterative DOE: Emukit as an example 
As an iterative model-based DOE strategy, Emukit is 

governed by three hyperparameters: 
 
• the integrated GP-model 
• the acquisition functions 
• initial data volume as a percentage of total data 

volume  
 

It is not difficult to imagine that if the GP model has limited 
predictive power, then its predictions about data points are 
unreliable. Therefore, the first step in using Emukit is to 
optimize the GP model. The tuning of the GP model can be 
found in many references [24-27]. In this regard, the effects 
of the other two hyperparameters have been explored through 
experiments. A comparative experiment is conducted within 
the data volume from 40 to 120. The results are shown in Fig. 
8. 

As can be seen in Fig. 8, the potential of Emukit_ivr at 
small data volume (<80) outperforms that of Emukit_us. The 

advantage of the ivr acquisition function does not exist 
afterwards, where there is no longer a clear superior choice. 
Details about these acquisition functions in Emukit are 
available in [23] [25]. Considering the whole tested range of 
the training data, 50% initial data share is a safe choice for 
both acquisition functions. However, in case of extremely 
small data resources (<40), allocating more resources to the 
initial dataset seems to be a safe choice. It is also worth noting 
that the ivr acquisition is time consuming, which consumes 
at least twenty times as much time as the us acquisition. 
Considering the efficiency factor, us acquisition is a valid 
choice when the data resource is large enough. 

Discussion on the usage of Emukit with small data 
resources continues with the interference of uncertainties. 
With this purpose, we conducted experiments with a training 
data volume of 30-120 and the tested uncertainty level was 
set to 3%-10%. Uncertainty was added according to the 
settings described in Section III C. LHS_c and Emukit_us 
(50% initial data share) were selected as candidates for the 
experiment. The results are recorded in Fig. 8. The discussion 
of the results is presented in paragraph D. 

D. Tutorial on DOE selection in small-data context with 
uncertainty 
In this section, we provide a preliminary generalization 

towards DOE selection based on our experimental results. 
Again, it is important to state that our conclusion towards 
DOE selection is restricted to ML regression models. The goal 
of the DOE is to explore the predefined parameter space for a 
prediction model. The selection of DOEs is considered on the 
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basis of "you only get one chance" principle. Therefore, in 
addition to comparing the best accuracy of the trained models 
that each DOE can deliver, the reliability of this DOE in the 
worst-case scenario also has a decisive influence. More 
specifically, a DOE strategy that consistently brings the 
models to an R² of around 0.8 regardless of the uncertainties 
is preferable to a DOE that only in the best-case scenario 
enables a model to reach 0.9 while, in other cases leaves the 
models only managing an R² score of 0.7. 

An empirical conclusion from the ML community 
regarding the estimation of the required amount of training 
data is "two subjects per variable" (2SPV) rule of thumb [28] 
[29]. This rule is certainly influenced by the complexity of the 
model. The object of the unknown relationship lies in a 
multidimensional parameter space. A complex relationship 
between the target parameter and the input parameters 
demands a larger training dataset. Following this empirical 
law, an estimation (Est) of the amount of data required to 
mimic the exemplary FEM using multivariate linear 
regression with quadratic terms can be determined. 

 Est = 2 ∗ (8 + 8 + 28 +1) = 90 (1) 

The first term in brackets in (1) is the number of primary 
linear coefficients, the second and the third terms are the 
number of quadratic coefficients. At last, there is one constant 
coefficient. Therefor, for this FEM model, less than 90 data 
can be roughly recognized as a small-data context according 
to the 2SPV rule. 

Both LHS family and Emukit strategies are appropriate 
candidates when the data resources far exceed (>2Est) small-
data context. At this point, the main factor affecting the DOE 
selection is the time efficiency, which has been interpreted in 
Section IV A. The presence of uncertainty (<20%) leads to 
deterioration in model performance. To obtain well-
performing models it requires more data to compensate for the 
uncertainty (see Fig.7).  

The Emukit is the best choice in terms of best achievable 
prediction accuracy when the available data resource is 1-2 
times the size of the small-data context (Est - 2Est). This 
choice is safe when the uncertainty level stays below 10%. 
The application of Emukit demands discretion when the 
uncertainty level goes higher. In such cases, LHSs are safe 
candidates.  

The impact of uncertainty cannot be ignored in small-data 
context (<Est), where the available data resource is less than 
the estimation according to the empirical law. As shown in 
Fig. 8, for each uncertainty level, the amount of data for which 
Emukit exceeds LHS for the first time is marked with a red 
dotted line. It can be found that Emukit outperforms LHS only 
when the amount of data at its disposal exceeds 60. i.e., 
Emukit requires a minimal amount of initial training data in 
order to allocate data points correctly. If the uncertainty 
remains at a very low level (below 1%), Emukit could still be 
a good choice compared to LHS. As shown in the first plot of 
Fig. 8, the potential of LHS and Emukit are comparable within 
the data amount from 30 – 80. The above discussion on DOE 
selection is summarized in Table IV, where I denotes iterate 

sampling (represented by Emukit) and S denotes space-filling 
design (represented by LHS). 

TABLE IV.  APPROPRIATE DOE FOR DATA ACQUISITION 

          Uncertainty 
 
Data volume 

< 1 % 3% - 10% > 10% 

< 0.5Est I ≈ S S > I * S 
0.5Est - Est I > S S ≈ I * S 
Est - 2Est I > S I > S S 

> 2Est I > S I > S S 
 
Note that for cases marked with an asterisk in Table IV, 

iterative sampling is still reliable if the initial training dataset 
is able to yield a decent model until the effects of uncertainty 
become significant, or the available initial data is insufficient 
to enable the core model to deliver an effective predictive 
model. It is recommended to examine the performance of the 
model trained with the initial dataset. According to the 
experiments with Emukit, Gaussian Process models trained 
with limited initial data perform best if a positive R2 score (R2 
> 0) can be reached. 

V. CONCLUSION 
This article discussed characteristic aspects of the "small 

data problem" with process uncertainties. The performance 
of some existing DOE strategies was tested with data 
collected from a self-built FEM simulation. The accuracy of 
different ML regression models trained with data collected 
according to a specific DOE at given data volume are 
systematically compared. The effect of uncertainties on 
different DOEs was also quantified experimentally.  

On the basis of the experimental results, a preliminary 
discussion on how to select an appropriate DOE for data 
acquisition under the constraints of fixed data volume and a 
given level of measurement uncertainty is presented. Our 
study shows that space-filling design and iterative sampling 
strategy outperform conventional pre-determined DOE 
schemes for exploring tasks. The iterative sampling strategy 
is even superior to space-filling design in an ideal scenario 
with almost no uncertainty (<1%). However, when the effects 
of process uncertainty cannot be ignored (>3%), model-based 
iterative sampling strategy requires a certain amount of initial 
data to obtain a functional kernel model. In such 
circumstances, space-filling strategy is a safe alternative, 
particularly when data resources are constrained. 
Furthermore, we give recommendations on how to correctly 
drive a model-based iterative sampling strategy.  

In subsequent work, we will extend this research 
procedure to multiple models of varying complexity with a 
view to generalizing our conclusions about the DOE 
selection. Other sorts of process uncertainties will be taken 
into account.  
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CODE AVAILABILITY 
The data generation scripts and the model training scripts 

mentioned in the paper and the associated data are compiled 
on Github: https://github.com/xinchengxxc/Small-Dataset-
Acquisition-for-Machine-Learning-Analysis. 
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Abstract— One effective way of learning programming 

techniques is to refer to sample programs. However, it becomes 

difficult and time-consuming to find a suitable sample 

program visually for a complex programming subject. To 

overcome this shortcoming, research and development of 

recommendation systems for software engineering have been 

actively conducted. This paper discusses a recommendation 

system for Java sample programs using unsupervised machine 

learning techniques. The proposed system includes three major 

steps: (1) extracting invoked methods used in each sample 

program, (2) soft clustering the sample program by applying a 

data mining technique to the extracted methods, and (3) 

ranking programs in a cluster by calculating a weighted 

average concerning the extracted methods. Experiments using 

sample programs related to a graphical user interface and 

string handling have confirmed the effectiveness of the 

proposed recommendation system. A generative artificial 

intelligence model can successfully generate a description of 

the cluster using invoked method names that specify each soft 

cluster. The proposed recommendation system and a 

generative artificial intelligence model can collaborate for 

improving a programming education environment. 

Keywords-component; Recommendation System for Software 

Engineering; Maximal Frequent Itemset; Unsupervised Machine 

Learning; Soft clustering. 

I.  INTRODUCTION 

This research paper is an extension of the previously 
reported contribution to the Java sample program 
recommendation system [1]. The study includes 
improvement of algorithms for analyzing program structure, 
and performing soft clustering. Additional experiments on 
programming subjects covering standard Java classes 
including a Graphical User Interface (GUI), string handling, 

file Input/Output (I/O), socket, multithreading, collection, etc. 

are performed. 
It is widely recognized that sample programs provide an 

effective means for learning new programming techniques. 
In particular, sample programs for using Application 
Programming Interfaces (API) related to open-source 
programs are widely available on the Internet. Since the 
amount of publicly concerning sample programs becomes 
enormous, it might become time-consuming and error-prone 
to find an appropriate sample program visually. Over the past 

few decades, there has been a great deal of research and 
development on the software recommendation systems that 
provide useful programming information for students and 
developers. 

Recommendation systems are originally employed in 
online stores and video/music websites, where rankings of 
items are calculated based on users’ reactions and similarities 
among products and/or works. The recommendation system 
for software development is intended to assist programmer’s 
effort. It is designed to deals with artifacts, such as sample 
programs, specifications, test cases and bug reports. Several 
techniques have been developed to collect, rank, and 
visualize similar artifacts based on various indicators 
reflecting their nature. These techniques are often specific to 
software engineering and cause a recommendation system to 
be called a Recommendation System for Software 
Engineering (RSSE) [2]. 

This paper discusses a sample program recommendation 
system using a soft clustering technique. The proposed 
system deals with Java sample programs that are collected 
from the Internet. Assuming that a characteristic of a Java 
program is determined by the API calls, the name of a 
declared method and the names of invoked methods are 
extracted from these sample programs. The system 
automatically clusters Java sample programs based on the 
invoked methods applying a data mining technique named 
Apriori algorithm [3]. Because the Apriori algorithm is based 
on a set theoretic relation, the algorithm implements soft 
clustering, where one sample program belongs to multiple 
clusters. The system ranks the sample programs in each 
cluster using a Term Frequency-Inverse Document 
Frequency (tf-idf) [4] or weighted vector space model. 
Experiments confirm that higher ranked samples tend to 
contain more types of invoked methods than those ranked 
lower, which means this system assists a student in selecting 
sample programs suitable for learning. 

The contributions of this study are as follows: 
I. In general, API call patterns differ from one 

programming subject to another. This system can soft 
cluster sample programs for each programming subjects 
based on the API call patterns. This process is automatic, 
as the system automatically determines parameters for 
optimal soft clustering, which is newly implemented in 
this study. 
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II. The RSSEs proposed so far employ hard clustering, if 
any. In hard clustering, the results depend on the initial 
values and have the restriction that one sample belongs 
to only one cluster. This study employes soft clustering 
supported by a set theoretic relation. Therefore, a sample 
program can belong to multiple clusters, and a cluster 
only contains programs related by set theory. Soft 
clustering provides the optimal access paths that reflect 
characteristics of the sample program. 

III. By modifying tf-idf to give greater weights to the 
methods that are used to define a cluster, sample 
programs that fit the subject of a cluster and include rare 
APIs are ranked higher. 

IV. The proposed system employs unsupervised machine 
learning, making it lightweight to use, operate and 
maintain the system. In fact, simply by collecting 
sample programs and running the proposed system, a 
student can get suitable sample programs to support 
his/her learning. 

The rest of this paper is organized as follows. Section II 
describes the state-of-the-art research on the RSSEs. Section 
III overviews the proposed system. Section IV describes the 
implementation of the main functions of the proposed system. 
Section V shows the experimental results using typical Java 
programming techniques. Section VI discusses other 
implementation options and collaboration with a generative 
AI model. Section VII concludes the paper with our plans for 
future work. 

 

II. STATE-OF-THE-ART RESEARCH 

This section outlines recent studies concerning 
recommendation systems for software engineering. 
Technically, they can be broadly classified into clustering, 
pattern mining, and similarity. Many studies use multiple 
techniques. 

A. Survey 

Gasparic and Janes [5] survey 46 research and 
development articles on RSSE published between 2003 and 
2013, and categorize them with respect to covered data and 
methods for recommendation. The most common type of 
covered data is source code with 21 papers, followed by help 
information to perform source code changes with 6 papers. 
As for the recommendation methods, list format is the most 
common with 33 papers, followed by document format with 
three papers, and table format with two papers. 

Ko, Lee, Park, and Choi [6] discuss the recommendation 
system research trends from a macro perspective using top-
ranking articles and conference papers electrically published 
between 2010 and 2021. The study analyzes how the 
recommendation models and technologies are utilized in 
seven main service fields including education service and 
academic information service. Smart education that accesses 
vast digital resources has stimulated a rapid increase of 
educational recommendation systems. The goal of the 
systems is to provide learners with personalized educational 
materials. 

B. Clustering 

Katirtzis, Diamantopoulos, and Sutton [7] discuss an 
algorithm that extracts API call sequences and then clusters 
them to create an API usage summary known as a source 
code snippet. Hierarchical clustering is performed by 
calculating the distance of extracted API call sequences 
using the longest common subsequence (LCS) algorithm [8]. 
Then, code slice techniques are applied to create a source 
code snippet. 

Chen, Peng, Chen, Sun, Xing, Wang, and Zhao [9] 
propose an approach for API sequence recommendation with 
three strategies, i.e., heuristic search using a modified longest 
common subsequence algorithm, clustering API sequence 
using a hierarchical clustering algorithm, and summarizing 
API sequence recommendations. They use the clustering to 
make it easier for programmers to find similar API 
recommendations and to facilitate the API selection. Since 
they use a modified hierarchical clustering algorithm, each 
API is always hard clustered belonging to just one cluster. 

C. Pattern Mining 

Hsu and Lin [10] propose a recommendation system 
based on frequent patterns in source code. They originally 
define 17 syntax patterns and extract them from the source 
code under study. A sequence pattern extraction algorithm 
based on frequency known as Prefix-Span [11] is applied to 
generate recommended API usage patterns. 

Chen, Gao, Ren, Peng, Xia, and Lyu [12] discuss a 
method to mine the usage patterns of low frequency APIs. 
Their method is based on three views, i.e., method-API 
relationship for local view, API-API co-occurrence for 
global view, and project structure for external view. With 
experiments of several hundreds of Java projects, their 
method is confirmed to achieve an increased rate for 
retrieving the low-frequency APIs. 

D. Similarity 

Diamantopoulos and Symeonidis [13] develop a system 
to recommend sample code stored in software repositories on 
the Internet, such as GitHub, GitLab and Bitbucket. The 
input to the system is a code fragment presented by a user, 
and the output is a set of sample codes similar to the code 
fragment. Similarities among source codes are calculated 
based on the vector space model and the Levenshtein 
distance [14]. 

Hora [15] discusses a source code recommendation 
system that analyzes source code contained in a particular 
project and creates ranked API usage examples on a web site. 
The system ranks the source code based on three quality 
measures, i.e., similarity, readability, and reusability. The 
similarity is calculated using the cosine similarity [4][16] in 
data analysis, while readability and reusability are calculated 
using indicators developed in software engineering studies. 

Nguyen, Rocco, Sipio, Ruscio, and Penta [17] implement 
a system to present API usage in a timely manner during a 
coding process and discuss the evaluation of experimental 
results. The system calculates the similarity among similar 
projects by tf-idf and ranks API usage patterns using a 
collaborative filtering technique [18]. 
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E. Approach of this Study 

This study concerns a recommendation system for 
sample programs based on API call patterns, which is similar 
to many of the studies described in this section. The system 
first soft clusters sample programs based on a set of 
frequently occurring APIs. Next, the tf-idf model is used to 
calculate the recommendation of the programs belonging to 
each cluster. The significant difference from previous studies 
is the implementation of soft clustering that allows a single 
program to belong to multiple clusters. The study also 
automatically adjusts a clustering parameter to optimize the 
number of clusters. This implementation allows us to 
efficiently handle the hundreds of sample programs required 
in programming education. 

III. OVERVIEW OF PROPOSED SYSTEM 

This section describes the architecture of the proposed 
system from the functional point of view and outlines typical 
usage with an example from experiments performed in this 
study. 

A. Architecture 

Figure 1 depicts the architecture of the proposed system. 
The input for this system is a collection of sample programs 
stored in the Sample code repository. Currently, these 
sample programs are manually collected from the Internet, 
and stored in a specific project typically in Eclipse, an 
Integrated Development Environment (IDE) for Java [19]. In 
this study, we assume that all sample programs are correct 
and work properly. 
 

 
 

Figure 1. Overview of the proposed system. 

 
Java programming techniques typically classified into 

several subjects, such as File I/O, collection, GUI, socket, 

and multithreading. This classification is widely accepted in 

programming education. The proposed system is designed 

to store Java sample programs in multiple packages or 

categories. Figure 2 shows the package structure used in this 

study, which is stored in a project of Eclipse named 

Sample_Code. 

Programming education typically requires several to 

thirty Java sample programs in a package, though there is no 

limit to the number of Java files to include in each package. 

The File_IO.Sample_1 and File_IO.Sample_2 packages 

contain a set of sample programs for file IO, which is used 

for the experiments described in the previous paper [1]. 
 

 
Figure 2. Package structure of Sample_code. 

 

More than ten packages covering typical Java 

programming subjects are newly added. The 

GUI.ComboBox and String_Handling packages are used for 

the experiments described in the rest of this paper. 

B. Starting Code Analyzer 

The initial GUI screen of the proposed system contains 
only one JComboBox with the top directory of sample 
programs as an argument. The user of this system can view 
the package structure of the sample programs, and select 
one of the packages by pulling down the JComboBox. 
Figure 3 shows the screen dump that selects the 
GUI.ComboBox package. 
 

 

Figure 3. Screen dump for selecting the GUI.ComboBox package. 
 

Then, the code analyzer in Figure 1 starts to extract 
declared method names and invoked method names from all 
Java files under the selected package or directory. A list of 
invoked method names is used for clustering the declared 
methods and ranking them. 

Since Java allows a class to define its own methods, the 
same method name can be defined across multiple classes. 
In a Java program, a non-static method needs a reference 
variable to identify the class to which the method belongs. 
In this study, a new function to convert variable names to 
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class names is implemented in the code analyzer in order to 
uniquely distinguish non-static methods. 

For example, Java has the HashMap and TreeMap classes. 
The both classes have the non-static put methods to insert an 
element to the map classes. The code analyzer generates 
HashMap.put and/or TreeMap.put by converting a reference 
variable to a class name. This conversion process is newly 
implemented in this study, and allows us to identify the 
difference between the put method in the HashMap class 
method and that in the TreeMap class. 

C. Automatic Identification of Subjects and Clusters 

Following code analysis, the Apriori algorithm [3] runs to 
identify the set of invoked methods that occur frequently. 
Programming subjects are automatically identified based on 
the frequent method set. Each subject corresponds to a 
cluster featured by the frequent method name set. Figure 4 
shows an example of clustering with 17 identified clusters 
for the GUI.ComboBox package that includes 18 Java files 
and 45 declared methods.  

 

 

Figure 4. Identified programming subjects or clusters with class name. 
 
Every non-static method name is preceded by a class 

name in Figure 4. Sometimes class names are so long that it 
is better to omit them for the purpose of a concise display. 
Unchecking the With Class ID checkbox at the top left 
corner of the initial GUI, the method names without class 
names are displayed as shown in Figure 5. 

 

 

Figure 5. Identified programming subjects or clusters without class name. 

 
Strictly, this study uses a soft clustering technique based 

on a maximal frequent itemset [20], i.e., a compact itemset 

that represents a frequent itemset. The method names 
displayed in Figures 4 and 5 are elements of a maximal 
frequent itemset. For example, “getItemCount JPanel add 
setPreferredSize Dimension setMaximumRowCount” 
suggests from the method names that the cluster is related to 
the programming techniques that specify the number of 
elements in a JComboBox, the size of a JComboBox, and the 
maximum number of rows that can be displayed.  

D. Calculation of Recommended Ranking 

Selecting an element in the JComboBox shown in Figures 
4 and 5 causes to specify a cluster of methods, which starts 
calculations of recommendation values for each of the 
declared methods in the cluster. Figure 6 shows an example 
of a method recommendation. The values of 
recommendation for each declared method are normalized 
so that the maximum value is equal to one. 

 

 
Figure 6. Sample of program recommendation. 

 
Each method name is prefixed with a class name or a Java 

file name, so that a student can easily find out source code 
using an IDE, such as Eclipse, NetBeans and IntelliJ IDEA. 
 

IV. IMPLEMENTATION 

This section describes the implementation of three major 
steps for generating a recommendation. Those steps are code 
analysis, soft clustering, and ranking. 

A. Code Analysis for Extracting Invoked Method Set 

Functions necessary for system development are typically 
provided as runtime methods in Java. After learning the 
control structure of programs and object-oriented techniques, 
students and developers enhance their programming skills by 
learning how to use the runtime methods provided by Java 
communities. Therefore, the methods being invoked are 
closely related to the functionality of the programs under 
development. In this study, we assume that program 
similarity can be computed by the similarity of the method 
sets being invoked. 

The code analyzer in Figure 1 extracts a declared method 
signature and a set of invoked method names. We 
implemented the code analyzer using the Scanner class [21], 
a tokenizer in Eclipse Java Development Tools (JDT) core. 
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This class provides the functionality to classify the tokens in 
a Java program into more than 100 types, and excludes 
comments for facilitating efficient analysis of executable 
statements. The Scanner class is also used in Eclipse [19] for 
navigating Java programs, including a class-method 
hierarchy and a list of field variables. 

Figure 7 shows a sample of a Java program. Figure 8 
shows the declared method signature and a list of invoked 
method names that are extracted from the Java program. A 
method or API with the same name is usually invoked 
multiple times in a declared method. Therefore, the code 
analyzer extracts the invoked method name and the number 
of times invoked, which are used for calculating cosine 
similarity [4][16]. For example, the main method in the 
JComboBox_3 class in Figure 7 invokes the Dimension 
method twice, and JComboBox.setPreferredSize method 
twice, etc.  
 

 

Figure 7. Sample Java program named JComboBox_3.java. 

 

Figure 8. Invoked method names and the number of invoked times. 
 

It should be noted that the methods, such as println() and 
printStackTrace(), are intentionally excluded from the 
extraction process because they are often used to print data 
values for debugging purpose. They are considered to fail to 
characterize the function of a declared method. 

B. Soft Clustering Based on Apriori Algorithm 

1) Apriori algorithm and maximal frequent itemset 
Apriori algorithm proposed by Agrawal and Srikant [3] 

starts by identifying the frequent individual items of length 
one, and extending them to larger itemset as long as those 
itemset frequently appear in the database under consideration. 

Let us a database D be a set of transactions t, i.e., D= {t1, 
t2,…, tn}. Let us each transaction ti be a nonempty set of 
itemset, i.e., ti = {ii1, ii2,…, iim}. The itemset is a nonempty set 
of items observed together. 

The support value of an itemset is defined as the number of 
transactions in the database D. Using terms of the database D 
and transaction ti, the support value of an itemset X is defined 
by the following formula: 

 

Support(X)= | { ti∈D : X⊆ti & 1 ≤ i ≤ n } |  (1) 

 
A set of items is called frequent if its support value is 

greater than a user-specified minimum support value, i.e., 
minSup.  

Here, we cite the Apriori principle: 

If an itemset is frequent, then all of its subsets are 
also frequent. 

This means that if a set is infrequent, then all of its 
supersets are infrequent. The Apriori algorithm works based 
on this principle, in which the frequent item sets of length k 
are utilized to identify frequent item sets of length k+1. 

Since the frequent itemset generated by the Apriori 
algorithm tends to be very large, it is beneficial to identify a 
compact representation of all the frequent itemset. One such 
approach is to use a maximal frequent itemset [20]. 

 
Definition:  

A maximal frequent itemset is a frequent itemset for 
which none of its immediate supersets are frequent. 
 

Table I shows an example of a database consisting of five 
transactions of itemset.  

TABLE I. EXAMPLE OF DATABASE 

 
 

Figure 9 illustrates an example of the maximal frequent 
itemset in a lattice structure where a node corresponds to an 
itemset and arcs correspond to the subset relation [20]. 
MinSup is set to 20% (= 1/5*100). Since the number of 
transactions in the database is 5, minSup 20% means if an 

JComboBox_3::main(String[]) 
 Dimension, 2 
 JComboBox.getItemCount, 1 
 JComboBox.setMaximumRowCount, 1 
 JComboBox.setPreferredSize, 2 
 JFrame, 1 
 JFrame.getContentPane, 1 
 JFrame.setBounds, 1 
 JFrame.setDefaultCloseOperation, 1 
 JFrame.setTitle, 1 
 JFrame.setVisible, 1 
 JPanel, 1 
 JPanel.add, 2 
 add, 1 
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itemset appears once or more than once, it is frequent. In 
Figure 9, the nodes surrounded by solid lines indicate the 
frequent itemset, while the nodes with yellow backgrounds 
indicate the maximal frequent itemset. By definition, the 
maximal frequent itemset forms the boundary between 
frequent and infrequent itemset. 

All frequent itemset can be derived from the set of 
maximal itemset. In Figure 9, the following three sets of 
itemset are generated form the maximal frequent itemset: 

{{A, B, C} {A, B}, {A, C}, {B, C}, {A}, {B}, {C}} 
{{A, C, D} {A, C}, {A, D}, {C, D}, {A}, {C}, {D}} 
{{B, C, D} {B, C}, {B, D}, {C, D}, {B}, {C}, {D}}. 
Each maximal frequent itemset defines a soft cluster of 

itemset where one element belongs to multiple clusters. For 
example, the itemset {A, C} belongs to the two clusters {A, 
B, C} and {A, C, D}. 
 

 
Figure 9. Maximal frequent itemset in lattice structure with 20% minSup. 

 
Figure 10 illustrates an example of the maximal frequent 

itemset with minSup of 40%. In the case of Figure 10, the 
following four sets of itemset are derived: 

{{A, C}, {A}, {C}} 
{{A, D}, {A}, {D}} 
{{B, C}, {B}, {C}} 
{{C, D}, {C}, {D}}. 
 

 
Figure 10. Maximal frequent itemset in lattice structure with 40% minSup. 

 
It should be noted that the maximal frequent itemset, and 

thus the number of elements in the itemset, changes 
according to the value of minSup. In the proposed system, 
the value of minSup is varied by 1% to find the minSup that 

produces the maximal frequent itemset with the largest 
number of itemsets. 

Table II shows some of the package names containing 
Java programs used in the experiment, the number of Java 
files, and the number of declared methods. Because String 
and Collection APIs are rather simple to use, only one 
declared method, i.e., main, is used in each Java file. 
Therefore, the number of Java files is equal to the number of 
declared methods. In contrast, the API related to GUI is 
complex to use, and multiple declared methods are used in a 
Java file. Therefore, the number of declared methods is 
larger than the number of Java files. 

TABLE II. NUMBER OF JAVA FILES AND METHODS 

 
 
Figure 11 shows the value of minSup and the number of 

clusters or itemsets in the maximal frequent itemset for each 
package. The maximum number of clusters is reached when 
the munSup is between 4% and 6%.  

In general, there is a certain trend between the number of 
declared methods and the number of clusters. The 
Collection and GUI.Label packages have the eleven 
declared methods and the twelve declared methods, 
respectively. The number of clusters is maximized when 
minSup is between 4% and about 9%. The File_IO and 
GUI.Combobox packages have the 40 methods and the 45 
methods, respectively. The maximum number of clusters is 
observed when minSup is between 4% and 6%. The GUI 
package consists of nine sub-packages and contains 152 
declared methods. Maximum number of clusters occurs 
when minSup is 4%. 

 

 

Figure 11. Values of minSup and the number of clusters. 
 
In the current implementation, minSup is varied from 3% 

to 12% to count the number of generated clusters. Then, the 
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minSup that maximizes the number of clusters is determined. 
The lists of invoked methods shown in Figures 4 and 5 
present clusters of a GUI.ComboBox with a minSup of 4%. 

 

2) Soft clustering sample programs 
More than ten binary programs that implement the Apriori 

algorithm are available on the web page maintained by 
Borgelt [22]. For the sake of openness and efficiency of 
implementation, this study uses fpgrowth.exe listed on the 
web page. Specifically, we implement a maximal-frequent-
itemset generating function by calling fpgrowth.exe using 
java.lang.Runtime.exec() that executes the specified 
command and arguments as a separated process. The input 
data for this program is the set of invoked methods for each 
declared method, which is generated by the code analyzer 
ignoring the number of invoked methods citations. The 
result of running fpgrowth.exe is written to a file. Next, this 
file is read by the proposed recommendation system, which 
implements the linkage with the Apriori algorithm. 

Figure 12 shows the maximal frequent itemset generated 
from the sample programs in GUI.ComboBox package 
shown in Figure 5, with a minSup of 4%. The maximal 
frequent itemset corresponds to the programming subjects. 
Figure 4 shows the complete set of method names preceded 
by the class name, which is actually used to calculate the 
recommended values. 

 

Figure 12. Example of generated maximal frequent itemset. 

Figure 13 shows a list of declared methods that contain at 
least one invoked method name that is included in a 
maximal frequent itemset. For example, clusters 1, 2, 4, and 
7 are about actionPerformed, and itemStateChanged. 
 

Figure 13. Declared methods belonging to each cluster. 

0) DefaultComboBoxModel JTextField JButton addActionListener 

JLabel JComboBox setBounds setDefaultCloseOperation setTitle 

setVisible getContentPane Dimension setPreferredSize add JPanel 

<Intentionally omitted> 

1) getElementAt getText setText parseInt getSize 

JComboBox_2::actionPerformed(ActionEvent) 

JD_ComboBox_6::actionPerformed(ActionEvent) 

JD_ComboBox_7::actionPerformed(ActionEvent) 

JD_ComboBox_8::actionPerformed(ActionEvent) 

2) removeElementAt getText setText parseInt getSize 

JComboBox_2::actionPerformed(ActionEvent) 

JD_ComboBox_6::actionPerformed(ActionEvent) 

JD_ComboBox_7::actionPerformed(ActionEvent) 

JD_ComboBox_8::actionPerformed(ActionEvent) 

3) addActionListener add JPanel getContentPane setVisible setTitle 

setDefaultCloseOperation 

HT_ComboBox_1::main(String[]) 

HT_ComboBox_2::HT_ComboBox_2() 

HT_ComboBox_3::HT_ComboBox_3() 

JComboBox_1::JComboBox_1() 

JComboBox_2::JComboBox_2() 

JComboBox_3::main(String[]) 

JComboBox_4::JComboBox_4() 

JComboBox_5::JComboBox_5() 

JD_ComboBox_1::JD_ComboBox_1() 

JD_ComboBox_2::JD_ComboBox_2() 

JD_ComboBox_3::JD_ComboBox_3() 

JD_ComboBox_4::JD_ComboBox_4() 

JD_ComboBox_5::JD_ComboBox_5() 

JD_ComboBox_6::JD_ComboBox_6() 

JD_ComboBox_7::JD_ComboBox_7() 

JD_ComboBox_8::JD_ComboBox_8() 

4) addItem 

HT_ComboBox_3::actionPerformed(ActionEvent) 

JComboBox_1::JComboBox_1() 

JComboBox_1::actionPerformed(ActionEvent) 

5) addItemListener JLabel JPanel add getContentPane setVisible 

setTitle setDefaultCloseOperation setPreferredSize Dimension 

setBounds JComboBox 

<Intentionally omitted> 

6) getItemCount JPanel add setPreferredSize Dimension 

setMaximumRowCount 

HT_ComboBox_1::main(String[]) 

HT_ComboBox_2::HT_ComboBox_2() 

HT_ComboBox_3::HT_ComboBox_3() 

JComboBox_1::JComboBox_1() 

JComboBox_2::JComboBox_2() 

JComboBox_3::main(String[]) 

JComboBox_4::JComboBox_4() 

JComboBox_5::JComboBox_5() 

JD_ComboBox_1::JD_ComboBox_1() 

JD_ComboBox_2::JD_ComboBox_2() 

JD_ComboBox_3::JD_ComboBox_3() 

JD_ComboBox_4::JD_ComboBox_4() 

JD_ComboBox_5::JD_ComboBox_5() 

JD_ComboBox_6::JD_ComboBox_6() 

JD_ComboBox_7::JD_ComboBox_7() 

JD_ComboBox_8::JD_ComboBox_8() 

7) getSelectedIndex getSelectedItem 

HT_ComboBox_3::actionPerformed(ActionEvent) 

HT_ComboBox_3::itemStateChanged(ItemEvent) 

JComboBox_4::itemStateChanged(ItemEvent) 

JD_ComboBox_3::actionPerformed(ActionEvent) 

JD_ComboBox_5::itemStateChanged(ItemEvent) 

8 to 16   <Intentionally omitted> 

0) DefaultComboBoxModel JTextField JButton addActionListener JLabel 

JComboBox setBounds setDefaultCloseOperation setTitle setVisible 

getContentPane Dimension setPreferredSize add JPanel 

1) getElementAt getText setText parseInt getSize 

2) removeElementAt getText setText parseInt getSize 

3) addActionListener JPanel add getContentPane setVisible setTitle 

setDefaultCloseOperation 

4) addItem 

5) addItemListener JLabel JPanel add getContentPane setVisible setTitle 

setDefaultCloseOperation setPreferredSize Dimension setBounds 

JComboBox 

6) getItemCount JPanel add setPreferredSize Dimension 

setMaximumRowCount 

7) getSelectedIndex getSelectedItem 

8) setEditable Dimension JPanel add getContentPane setVisible setTitle 

setDefaultCloseOperation setPreferredSize 

9) setEditable JButton JPanel add getContentPane setVisible setTitle 

setDefaultCloseOperation addActionListener 

10) setMaximumRowCount JComboBox JPanel add setPreferredSize 

Dimension getContentPane setVisible setTitle setDefaultCloseOperation 

setBounds 

11) setSelectedIndex JPanel add setPreferredSize Dimension 

getContentPane setVisible setTitle setDefaultCloseOperation setBounds 

JComboBox 

10) setMaximumRowCount JComboBox JPanel add setPreferredSize 

Dimension getContentPane setVisible setTitle setDefaultCloseOperation 

setBounds 

11) setSelectedIndex JPanel add setPreferredSize Dimension 

getContentPane setVisible setTitle setDefaultCloseOperation setBounds 

JComboBox 

12) setBounds JPanel add setPreferredSize Dimension 

setDefaultCloseOperation getContentPane JFrame setVisible 

13) equals setText getText 

14) getSource 

15) getStateChange getSelectedItem setText 

16) setLocation JPanel add getContentPane setVisible setTitle 

setDefaultCloseOperation setEditable setSize 
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Cluster 3 is about how to create a GUI containing a 
ComboBox. Cluster 6 is related to the JComboBox property 
settings. Since the JComboBox needs to be placed in a 
screen frame, the API for JFrame, e.g., lines 22-27 of 
Figure 7, are commonly included. The declared methods of 
sample programs of clusters 3 and 6 are overlapping as soft 
clustering is employed in this study. Since this stage is 
before the recommended ranks are calculated, only the 
declared method names belonging to each cluster are listed.  

Due to space constraints, clusters 0, 5, 8 through 16 are 
intentionally omitted. Many of the clusters consist of the 
same 16 declared methods as listed in clusters 3 and 6. In 
this implementation, if a declared method includes one or 
more invoked methods that comprise a maximal frequent 
itemset, then it is treated as an element of the cluster 
corresponding to that maximal frequent itemset. Therefore, 
the same set of methods appears in many clusters. The 
implemented condition seems to be most appropriate. 
However, if a user wants to reduce the number of elements 
belonging to each cluster, it can be easily implemented by 
setting the number of methods included in a maximal 
frequent itemset to two or more. 

C. Calculation of Recommendation Ranking 

1) Definition of tf-idf 
The Term Frequency-Inverse Document Frequency (tf-

idf) weight is a statistical measure that is commonly used in 
information retrieval [4]. In the context of our study, the tf-
idf can be rephrased as follows: 

Tf (term frequency) means the frequency of an invoked 
method name in a sample program, 

Idf (inverse document frequency) indicates a numerical 
value used for measuring the importance of an invoked 
method name in a set of sample programs. 

Among several options to calculate the tf and idf, we 
adopt the following definitions.  

Tfi is defined as the number of occurrences of an invoked 
method i in declared method. 

Idfi is defined as log(N/DFi), where N is the total number 
of declared methods that occur in a package of sample 
programs, and DFi is the number of declared methods 
where an invoked method i appears at least once. It 
should be noted that idfi of an invoked method i that 
appears in all declared methods is equal to log(N/N), 
which is equal to 0. 

 

2) Calculating Tf-idf for Sample Program Recommendation 
As mentioned earlier, the maximal frequent itemset 

consists of a set of method names that suggest programming 
subjects. Examples of the maximal frequent itemset is 
displayed on the JCombobox in the GUI as shown in 
Figures 4 and 5. The proposed system identifies a set of 
declared methods related to the maximal frequent itemset 
when a user selects a cell on the JCombobox. Then, the 
proposed system starts to compute tf and idf for each of 
invoked methods that are defined in the set of declared 
methods.  

Table III lists the tf and idf values of the invoked method 
names relating to the maximal frequent itemset 

{getItemCount, JPanel, add, setPreferredSize, Dimension, 
setMaximumRowCount} that is shown on the seventh line 
from the top in Figure 5. There are 35 invoked methods in 
the 16 declared methods in cluster 6 that concerns the 
maximal frequent itemset. 

TABLE III. TF AND IDF VALUES FOR INVOKED METHOD NAMES 

 
 

Since the proposed system uses soft clustering based on a 
maximal frequent itemset, the method names that are 
included in the maximal frequent itemset should be 
considered to characterize the sample programs more 
strongly than the others. In this study, the weights of the 
invoked method names are adjusted using the following 
formula. 

Let us MFI be the Maximal Frequent Itemset specified by 
a user and idfmax be the maximum of idf values. 
 

Adjusted idfj= idfj + idfmax    if j ∊MFI  (2) 

                  = idfj                if j ∉MFI   

 
Table IV shows the adjusted idf values for the maximal 

frequent itemset {getItemCount, JPanel, add, 
setPreferredSize, Dimension, setMaximumRowCount}. The 
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add methods are defined in both of the JPanel and JFrame 
classes. They are distinguished in the internal processing. 
Because the add method of the JFrame class is called via 
the getContentPane method, as shown in line 23 of Figure 7, 
it is simply denoted by add. 

TABLE IV. ADJUSTED IDF VALUES 

 
 

The degree of recommendation DegRi for a declared 
method i is calculated as: 

where tfik is the number of occurrences of the invoked 
method k in the declared method i, and idfk is the inverse 
document frequency of the invoked method k. 

Table V shows the degrees of recommendation for the 
declared method regarding the maximal frequent itemset 
{getItemCount, JPanel, add, setPreferredSize, Dimension, 
setMaximumRowCount}. 

TABLE V. DEGREES OF RECOMMENDATION FOR SAMPLE PROGRAM 

 
 

The maximal degree of recommendation is normalized to 
be 1.000 and displayed in the text area of the GUI. For the 
lists in Table V, the normalized degrees of recommendation 
are obtained by dividing all the degrees by 19.623. This 
calculation generates the final list of recommendations 
shown in Figure 6. 

V. EXPERIMENTAL RESULTS 

This section describes two sets of experimental results. 
The first set of experimental results is about declared 
methods or sample programs relating to the GUI.Combobox 
package. Because GUI components in Java are typically 
embedded in a screen frame called JFrame, the declared 
methods for the GUI.Combobox package inevitably 
accompany JFrame APIs. Consequently, they are often 
complicated. The other set of experimental results concerns 
the String_Handring package. APIs for the String class tend 
to be called alone. Therefore, the declared methods for the 
String_Handring package are often concise. 

A. Experiment on Programs in GUI.Combobox Package 

Figure 14 shows the sample Java files included in the 
GUI.Combobox package that is listed on the 10th line from 
the bottom in Figure 2. The number of Java files is 18, and 
the number of declared method is 45 as shown in Table II. 

 

 

Figure 14. Sample Java files included in GUI.Combobox package. 

 
Let us the programming subject be “getItemCount JPanel 

add setPreferredSize Dimension setMaximumRowCount” as 
listed on the seventh line from the top in Figure 5. The 
generated recommendation list is shown in Figure 6. Figure 
7 shows the source program of the declared method named 
JComboBox_3.java::main(String[]) with the normalized 
recommendation value of 1.000. This method has the top 
recommended rank because it contains all the invoked 
method names or APIs that make up the programming 
subject. 

Figure 15 shows the declared method of eighth 
recommended rank with the normalized recommendation 
value of 0.660 named JD_ComboBox6(). This method fails 
to include two APIs of programming subjects, i.e., 
getItemCount and setMaximumRowCount. Instead, it 
includes APIs, such as JTextField and JButton. 
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Figure 15. Sample program with normalized recommendation  
value of 0.660. 

 
Figure 16 shows the declared method named 

JD_ComboBox_1() that is ranked at the end of 
recommendation list with the normalized recommendation 
value of 0.209. The method is a basic program for the usage 
of JComboBox and its integration into JFrame. 

 

 
Figure 16. Sample program with normalized recommendation  

value of 0.209. 

 
Because of the recommended value calculation formula, a 

declared method that is closely related to a programming 
subject is ranked high. In general, a lower-ranked declared 
method is concise and better suited for beginners in learning 
programming because it contains fewer APIs or invoked 
methods. A declared method containing many APIs and less 
related to the programming subject tends to be ranked in the 
middle of the recommendation list. 

 

B. Experiment on Programs in String_Handring Package  

In Java programming language, the String class provides 
various APIs that can be used to handle string data. It 
includes APIs like length, charAt, equals, indexOf, 
substring, toUpperCase, toLowerCase, etc. These APIs 
facilitate string processing.  

Figure 17 shows the sample Java files included in the 
String_Handring package that is located on the second line 
from the bottom in Figure 2. The number of Java files is 31, 
which is the same as the number of the declared method 
named main as shown in Table II. Since sample programs 
on the String class are rather simple, only one declared 
method is defined in each Java file. 

 

Figure 17. Sample Java files included in String_Handring package. 

 
Figure 18 shows 15 identified programming subjects or 

clusters of the String_Handring package. Figure 18 reveals 
some commonly used APIs for string processing, such as 
equals, indexOf, and substring. Since this system uses soft 
clustering, there are APIs common to multiple clusters. For 
example, the equals API appears in four clusters, the 
compareTo API in three clusters as shown in Figure 18. 
 

 

Figure 18. Identified programming subjects of String_Handring package. 

 
Figure 19 shows a list of recommended declared methods 

for the programing subject “trim replaceFirst replaceAll 
replace toLowerCase toUpperCase.” The proposed system 
lists five declared methods with recommended values from 
1.000 to 0.275. 
 

 

Figure 19. List of recommended declared methods. 
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Figure 20 shows the top-ranked sample program with the 
normalized recommendation value of 1.000. This sample 
program contains all the method names that constitute the 
programming subject. 
 

 

Figure 20. Sample program with normalized recommendation  
value of 1.000. 

 
Figure 21 shows the sample program with a normalized 

recommendation value of 0.802. This sample program only 
contains two method names that constitute the programming 
subject, i.e., toLowerCase and toUpperCase. However, this 
program has a high recommended value because it contains 
many methods related to String class, such as equlas, 
indexOf, and substring. 
 

 

Figure 21. Sample program with normalized recommendation  
value of 0.802. 

 
Figure 22 shows the sample program with the normalized 

recommendation value of 0.275. This program only includes 
the replace method twice, causing to a low recommendation. 
 
 

 

Figure 22. Sample program with normalized recommendation  
value of 0.275. 

 
In the recommendation calculation proposed in this study, 

sample programs with fewer method types generally rank 

lower than those with richer in method types. However, the 
simpler program can be useful for beginners in 
programming because of its conciseness. 

VI. DISCUSSION 

A. Syntax Analysis 

In this study, the Scanner [21] class is used for parsing 
sample programs mainly because it reduces development 
effort. There are several options of parsing tools, including 
JavaParser [23] and ANTLR [24], both of which generate an 
Abstract Syntax Tree (AST). An AST is an intermediate 
representation of a source program represented by a tree 
structure. A few hundred lines of programming for 
traversing an AST allow an application to perform more 
complex operations than a mere method name extraction. 
ANTLR can parse formal languages including Java. All 
parsing tools work independent of IDEs and can parse 
sample programs stored in arbitrary directories. 

B. Generative AI 

ChatGPT is a chat-based generative AI released by 
OpenAI in Nov 2022 [25]. The ChatGPT August 3 version 
allows users to get Java sample programs for JComboBox 
successfully. Since Java programs are generally 
characterized by APIs they call, ChatGPT precisely 
generates a report that contains a targeted sample program 
using a prompt including those APIs. 

For example, the following prompt generates a report 
with a sample program that sets the number of elements to 
be displayed in a JComboBox’s dropped-down list using the 
setMaximumRowCount method:  

 
Would you show me a sample Java program about 

JComboBox using setMaximumRowCount method? 

 
The proposed system and ChatGPT can be used to 

support each other. The proposed recommendation system 
automatically generates a list of APIs, which is helpful for 
writing prompts to ChatGPT. 

For example, the list of APIs identified by the proposed 
system facilitates writing the following prompt: 

 
Would you show me a programming subject using the 
following Java APIs: “getItemCount JPanel add 
setPreferredSize Dimension setMaximumRowCount”? 
 
Figure 23 shows a gist of ChatGPT’s response to this 

prompt. The response briefly states the subject and also 
suggests areas for further study. 

 

 

Figure 23. Gist of response from ChatGPT. 

Subject: Creating a JComboBox within a JPanel 

Objective: Build a GUI application that contains a JComboBox 
inside a JPanel, allowing users to select options from the 
dropdown list. < Intentionally omitted > 

This subject will allow you to explore GUI customization and 

layout management in Java Swing while using the mentioned Java 

APIs to create a visually appealing and interactive user interface. 
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The proposed recommended system has a lot of potential 
to improve the programming learning environment by 
working together with generative AI models, such as 
ChatGPT, Bing, Bard and Claude [26]. 

VII. CONCLUSION AND FUTURE WORK 

This study deals with a recommendation system of Java 
sample programs using unsupervised machine learning. The 
proposed system soft clusters the sample program based on 
the set of invoked method names that are frequently 
observed. The clustering that corresponds to a programming 
subject is performed automatically using the Apriori 
algorithm. The recommended ranking of the sample 
programs in a cluster is calculated based on an adjusted tf-idf 
model that takes the method name and the number of times it 
is invoked.  

This study is an extension of a previously published study 
[1]. The system described in this paper has been significantly 
enhanced in its functionality to perform source program 
parsing and soft clustering. Enhancements in parsing have 
made it possible to accurately parse complex sample 
programs, which allows the proposed system to handle 
sample programs on a variety of Java programming subjects. 
The functionality to optimize the value of minSup, i.e., a 
parameter of the Apriori algorithm, has been introduced to 
automatically perform optimal soft clustering. 

It is confirmed through experiments using sample 
programs in the File_IO, GUI, and String_Handring 
packages, etc. that the sample programs containing APIs 
related to a programming subject are ranked high on a 
produced recommendation list. In addition, the set of APIs 
automatically identified by the proposed recommendation 
system is helpful for writing successful prompts for 
generative AI models including ChatGPT. The combination 
of the proposed system and the generative AIs offers 
significant potential to provide an unprecedented 
programming education environment. 

Manual sample program acquisition from the Internet is 
time consuming and is a subject for future research. 
Additional experiments with larger number of sample 
programs are planned for a programming class room. 
Experiments in cooperation with generative AI are also 
planned. 
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