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Abstract- The main contribution of the paper is to address the 
necessity of both macro and micro explanations for Social Big 
Data (SBD) applications and to propose an explanation 
framework integrating both, allowing SBD applications to be 
more widely accepted and used. The framework provides both 
a macro explanation of the whole procedure and a micro 
explanation of the constructed model and an explanation of the 
decisions made by the model. Application systems including 
Artificial Intelligence (AI) or Data Mining (DM) need 
reproducibility to ensure their reliability as scientific systems. 
For that purpose, it is important to illustrate the procedures of 
the system explicitly and abstractly (that is, macro 
explanations). This paper has scientific value in that it proposes 
a data model for that purpose and illustrates the possibility of 
macro explanations through one use case of social science. 
Scientists also need to provide evidence that the results obtained 
by AI or DM are valid. In other words, this paper also has 
scientific value in that it reveals how the features of the model 
and concrete grounds for judgment can be explained through 
two use cases of natural science. 

Keywords- social big data; explanayion; data model; data 
management; data mining. 

I. INTRODUCTION 
We are surrounded by big data, which are waiting to be 

analyzed and used. Big data are real data, such as automobile 
driving data and space observation data, generated from real 
world measurement and observation, social data derived 
from social media, e.g., Twitter and Instagram, and open data 
published by highly public groups, e.g., weather data and 
evacuation location data. These are generally called social 

big data (SBD) [1]. Furthermore, SBD are inherently 
represented by multimedia (MM). By integrating and 
analyzing social big data, new knowledge can be obtained, 
which is expected to bring new value to society [2] [3].  

SBD can include the same type of spatially different data, 
data obtained by different means for the same object, and 
temporally different data for the same object as well. 
Therefore, SBD applications cover not only use cases that 
include social data, but also use cases that include only 
engineering or scientific data generated in the real world. 

Further as the horizon of applications whose main task is 
data analysis spreads, the following problems have emerged:  

 Application to science, e.g., lunar and planetary 
science 

Analytical applications in this field require strictness as 
science. That is, explanation of the protocol (procedure) of 
analysis and explanation of the reason for decisions are 
required [1]. In addition, as to the interpretation of the 
analytical model, it is necessary to explain the input data (for 
learning and test) and the data manipulation on the data, and 
the procedure (algorithm and program) for model 
construction. In order to interpret the individual results, it is 
necessary to explain the input data (actual data) and the 
reasons for the decisions.  

 Application to Social Infrastructure, e.g., Mobility 
as a Service (MaaS) 

Analytical applications in this field require consent of 
practitioners. That is, the analysis result must be consistent 
with the practitioners’ own experiences, and especially in the 
case of applications such as ones related to human life, it is 

1
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necessary to fulfill the accountability to the concerned parties. 
Interpretation of both of the model and individual results is 
necessary as with science. In addition, especially if the data 
about the generic users are utilized in applications, 
interpretation of the model is also important in order to get 
rid of the general users’ concerns.  

In order for social big data to widely be used, it is 
necessary to explain the user the application system. Both 
microscopic description, that is, interpretation of the 
analytical model and explanation of individual decisions and 
macroscopic description, that is, description of the whole 
process including the data manipulation and the model 
construction are required.  

First of all, the reason why a macro explanation is 
necessary is described below. In order for social big data 
applications to be accepted by users, it is necessary to ensure 
at least their reliability. Since information science is one area 
of science, we should guarantee reproducibility as science. In 
other words, it is necessary to ensure that third parties can 
prepare and analyze data according to given explanation and 
can get the same results.  

In addition, in order for the service to be operatable, it is 
necessary for the final user of the service to be convinced of 
how the service processes and uses the personal information. 
In addition, if the users can be convinced of the description 
of way of using the personal information, the progress of data 
portability can be advanced based on the EU's GDPR 
(General Data Protection Regulation) law on personal 
information protection [4] and Japan-based information bank 
to promote the use of personal information [5]. 

Next, a micro explanation is necessary for the following 
reasons. In order for analysts of social big data and field 
experts using the data to accept decisions made by the 
constructed model, it is assumed that they must understand 
the structure, actions and grounds of the model and are 
satisfied with them as well.  

Up to now, the authors have been involved in the 
development of a wide range of social big data use cases 
ranging from tourism, disaster prevention to lunar and 
planetary science [6] [7]. In the course of these processes, 
from the users of the use cases, we have often received 
questions as to what kind of data are processed, what kind of 
models are created as the core of analysis, and furthermore, 
what are the grounds for the decisions. In other words, from 
the development experiences of multiple use cases, we have 
come to think that both the macro explanation proposed in 
this paper and the micro explanation emerging in AI are 
urgently needed.  

To date, the authors created multiple seismic source 
classifiers of the lunar quakes (i.e., moonquakes) in the field 
of lunar and planetary science using the Balanced Random 
Forest [8], and the features, e.g., the distance between the 
moon and the earth, were calculated and studied for 
extracting features strongly related to the cause of 

moonquakes as a micro explanation [6]. With regard to a 
macro explanation, the authors also showed that by 
observing many use cases, social big data applications should 
include different digital ecosystems such as data 
management (database operation) and data analysis (data 
mining, machine learning, artificial intelligence), we have 
noticed that it is necessary to have a method to generally 
describe the whole process of application consisting of such 
a hybrid digital ecosystem. Therefore, as a framework to 
describe processes in an abstraction level independent of a 
specific programming language, we have come to think of 
adopting a data model [9] developed in the field of database 
and proposed a framework for its description using the 
mathematical concept of family of sets [10]. As described in 
the subsequent section of the related works, the research on 
micro explanations is being actively carried out, whereas as 
far as research on the framework for a macroscopic 
description is not known except for our work.  

The main contribution of the paper is to address the 
necessity of both macro and micro explanations for SBD 
applications and to propose an explanation framework 
integrating both of them. This will allow SBD applications 
to be more widely accepted and used. Although this paper 
describes our research-in-progress, we propose an integrated 
framework for explanation and introduce a part of its 
functions through case studies.  

The contributions of this paper can be detailed as follows. 
First, as a science, a system that includes Artificial 
Intelligence (AI) or Data Mining (DM) needs reproducibility 
(How) [11] to ensure its reliability. For that purpose, it is 
important to show the procedures of the system explicitly and 
abstractly. We propose a dedicated data model for that 
purpose. For AI or DM, scientists need to show what model 
features are useful for making decisions and why the results 
obtained are valid (Why) [12]. This paper has scientific value 
in clarifying what features contribute more to the 
classification model and what can be shown as a basis for 
individual judgment through two use cases. The procedure 
can be modeled using a data model approach based on the 
mathematical concept family [10], using social data in the 
first case related to social science. The difference method 
[13] was used in the first case and the third case, related to 
natural science in order to model the hypotheses. In the 
explanation of the features of the analytical model in the 
second case, there is a skew in the data size for moonquake 
data, so we used Balanced Random Forest [8]. In the third 
case, for the basis of individual judgment we used CNN 
(deep learning) [14] and Grad-CAM (attention) [15] using 
Digital Elevation Model (DEM) provided by the Japan 
Aerospace Exploration Agency (JAXA).  

This paper is of scientific value in that it demonstrates 
through use cases what can be explained to scientists as a 
basis for validating the results obtained by AI or DM. In other 
words, moonquake classification is important in lunar and 
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planetary science to understand the internal structure of the 
moon. This paper illustrated which features contribute most 
to the classification. The crater with a central hill is also a 
promising place for exploring the internal structure of the 
moon. This paper could illustrate what is the basis for 
judging the craters with central hills. These are also 
scientifically significant in that they have shown the 
possibility that AI and DM, which are IT technologies, are 
accepted by scientists as scientific methods. 

The differences between this paper and the international 
conference paper [1] are as follows. The contribution and 
scientific value of this study were described in more detail. 
A description of the basic elements of the framework for 
explanation and the mechanism of its processing was added. 
A case of discovery of lunar craters with central hills was 
added as an example of a microscopic-explanation function 
(i.e., description of the grounds of judgment). The 
description of each use case was summarized according to 
the items such as scientific objectives, data, methods, and 
results. 

In Section II, we will introduce our explanation 
framework. Through use case examples of macroscopic 
description and microscopic description, we will describe 
features of the proposed approach in Sections III, IV, and V, 
respectively. 

II. OUR APPROACH 

A. Explanation Framework  
For a macro explanation of applications, the goal is to 

facilitate a data model for abstractly describing the entire 
processes from data acquisition to data analysis and to 
explain the processes based on the description. For the micro 
explanation, we aim to show the basis of the interpretation of 
the constructed model and the individual decisions made 
when applying it.  

Figure 1. Explanation framework 

The features of the proposed framework are summarized 
as follows. 

Based on the SBD model introduced in Section III, the 
parties who are users of the framework (application 
developers) can describe the procedures (i.e., data 
management and model generation) of the application 
system in a more abstract manner than programming 
languages. The framework outputs the described procedures 
as they are as a macro explanation to the parties (e.g., tourism 

operators in the tourism case). As a micro explanation, based 
on the results of the actual execution of the classification 
model, the framework outputs the features of the 
classification model (i.e., which features contribute to the 
classification) and the basis for judgment of each 
classification result to the scientists in the moonquake case 
and those in the moon crater case as the parties, respectively. 

Figure 1 shows the framework. We specify which 
function corresponds to each use case. Case One in Section 
III illustrates the macroscopic-explanation function (F1) that 
explains the application procedures. Case Two in Section IV 
illustrates the microscopic-explanation function (F2) that 
explains which features contribute to the model classification, 
Case Three in Section V illustrates the microscopic-
explanation function (F3) that explains the basis for 
individual judgment of the model classification. 

We describe the framework in more detail as follows. 
1) Construction of a theoretical foundation for integrated 

explanation  
For that purpose, we build a theoretical framework of the 

technical foundation that integrates the following 
microscopic- and macroscopic-explanatory methods.  

a) Macro explanation function: The application system is 
a hybrid ecosystem consisting of data management and data 
mining (including machine learning and Artificial 
Intelligence, or AI), and the function must be able to describe 
the application seamlessly. Moreover, it must be able to 
describe the application in a high level not depending on 
individual environments or programming languages. For 
instance, we aim to enable to describe “partition foreign 
visitors’ tweets into grids based on geo-tags.” Therefore, we 
first create a framework to unify the hybrid ecosystem based 
on the data model approach. In other words, we develop a 
method to provide macro explanations with the constituent 
elements (data structure and data manipulation) of the model 
based on the mathematical family of sets as a basic unit. The 
explanation mechanism provided by the proposed 
framework presents as a macro explanation a sequence of 
operations on databases to the user based on the model of 
SBD applications consisting of data management and data 
mining as in a use case depicted in Section III. 

b) Microscopic-explanatory function: We develop an 
explanatory method independent of analytical model by 
extending explanatory functions based on attributes or 
constituent elements, which is an emergent approach in AI, 
discussed in the related work subsection. In other words, in 
model categories for structured data consisting of attributes, 
such as Support Vector Machine (SVM) and decision trees, 
we develop a method for systematically discovering subsets 
of attributes with strong influence on analysis results based 
on multiple weak classifiers. For instance, we aim to enable 
to illustrate a possibility that the features of the Earth and 
some of the features of Jupiter are effective for classification 
of the moonquakes when the moon is the origin of the 

Macroscopic-explanation function (F1)  
= data management procedure + model generation 

procedure 
Microscopic-explanation function  
= model feature explanation (F2) + judgement basis 

explanation (F3) 
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coordinate system. Especially this function is used to 
interpret the model itself. In model categories like Deep 
Neural Network (DNN) suitable for non-structured data such 
as images, we develop a method of explaining the analysis 
result based on the constituent elements or decomposition of 
the image with the use of annotation or attention. Especially 
this function is used to show the basis of individual decisions. 
For the micro explanation of the reasons for decisions, if the 
analysis target is image data, a part of the image which leads 
to the conclusion is indicated by concepts or words as its 
annotations based on a heat map. For instance, we aim to 
enable to illustrate that the contribution area for “central-
peak crater” on the moon has heating area inside the crater, 
and the heating area is covering a central peak. If the object 
is structural data, that is, it consists of attributes, the micro 
explanation is presented in terms of the contribution ratios of 
the attributes as in a use case depicted in Section IV. 

Please also note that data management and model 
construction in SBD applications are more complex than 
linear model construction frequent in traditional applications. 

2) Collection of use cases and verification of basic 
technology  

First, we collect several different kinds of use cases 
(tourism, mobility service, lunar exploration). We generate 
concrete explanations as targets for typical ones, using the 
integrated explanatory platform developed in items a and b 
and verify its feasibility  

3) Implementation of Explanation generation and 
presentation method  

Based on the theoretical framework of the integrated 
infrastructure, an automatic generation method of 
explanation and a presentation function of explanations are 
implemented. We evaluate their effectiveness by performing 
the experiments. We also incorporate InfoGraphics [16] as a 
method of presenting explanations to users since the users 
are not always analysis experts.  

Basically, for micro explanation, we create explanations 
of individual decisions by solving partial problems that 
restrict information existing in original problems.  

In this research, we aim to develop both the emerging 
microscopic-explanatory functions and macroscopic-
explanatory functions and to build a framework for 
integrating two kinds of explanations.  

B. Related Research  
As a trend other than the authors' research, research 

corresponding to microscopic-explanatory functions has 
become active in AI, what is so called eXplainable AI (XAI) 
at present.  

First, there is an attempt [17] to try to give a basic 
definition to the possibility of interpretation of a model in 
machine learning and research [18] on the evaluation method 
of interpretability.  

Next, individual studies on XAI are roughly classified 
into (1) description based on features, (2) interpretable model, 
and (3) derivation of explanation model. Research is done to 
create a classification rule for explanation by creating a 
subset of features in SVM as a category of (1) [19]. In 
addition, in the image classification using Convolutional 
Neural Network (CNN) and Long Short-Term Memory 
(LSTM), there is research to generate explanations based on 
both image features and class features [20]. Further there is 
research introducing the explanation vector to make explicit 
the most important attributes [21]. In the category of (2), 
there is research using a AND/OR tree to discover the 
components of the model [22] and research to make models 
that can be interpreted by considering the generation process 
of features [23]. Research deriving description with 
reference of any classifier of the local approximation model 
falls into the category (3) [24].  

In particular, the paper [25] is related to our framework. 
Post-hoc global explanation introduced in this paper 
corresponds to the explanation of the model features (micro 
explanation F2) in the proposed framework, Post-hoc local 
explanation introduced in the paper corresponds to the 
explanation of the basis for the judgement (micro 
explanation F3). However, the paper differs from our work 
in that the former takes no account of the macro explanation 
F1 (data management and model generation) in the proposed 
framework. 

While developing along the approaches of (1) and (3) as 
a microscopic-explanatory technique, we aim to build a 
comprehensive explanation basis by conducting research on 
macroscopic-explanation technology.  

In addition, although there is an application of 
infographics to a tourism use case [26], our research aims at 
basic research that can be widely used for visualization of 
explanation of general analysis.  

III. CASE STUDY: MACRO EXPLANATION OF 
TOURISM APPLICATION 

We will describe the case that explains how our data is 
used in analysis application. For that purpose, an integrated 
data model is introduced as a macroscopic description of an 
analytical application which is a hybrid ecosystem. Thus, the 
application is described using the integrated model just as a 
basis for macro explanation (see Figure 1). In other words, 
the data model introduced for model construction and reuse 
in the previous works [3] [13] is used for different purposes, 
i.e., the explanation functions for hypothesis generation. 

A. Integrated Model  
In the following subsections, we describe our data model 

approach to SBD, which consists of both of data structures 
and operations [9].  

1) Data model for SBD 
Our SBD model uses a mathematical concept of a family 
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[10], a collection of sets, as a basis for data structures. Family 
can be used as an apparatus for bridging the gaps between 
data management operations and data analysis operations.  

Basically, our database is a Family. A Family is divided 
into Indexed family and Non-Indexed family. A Non-Indexed 
family is a collection of sets. 

An Indexed family is defined as follows: 

a) {Set} is a Non-Indexed family with Set as its element.  

b) {Seti} is an Indexed family with Seti as its i-th element. 
Here, i: Index is called indexing set and i is an element 
of Index. 

c) Set is {<time space object>}. 

d) Seti is {<time space object>}i. Here, object is an 
identifier to arbitrary identifiable user-provided data, 
e.g., record, object, and multimedia data appearing in 
social big data. Time and space are universal keys 
across multiple sources of social big data. 

e) {Indexed familyi} is also an Indexed family with 
Indexed familyi as its i-th element. In other words, 
Indexed family can constitute a hierarchy of sets.  

Please note that the following concepts are 
interchangeably used in this paper. 

• Singleton family  set 

• Singleton set  element 
As described later in this section, we can often observe 

that SBD applications contain families as well as sets and 
they involve both data mining and data management. Please 
note that a family is also suitable for representing 
hierarchical structures inherent in time and locations as well 
as matrices and tensors associated with social big data. 

If operations constructing a family out of a collection of 
sets and those deconstructing a family into a collection of sets 
are provided in addition to both family-dedicated and set-
dedicated operations, SBD applications will be described in 
an integrated fashion by our proposed model.  

2) SBD Operations.  
SBD model constitutes an algebra with respect to Family 

as follows. SBD is consisted of Family data management 
operations and Family data mining operations. Further, 
Family data management operations are divided into Intra 
Family operations and Inter Family operations. 

First, Intra Family Data Management Operations will be 
described as follows: 

a) Intra Indexed Intersect (i:Index Db p(i)) returns a 
singleton family (i.e., set) intersecting sets which 
satisfy the predicate p(i). Database Db is an indexed 
Family, which will not be mentioned hereafter.  

b) Intra Indexed Union (i:Index Db p(i)) returns a 
singleton family union-ing sets which satisfy p(i). 

c) Intra Indexed Difference (i:Index Db p(i)) returns a 
singleton family, that is, the first set (i.e., a set with 
smallest index) satisfying p(i) minus all the rest of sets 
satisfying p(i) 

d) Indexed Select (i:Index Db p(i) sp(i)) returns an 
Indexed family with respect to i (preserved) where the 
element sets satisfy the predicate p(i) and the elements 
of the selected sets satisfy the selection predicate sp(i). 
As a special case of true as p(i), this operation returns 
the whole indexed family. In a special case of a 
singleton family, Indexed Select is reduced to Select (a 
relational operation). 

e) Indexed Project (i:Index Db p(i) a(i)) returns an 
Indexed family where the element sets satisfy p(i) and 
the elements of the sets are projected according to a(i), 
attribute specification. This also extends also 
relational Project. 

f) Intra Indexed cross product (i:Index Db p(i)) returns 
a singleton family obtained by product-ing sets which 
satisfy p(i). This is extension of Cartesian product, one 
of relational operators. 

g) Intra Indexed Join (i:Index Db p(i) jp(i)) returns a 
singleton family obtained by joining sets which satisfy 
p(i) based on the join predicate jp(i). This is extension 
of Join (a relational operator). 

h) Select-Index (i:Index Db p(i)) returns i:Index of seti 

which satisfy p(i). As a special case of true as p(i), it 
returns all index. 

i) Make-indexed family (Index Non-Indexed Family) 
returns an indexed Family. This operator requires 
order-compatibility, that is, that i corresponds to i-th 
set of Non-Indexed Family. 

j) Partition (i:Index Db p(i)) returns an Indexed family. 
Partition makes an Indexed family out of a given set 
(i.e. singleton family either w/ or w/o index) by 
grouping elements with respect to p (i:Index). This is 
extension of “groupby” as a relational operator.  

k) ApplyFunction (i:Index Db f(i)) applies f(i) to i-th set 
of DB, where f(i) takes a set as a whole and gives 
another set including a singleton set (i.e., Aggregate 
function). This returns an indexed family. f(i) can be 
defined by users. 

Here the operations a) to g) are extensions of 
corresponding relational operators. 

Second, Inter Family Data Management Operations will 
be described as follows: 

All are assumed to be Index-Compatible.  

a) Indexed Intersect (i:Index Db1 Db2 p(i)) union-
compatible 
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b) Indexed Union (i:Index Db1 Db2 p(i)) union-
compatible 

c) Indexed Difference (i:Index Db1 Db2 p(i)) union-
compatible 

d) Indexed Join (i:Index Db1 Db2 p1(i) p2(i)) 

e) Indexed cross product (i:Index Db1 Db2 p(i)) 
Finally, Family Data Mining Operations will be 

described as follows: 

a) Cluster (Family method similarity {par}) returns a 
Family as default, where Index is automatically 
produced. This is an unsupervised learner.  

b) Make-classifier (i:Index set:Family learnMethod 
{par}) returns a classifier (Classify) with its accuracy. 
This is a supervised learner. 

c) Classify (Index/class set) returns an indexed family 
with class as its index. 

d) Make-frequent itemset (Db supportMin) returns an 
Indexed Family as frequent itemsets, which satisfy 
supportMin. 

e) Make-association-rule (Db confidenceMin) creates 
association rules based on frequent itemsets Db, 
which satisfy confidenceMin. This is out of range of 
our algebra, too. 

Please note that the predicates and functions used in the 
above operations can be defined by the users in addition to 
the system-defined ones such as Count. 

B. Tourist Applications   
First, we will summarize this case as follows. 

a) (Social scientific and explanatory objectives) In this 
case related to social science, it is important for the 
EBPM (Evidence-Based Policy Making) [27] parties 
(tourist operators) to identify where there is a gap 
between social needs (many foreigners want to use the 
Internet) and the infrastructure to meet them (free Wi-
Fi access spots for foreigners are available). The 
procedure to realize this consists of data management 
and model generation (data mining and difference 
method). In other words, it is necessary to explain to 
the EBPM parties how to draw the conclusions 
(results of gap detection). 

b) (Data used for use case) Social media data Flickr [28] 
images and Twitter [29] articles were used. We 
collected 4.7 million Tweet articles (tweets) with geo 
tags by using the site provided API and selected 7,500 
tweets posted by foreign visitors in Yokohama. We 
also collected 0.6 million Flickr images by using the 
site provided API and selected 2,100 images posted by 

foreign visitors in Yokohama.  

c) (Methods used for use case) We used SQL to prepare 
social data and used a dedicated DM technique [30] 
to select only data posted by foreign visitors. We 
calculated the final result by using the difference 
method [3] [13] on separate results obtained from 
to the different data sources. 

d) (Result) As a result of social science, we could identify 
the areas with the gaps between social needs and 
available infrastructures. The model-based 
explanation of the whole processes for obtaining the 
result was found useful by talks with tourism 
operators.  

Next, we will describe the case in more depth. 
We describe a case study, finding candidate access spots 

for accessible Free Wi-Fi in Japan [31]. This case is classified 
as integrated analysis based on two kinds of social data.  

This section describes our proposed method of detecting 
attractive tourist areas where users cannot connect to 
accessible Free Wi-Fi by using posts by foreign travelers on 
social media. 

Our method uses differences in the characteristics of two 
types of social media: 

Real-time: Immediate posts, e.g., Twitter 
Batch-time: Data stored to devices for later posts, e.g., 

Flickr 
Twitter users can only post tweets when they can connect 

devices to Wi-Fi or wired networks. Therefore, travelers can 
post tweets in areas with Free Wi-Fi for inbound tourism or 
when they have mobile communications. In other words, we 
can obtain only tweets with geo-tags posted by foreign 
travelers from such places. Therefore, areas where we can 
obtain huge numbers of tweets posted by foreign travelers are 
identified as places where they can connect to accessible Free 
Wi-Fi and /or that are attractive for them to sightsee.  

Flickr users, on the other hand, take many photographs 
by using digital devices regardless of networks, but whether 
they can upload photographs on-site depends on the 
conditions of the network. As a result, almost all users can 
upload photographs after returning to their hotels or home 
countries. However, geo-tags annotated to photographs can 
indicate when they were taken. Therefore, although it is 
difficult to obtain detailed information (activities, 
destinations, or routes) on foreign travelers from Twitter, 
Flickr can be used to observe such information. In this study, 
we are based on our hypothesis of “A place that has a lot of 
Flickr posts, but few Twitter posts must have a critical lack 
of accessible Free Wi-Fi.” We extracted areas that were 
tourist attractions for foreign travelers, but from which they 
could not connect to accessible Free Wi-Fi by using these 
characteristics of social media. What our method aims to find 
is places currently without accessible Free Wi-Fi.  
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Our method envisaged places that met the following two 
conditions as candidate access spots for accessible free Wi-Fi: 

• Spots  where  there  was  no accessible  Free  Wi-Fi  

• Spots that many foreign visitors visited 
We  use the number of photographs taken at locations to extract 

tourist spots. Many people might take photographs of subjects, 
such as landscapes based on their own interests. They might then 
upload those photographs to Flickr. These   locations at which 
many photographs had been taken might also be interesting places 
for many other people to sightsee or visit. We have defined such 
places as tourist spots. We specifically examined the number of 
photographic locations to identify tourist spots to find locations 
where photographs had been taken by a lot of people.  We  mapped 
photographs that had a photographic location onto a two-
dimensional grid based on the location  at  which a photograph 
had been taken to achieve this.  Here, we created individual cells in 
a grid that was 30 square meters.  Consequently, all cells in the grid 
that was obtained included photographs taken in a range.  We then 
counted the number of users in each cell. We regarded cells with 
greater numbers of users than the threshold as tourist spots.  

[Integrated Hypothesis] Based on different data 
generated form Twitter and Flickr, the following fragment as 
the macro explanation for hypothesis generation discovers 
attractive tourist spots for foreign visitors but without 
accessible free Wi-Fi currently (see Figure 2): 

DBt/visitor ← Tweet DB of foreign visitors obtained by 
mining based on durations of their stays in Japan; 

DBf/visitor ← Flickr photo DB of foreign visitors obtained 
by mining based on their habitations; 

T  ← Partition (i:Index grid DBt/visitor p(i)); This 
partitions foreign visitors’ tweets into grids based on geo-
tags; This operation returns an indexed family. 

F ← Partition (j:Index grid DBf/visitor p(j)); This partitions 
foreign visitors’ photos into grids based on geo-tags; This 
operation returns an indexed family. 

Index1 ← Select-Index (i:Index T Density(i) >= th1); 
Density counts the number of foreign visitors per grid. th1 is 
a threshold. This operation returns a singleton family. 

Index2 ← Select-Index (i:Index F Density(i) >= th2); 
Density also counts the number of foreign visitors per grid. 
th2 is a threshold. This operation returns a singleton family. 

Index3 ← Difference (Index2 Index1); This operation 
returns a singleton family. 

Plaese note that Partition and Select-Index are family 
data management operations while Difference is a relational 
(set) data management operation. 

We collected more than 4.7 million data items with geo-
tags from July 1, 2014 to February 28, 2015 in Japan. We 
detected tweets tweeted by foreign visitors by using the 
method proposed by Saeki et al. [30]. The number of tweets 
that was tweeted by foreign visitors was more than 4.7 

million. The number of tweets that was tweeted by foreign 
visitors in the Yokohama area was more than 7,500. We 
collected more than 0.6 million photos with geo-tags from 
July 1, 2014 to February 28, 2015 in Japan. We detected 
photos that had been posted by foreign visitors to Yokohama 
by using our proposed method. Foreign visitors posted 2,132 
photos. For example, grids indexed by Index3 contain 
“Osanbashi Pier.” Please note that the above description 
doesn’t take unique users into consideration. The visual 
comparison of the same grids with unbalanced densities can 
help the decision makers to understand the proposal.   

Figure 2. Differences of high-density areas of Tweets (left) and of Flickr 
photos (right). 

IV. CASE STUDY: MICRO EXPLANATION FOR 
MOONQUAKE APPLICATION 

First, we will summarize this case as follows. 

a) (Scientific and explanatory objectives) In this case 
related to lunar and planetary science, in order to 
know the internal structure of the moon, it is necessary 
to analyze the moonquake. As a preliminary study, the 
classification of moonquakes based on multiple 
epicenters is indispensable. However, it is not fully 
understood what features are more effective for 
moonquake classification. Therefore, it is necessary to 
determine the features that contribute most to the 
classification result as an explanation of the 
classification model. 

b) (Data used for use case) We used passive seismic data 
regarding to the moonquakes collected by the NASA 
Apollo program. The dataset [32] has 16 seismic 
sources and 2,480 events as depicted in Table II. 
There is a skew with respect to the size of each source.  

c) (Methods used for use case) We used Balanced 
Random Forest [8] to explain which features most 
contribute to one-to-one classification of moonquakes 
with respect to seismic sources.    

d) (Result) Results of the classification performance 
using orbit parameters of objects in our Solar System 
(Earth, Sun, Jupiter, and Venus) suggest that the 
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Earth orbit parameter is the most effective feature 
among them. The Jupiter orbit parameter is effective 
for classification of some seismic sources. The effect 
was validated by discussions in our research team 
consisting of IT specialist and natural scientists. 

Next, we will describe the case of determining features 
important for interpreting the constructed model by 
reducing features with small contribution ratios. We apply 
Balanced Random Forest [8], which extends Random 
Forest [33], a popular supervised learning method in 
machine learning, to lunar and planetary science to verify 
the key features in analysis. Our verification method tries to 
confirm whether the known seismic source labels can be 
reproduced by Balanced Random Forest using the features 
described below based on the features constructed from the 
moonquakes with the seismic source label of the known 
moonquake as the correct label.  

A. Features for Analysis 
TABLE I shows the parameters in the coordinate systems 

used in this section. We use as seismic source of moonquakes 
the position on the planets of the moon, the sun, the earth, 
and Jupiter ( X , y , z ) , velocity ( v x , v y , v z ) , and distance 
(lt). Based on the time of moonquake occurrence, we 
calculate and use features using SPICE [34]. SPICE assists 
scientists in planning and interpreting scientific observations 
from space-borne instruments, and to assist engineers 
involved in modeling, planning and executing activities 
needed to conduct planetary exploration missions.  

Here, sun perturbation is the solar perturbation. The IAU 
MOON coordinate system is a fixed coordinate system 
centered on the moon. The z axis is the north pole direction 
of the moon, the x axis is the meridian direction of the 
moon, the y axis is the right direction with respect to the 
plane xz. The IAU EARTH coordinate system is a fixed 
coordinate system centered on the earth. Here, the z axis is the 
direction of the conventional international origin, the x axis is 
the direction of the prime meridian, and the y axis is the right 
direction with respect to the xz plane.  

We also calculate the period of the perigee at the 
distance of earth_from_moon, the period based on the period 
of the perigee, the periods of the x coordinate and the y 
coordinate of the solar perturbation. sin and cos values are 
calculated from these periodic features and the phase angle 
based on them. In addition, at the positions 
moon_from_earth and sun_from_earth, we calculate the cos 
similarity as the features of the sidereal moon. Most 
importantly, as all possible combinations of these features, a 
total of 55 features are used in our experiments described here.  

B. Balanced Random Forest 
Random Forest is an ensemble learning that combines a 

large number of decision trees and is widely used in fields 
such as data mining and has a characteristic that the 

contribution ratio of features can be calculated. However, 
Random Forest has a problem such that when there is a large 
difference in the size of data to be learned depending on class 
labels, the classifier is learned biased towards classes with a 
large size of data. Generally, we address the problem of 
imbalanced data by weighting classes with a small number 
of data. However, if there is any large skew between the 
numbers of data, the weight of data belonging to classes with 
a small number will become large, which is considered to 
cause over fitting to classes with a small number of data. 
Since the deep moonquakes have a large difference in the 
number of events for each seismic source, it is necessary to 
apply a method considering imbalanced data.  

As analysis considering imbalanced data, we apply 
Balanced Random Forest [8], which makes the number of 
samples even for each class when constructing each decision tree. 
Balanced Random Forest divides each decision tree based on 
the Gini coefficient. Gini coefficient is an index representing 
impurity degree, which takes a value between 0 and 1. The 
closer it is to 0, the higher the purity is, that is, the less 
variance the data have. The contribution ratio of the feature 
is calculated for each feature by calculating the reduction 
ratio by the Gini coefficient at the branch of the tree. The 
final contribution ratio is the average value of contribution 
ratios of each decision tree.  

C. Experiment Setting  
Here, we describe experiments for evaluating features 

effective for seismic source classification, together with the results 
and considerations. Based on the classification performance 
and the contribution ratio of the features by Balanced 
Random Forest, we analyze the relationship between the 
seismic sources in the features used in this paper.  

The outline of feature analysis is as follows: Features are 
calculated based on the time of occurrence of moonquake. 
Balanced Random Forest is applied to each pair of all seismic 
sources. Classification performance and the contribution 
ratio of the features by Balanced Random Forest are 
calculated and analyzed. 

In this paper, as one-vs-one method, by constructing the 
classifier for every pair of two seismic sources in the dataset, 
we perform analysis paying attention to characteristics of each 
seismic source and the relationship between seismic sources. 
100 Random Forests are constructed for each classifier.  The 
number of samples used to construct each decision tree are 
taken 50 by bootstrap method. Bootstrap is a test or metric 
that relies on random sampling with replacement. Also, 
scikit-learn [35] was used to construct each decision tree in 
Random Forest. scikit-learn is a machine learning library for 
the Python programming language. In this paper, we perform 
the following analysis as feature selection.  

• We create a classifier that learns all of the extracted 55 
features.  
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TABLE I. PARAMETERS IN THE COORDINATE SYSTEMS COMPUTED USING SPICE. 

Target                                 Observer                  Coordinate system Parameter 
EARTH BARYCENTER             MOON                       IAU MOON earth_from_moon  
SOLAR SYSTEM BARYCENTER    MOON                       IAU MOON sun_from_moon 
JUPITER BARYCENTER          MOON IAU MOON jupiter_from_moon  
SOLAR SYSTEM BARYCENTER   EARTH BARYCENTER        IAU EARTH     sun_from_ earth 
JUPITER BARYCENTER          EARTHBARYCENTER        IAU EARTH     jupiter_from_ earth 
SUN                      SOLAR SYSTEM BARYCENTER     IAU EARTH     sun_ perturbation 

TABLE II. NUMBER OF DATA FOR EACH SEISMIC SOURCE. 
Seismic source A1  A5  A6 A7 A8   A9 A10  A14  A18  A20  A23  A25 A35 A44 A204 A218 

Number of data   441  76  178   85  327  145  230  165  214   153 79 72 70 86 85 74 
 

  

Figure 3. Averages of F-measures for pairs of seismic sources. 
 

 

Figure 4. Averages of contribution ratios for each feature. 
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• Using the Variance Inflation Factor (VIF), we construct 
a classifier after reducing features. VIF quantifies the 
severity of multicollinearity, that is, a phenomenon in which 
one predictor variable in a multiple regression model can be 
linearly predicted from the others accurately. 

Here, VIF is one of the indicators used to evaluate 
multicollinearity. In this paper, in order to make VIF of each 
feature 6 or less, experiments were conducted on a subset 
with reduced features. Based on the experimental results 
using all features, we calculate VIF and delete features with 
6 or more VIF. To calculate VIF, statsmodel [36] was used. 

TABLE II shows the dataset in this paper. We select 
events of 16 seismic sources whose observed number of 
moonquake events is 70 or more.  

In this paper, the precision ratio, recall ratio, and F-value 
are used as indexes for evaluating the performance of 
classification of seismic sources.  

The precision ratio is an index for measuring the accuracy 
of the classification, and the recall ratio is an index for 
measuring the coverage of the classification. F-value is the 
harmonic mean of recall and precision ratios and is an index in 
consideration of the balance of precision and recall. The score 
of the classifier in this paper is the average value of the F-
values of the two classes targeted by the classifier.  

D. Experiment Results  
1) Experimental results using all features  
a) Classification performance  
Figure 3 is the average of the F-measures of classifiers 

for each seismic source. F-measure is the harmonic mean of 
precision and recall in statistical analysis. The vertical axis 
and the horizontal axis show seismic sources, each value is a 
score of the average of F-measure of classifier. In Figure 3, 
the highest classification performance is 0.96 and it is 
observed in multiple pairs of seismic sources. Also, the 
lowest classification performance is 0.54 as of classifier 
between A9 and A25. Figure 3 shows that some classification 
is difficult depending on combinations of seismic sources. 
Also, the number of classifiers with 0.9 or higher as 
classification performance is 20, about 17% of the total 
number of the classifiers. The number of classifiers with 0.8 
or more and less than 0.9 is 60, 50% of the total. The number 
of classifiers with performance below 0.6 is only one. Most 
of the classifiers show high classification performance and 
show that the positional relationships of the planets are 
effective for the seismic source classification of the deep 
moonquakes.  

b) Contribution ratio of features  
Figure 4 shows the average value of contribution ratios for 

each feature. All features with the higher contribution ratios 
are those of the earth when they are calculated as the moon as 
the origin of the coordinate system. In addition, it shows that 
the contribution ratios of Jupiter 's features are high when the 
moon is the origin. By comparing features when the moon is 

the origin and when the earth is the origin, the features with 
the moon as the origin has a higher contribution ratio than 
the features with the earth as the origin. These observations 
suggest that the tidal forces are among the causes of 
moonquakes. Figure 4 indicates that relationships between the 
moon and the Earth affect the classification most strongly. 
However, there is a possibility that correlation between features, 
then it is necessary to further analyze each feature from view 
point of mutual independence. Therefore, in the following 
subsection, considering the correlations between features, we 
will describe the experimental results after feature reduction 
using VIF.  

2) Experimental results of feature reduction using VIF. 
a) Classification performance  
Figure 5 shows the average of the F-measures of the 

classifier when the features are reduced. Similarly, as in 
Figure 3, the vertical axis and the horizontal axis are seismic 
sources, respectively, and each value is the score of the F-
measure of the classifier in Figure 5. In addition, the number 
of classifiers whose classification performance is 0.9 or 
higher is 26, about 22% of the total. 54 classifiers with 0.8 or 
higher but less than 0.9 are 45% of the total. There is one 
classifier whose classification performance is less than 0.6. 
Compared with Figure 3, these show that the classification 
performance does not change significantly.  

b) Contribution ratio of features 
Figure 6 shows the average value of the contribution 

ratios of each seismic source after feature reduction. After 
reducing features, earth features when the origin is the moon 
are reduced to 4 features of the top 10 features which existed 
before feature reduction. The four features between top 11 and 
14 positions of the features of Jupiter when the origin is the 
moon, as shown in Figure 4, are reduced to one feature. Other 
parameters of Jupiter are thought to have been affected by 
other features. The subset of the features after feature 
reduction is considered to have small influence of 
multicollinearity. Therefore, there is a possibility that the 
features of the Earth and some of the features of Jupiter are 
effective for classification when the moon is the origin. These 
results are microscopic explanations made directly from the 
model constructed by Balanced Random Forest.      
E. Discussion of methods and features 

By using Balanced Random Forest, contribution ratios of 
features can be easily calculated in addition to classification 
performance, so it is useful for feature analysis like the 
scientific research described in this section. However, in this 
method, there is room for consideration of parameters of 
classification techniques depending on the seismic sources as 
the classification targets. Moreover, in order to obtain higher 
classification performance, it is necessary to consider many 
classification methods. Furthermore, it is necessary to apply 
a method considering waveform information simultaneously 
collected by the NASA Apollo project. In addition, since the 
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findings obtained in this paper are only correlations, it is 
difficult to directly estimate the causal mechanism of the 
deep moonquakes. However, the results of this paper are 
shown to be useful for further analysis and knowledge 
creation by experts. If the knowledge of experts such as 
the physical mechanism about moonquakes is available, 
the elucidation of the causal relationships between the 
seismic sources and the planetary bodies and ultimately 
that of the causal mechanism of the moonquakes 
(possibly related to tidal forces) can be expected. In 
general, expertise in any domain is expected to increase 
our understanding of the causal relationships suggested 
by our correlation analysis. 

 

Figure 5. Averages of F-measures for pairs of seismic sources after feature reduction. 

 

Figure 6. Averages of contribution ratios for each feature after feature reduction. 

 

 
V. CASE STUDY: MICRO EXPLANATION FOR 

CENTRAL PEAK CRATER APPLICATION 
First, we will summarize this case as follows. 

a) (Scientific and explanatory objectives) In this case, 
also related to lunar and planetary science, in order 
to understand the internal structure and movement 
of the moon, it is conceivable to use the materials 
inside the moon as a clue. The central hill in the 
crater is attracting attention as a place where the 
materials inside the moon are exposed on the moon 

surface. However, not all craters with central hills 
on the moon have been identified. Therefore, it is 
scientifically necessary to make the catalog. 
Therefore, it is also necessary to explain to the 
relevant scientists the grounds for judging the 
craters included in the found candidates as craters 
with central hills. 

b) (Data used for use case) We used about 7,200 images 
provided by both NASA and JAXA. Each image has 
been resized to 512 (height) * 512 (width) * 1 

11

International Journal on Advances in Software, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/software/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



(normalized elevation). We divided the whole images 
into equal numbers of images with three labels, that 
is, craters with central hills (central-hill craters), 
craters without central hills (normal craters), and 
non-craters. 

c) (Methods used for use case) We used RSPD [37] to 
detect craters only for preparation of training data 
of CNN [14][38]. Next, we applied learnt a CNN to 
find central-hill craters including unknown and 
known ones and used Grad-CAM [15] to know the 
evidence for judging central-hill craters.   

d) (Result) We could classify three classes with 96.9 % 
accuracy, which was verified by the scientific 
members of our research team. We also could show 
the scientific members of our research team 
individual evidences for judging central-hill craters 
consisting of crater rims and central hills. 

Next, we will describe this case in more depth for the 
explanation functions although we have already introduced 
it to explain the way of model construction in our previous 
work [3]. 

A. Discovery of central peak craters 
Scientific data are a kind of real-world data. By taking 

an example of research conducted by our team including 
JAXA researchers using scientific data which are also open 
data, we explain integrated analysis [39]. We use hypothesis 
generation based on differences between original data and 
their rotations. 

A detailed map of the surface of the moon was provided 
by JAXA launched lunar orbiter KAGUYA (SELENE) 
[40]. Of course, KAGUYA’s purpose goes beyond making a 
map of the moon. The goal is to collect data that will help 
elucidate the origin and evolution of the moon. In order to 
further pursue such purposes, it is important to examine the 
internal structure of the moon. 

One of the methods to examine the internal structure of 
the moon is to analyze the data of moonquakes (i.e., 
corresponding to earthquakes) that occur in the moon. 
Research is also being conducted to classify the hypocenters 
of moonquakes based on the data of moonquakes provided 
by the NASA Apollo program. Among these studies are our 
research which showed that it is possible to classify 
moonquakes by features such as the distance between the 
moon and the planet alone without using seismic waves 
themselves as described in Section IV. 

Another method is to launch a spacecraft to directly 
explore the internal structure of the moon. However, it is not 
sufficient to land the spacecraft anywhere on the moon. That 
is naturally because there are limited resources such as budgets 
that can be used for lunar exploration. In other words, it is 
necessary to determine the effective point as the target of the 
spacecraft based on the evidence. This way is an example of 

EBPM, making an effective plan based on evidence under 
limited resources. 

On the other hand, whether large or small, a lot of craters 
exist in the moon. Among them, special crater with a 
structure called “central peak” (hereinafter referred to as 
“central peak craters”) is present (see Figure 7). The central 
peak is exposed on the moon and lunar crustal substances 
are also exposed therein. Therefore, it is likely that central 
peak craters scientifically have important features. In other 
words, the exploration of the surface of the central peak 
makes it possible to analyze the surrounding internal 
crustal materials in a relatively easy way. By this, it is 
expected that not only the origin of the crater and central 
peak can be estimated, but also the surface environment of 
the past lunar surface and the process of crustal 
deformation of the moon can be estimated. 

But with respect to the central peak crater as the 
exploration target, conventionally the confirmation of 
existence of the central peaks has been visually done by the 
experts. So, the number of craters known as central peak 
craters is rather small. This problem can be solved by 
automatic discovery and cataloguing of central peak craters 
to significantly increase the number of central peak craters 
as candidate exploration points. 

Thus, in this case with creating the catalog of central 
peak craters as our final goal, a specific technique for 
automatic discovery of central peak craters has been 
proposed. This case uses DEM (Digital Elevation Model) 
of the lunar surface as results observed by the lunar orbit 
satellite “KAGUYA” of JAXA [40]. Paying attention to the 
image characteristics of DEM, we apply CNN (Convolutional 
Neural Network [14] [38]) as a popular technique for deep 
learning, which is recently in the limelight as AI, to construct 
the discrimination model. We evaluate discriminability of 
the central peak crater by the model by experiments. 

 

 

Figure 7. Example of central peak crater. 

 

 

B. Integration Hypothesis 
The central peak crater is identified by the following 

two-step procedure. 
1) Crater extraction on the moon by RPSD method 
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Craters are extracted by using the popular and secure 
method called RPSD (Rotational Pixel Swapping for DTM) 
for digital terrain models. Here, DTM (Digital Terrain 
Model) is a digital terrain model similar to the digital 
elevation model (DEM). The RPSD method focusses on the 
rotational symmetry when rotating the image of the DEM at 
a certain point (i.e., central point). That is, RSPD uses the 
fact that the negative gradient property from the rim of the 
crater to the center in the lunar DEM does not change with 
rotation of craters. In other words, we make the difference 
between the original candidate crater and the rotated one 
(corresponding to the difference in the observation mode for 
the same object) and confirm that the feature about 
rotational symmetry does not change in order to 
discriminate craters. In a word, this method corresponds to 
our generalized difference method in which hypotheses 
(craters) are found by focusing on differences obtained by 
different means for the same object (candidate craters). 

2) CNN-based automatic discrimination of central peak 
crater from extracted craters 

In general, in the discrimination phase for each layer of 
deep learning, each output node multiplies the input values 
by weights, takes their sum, and adds their bias to the sum, 
and then outputs the result in the forward direction. 

In the learning phase of deep learning, as a problem of 
minimizing the error between the output of discrimination 
and the correct answer, the values of weights and biases are 
updated by differentiating the error function with respect to 
the weight and bias of each layer. 

C. Integrated Analysis 
First, using RPSD, we extract the DEM data of each 

candidate crater and provide them with a label (non-crater, 
non-central peak crater, and central peak crater) to create 
training data. We learn CNN model thus using the training 
data and discriminate the central peak craters by using the 
CNN model. From recall ratios obtained by experiments 
focusing on how much correct answers are contained in 
the results, the possibility that CNN is an effective 
technique in the central peak crater determination is 
confirmed. 

In order to confirm reasons for the classification results, 
we visualize the contribution areas in input images which 
affect the model (i.e., individual evidence). 

We use Grad-CAM [15], a method for visualizing 
contribution areas for each label in an input image. We use 
it because it has an affinity for CNN. 

The left part (see Figure 8) is an input image, the 
central part is the contribution area for “central-peak crater” 
label, and the right part is the contribution area for “normal 
crater” label. 

The contribution area for “central-peak crater” has 
heating area inside the crater, and heating area is covering 
a central peak. On the other hand, the central peak area 

does not have heating area at the contribution area for 
“normal crater.” Therefore, we think that the central peak 
area contributes classification for “central-peak crater” 
label. Thus, the contribution areas as the micro 
explanation can help the scientists to understand the 
corresponding classification results. 

Figure 8. Explanation of individual evidences. 

VI. CONCLUSION 
In this paper, we proposed a general framework of 

explanation necessary to widely promote implementation of 
analytical applications using SBD. The procedure of a 
tourism application based on integrated data model was 
described as an example of a macro explanatory function. 
In addition, we used Balanced Random Forest as a micro 
explanatory function to extract features effective for the 
seismic source classification of the deep moonquakes from 
the temporal and spatial features of the planets. We 
described another example of a microscopic-explanatory 
function to explain individual evidences for discrimination 
of central peak craters.  

The results of social science research (i.e., an example 
of macro explanation of procedures) were explained to 
external travel experts to confirm their effectiveness. 
Regarding to the explanation of scientific results (i.e., 
examples of micro explanations of model features and 
judgements), we have positive feedbacks from the relevant 
scientists in our research team based on the scientific 
effectiveness.  

We reiterate the whole process of the SBD application 
with explanations as the summarization of the contribution 
of this paper. 

1. The user describes the procedure for data 
management and model generation by utilizing the 
data model (i.e., SBD model) and the hypothesis 
generation methods (e.g., generalized difference 
method). 

2. The macroscopic-explanation function uses the 
constructed description for the explanation. 

3. The microscopic-explanation function finds the 
effective model features and individual judgement 
basis by executing the constructed model using the 
explanation-oriented techniques (e.g., Balanced 
Random Forest and Grad-CAM).    
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We will continue to verify the versatility of the 
explanatory framework by applying it to a wider variety of 
use cases in the future. We will also continue to interview 
the parties concerned and listen to the opinions of experts at 
international conferences on the effectiveness of the 
framework for explanation. In fact, we have already 
presented the candidate list of central hill craters with the 
micro explanations to the scientists in the related field. They 
have definitely found unidentified central hill craters among 
the candidates. As a result, a new project has recently been 
initiated to re-estimate the quantitative relationships 
holding between the radius of the central hill crater and the 
height of the central hill based on our findings. 
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Abstract — Most real-life facilities nowadays belong to real-time
systems. E.g., airplanes, trains, cars, medical machines, alarming
systems and robotics, etc. Some of these systems behave on their
own, separately or in cooperation. Some of them interact with
humans. Operating and interaction is done under conditions
defined inside the systems and the environment. However, these
systems and environments might grow or change over time. In
order to develop safe and high-quality real-time applications, we
need to make them highly self-adaptable systems. In this paper,
we describe the detailed steps of a real-time aware adaptation
algorithm and we go through the boundedness proof of each step.
The algorithm mimics the behaviour of organic cells. It introduces
a new kind of real-time tasks. This kind enables tasks to change
their behaviour at run time according to internal changes inside
the system and external changes in the environment, preserving
all real-time constraints. This includes real-time constraints for
the adaptation process itself. Following this concept, real-time
tasks are turned to be real-time cells.

keywords – adaptation array; genetic optimization; organic
behavior; boundedness.

I. INTRODUCTION

Current trends of adaptation mechanisms have been applied
in traditional software systems as well as real-time (RT)
systems. RT systems, however, lack the required flexibility for
adapting themselves to changes being unpredictable at design
time. In this paper, we try to overcome this limitation by
providing an adaptation solution at run time. The problem
we solve assumes a system that has to fulfil a set of hard-
deadline periodic and aperiodic tasks. Aperiodic tasks might
have dependencies between each other. Modifications to the
current set of tasks may happen at run time as, e.g., a result
of environmental changes. Modifications may include adding
a new task or a set of dependent tasks, updating a task or a set
of dependent tasks, and deleting a task or a set of dependent
tasks. We assume that by updating dependent tasks, no new
tasks are added to the dependability graph, and no existing
tasks are deleted. The goal of the approach presented in this
paper is to adapt the newly arrived modifications at run time
without breaking any of the stated RT constraints.

In [1], we have introduced a summary of the adaptation
algorithm. In this paper, we go through details of it, and
prove the boundedness of each step. In our solution, we
assume a bounded, but online expandable, ecosystem of RT

tasks. Each RT task may exist by means of a bounded, but
online expandable, set of variants. All variants of a task
share the same principal functionality, however, at different
quality levels. Whenever activated, the algorithm tries to find a
solution that can accept all currently requested modifications.
For this reason, it tries to find a selection of task variants
such that all RT constraints are satisfied and at the same
time the overall quality over all tasks is maximized. The
underlying ecosystem is represented by a two-dimensional data
structure called RTCArray [2]. It is divided into classes.
Each class is represented by a column. A class represents a
unique functionality. Each variant within a column provides
the same principal functionality as the other variants, but with
different time and quality characteristics. We model quality
by a cost function where cost is defined as the inverse of
quality, i.e., highest possible quality is modelled by cost 0.
We call a variant an RT cell. The reason is that the structure
and behaviour of variants can change at run time following
the environment of the system. Modification requests may
arrive at any time. According to their priority, they are put
into a queue with a predefined capacity. The queue is handled
by a central cell called the Engine-Cell (EC). EC tries to
find a best combination of variants such that the arrived
modifications can be accepted. The problem of selecting a
best combination of variants is mapped on solving a Knapsack
problem, executed on a so-called AdaptationRTCArray.
This is a subset of RTCArray restricted on currently running
cells that have to continue execution and augmented by newly
arriving modifications. As this Knapsack problem has to be
solved under RT constraints, an “anytime algorithm” is needed
to solve it. We decided for a genetic algorithm with a trivial
initial population. The individuals of populations are evaluated
concerning their respected overall cost under the constraint
that all RT constraints have to be satisfied. It is assumed that
the RT system is running under Earliest Deadline First (EDF)
algorithm [16] as principal scheduling algorithm. EDF is used
to schedule a set of independent tasks by always giving the
priority to the task with earliest absolute deadline [16]. As
the challenge we are aiming to overcome in our approach
considers also the case of dependent tasks, Earliest Deadline
First with Precedence Constraints algorithm (EDF*) [5] is
used. EDF* transforms a set of dependent tasks into a set of
independent tasks by recalculating the timing parameters of the
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tasks. The resulting independent tasks can then be scheduled
by EDF. The dependent set is schedulable if and only if
the independent set can be schedulable [16]. For considering
aperiodic tasks, we use the Total Bandwidth Server (TBS)
[6]. TBS calculates new absolute deadlines of aperiodic tasks,
so that the server can behave as a periodic task, which is
schedulable with the other periodic tasks in the system under
EDF. In our approach, the RT constraints of all periodic tasks
can be calculated using a utilization bound 1 and those for
aperiodic tasks by checking that deadlines calculated by TBS
are less or equal than specified hard deadlines.

In Section II, we present the related work. Section III
presents the definitions of some basic concepts. Section IV
includes a scenario example of an RT application, in which our
approach can be applied. Section V describes the algorithm and
boundedness proof of each step. In the last section, we present
a conclusion and future work.

II. RELATED WORK

In this paper, we are solving an optimization problem. The
goal is to provide enough processor capacity for the current
requests and the currently running cells while minimizing the
costs. The problem can be modelled by a multidimensional
multiple-choice knapsack problem (MMKP). Many approaches
were defined for solving this problem. In [7] a metaheuristic
approach is developed. It simplifies the MMKP into multiple-
choice knapsack problem (MCKP) by applying a surrogate
condition for cost. In the MCKP, there are several groups of
items. It is required that one item is selected from each group,
so that the total benefit is maximized without exceeding the
capacity of the knapsack. For finding a feasible solution and
enhancing it in a short time, the algorithm in [7] is considered
to be a good choice. In our approach, however, we use a
genetic algorithm. It can decide already in the first step whether
a feasible solution exists or not. Enhancing the solution is
bounded by a specific time.

In [8] a heuristic algorithm is used for solving the MMKP
by using convex hulls. The idea is to simplify the MMKP into
MCKP. This is done by multiplication of a transformation vec-
tor. Once the MCKP is constructed, each group of items can be
represented on X-Y Axes. X represents the resources used by
the items. Y represents the benefit that should be maximized.
An initial solution is found by selecting an item from each
group. The selected item is the one with lowest benefit. After
that, three iterations are done. In each iteration, the penalty
vector is used to turn each of the resource consumption vectors
into a single dimension vector. The frontier segments of the
items are calculated. “A segment is a vector with two items
representing a straight line.” [8]. According to the angle of the
segment, it is ordered within the list of segments. The segments
should be put in a descending order. For each segment, P1 and
P2, the items associated with the segment, are considered. A
current solution is calculated by selecting the item associated
with P1 and the same is applied for P2. If utility of the current
solution is smaller than the utility of the saved solution, the
saved solution is kept. Penalty is adjusted for the next iteration.
After iterations are done, if the current solution is not feasible,
then no solution is found, else the current solution is set to be
the final solution. Following this method requires the values
and weights to be known before penalty vectors and convex
hulls are constructed. In our approach this is not possible

because a pre-knowledge of members to be selected in each
group are required to calculate values of weights. The reason is
that one of the considered weights requires for its calculation
the deadline, which can be calculated according to TBS [6].
The calculation of a deadline, which belongs to a selected item
in a group depends on the deadlines of selected members in
previous groups.

In [10], a reduce and solve algorithm is used for solving
MMKP. The approach depends on group fixing and variable
fixing to reduce the problem. Then it runs CPLEX [14] to
solve the reduced problem. Also here it is required to know
the benefits and weights before start solving. In our approach
this is not possible.

In [9], three algorithms are introduced to solve MMKP. The
first algorithm tries to find an initial solution for the guided
local search. It is applied by assigning a ratio for each item in
the groups. The ratio is the value divided by the Scala Product
of the weight of the item, and total capacity of the knapsack.
Items, which own best ratios are selected. If a feasible solution
is not reached, then an item with heaviest ratio is chosen to be
swapped with another item from the same group. If this does
not result in a feasible solution, then the lightest item from the
same group is selected. This iteration continues until a feasible
solution is found. The initial solution can be enhanced by
applying the second algorithm, a complementary constructive
procedure (CCP). It consists of two stages. The first stage
swaps selected items with other items within their groups to
enhance the already found feasible solution. If the resulting
solution is feasible then the swapping is considered to be valid.
The second stage replaces the old item by the newly selected
one. The third algorithm is the derived algorithm. It starts by
applying the constructive procedure of the first algorithm in
order to get an initial feasible solution. If the solution cannot be
improved by CCP, a penalty parameter is applied to transform
the objective function, and a new solution is acquired by CCP.
If the new solution achieves improvement, then a normalization
phase is applied to get the original values of profits. If it does
not achieve any improvement, then a normalization phase is
applied and a penalty is applied again. The iteration continues
until a stopping condition is reached. In the previously three
described algorithms, it is required to know the benefits and
weights before start solving. In our approach this is not the
case.

In [11], a reactive local search algorithm to solve MMKP is
presented. A constructive procedure (CP) and a complementary
procedure CCP are used to acquire an initial solution. CP
uses a greedy procedure to acquire the initial solution. CCP
enhances the solution acquired by CP. The enhancement is
done by following an iterative approach that swaps elements
in the same class (group). The reactive local search (RLS) is
applied to enhance the solution acquired by CCP. RLS consists
of two procedures. The first one is called degrading strategy,
and the second one is called deblock procedure. The degrading
strategy consists of three steps. It selects an arbitrary class,
changes arbitrary elements inside it if this exchange will result
a feasible solution, repeats steps 1 and 2 several times, and
terminates with a new solution. The deblock strategy starts by
constructing a set of elements. Each element consists of two
classes. The strategy runs a loop on the set until no element
exists in it. In each run of the loop, it investigates if there is
a couple of items in both chosen classes, so that the objective
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value of resulting feasible solution is better than the previous
solution value. The resulting feasible solution considers the
couple of items in chosen classes, in addition to the fixed items,
which belong to the classes other than the chosen ones. The
deblock strategy exits with the best solution. [11] describes
also the modified reactive local search algorithm (MRLS). It
replaces the deblock procedure by a memory list to enhance
computation time. In RLS and MRLS, again it is required
to know the benefits and weights before start solving. In our
approach this is not the case.

Evolutionary algorithms have been studied in a couple
of previous works for solving different kinds of knapsack
problems. For example, in [12], a general approach of using
genetic algorithm to solve MMKP is described. It starts by
selecting an initial population. This can be done randomly.
The fitness of the population is evaluated according to the
fitness function. The fitness function is defined according to the
objective function of the knapsack problem. Then a loop runs
until a predefined condition is satisfied. In each iteration, a new
population is selected from the previous one using the roulette
wheel selection [15]. Crossover and mutation are applied. The
resulting population is evaluated. The current generation is
combined with previous one. Finally, the resulting individuals
are ordered to find a best solution. The algorithmic principle in
[12] is similar to our approach, however, the selection process
differs from the selection process in our approach. In our
approach, we can determine if a feasible solution exists once
we construct the first individual. Further steps work only on
optimizing the solution. In [12], it is not explained if one can
recognize the existence of a feasible solution once the first
individual is constructed.

In [13], an evolutionary algorithm is used to solve MMKP.
The idea is to solve a manufacturing problem. Operators should
be distributed among machines to process components of
products. This has to be done in an efficient way to keep work
hours within a predefined limit. Operators differ regarding their
experience or working ability. To model this situation, binary
coded chromosomes are constructed. Each chromosome has
three dimensions: machines, operators and components. Chro-
mosomes are transferred into two dimensional chromosomes.
A first generation of chromosomes is chosen. It should contain
only feasible solutions. A loop is run on generations. In each
run, a new generation is generated by applying selection and
mutation on the previous generation. The loop continues until
a predefined condition is satisfied. The algorithmic principle in
[13] is similar to our approach, however the principle of setting
the fitness function and the principle of the selection process
differ from our approach. In our approach, we can determine if
a feasible solution exist once we construct the first individual.
Further steps work only on optimizing the solution. In [13], it
is not explained if one can recognize the existence of a feasible
solution once the first individual is constructed.

The comparison in this section between our approach and
the previously introduced approaches points out that our ap-
proach provides more flexibility in terms of solving a broader
set of problems where parameters can be calculated at runtime,
and the existence of a feasible solution can be known in a very
early stage of the algorithm.

In the next section, we present the basic concepts of RT
operating systems, the knapsack problem, and the genetic
algorithms.

III. BASIC CONCEPTS

RT systems are computing systems, in which the correct-
ness of behavior depends not only on the computation results
but also on the response time. “Examples of RT systems could
be automotive applications, flight control systems, robotics,
etc” [16].

- A real-time task: is characterized by many properties. In
the following, we mention some of them:

1) Arrival time (a): it is the time at which the task is
released and becomes ready for execution, called also
release time. [16]

2) Execution time (C): is the time required to execute
the task without interruption. [16]

3) Absolute deadline (d): is the time that the task exe-
cution should not exceed. [16]

4) Relative deadline (D): is the time difference between
the absolute deadline and the arrival time. [16]

5) Start time (s): is the time of starting the execution of
a task. [16]

6) Finishing time (f): is the time of finishing the execu-
tion of a task. [16]

7) Criticalness: is a parameter that indicates whether the
task is hard or soft. [16]

- A soft RT task: is a task that does not cause a catastrophic
result when its deadline is not met, but might cause a decrease
in the performance. [16]

- A hard RT task: is a task that may cause catastrophic
results in the system environment if its deadline is not met.
[16]

- A periodic task: is a task that is activated in regular time
periods, where each activation is called an instance of the task.
[16]

- An aperiodic task: is a task that is activated in irregular
time periods, where each activation is called an instance of the
task. [16]

- Precedence constraints: represent the precedence order
that tasks might have to respect concerning the order of their
execution. Precedence constraints are normally represented by
a directed acyclic graph (DAG) [16]. DAG has no directed
circles [17].

The knapsack problem is an NP-hard problem. In this
problem, there is a set of items, where each item has a benefit
and a weight. A subset of items should be selected, so that
the sum of their benefits is maximized, and the capacity of
the knapsack is not exceeded [18]. There are several types of
knapsack problems [18]:

1) 0-1 Knapsack problem: There is a set of items. We
want to put the items into a knapsack of capacity W.
We should pick a set of mutually different items, so
that the total value is maximized and the capacity of
the knapsack is not exceeded.

2) Bounded Knapsack problem: Same as 0-1 knapsack
problem. However, we can select more than one
instance from each item. The number of selected
instances is limited by a certain bound specified for
each item.

3) Multiple knapsack problem: Same as 0-1 knapsack
problem. However, here we have more than one knap-
sack. Each knapsack has a capacity. The knapsacks
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should be filled with the items, so that the total value
is maximized, and the capacity of each knapsack is
not exceeded.

4) Multiple-choice knapsack problem: Same as 0-1
knapsack problem. However, the items should be
chosen from different disjoint classes. Only one item
is chosen from each class.

5) Multidimensional multiple-choice knapsack problem:
Same as multiple-choice knapsack problem. How-
ever, the knapsack may have a vector of capacities.
Each capacity represents the availability of different
resources (dimensions) that the knapsack provides.
The weight of each item is represented by a vector.
Each weight in the vector reflects the weight of a
unique resource. When a set of items is chosen by
solving the knapsack problem, the sum of weights
for a specific resource should not exceed the resource
capacity provided by the knapsack.

Evolutionary algorithms are heuristics that aim to find a
best solution. An evolutionary algorithm starts with an initial
population. The population consists of several individuals.
Each individual is characterized by a fitness value. The individ-
uals with best values are selected to reproduce new individuals,
as illustrated by Figure 1. [19]

A genetic algorithm is a type of evolutionary algorithms. It
consists of the following steps: Initial population, evaluation,
fitness assignment, selection, and reproduction. [25]

1) Initial population: In this step the initial population is
chosen. The initial population consists of individuals.
[25]

2) Evaluation: Evaluates the current population accord-
ing to an objective function. [25]

3) Fitness assignment: Determines the fitness of the
population. [25]

4) Selection: Selects the fittest individuals for the repro-
duction process. [25]

5) Reproduction: Applies crossover and mutation to
generate new individuals. [25]

The principle is to reach an optimal solution. Reaching
this solution is done by searching the design space to find an

Figure 1. Evolutionary Algorithms. [19]

initial population. The individuals of this population are tested
according to an objective function. New generations are then
produced from the current generation by applying selection,
crossover and mutation. An individual may be a number, set
of integers, two dimensional or three dimensional variable,
etc. Finding the initial population could be done randomly,
by going through an algorithm, or other methods.

Boundedness is equivalent to the fact that the algorithm
terminates after a finite time whenever being started. To
guarantee boundedness, the following conditions should be
satisfied:

1) There must be no external influences which are not
under control of the algorithm.

2) There must be no deadlocks and no unbounded
blocking.

3) There must be no while/until loops which are not
terminating: A classical test in this case is checking
whether the function to be calculated is bounded,
monotonic and not asymptotic. If these three con-
ditions are true then we are sure that the respective
loop will terminate.

In the following, we present the definition of bounded,
monotonic and asymptotic functions:

Bounded functions: “A function is bounded from below if
there is k such that for all x, f(x) ≥ k. A function is bounded
from above, if there is K such that, for all x, f(x) ≤ K.” [20]

Monotonic functions: “ A function is monotonically in-
creasing if for all x and y, such that x ≤ y one has
f(x) ≤ f(y), so f preserves the order. Likewise a function
is called monotonically decreasing if whenever x ≤ y then
f(x) ≥ f(y), so it reverses the order ” [21]

Asymptotic functions: “A function that increases or de-
creases until it approaches a fixed value, at which point it
levels off,” (when x tends versus infinity). [22]

In the next section, we introduce the robotic surgical system
as an appropriate example for an RT application, where our
approach can be applied.

IV. SCENARIO

Let us assume a telerobotic surgery system [23], where the
surgeon is performing the surgical operations remotely with the
help of a robotic surgery system, a set of surgical instruments, a
set of endoscopic tools, a set of medical, technical, and energy
resources, and a deterministic network. The surgical operations
are taking place online, where the surgeon deals with the
digital extension of the patient and the patient is operated by
the digital extension of the surgeon. The surgeon side is the
Master side. The patient side is the Slave side. See Figure
2. On the Master side, the robotic surgical system provides a
vision system that translates the information coming from the
Slave side. On the Slave side, the system provides a controller
which translates the decisions coming for the Master side into
instructions to be applied by the robotic arms, endoscopic
tools and other instruments which will in turn act as a digital
extension of the surgeon. The ability of the system to adapt
itself to the evolutions of surgical actions is limited by the
surgeon ’s ability to react to these evolutions with the required
speed so that the operation is performed successfully.

To overcome this limitation, we assume that the surgeon
is only responsible for deciding which surgical actions should
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take place during the operation. However, the actions steps and
characteristics are predefined and performed by the system and
according to the system parameters. The previous assumption
defines the surgical operation to be a set of surgical actions that
are triggered online and must be accomplished in real-time.
This set should be able to change its structure and behavior at
run-time to enable the system to adapt itself to environmental
changes on the Slave side. The adaptation process should
preserve all RT constraints. Here, the overhead imposed by
the adaptation process itself has to be considered as well. To
perform the surgical operation successfully, the robotic surgical
system collects all internal and external parameters that reflect
the environment state on the Slave side. The parameters are
then analyzed by the system on the Master side and represented
using a vision system. This enables the surgeon to read the cur-
rent state of the patient and to decide if a new surgical action
should take place or a currently running surgical action should
be updated. The decision is then studied by the system to see
whether it has influence on meeting the real-time constraints
of the surgical operation. If no negative influence exists, the
decision is applied to the Slave side. However, if this is not the
case, an adaptation algorithm is run to check whether there is a
possibility to change the structure and behavior of the current
surgical actions set in a way that enables to apply the decision
and preserves all real-time constraints. If this succeeds, the set
is modified and the decision is applied. Otherwise, the surgeon
is informed about the necessity to make another decision. The
measurements of the patient as e.g. pressure, temperature, view
of the surgical field, etc. represent the internal parameters. The
measurements of the environmental factors as e.g. the energy
sources including light, temperature, etc. of the surgical room,
and the measurements of other resources as e.g. number and
kinds of surgical instruments, endoscopic tools, medical equip-
ment, etc, represent the external parameters. This scenario is
an example for an RT system, where our approach can be
applied. Here, we define a task to be a surgical action which
is set to handle a specific surgical state characterized by a
primary range of internal parameters. In this sense, the task
consists of the required positioning and movement actions of
the robotic arms, instruments and tools. The primary range
is the range of parameters that define an initial status of the
patient. A task update is a resulting task defined to handle
a specific contingency of a surgical state characterized by a
range of internal parameters different from the primary range
of the original task.

In the next section, we describe our solution. First, we
introduce the concept of RT cells and their properties. Af-

Figure 2. Telerobotic Surgery. [2]

terwards, we list the steps of the algorithm, and proof of
boundedness for each step.

V. SOLUTION

We assume a RT system, which consists of periodic
and aperiodic tasks. The scheduling technique to be applied
is EDF with relative deadline equal to the period. The
aperiodic tasks are served by TBS. All tasks are augmented
by additional properties, enabling them to be adapted online.
Such an augmented task is denoted by the term “Cell”.

We define the Hyperperiod to be an amount of time,
that is initially calculated according to the periodic
and aperiodic load in the system. The Hyperperiod
guarantees a point of time, at which all periodic
instances can start their execution. This point of time
is the end of current hyperperiod and the beginning
of next hyperperiod. The Hyperperiod might change
each time the adaptation algorithm takes place. NHP
is the point of time at which a hyperperiod ends.

We assume that an adaptation can take place only once
per hyperperiod and becomes effective not earlier than the
next hyperperiod. The adaptation algorithm is executed by a
periodic task with a period equal to the Hyperperiod. We
define two types of RT cells, the controlling RT cells, and the
controlled RT cells. The first one should be able to change the
structure and behaviour of the second one. In our approach,
we define the EC as the only controlling RT cell in the system.
It exists before the system starts. Any other cell in the system
is a controlled RT Cell, and abbreviated as RTC. EC becomes
an Active Engine-Cell (AEC) once it is activated. An RTC
becomes an Active RTC (ARTC) when it is accepted for
execution. Each cell inherits the characteristics of RT tasks,
and has an additional set of properties. This set enables the
organic behaviour to be applied.

A. EC

EC is a periodic cell with period initially calculated as
under paragraph 4 in the properties of EC. In the following,
we list the properties of the EC:

1) EC− ID: the ID of the EC. Each cell in the system
has a unique ID.

2) WorstCaseExecutionT ime (WCETEC): is the
worst-case execution time of the AEC.

3) WorstCasePeriod (WCTEC): is the worst-case
period of the AEC.

4) Hyperperiod: The initial hyperperiod is calculated
as the initial NHP (see the calculation of initial
NHP on page 7).

5) NumOfPARTCs: is the number of periodic
ARTCs in the system.

6) NumOfAARTCs: is the number of aperiodic
ARTCs in the system.

7) Cost: is the cost that AEC is assumed to consume.
The cost is seen as a function of quality factors.

8) Active: is a Boolean variable. It is set to true when
the system starts. Whenever the system stops execut-
ing, EC becomes not active, and the variable is set to
false.
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9) RTCArray: is the data structure that holds the
different cells that exist on the local node and their
variants. New cells can be added to the RTCArray
at run time. Also, current cells can be updated. Each
column is called an RTClass. Each RTClass holds
a number of variants, which are RTCs dedicated to
fulfil the same principal functionality, with different
cost and time characteristics. All periodic variants,
which belong to the same class, have the same period.
The upper bounds of RTCArray dimensions may
change online, according to system resources.

B. RTC
An RTC has the following properties:

1) RTClassID/V ariantID: is a unique ID that dif-
ferentiates an RTC from other RTCs in the system.
Here, RTClassID is the ID of a class of RTCs. In
the RTCArray, a different RTClassID is assigned
to each column. The V ariantID differentiates the
different RTCs in the same class (column).

2) V ariantsAllowed: is a Boolean property that ex-
presses if an RTC is mandatory or not when it should
be tested for acceptance by the system. When it is
equal to true, all variants that belong to the class
of respective RTC should be examined to select the
most appropriate variant in the adaptation algorithm.
If the property, however, is equal to false, the RTC
is considered mandatory to be processed by the
adaptation algorithm without considering additional
variants of its class.

3) UpdatingPoints(UP ): is a set of points in the code
of the RTC routine. At these points, the RTC can be
substituted by another variant from the RTCArray.
The substitution has no influence on the functional-
ity of the RTC. All variants, which have the same
RTClassID, have a set of updating points with
the same number of points, where each point in a
specific set has a counterpart point in all the other
considered sets. In case of periodic cells, we make a
restriction to natural updating points, i.e., the release
time of the next instance [4]. Aperiodic RTCs may
have a sequence of updating points. The first updating
point of an aperiodic cell is its arrival time. The end
of the execution of an RTC does not represent an
updating point. An xth updating point is represented
as UP [x, y] : x ∈ {0, 1, 2, ..}, y is the computation
time between the starting point of the task and the
updating point. When introducing the concept of
updating points, we assume that an updating point
always has a context switch operation. In this context
switch, the AEC has to replace the address of the
old variant to the address of the respective location
of the new variant. In case of aperiodic variants, we
assume the current aperiodic variant just disappears
after execution if not explicitly reactivated at some
later time. Under this assumption the old variant of
the aperiodic RTC just disappears automatically and a
potential reactivation automatically relates to the new
variant.

4) ETexecuted : is the time that has been spent in exe-
cuting an aperiodic RTC before starting the current

hyperperiod. We assume that this value is always
provided by the underlaying RT operating system
(RTOS). ETexecuted is set initially to 0.

5) NextUpdatingPoint: a variable that saves the next
updating point, which has not been yet reached by
the executed code of the RTC.

6) Triggered: is a Boolean property that reflects the
status of an RTC. If it is equal to true, this means
that the RTC is triggered for execution (selected to
construct an insertion or deletion request). Otherwise,
it is not triggered. Whenever a decision is taken about
an RTC to be accepted or not, this property turns to
be false. In this case, we assume that the property is
turned to false by the AEC.

7) TriggeringT ime: is the time, at which an RTC is
triggered (chosen from the RTCArray to construct a
request). Here, we differentiate the arrival time from
the TriggeringTime, by defining the arrival time as the
time, at which the cell becomes ready for execution.

8) TriggeringRange: is the range of time, within
which the arrival time of an RTC could be set. It
starts at the triggering time. TriggeringRange pro-
vides flexibility in choosing arrival times of requests.
It is used, in case arrival times are not identical with
the next point, at which the hyperperiod of periodic
cells is completed (NHP ). Our goal is always to set
the arrival time of periodic requests equal to NHP ,
because at this point, we assume that all accepted
periodic requests are simultaneously activated (i.e.,
we assume that all phases to be 0). Our goal is also
to set the arrival time of aperiodic requests greater or
equal to NHP .

9) Deletion: a Boolean property, set to true if the
request should be deleted. It is set to false, otherwise.

10) DeletionT ime: is the time, at which the RTC should
to be deleted, if its Deletion property is equal to true.

11) Active: is a Boolean variable set to true when the
cell is accepted for execution.

12) ImportanceFactor: is a number, which represents
the expected importance of the RTC, regarding its use
in the system. The importance increases by increasing
the number. All variants that belong to a specific
RTClass have the same ImportanceFactor. The
ImportanceFactor is considered for filtering the
RTCArray when a newly deployed RTC adds a
new RTClass. The filtering process ensures that the
upper bound on the number of RTClasses is not
exceeded. Only most important RTClasses are kept.

13) Essential: is a Boolean property set to true, when
the process of the RTC is essential for the system
to operate. Implicitly this means that its importance
factor is infinitely high.

14) Cost: is an abstract concept. It includes a variety
of possible constituents, e.g., memory demand or
provided quality like precision of computation. For
simplicity reasons, we assume that the cost of the
various constituents in a system, which is consumed
by any cell is represented by one factor “Cost”. This
factor is a function of several system parameters.
Each parameter represents a constituent.

15) StaticParameters: is a list of static parameters used
in calculating the cost of the RTC. Each parameter
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has a name, amount, and a weight.
16) Type: the type of an RTC could be periodic or aperi-

odic. All variants, which have the same RTClassID
have the same value of property Type.

17) Cost Update: the updated cost, which should be
calculated for an RTC, when it replaces another
executing RTC.

C. Complexity variables
The algorithm is bounded if each step needs a bounded

time. Time complexity depends on a set of variables.
The variables are:

1) h: The upper bound of the number of columns in the
RTCArray (number of RTClasses).

2) f : The upper bound of the number of RTCs in an
RTClass.

3) b: The upper bound of the newly deployed RTCs.
4) PN : an upper bound of number of parameters in the

system.
5) QB: The upper bound of requests that can be received

in each execution of the EC.
6) SC: The upper bound of the dependent cells, which

may construct a request.
7) m1:The sum of utilization factors (execution time /

period) for the periodic load and AEC (assuming that
period of AEC is least common multiple of periods
of periodic RTCs), approximated to the next integer
number.

8) n: The upper bound of the number of updating points
in a cell.

9) GRP : The value of the greatest period available
among the periods in the RTCArray, and the ex-
pected period of the EC.

10) NInd: Number of individuals in a generation within
the genetic algorithm solving the Knapsack problem.

All parameters have a predefined upper bound, which
guarantees boundedness of computation time.

D. Adaptation Algorithm
The following terms are used in the algorithm:

- ExpPARTCs: is the set of periodic ARTCs exclud-
ing deletion requests.
- ExpAARTCs: is the set of aperiodic ARTCs ex-
cluding deletion requests.

Calculating an initial NHP is carried out either offline or
when starting the system. The initial NHP is calculated as
follows:

WCTEC is initially set to the least common multiple of
periods of periodic cells in the system. Let sum1 denote the
sum of initial periodic RTCs utilizations. Initial periodic RTCs
are RTCs, which initially are in the system and let lcm initial
denote the least common multiple of the respective periods.
Let Us Initial denote the server utilization to handle the
aperiodic RTCs, which initially are in the system with respect
to their deadlines. Then, the utilization, which can be spent
for EC can be calculated by:

WCETEC/(lcm initial × factor) = 1 − Sum1 −
Us initial.

By resolving this equation for factor we obtain

factor

= d(WCETEC/lcm initial × (1− Sum1− Us initial))e
(1)

The initial NHP is equal to lcm initial × factor. This
value is set as a period of the EC.

Calculating the initial NHP shows a trade-off. A system,
which is highly utilized by its ”normal” load suffers from
low adaptability as only a small part of the processing power
can be assigned to the EC. A high utilization consumed by
EC may serve more requests but with longer reaction time.
The execution time of the EC depends on b and QB. For
this reason, setting b and QB by the system administrator
plays a role in this trade off. The execution time increases as
these parameters increase. The WCETEC of the EC depends
on a couple of parameters. The respective function will be
presented at the end of this paper. It is assumed that based
on this function and an appropriate model of the underlying
hardware the resulting WCETEC can be estimated with
sufficient precision.

Each time the EC is executed, following steps take place:
Step 1: Gathering and Filtering the newly deployed

RTCs:
The first step of the AEC is to collect the newly deployed

RTCs. It stores them in a WorkingRTCArray (a copy of
RTCArray) following a procedure that ensures to keep the
upper bound of the WorkingRTCArray dimensions pre-
served. Newly deployed RTCs enlarge the solution space when
applying the adaptation algorithm. Let b be the upper bound of
newly deployed RTCs that can arrive at this step. For the pur-
pose of providing predictability we restrict ourselves to fixed
upper bounds in both dimensions of the WorkingRTCArray.
Let us assume that f is the upper bound of the different variants
in each class of the WorkingRTCArray, and h is the upper
bound of the different RTClasses that can be stored in the
WorkingRTCArray. If the newly imported RTCs may cause
exceeding the upper bound of variants in a column, or the
upper bound of columns, the EC preserves the upper bounds
by applying a filter procedure. In this context, we discuss
following different cases:

1) If the upper bounds of influenced dimensions in
WorkingRTCArray will not be exceeded, the
RTCs can be added to the WorkingRTCArray. See
Figure 3, Figure 5 and Figure 6.
If upper bound of classes is exceeded, one pos-
sible heuristic for replacing RTClasses is the
ImportanceFactor-based approach. The RTClasses
that could be chosen to be replaced by the newly
arrived ones are the classes that are not essential or
activated. We exclude the classes with the smallest
ImportanceFactor. For example, let us suppose that
there exists in WorkingRTCArray 20 RTClasses.
All RTClasses have an ImportanceFactor equal
to 3, except the third RTClass. It has an
ImportanceFactor equal to 1. The upper bound of
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classes is 20. If we have to add a newly deployed
RTClass with an ImportanceFactor equal to 5,
and the third RTClass is not essential and not
activated, then we can replace the third RTClass
by the newly arrived one.
If RTC adds a new periodic variant to an existing
column and the upper bound of variants in the column
is exceeded, then a decision should be taken, which
RTC to drop. One option may be to examine the
RTC with the highest Ci/Ti. If it does not result
in a successful schedulability test together with the
AEC, we exclude it. If it results in a successful
schedulability test, we exclude the RTC with the
highest cost. For example, let us suppose that there
exists 90 variants in the column, where the newly
deployed RTC should be added. The upper bound of
variants in the column is 90. If the utilization needed
by the newly deployed RTC is 0.3, and the highest
utilization needed by the variants in the column is
0.7. If the utilization needed by the AEC is 0.6, then
we exclude the RTC, which needs the utilization of
0.7. If, however, the highest utilization needed by the
variants in the column is 0.2, then we exclude the
variant with the highest cost among variants in the
column and the newly deployed RTC. If the cost of
the newly deployed RTC is 15, and highest cost of
variants in the column is 20, we exclude a variant
that has the cost 20.
In case the newly deployed RTC adds a new aperiodic
variant to an existing column, and this will cause
exceeding the upper bound, we exclude the RTC that
consumes the highest cost. An arbitrary exclusion can
also take place.

2) If a newly arrived column should update a specific
existing column, and no variant is active in the
existing column, we substitute it by the newly arrived
one. See Figure 3 and Figure 4. If there is an active
variant in the existing column, we add the newly
arrived RTClass to a queue to be considered later.
This UpdateQueue may be ordered by the arrival
times or an arbitrary other criterion. The upper bound
of its capacity is equal to QB. Each element of the
UpdateQueue is an array. The array includes the
newly deployed RTClass, in case this RTClass
does not have dependencies. In case a set of de-
pendent RTClasses arrives, the array includes more
than one column, the newly deployed RTClass and
the other RTClasses in the dependency graph.

Boundedness proof:
- Transmitting the newly deployed RTCs is bounded by

b and time for transmission. As we assume a deterministic
communication channel between the remote node where newly
deployed RTCs reside and the local one, the transmission
time is bounded. - The EC applies a filter procedure to
preserve upper bounds of the WorkingRTCArray. The filter
procedure is bounded by one of the WorkingRTCArray
dimensions. The formal proof of the boundedness of this step
and the next steps is clear when looking at Nassi-Schneiderman
diagrams which represent the steps. In [2], time complexity
appears on each diagram, and this in turn points out that the
step specified by the diagram is done in a bounded time, and

the bound depends only on the parameters, which participate
in the time complexity formula.

Step 2: Triggering and handling the newly arrived
requests:

In the previous step, an UpdateQueue has been con-
structed, including update requests. In this step, another queue

Figure 3. Nassi-Schneiderman Diagram for gathering and filtering the
newly deployed RTCs [2].

Figure 4. Nassi-Schneiderman Diagram for the arrival of an updating
list of RTCs [2].

Figure 5. Nassi-Schneiderman Diagram for adding a new column [2].
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is constructed. It is called the TriggeredQueue, ordered by
arrival time or any other criterion. Requests, that are added
to this queue, are chosen from the WorkingRTCArray.
Triggered requests may add or delete RTCs. Triggered requests
are chosen according to the necessities of the system. The
upper bound of the TriggeredQueue capacity is QB. The
EC makes an iteration over items in the UpdateQueue and
the TriggeredQueue in parallel. It selects by an arbitrary
criterion either an update request or a triggered request. For
simplicity, the decision can be made arbitrarily. This selection
process is iterated until the number of requests is equal to the
upper bound or until no further requests exist. See Figure 7 and
Figure 8. Selected requests will be stored in a RequestQueue
of bounded size.

If the arrival time of the periodic requests in
the RequestQueue is not equal to NHP , their
TriggeringRange is examined. If TriggeringT ime ≤
NHP ≤ TriggeringT ime + TriggeringRange, then the
arrival time is set to NHP . Otherwise the requests, which do
not satisfy the previous condition, are not accepted and deleted
from the RequestQueue. After that a notification is sent to
the system administrator. For example, if NHP = 10. The
arrival time of the request is equal to 9. Its triggeringRange
is equal to 5, and the request has been triggered at time 8,
we notice that the arrival time of the request is not equal to
NHP. For this reason, we examine if TriggeringT ime ≤
NHP ≤ TriggeringT ime + TriggeringRange. We notice
that 8 ≤ 10 ≤ 8 + 5, so we set the arrival time to 10. The
DeletionT ime of periodic requests that have to be deleted is
set to next natural updating point. If arrival times of aperiodic
requests are greater than NHP , they stay the same. If they
are smaller than NHP , we set their arrival times the same
way as for periodic requests.

If the request includes a set of dependent cells, we assume
that their modified arrival times and deadlines are calculated
offline by EDF*. If one of the modified arrival times is smaller
than NHP , then a fixed offset is applied to all arrival times

Figure 6. Nassi-Schneiderman Diagram for adding an RTC to an
existing column [2].

and deadlines to keep them greater or equal to NHP . See
Figure 9.

An update request is represented by an array of RTCs
that constructs the RTClass of the update. Updating a set
of dependent cells is done under the same rules as updating a
cell.

When requests in the RequestQueue proceed for
processing by the AEC, the buffers (UpdateQueue,
TriggeredQueue, and RequestQueue) become empty.

Boundedness proof:
- A queue of triggered requests (add/delete requests) is

constructed in a time bounded by QB.
- The first and second iteration over UpdateQueue and
TriggeredQueue is bounded by QB.
- Setting the arrival time of requests is bounded by a constant
time.

Step 3: Calculating the cost of quality factors for the
system:

A part or the whole set of local parameters might influence
the overall quality of the system. This set of parameters
includes both parameters of the underlying computing system
and of the RT system under consideration. Parameters of the

Figure 7. Nassi-Schneiderman Diagram for triggering a request.

Figure 8. Nassi-Schneiderman Diagram for choosing between an
update and a triggered request.
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system should be read in each execution of the EC because
they might change. This change may affect the result of the
adaptation process. E.g., adding new resources may allow
accepting a set of requests, which cannot be accepted with less
resources. The result of calculating the total cost depending on
quality parameters available is called Costtotal. For example,
let us assume that in a remote surgical system, only the
following set of parameters are considered: number of cameras,
number of robotic arms and number of endoscopic tools. Let
us assume that each of these parameters has a weight. Number
of cameras is equal to 3. Number of robotic arms is equal to
10. Number of endoscopic tools is equal to 8. The weight of
the first parameter is 1. The weight of the second parameter
is 4. The weight of the third parameter is 2. Let us assume
that Costtotal is given by the following function: t Costtotal =
first parameter × weight of first parameter + second parameter
× weight of second parameter + third parameter × weight of
third parameter = 3 × 1 + 10 × 4 + 8 × 2 = 3 + 40 + 16 =
59.

Boundedness proof: Under the assumption that an arith-
metic operation can be carried out in bounded time, and
number of system parameters is bounded by PN, the entire
calculation can be carried out in bounded time.

Step 4: Adaptation algorithm:
In this step, we calculate the lowest cost feasible

solution over the entire set of RTClasses stored in
AdaptationRTCArray. The AdaptationRTCArray is con-
structed as follows:

Constructing AdaptationRTCArray:
1) We copy the variants of the WorkingRTCArray

into a temporary array AdaptationRTCArray. The
WorkingRTCArray is essential for enabling a
transaction concept. If the adaptation process turns
out to be successful, the WorkingRTCArray will
replace the RTCArray. If the adaption fails, the
WorkingRTCArray will be neglected and the sys-
tem returns to the previous version.

Figure 9. Nassi-Schneiderman Diagram for setting time
characteristics of triggered requests [2].

2) We reduce AdaptationRTCArray to contain
only the variants, which RTClassID exists
in the ExpPARTCs and ExpAARTCs with
absolute deadlines exceeding NHP . For each
ExpPARTC or ExpAARTC, which has the
property V ariantsAllowed set to false, we do not
consider variants that hold the same RTClassID
in AdaptationRTCArray, other than the ARTC
itself.

3) For each aperiodic ARTC that should be deleted, and
has absolute deadline exceeding NHP , we add a
column including the ARTC as the only variant. If
a next possible updating point exists, its execution
time is set to yUpdatingPoint. The reason is that
updating points are the most suitable points to apply
deletion, as partial results are delivered on these
points. Deleting a cell suddenly on an arbitrary point
may cause errors.

4) We then add a column that includes the AEC.
5) We also add the newly triggered requests. If their

properties V ariantsAllowed are set to true, we
add columns that represent RTClasses of the
newly triggered variants. If, however, their prop-
erties V ariantsAllowed are set to false, we add
only columns containing the newly triggered vari-
ants (a column for each RTC). The value of
V ariantsAllowed might be different among the dif-
ferent requests.

6) In case there is an update request for an RTC: Adding
an aperiodic update is done (only if there exists an
updating point after NHP in the aperiodic variant
that is running) by adding the updating RTClass
that includes the triggered updating variant. In the
following, we summarize how to check the exis-
tence of an updating point after NHP (only in this
case, the updated variant should be excluded when
constructing ExpAARTCs), and how to set the
time characteristics for the variants in the updating
column:
First: Determining the set of ARTCs that can be
updated: First, we check whether in the current
hyperperiod there is capacity left to execute
aperiodic ARTCs with deadlines that exceed
NHP . This capacity is called ”Amount”.

Amount = Hyperperiod −
[(
∑NumofPARTCS

i=1 ((Hyperperiod/Ti) × Ci)) +

WCETEC +
∑NumofAARTCS−NumOfANHP

i=1 (Ci−
ETexecutedi)]

NumOfANHP : refers to the number of aperiodic
ARTCs with deadlines that exceed NHP . Based on
the value of Amount we now can identify those
ARTCs, which definitely result in a completion
time later than the current hyperperiod and hav-
ing an update point after NHP .
Amount1 = Amount.

/* We construct a vector of the running aperiodic
ARTCs, which deadlines exceed NHP . In the
following loop i indicates the ith item in the
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vector.*/

If (Amount1 > 0) then {
For (i = 1 to NumofANHP ) {
If (Ci − ETexecutedi ≤ Amount1) then {
Amount1 = Amount1− (Ci − ETexecutedi)
}
else {
Ci,new = (Ci − ETexecutedi)−Amount1.

If there exist an updating point in Ci,new,
add this ARTC to the set of variants that can
be updated
}
}
}

else {
For (i = 1 to NumofANHP ) {
Ci,new = Ci − ETexecutedi

If there exists an updating point in Ci,new,
add this ARTC to the set of variants that can be
updated
}
}

Second: Calculation of time characteristics for the
updates: If the found updating point is UP [x, y],
the arrival time of the jth variant in the updating
RTClass is set to the arrival time of the updated
variant. The execution time for the jth variant
is set to (y + Cj - ỳ), where ỳ is the relative
updating point time for the counterpart updating
point. The specified absolute deadline for the jth
variant is set to max[((Dj - ỳ) + (Arrival time of
the running variant + y)), Absolute Deadline of
the running variant that should be updated]

7) Adding a periodic update is done by adding
the arrived RTClass, which includes the trig-
gered updating variant to AdaptationRTCArray.
If V ariantsAllowed is equal to false, only the
triggered updating variant should exist in the column.
Otherwise, all variants, which belong to the update
exist in the column. The updated variant has to be
excluded when constructing ExpPARTCs, because
executions of periodic instances are completed in
each hyperperiod. This means, when a periodic up-
date is applied in the next hyperperiod, no execution
of the updated variant can take place.

8) In case there is an update request for a set of aperiodic
dependent RTCs, modified arrival times and dead-
lines are calculated offline. When calculating time
characteristics of the variants in the columns that are
supposed to update dependent variants, same rules of
updating one variant are applied.

In this way, we can use the reduced array in the next
step for the adaptation algorithm as each column represents
a participant in the selection process. The columns in the
array are reordered, so that periodic columns comes first, then
AEC, and finally aperiodic columns.

Let us assume that: 1

the number of columns in AdaptationRTCArray = 2

Num. 3

Ǹ is the number of columns, which represent the 4

newly triggered aperiodic requests. They are placed as last 5

columns in AdaptationRTCArray. 6

If (NumOfANHP > 0) then { 7

/*In the following, we calculate arrival times, execution 8

times, and Cost−Update for the running aperiodic ARTCs 9

that are stored in AdaptationRTCArray, with deadlines 10

exceeding NHP .*/ 11

If (Amount > 0) then { 12

/* Amount as calculated under part “First” is the time 13

left in the current hyperperiod, after excluding the time 14

that should be spent in executing the periodic ARTCs, 15

and aperiodic ARTCs, which deadlines that do not exceed 16

NHP .*/ 17

/*We construct a vector of the running aperiodic 18

ARTCs, which deadlines exceed NHP . We order the 19

elements of this vector according to the increasing 20

absolute deadlines. In the following loop i indicates the 21

ith item in the constructed vector.*/ 22

23

For (i = 1 to NumOfANHP ){ 24

If (Ci − ETexecutedi ≤ Amount) then { 25

Amount = Amount - (Ci − ETexecutedi) 26

Exclude the column of the ith aperiodic variant from 27

AdaptationRTCArray. Decrease Num by 1. 28

} 29

else{ 30

Ci,new = (Ci − ETexecutedi)−Amount. 31

Set execution time of the variant in 32

AdaptationRTCArray that is equal to the ith variant to 33

Ci,new. 34

Set the arrival time of the variant in 35

AdaptationRTCArray that is equal to the ith variant to 36

Arrival time = NHP , if Arrival time < NHP 37

Amount = 0. 38

} 39

} 40

} 41

else{ 42

For (i = 1 to NumofANHP ){ 43

Ci,new = Ci − ETexecutedi 44

Set the execution time of the variant in 45

AdaptationRTCArray that is equal to the ith variant to 46

Ci,new. 47

Set the arrival time of the variant in 48

AdaptationRTCArray that is equal to the ith variant to 49

Arrival time = NHP , if Arrival time < NHP 50

} 51

} 52

Cost− Update = the cost of the RTC 53

54

/*The following iteration is done over the aperiodic 55

RTCs in AdaptationRTCArray, which do not belong to 56
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the newly triggered requests.*/ 57

58

For (k=Number of periodic columns+1..Num-Ǹ){ 59

If (V ariantsAllowed = true) && (there exists an 60

updating point in the part of the running variant dedicated 61

for Ci,new (after NHP )) then{ 62

/*The following calculations are done to include the 63

possible alternatives for the active aperiodic cells in the 64

knapsack problem.*/ 65

/*A new arrival time, execution time, cost and 66

absolute deadline are calculated for the variants of the kth 67

column in AdaptationRTCArray, excluding the running 68

variant in the kth column.*/ 69

Arrival time = Arrival time of the active variant in 70

the kth column. 71

New execution time is assigned to each variant in the 72

kth Column, excluding the running variant: 73

C̀k,new = (C̀ − ỳ) + (Ck,new − (Crunning,variant − y)) 74

C̀ is the execution time of the jth variant, for which 75

we are calculating the attributes, in the kth column. 76

Ck,new is the calculated execution time of the running 77

variant in the kth column. 78

Crunning,variant: is the original execution time of the 79

running variant in the kth column. 80

y is the relative updating point time of the next 81

updating point in the running variant. 82

ỳ is the relative updating point time of the counter- 83

part updating point in the jth variant. 84

Cost−Updatej = Maximum of (Cost of the running 85

variant, cost of the jth variant). 86

Specified absolute deadline = max (Specified absolute 87

deadline for the running variant, NHP + (Ck,new − 88

(Crunning,variant − y)) + specified relative deadline). 89

} 90

else We choose the running variant in the kth column. 91

} 92

} 93

Up to know we have prepared the current ecosystem
of RTCs, within which we have to find a valid solution
with minimized overall cost by making a proper selection of
variants.

To find the solution, we solve the following multiple-
choice multidimensional knapsack problem:

/*The fist constraint of the knapsack guarantees
minimizing the cost of the solution. The second constraint
of the knapsack guarantees the schedulability of periodic
and aperiodic cells with hard deadlines.*/

max
∑Num

i=1

∑ni

j=1−Costijxij

Subject to:
∑Num

i=1

∑ni

j=1 W
k
ijxij ≤ Rk

Where:
∑ni

j=1 xij = 1; i = 1..m & xij ∈ {0, 1}; i = 1..m
and j = 1..ni, k = 1:3

W 1
ij = Factor1/Factor2

For any of the periodic RTCs: Factor1 = Cij ,
Factor2 = Tij

For the AEC, Factor1 = WCETEC ,
Factor2 = WCTECtemp

For any of the aperiodic RTCs: Factor1 = 0, Factor2
= 1

WCTECtemp is calculated as follows:

The expected hyperperiod is calculated as the least
common multiple of periods of periodic ExpPARTCs in
AdaptationRTCArray, and periods of the newly triggered
periodic requests in AdaptationRTCArray. The resulting
value is set as initial value for the expected period of
AEC. If the resulting utilization of the RTCs is below 1
then, we examine the total utilization (AEC and RTCs).
If it is smaller or equal to 1, we have found the shortest
possible expected period for AEC, which at the same time
by definition is the hyperperiod. If the total utilization
is beyond 1 then the expected hyperperiod has to be
extended by a harmonic multiple until the total utilization
is no longer beyond 1. If the resulting utilization of the
RTCs is 1, the set of chosen RTCs results in a non-
feasible solution. In each hyperperiod, only one execution
of the AEC is assumed. For this reason, we finally update
WCTECtemp, the expected period of the AEC, to be equal
to the expected hyperperiod.
W 2

ij is calculated here in a way different from [1]. In [1], W 2
ij

is negative if there is an aperiodic lateness. The sum of weights
as stated in the knapsack problem is defined as the aperiodic
lateness. If this lateness is smaller than zero (the related
knapsack constraint succeeds), the aperiodic lateness indicates
a deviation from optimal case of meeting hard deadlines of
aperiodic RTCs.

In this paper, we set W 2
ij to be zero if hard deadlines

are met (dCalculated,ij ≤ dSpecified,ij). Otherwise it will be
equal to a positive value expressing the aperiodic lateness.
The sum of weights as stated in the knapsack problem is
defined as the aperiodic lateness. If the related knapsack
constraint succeeds, hard deadlines of aperiodic RTCs are
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met.

W 2
ij = Factor1 − Factor2 if Factor1 > Factor2,

otherwise W 2
ij = 0.

For any of the periodic RTCs and the AEC: Factor1
= 0, Factor2 = 0.

For any of the aperiodic RTCs:

Factor1 = dCalculated,ij , Factor2 = dSpecified,ij .

Where:

dSpecified,ij : The specified absolute deadline for any
aperiodic variant, which belongs to an aperiodic variant
in AdaptationRTCArray. It is equal to its arrival time +
relative deadline of the variant.

dCalculated,ij = max{dCalculated(i−1)ji−1
, ArrivalT imeij}+

Cij,new/Us.

dCalculated(lpl) = 0.

Where;

p = j

l = Number of periodic columns in
AdaptationRTCArray +1

Us = 1− Up.

Depending on the different kinds of RTCs to be
considered in solving the Knapsack problem, W 3

ij is
defined as follows:

W 3
ij = Cost for periodic RTCs stored in

AdaptationRTCArray

W 3
ij = Cost−Update for running aperiodic RTCs that

are stored in AdaptationRTCArray

W 3
ij = Cost for added aperiodic RTCs stored in

AdaptationRTCArray

R1 = 1.

R2 = 0.

R3 = Costtotal.

The limit Costtotal is optional. If it is set to infinity,
then the optimization process tries just to find the lowest
cost solution. If the limit is set to a finite value, then the
solution space is further limited. If a solution is found, the
newly arrived requests are accepted.

The algorithm we are applying to solve the knapsack
problem is a genetic algorithm. See subsection E for further
details.

If the newly arrived requests are accepted by the
system, the ARTCs set or subset, which is represented
in AdaptationRTCArray is substituted by the chosen
alternatives. Replacing a periodic ARTC means deleting
the periodic ones that should be substituted and loading
the periodic alternatives at NHP . Replacing an aperi-
odic ARTC means, the replaced RTC can be treated as
a deletion request. When the deletion takes place, the
information necessary for replacing the ARTC (transferred
from replaced RTC to the replacing one) should be stored.
The chosen alternatives are stored in a ready queue. At
the NHP , the Active property of the alternatives and for
the newly triggered requests is set to true. The Active
property of the alternated cells is set to false once they
are replaced (deleted). In the aperiodic case, the part of
the updated cell that follows the first updating point after
NHP is to be replaced. At the replacement point for
aperiodic cells, any data of the altered cells or updated cells
that might be necessary for the alternatives or updating
variants is stored. The Active property becomes true for
the alternatives. After that, step 5 is applied.

E. Genetic Algorithm
The algorithm we are applying to solve the knapsack

problem is a genetic algorithm. In the algorithm, an in-
dividual contains exactly one variant for each column in
AdaptationRTCArray. And a generation may contain one or
more individuals. In total there exist up to fh individuals. Each
of them is a potential solution of the Knapsack problem. In
the genetic algorithm, we select smaller subsets of individuals
and call them Generations. The lowest cost individual of a
generation is a preliminary solution of the Knapsack problem.
A generation is constructed from a previous one by applying
selection and mutation. This process is iterated until no im-
provement can be observed or a given time limit is reached.
We set the first generation to include at least two individuals.
The first one is given by selecting from each periodic RTClass
the variant with the lowest respective utilization, and from
each aperiodic RTClass the variant with lowest respective
execution time. The low utilization of a periodic RTC rises
the chance of making the sum of all periodic utilizations
smaller or equal to 1. The low execution time of an aperiodic
RTC rises the chance that the calculated absolute deadline,
which is calculated according to TBS, becomes small. As a
result, the chance of meeting the hard deadlines of periodic
and aperiodic RTCs becomes higher. The second individual is
given by the current selection of variants for all RTClasses,
which are not affected by the adaptation together with all
adaptation requests included in the first individual. The first
initial individual allows a simple decision whether a solution
exists, as if this individual does not fulfil the constraints then
there cannot exist any solution. The reason is that we choose
the variants in the first individual in a way that reaches the
highest chance of satisfying the schedulability test because
the periodic utilization is at lowest amount and the calculated
aperiodic deadlines according to TBS are at lowest values.
The second initial individual is a promising one in the first
generation under the assumption that before adaptation we had
an optimized system.
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Let us assume that the number of individuals in a gener-
ation ≤ upper bound of number of variants in a class in the
WorkingRTCArray. The remaining individuals of the first
generation may be chosen by any procedure, e.g., by randomly
exchanging the selected variants in the columns.

After that WCTECTemp, server utilization, and absolute
deadlines for aperiodic load are calculated for each individual
according to TBS [6]. The individuals of a generation are
sorted by increasing total costs. This implies that the first
individual of this list, provided that the constraints are satisfied,
constitutes the preliminary optimum.

If the knapsack constraint
∑Num

i=1

∑ni

j=1 W
k
ijxij ≤ Rk has

no solution for the first generation, even under the assumption
of R3 = infinite, then the adaptation has to be rejected. Other-
wise, if it has a solution for a set of individuals, we choose as
an intermediate solution the individual, which minimizes the
accumulated cost of the chosen RTCs.

In order to potentially improve the solution with the ob-
jective to minimize the accumulated cost, we iterate to choose
different generations by applying selection and mutation on
the individuals, until we either have no further improvement
or we reach our predefined time limit.

As an example we assume that the selection process is
done by rejecting all constraint-violating individuals and a
certain amount of the worst individuals of a generation and
that the mutation process is done by replacing an arbitrary
RTC in the remaining individuals by another arbitrary RTC
from the same column. Selection also implies that the
size of the generations may vary (remains bounded). The
improvement of the solution is guaranteed by keeping the
fittest individuals in the next generation. Choosing an arbitrary
variant when applying the mutation may enhance the solution
more than choosing a variant with specific characteristics,
because there is no characteristic that can guarantee enhancing
the solution. We did not apply recombination in our approach.
Applying it is a possible option. However, in this case, we
should ensure to keep a specific number of individuals in each
generation after the selection process, which may enforce
keeping a number of constraint-violating individuals in the
next generation. This is necessary for the recombination
process to take place, because we should assume to have at
least two individuals in the previous generation. Figure 10,
Figure 12 and Figure 13 describe the solution. Figure 11 is
part of the process in Figure 12.

Boundedness proof:
- Operations Step 4 other than the genetic algorithm are

bounded by f , h, or f and h.
- The genetic algorithm is bounded because of the follow-

ing reasons:

1) The operations dedicated to calculate WCTECTemp,
server utilization, and absolute deadlines for the
aperiodic load in each individual are bounded by
NInd, upper bounds of RTCArray dimensions.

2) We can decide whether there exists a feasible
solution or not in bounded time. Feasibility can be
decided already based on the first generation.

3) The individuals of a generation are sorted by
increasing total costs. Sorting is bounded by NInd.

4) The optimization is done in bounded time as
well. The reason is that we loop from generation
to generation until we either have no further
improvement or we reach our predefined time
limit. The latter termination condition guarantees
boundedness.

Step 5: Activate the accepted requests, and update the
AEC:

If the newly triggered requests are accepted, the Active
property of their RTCs becomes true. They are put into the
ready queue of the underlying RTOS. The AEC schedules
the first arrival of each request to be at NHP . This is done
by loading the accepted RTCs into the memory (transforming
them into ARTCs). The scheduler is responsible for loading
the accepted RTCs at NHP . The AEC updates its properties,
e.g., WCTEC is set to the temporary value WCTECtemp.

Figure 10. Nassi-Schneiderman Diagram for choosing the initial
generation [2].
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Hyperperiod = WCTEC .

The AEC updates then its properties according to the
changes that will take place. NumOfAARTCs is increased
by number of accepted aperiodic RTCs, if the newly
triggered RTCs are aperiodic, or the NumOfPARTCs
is increased by number of accepted periodic RTCs, if the
newly triggered RTCs are periodic. NumOfAARTCs is
decreased by number of aperiodic RTCs that are deleted.
NumOfPARTCs is decreased by number of periodic RTCs
that are deleted. WCTEC is set to the temporary value, which
is calculated in step 4 as follows:

WCTEC = WCTECtemp.

The hyperperiod is updated according to step 4.

Hyperperiod = WCTEC .

In case the request is an update for one or sev-
eral active RTCs, it replaces the RTClasses in the

Figure 11. Nassi-Schneiderman Diagram for evaluating an individual
[2].

WorkingRTCArray, which includes the RTC/RTCs that
should be updated by the RTClass/RTClasses of the newly
arrived request. We set the Active property of the triggered
elements in the newly arrived RTClasses to true. After that,
AdaptationRTCArray is set to empty. See Figure 14.

Boundedness proof:

Figure 12. Nassi-Schneiderman Diagram for evaluating a generation
[2].
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- Activating each accepted request is done in constant
time by turning the Active property into true.

- Iterating over newly arrived requests is bounded by QB.

- Updating each of the AEC properties
(NumOfAARTCs, NumOfPARTCs, period of the
EC) is also done in constant time.

Step 6: Turning the triggered requests into non-
triggered:

The Triggered Property of requests RTCs is
turned into false. If the arrived requests are accepted,
WorkingRTCArray is copied to RTCArray, and then it
is set to empty.

Boundedness proof:
- The Triggered property of each request RTC is turned

to false in constant time.

- Iterating over the requests in WorkingRTCArray is
done in time bounded by h ,f and QB.

- Copying WorkingRTCArray to RTCArray is done
in time bounded by f and h. Resetting WorkingRTCArray
is done in constant time.

Step 7: Notify the system, in case the requests are not
accepted:

If the set of proceeded requests cannot be accepted,
then a notification is sent by the AEC to the system

Figure 13. Nassi-Schneiderman Diagram for the genetic algorithm
[2].

for substituting the proceeded set of requests by another
set. Costtotal, WCTECtemp, The expected hyperperiod,
AdaptationRTCArray, ExpPARTCs and ExpAARTCs
are reset to their initial values. WorkingRTCArray is set to
empty.

Boundedness proof:
- A notification is sent to the system administrator in

constant time. Costtotal, WCTECtemp.

- The expected hyperperiod, AdaptationRTCArray,

Figure 14. Nassi-Schneiderman Diagram for activating the accepted
requests and updating the AEC [2].

Figure 15. Example from extracting time complexity from a pseudo
code.
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ExpPARTCs and ExpAARTCs are reset in constant time.

- Resetting WorkingRTCArray is done in constant time.

As shown above, the adaptation process takes place in
bounded time. Part of this process, however, is the calcula-
tion of the WCETEC of the EC. This value depends on a
couple of parameters that may vary by each application of the
adaption. The following complexity function has been derived
in [2] to express the influence of all relevant parameters on
time complexity. It is assumed that based on this complexity
function and an adequate model of the underlying hardware the
resulting WCETEC can be estimated with sufficient precision.
The reason is that the complexities, which construct the
function can be derived from a pseudo code of the adaptation
algorithm. [24] points out how time complexity can be derived
from a pseudo code. In [2], the pseudo code was not described,
but an estimation was done on Nassi-Schneiderman diagrams.
Each diagram points out the step, which is specified by that
diagram, by breaking it into smaller steps. One can estimate
the complexity of these small steps, as if they were reflecting
parts of a pseudo code. In Figure 15, we present an example
for extracting the time complexity from a pseudo code.

We find that the algorithm is solved by a quadratic time
complexity.

Complexity of the algorithm [2]: Complexity of
step 1 + Complexity of step 2 + Complexity of step
3 + Complexity of step 4 + Complexity of step 5
+ Complexity of step 6 + Complexity of step 7 =
O(b∗h∗f)+O(QB∗h∗f∗SC+SC2)+O(PN)+O(QB∗SC∗
f ∗h+h2∗f+QB∗n+h∗n+f2∗h+f ∗m1+f ∗logGRP )+
O(QB ∗SC ∗h ∗ f +h2 ∗ f) +O(h ∗ f ∗QB ∗SC) +O(1) =
O(b ∗ h ∗ f + PN + f ∗m1 + f ∗ logGRP + f2 ∗ h + h2 ∗
f + QB ∗ n + h ∗ n + h ∗ f ∗QB ∗ SC + SC2)

In Section V, we have first pointed out how to transform
the traditional RT tasks into RT cells. For this purpose, we
defined the new properties that have to be added to the structure
of RT tasks in order to allow executing the tasks as cells.
Cells can change their structure an behavior at runtime. In
our approach, there is two kinds of cells. EC belongs to one
kind, and RTCs belong to the other kind. In this section, we
have listed the properties of EC and RTCs. Then we listed all
parameters, which may play a role in time complexity of the
adaptation algorithm. We defined the parameters. Afterwards,
we went through the steps of the algorithm. In each step, we
explained how the step is performed. Then, we presented the
boundedness proof of the step. Finally, we presented the time
complexity of the algorithm.

In the next section, we summarize the content of the paper,
and introduce potential future work.

VI. CONCLUSION AND FUTURE WORK

In this paper, we provided the details of the algorithmic
solution described in [1]. We have showed the proof of
boundedness for each step in the algorithm. The solution tries
to evolve the system at run time. Each time the EC executes,
and new requests exist, there is a possibility to change the
RTCs, which construct the system. The EC executes a genetic

algorithm, to solve a knapsack problem. The conditions of the
problem aim to provide more processor capacity and to mini-
mize the costs by choosing best combination of cells variants.
Every individual that results from the genetic algorithm acts
as a possible input for the knapsack. The genetic algorithm
runs until a best individual is found, or a predefined time limit
is reached. The time complexity of the algorithm has been
deduced depending on abstract code. Code statements have
been modelled by Nassi-Schneiderman diagrams [3]. In [2],
time complexities are listed in the diagrams. In the future,
we may apply different approaches including different genetic
algorithms to solve the knapsack problem. This may provide
different optimization output [2]. The problem might also be
modelled by means different from the knapsack. Considering
communication between cells is an additional aspect that may
expand the scope of RT applications, where the algorithm can
be applied [2]. The solution is designed for a local node and
one remote node, where newly deployed cells can be installed.
Later we may design a solution for more than one remote
node. Each one is dedicated for a different type or sort of RT
cells. By applying this enhancement, we can save costs because
nodes can stay where appropriate developers exist [2].
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Abstract—Software systems evolve over their lifetime. Changing
requirements make it inevitable for developers to modify and
extend the underlying code base. Especially in the context of open
source software where everybody can contribute, requirements
can change over time and new user groups may be addressed.
In particular, research software is often not structured with a
maintainable and extensible architecture. In combination with
obsolescent technologies, this is a challenging task for new
developers, especially, when students are involved. In this paper,
we report on the modularization process and architecture of our
open source research project ExplorViz towards a microservice ar-
chitecture. The new architecture facilitates a collaborative devel-
opment process for both researchers and students. We explain our
employed iterative modularization and reengineering approach
CORAL, applied measures, and describe how we solved occurring
issues and enhanced our development process. Afterwards, we
illustrate the application of our modularization approach and
present the modernized, extensible software system architecture
and highlight the improved collaborative development process.
After the first iteration of the process, we present a proof-of-
concept implementation featuring several developed extensions
in terms of architecture and extensibility. After conducting the
second iteration, we achieved a first version of a microservice
architecture and an improved development process with room
for improvement, especially regarding service decoupling. Finally,
as a result of the third iteration, we illustrate our improved
implementation and development process representing an entire,
separately deployable, microservice architecture.

Keywords–collaborative software engineering; software modu-
larization; software modernization; open source software; microser-
vices.

I. INTRODUCTION

Software systems are continuously evolving during their
lifetime. Changing contexts, legal, or requirement changes
such as customer requests make it inevitable for developers
to perform modifications of existing software systems. Open
source software is based on the open source model, which
addresses a decentralized and collaborative software develop-
ment. In this paper, we report on the iterative modularization
process of our open source research project ExplorViz towards
a more collaboration-oriented development process featuring a
microservice architecture based on our previous work [1].

Open research software [2] is available to the public and
enables anyone to copy, modify, and redistribute the underlying

source code. In this context, where anyone can contribute
code or feature requests, requirements can change over time
and new user groups may appear. Although this development
approach features a lot of collaboration and freedom, the re-
sulting software does not necessarily constitute a maintainable
and extensible underlying architecture. Additionally, employed
technologies and frameworks can become obsolescent or are
not updated anymore. In particular, research software is often
not structured with a maintainable and extensible architec-
ture [3]. This causes a challenging task for developers during
the development, especially when inexperienced collaborators
like students are involved. Based on several drivers, like
technical issues or occurring organization problems, many
research and industrial projects need to move their applica-
tions to other programming languages, frameworks, or even
architectures. Currently, a tremendous movement in research
and industry constitutes a migration or even modernization to-
wards a microservice architecture, caused by promised benefits
like scalability, agility, and reliability [4]. Unfortunately, the
process of moving towards a microservice-based architecture
is difficult, because there a several challenges to address from
both technical and organizational perspectives [5]. We later call
the outdated version ExplorViz Legacy, and the new version
just ExplorViz. Our main contributions in this paper are:

• Identification of technical and organizational problems
in our monolithic open source research project
ExplorViz.

• An iterative modularization and reengineering process
focusing on collaborative development applied on our
project moving towards a microservice architecture in
three iterations.

• A proof-of-concept implementation, followed by an
evaluation based on several developed extensions, as
the result of the first iteration.

• An improved software architecture based on microser-
vices and development process after our second iter-
ation.

• Finally, after our third iteration, an entire and sepa-
rately deployable microservice architecture.

The remainder of this paper is organized as follows.
In Section II, we illustrate our problems and drivers for a
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modularization and architectural modernization. Afterwards,
we present the initial state our software system and underlying
architecture of ExplorViz Legacy in Section III. Our employed
modularization and modernization process as explained in Sec-
tion IV. The following first iteration of this process as well
as the target architecture of ExplorViz are described in Sec-
tion V. Section VI concludes the first iteration with a proof-
of-concept implementation in detail, including an evaluation
based on several developed extensions. The second iteration
of our process in terms of achieving a first microservice
architecture is presented in Section VII. As there was still
room for improvement, we describe how we further improved
our microservice architecture and development process in Sec-
tion VIII. Section IX discusses related work on modularization
and modernization towards microservice architectures. Finally,
the conclusions are drawn, which includes a summary, depicts
lessons learned, and gives an outlook for future work.

II. PROBLEM STATEMENT

The open source research project ExplorViz started in
2012 as part of a PhD thesis and is further developed and
maintained until today. ExplorViz enables a live monitoring and
visualization of large software landscapes [6], [7]. In particular,
the tool offers two types of visualizations – a landscape-
level and an application-level perspective. The first provides
an overview of a monitored software landscape consisting of
several servers, applications, and communication in-between.
The second perspective visualizes a single application within
the software landscape and reveals its underlying architecture,
e.g., the package hierarchy in Java, and shows classes and
related communication. The tool has the objective to aid the
process of system and program comprehension for developers
and operators. We successfully employed the software in
several collaboration projects [8], [9] and experiments [10],
[11]. The project is developed from the beginning on Github
with a small set of core developers and many collaborators
(more than 40 students) over the time. Several extensions have
been implemented since the first version, which enhanced the
tool’s feature set. Unfortunately, this led to an unstructured
architecture due to an unsuitable collaboration and integration
process. In combination with technical debt and issues of
our employed software framework and underlying architecture,
we had to perform a technical and process-oriented modu-
larization. Since 2012, several researchers, student assistants,
and a total of 31 student theses as well as multiple projects
contributed to ExplorViz. We initially chose the Java-based
Google Web Toolkit (GWT) [12], which seemed to be a
good fit in 2012, since Java is the most used language in
our lectures. GWT provides different wrappers for Hypertext
Markup Language (HTML) and compiles a set of Java classes
to JavaScript (JS) to enable the execution of applications in
web browsers. Employing GWT in our project resulted in a
monolithic application (hereinafter referred to as ExplorViz
Legacy), which introduced certain problems over the course
of time.

A. Extensibility & Integrability

ExplorViz Legacy’s concerns are divided in core logic
(core), predefined software visualizations, and extensions.
When ExplorViz Legacy was developed, students created new

Git branches to implement their given task, e.g., a new feature.
However, there was no extension mechanism that allowed
the integration of features without rupturing the core’s code
base. Therefore, most students created different, but necessary
features in varying classes for the same functionality. Further-
more, completely new technologies were utilized, which intro-
duced new, sometimes even unnecessary (due to the lack of
knowledge), dependencies. Eventually, most of the developed
features could not be easily integrated into the master branch
and thus remained isolated in their created feature branch.

B. Code Quality & Comprehensibility

After a short period of time, modern JS web frame-
works became increasingly mature. Therefore, we started to
use GWT’s JavaScript Native Interface (JSNI) to embed JS
functionality in client-related Java methods. For example, this
approach allowed us to introduce a more accessible JS-based
rendering engine. Unfortunately, JSNI was overused and the
result was a partitioning of the code base. Developers were
now starting to write Java source code, only to access JS,
HTML, and Cascading Style Sheets (CSS). This partitioning
reduced the accessibility for new developers. Furthermore, the
integration of modern JS libraries in order to improve the
user experience in the frontend was problematic. Additionally,
Google announced that JSNI would be removed with the
upcoming release of Version 3, which required the migration
of a majority of client-related code. Google also released a
new web development programming language, named DART,
which seemed to be the unofficial successor of GWT. Thus,
we identified a potential risk, if we would perform a version
update. Eventually, JSNI reduced our code quality. By code
quality, we understand the maintainability of the source code,
which includes the concepts of analyzability, changeability,
and understandability [13]. Our remaining Java classes further
suffered from ignoring some of the most common Java conven-
tions and resulting bugs. Students of our university know and
use supporting software for code quality, e.g., static analysis
tools such as Checkstyle [14] or PMD [15]. However, we
did not define a common code style supported by these tools
in ExplorViz Legacy. Therefore, a vast amount of extensions
required a lot of refactoring, especially when we planned to
integrate a feature into the core.

C. Software Configuration & Delivery

In ExplorViz Legacy, integrated features were deeply cou-
pled with the core and could not be easily taken out. Often,
users did not need all features, but only a certain subset of the
overall functionality. Therefore, we introduced new branches
with different configurations for several use cases, e.g., a live
demo. Afterwards, users could download resulting artifacts,
but the maintenance of related branches was cumbersome.
Summarized, the stated problems worsened the extensibility,
maintainability, and comprehension for developers of our
software. Therefore, we were in need of modularizing and
modernizing ExplorViz Legacy.

III. ExplorViz Legacy

In order to understand the modularization process, we
provide more detailed information about our old architecture
in the following. The overall architecture and the employed
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Figure 1: Architectural overview and software stack of the monolithic ExplorViz Legacy.

software stack of ExplorViz Legacy is shown in Figure 1.
We are instrumenting applications, regardless whether they
are native applications or deployed artifacts in an application
server like Apache Tomcat. The instrumentation is realized
by our monitoring component. The component employs in
the case of Java AspectJ, an aspect-oriented programming
extension for Java [16]. AspectJ allows us to intercept an
application by bytecode-weaving. Thereby, we can gather
necessary monitoring information for analysis and visualiza-
tion purposes. Subsequently, this information is transported
via Transmission Control Protocol (TCP) towards a server,
which hosts our GWT application. This part represents the two
major components of our architecture, namely analysis and
visualization. The analysis component receives the monitoring
information and reconstructs traces. These traces are stored in
the file system and describe a software landscape consisting
of monitored applications and communication in-between. Our
user-management employs the H2 database [17] to store related
data. The software landscape visualization is provided via
Hypertext Transfer Protocol (HTTP) and is accessible by
clients with a web browser. GWT is an open source framework,
which allows to develop JS front-end applications in Java. It
facilitates the usage of Java code for server (backend) and
client (frontend) logic in a single web project. Client-related
components are compiled to respective JS code. The com-
munication between frontend and backend is handled through
asynchronous remote procedure calls (ARPC) based on HTTP.
The usage of ARPC allows non-professional developers, in our
case computer science students, to easily extend our existing
open source research project. ARPC enables a simple exchange
of Java objects between client and server. In ExplorViz Legacy,
the advantages of GWT proved to be a drawback, because
every change affects the whole project due to its single
code base. New developed features were hard-wired into the
software system. Thus, a feature could not be maintained,
extended, or replaced by another component with reasonable
effort. This situation was a leading motivation for us to look
for an up-to-date framework replacement. We intended to take

advantage of this situation and modularize our software sys-
tem. The plan was to move from a monolithic to a distributed
(web) application divided into separately maintainable and
deployable backend and frontend components.

Our open source research project is publicly accessible
since the beginning on Github and is licensed under the Apache
License, Version 2.0. The development process facilitated the
maintainability and extensibility of our software by means of
so-called feature branches. Every code change, e.g., a new
feature or bugfix, had to be implemented in a separated feature
branch based on the master branch. This affected not only
the core developers (researchers), but also student assistants,
or students during a thesis or project. After performing a
validation on the viability and quality of the newly written
source code, the branch needed to be merged into the master
project and thus permanently into the project. This fact often
led to an intricate and time-consuming integration process,
since all developers worked on a single code base. For that
reason, we had to improve our development process to perform
a modularization and technical modernization.

The previously mentioned drawbacks in ExplorViz Legacy
were our initial trigger for a modularization and moderniza-
tion. Additionally, recent experience reports in literature were
published about successful applications of alternative technolo-
gies, e.g., Representational State Transfer (REST or RESTful)
Application Programming Interfaces (API) [18], [19]. In the
following, we describe our employed, iterative modularization
and reengineering approach CORAL, which guided us through
this process.

IV. THE MODULARIZATION AND REENGINEERING
APPROACH CORAL

Our Collaborative Reengineering and Modularization Ap-
proach (CORAL) addresses problems regarding the modern-
ization and modularization of open source research projects
in technical and organizational aspects. This collaborative,
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Figure 2: UML activity diagram illustrating our iterative modularization and reengineering approach CORAL.

tool-employing approach supports developers and operators
in modularizing and modernizing their software systems in
an iterative manner. Basically, the approach consists of five,
consecutive activities to support the modularization and reengi-
neering of existing software projects and involved systems.
Figure 2 gives an overview of the approach in form of an
UML activity diagram. The five activities (colored in gray)
are Manual Analysis, Tool-based Analysis, Recommendation,
Execution, and Evaluation. In the following, the activities are
briefly described.

A. Manual Analysis

An existing software project and involved systems, which
are in need of modularization and modernization, have to be
analyzed first (by the developers). Therefore, we need to take
a look at the underlying architecture, employed technologies,
and tools. This task includes a software architecture and mod-
ernization evaluation, in order to identify and reassess legacy
source code, frameworks and utilized libraries, and execution
environments. The software architecture evaluation task is
divided into four parts – (i) a software architecture review, (ii)
the application of the software architecture evaluation method
ATAM [20], (iii) the identification of technical debt, and (iv)
the examination of employed technologies and frameworks.
For guidelines and approaches for evaluating software architec-
tures, we refer to [21]–[23]. Additionally, the developers need
to contribute their knowledge of known technical debt, existing
documentation, and their current development process. For
assessing and evaluating software development processes, we
refer to [24], [25]. The results of this activity are summarized
in form of a result document.

B. Tool-based Analysis

Afterwards, the system is analyzed with tools, which aid
the modularization process by detecting (technical) flaws,
possible shortcomings, and optimization potential. In detail,
we focus on the aspect of understanding the software system.
We address this aspect by employing the software visualization
tool ExplorViz itself in order to aid the system and program
comprehension process. We employ ExplorViz to achieve a

better understanding of the software systems we want to
modularize and modernize within our approach. ExplorViz
was already successfully utilized for comprehension purposes
in several scientific [8], [9] and industrial collaborations. By
utilizing ExplorViz for the program comprehension process, we
take advantage of software visualizations instead of software
artifacts like source code or documentation. Thus, we can
enhance our previously obtained knowledge about the software
systems from discussions and interviews with the software
developers. Finally, we document our findings in form of a
result document.

C. Recommendation

In this activity, we take a look into the analysis result
documents of the Manual Analysis and Tool-based Analysis
activities, and design a recommendation plan in collaboration
with the developers. The recommendation plan is based on
the results and examines possible (target) architectures, tech-
nologies, and frameworks. Thereby, we also take the employed
development process into account. The purpose is to facilitate
synergy effects between the software system and the corre-
sponding development process. In the best case, we achieve a
collaborative development process, which supports the planned
modularization and modernization from the beginning.

D. Execution

After discussing the presented options leading towards a
recommendation plan in the last activity, we need to prepare
the execution of it. More precisely, we work out a proof-
of-concept implementation of the recommendation plan first.
Thus, we can verify the necessary technical adaptions in
general and are able to perform the reengineering and modu-
larization process afterwards on a solid basis.

E. Evaluation

Once we executed our recommendation plan, we need to
evaluate its impact on the software system. Therefore, we
focus on comparing the software quality based on metrics
provided by software quality tools on one hand and the
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software architecture through visual comparison on the other
hand. Typically, the results of the evaluation are not sufficient
after only one execution. Thus, it is likely, that the overall
approach needs to be conducted multiple times in order to
achieve an acceptable state.

V. FIRST ITERATION: MODULARIZATION PROCESS AND
ARCHITECTURE OF ExplorViz

Within ExplorViz Legacy, we applied the above mentioned
process, which guided us through our modularization process
from performing a first requirement analysis and defining goals
towards our actual state. Summarized, we performed multiple
iterations of the process until we reached an entire, maintain-
able, and especially extensible microservice architecture. In the
following, the first iteration of the process is described.

A. Requirement Analysis and Goals

We no longer perceived advantages of preferring GWT over
other web frameworks. During the modularization planning
phase, we started with a requirement analysis for our modern-
ized software system and identified technical and development
process related impediments in the project. We kept in mind
that our focus was to provide a collaborative development
process, which encourages developers to participate in our
research project [26]. Furthermore, developers, especially inex-
perienced ones, tend to have potential biases during the devel-
opment of software, e.g., they make decisions on their existing
knowledge instead of exploring unknown solutions [27].

As a result, we intended to provide plug-in mechanisms
for the extension of the backend and frontend with well-
defined interfaces. We intended to encourage developers to
try out new libraries and technologies, without rupturing
existing code. According to [28], the organization of a software
system implementation is not an adequate representation of a
system’s architecture. Thus, architectural changes towards the
implementation of a software system have to be documented
before or at least shortly after the realization. If this aspect is
not addressed, the architecture model has a least to be updated
based on the implementation in a timely manner. Thus, we
took this into account in order to enhance our development
process. Architectural decay in long-living software systems
is also an important aspect. Over time, architectural smells
manifest themselves into a system’s implementation, whether
they were introduced into the system from the beginning or
later during development [29]. For the modularization process
of our software system it was necessary to look for such smells
to eliminate them in the new system. In the end, we identified
the following goals for our modularization and modernization
process:

• The project needs to be stripped down to it’s core,
anything else is a form of extension.

• We need to focus on the main purpose of our project
– the visualization of software landscapes and ar-
chitectures. Thus, we need to look for a monitoring
alternative.

• The backend and frontend should be separately de-
ployable and technologically independent. The latter

goal allows us to replace them with little effort.
Additionally, they store their own data and use no
centralized storage or database.

• Scaffolds or dummy-projects are provided for the
development of extensions.

• We stick to the encapsulation principle and provide
well-defined interfaces.

• The overall development process needs to be en-
hanced, e.g, by using Continuous Integration (CI) and
quality assurance (QA), like code quality checks.

In general, there exist many drivers and barriers for mi-
croservice adoption [30]. Typical barriers and challenges are
the required additional governance of distributed, networked
systems and the decentralized persistence of data. After we
applied the two activities Manual Analysis and Tools-based
Analysis within our iterative CORAL approach, we agreed
within the Recommendation activity to build our recommenda-
tion plan upon an architecture based on microservices. This ar-
chitectural style offers the ability to divide monolithic applica-
tions into small, lightweight, and independent services, which
are also separately deployable [4], [31]–[33]. However, the
obtained benefits of a microservice architecture can bring along
some drawbacks, such as increased overall complexity and data
consistency issues [34]. Adopting the above mentioned goals
lead us finally to the microservice-based architecture shown
in Figure 3.

B. Extensibility & Integrability

In a first step, we modularized our GWT project into
two separated projects, i.e., backend and frontend, which
are now two self-contained microservices. Thus, they can
be developed technologically independent and deployed on
different server nodes. In detail, we employ distinct technology
stacks with independent data storage. This allows us to replace
the microservices, as long as we take our specified APIs
into account. We tried to evaluate how we can facilitate the
development for our main collaborators, i.e., our students.
Therefore, our selection of technologies was driven by the
students’ education at the Kiel University. The backend is
implemented as a Java-based web service based on Jersey [35],
which provides a RESTful API via HTTP for clients. We chose
Jersey, because of its JAX-RS compliance. In our opinion,
Jersey is a mature framework and due to its HTTP roots it
is easy to understand for developers, especially collaborators
such as students. Jersey implements the Servlet 3.0 specifi-
cation, which offers javax.servlet.annotations to define servlet
declarations and mappings. We assume that the usage of the
Servlet 3.0 specification eases the development process in the
backend, especially for students. Furthermore, we replaced
our custom-made monitoring component by the monitoring
framework Kieker [36]. This framework provides an extensible
approach for monitoring and analyzing the runtime behavior
of distributed software systems. Monitored information is sent
via TCP to our backend, which employs the filesystem and H2
database for storage. Kieker employs a similar monitoring data
structure, which fits our replacement requirements perfectly.
The frontend uses the JS framework Ember.js, which enables
us to offer visualizations of software landscapes to clients with
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a web browser [37]. Ember.js was chosen, since its core idea of
using addons to modularize the application, i.e., the frontend
of ExplorViz is a good practice in general. Furthermore, the
software ecosystem of Ember.js with community-driven addons
is tremendous and their developer team frequently updates
the framework with new features. Since Ember.js is based
on the model-view-viewmodel architectural pattern, develop-
ers do not need to manually access the Document Object
Model and thus need to write less source code. Ember.js uses
Node.js as execution environment and emphasizes the use of
components in web sites, i.e., self-contained, reusable, and
exchangeable user interface fragments [38]. We build upon
these components to encapsulate distinct visualization modes,
especially for extensions. Communication, like a request of a
software landscape from the backend, is abstracted by so-called
Ember.js adapters. These adapters make it easy to request or
send data by using the convention-over-configuration pattern.
The introduced microservices, namely backend and frontend,
represent the core of ExplorViz. As for future extensions,
we implemented well-defined extension interfaces for both
microservices, that allow their integration into the core.

C. Code Quality & Comprehensibility

New project developers, e.g., students, do not have to
understand the complete project from the beginning. They
can now extend the core by implementing new mechanics
on the basis of a plug-in extension. Extensions can access
the core functionality only by a well-defined read-only API,
which is implemented by the backend, respectively frontend.
This high level of encapsulation and modularization allows us
to improve the project, while not breaking extension support.
Additionally, we do no longer have a conglomeration between
backend and frontend source code, especially the mix of Java
and JS, in single components. This eased the development
process and thus reduced the number of bugs, which previously
occurred in ExplorViz Legacy. Another simplification was the
use of json:api [39] as data exchange format specification be-
tween backend and frontend, which introduced a well-defined
JavaScript Object Notation (JSON) format with attributes and
relations for data objects. This minimizes the amount of data
and round trips needed when making API calls. Due to its
well-defined structure and relationship handling, developers
are greatly supported when exchanging data.

D. Software Configuration & Delivery

One of our goals was the ability to easily replace the
microservices. We fulfill this task by employing frameworks,
which are exchangeable with respect to their language do-
main, i.e., Java and JS. We anticipate that substituting these
frameworks could be done with reasonable effort, if neces-
sary. Furthermore, we offer pre-configured artifacts of our
software for several use cases by employing Docker images.
Thus, we are able to provide containers for the backend
and frontend or special purposes, e.g., a fully functional live
demo. Additionally, we implemented the capability to plug-in
developed extensions in the backend, by providing a package-
scanning mechanism. The mechanism scans a specific folder
for compiled extensions and integrates them at runtime.

VI. PROOF-OF-CONCEPT IMPLEMENTATION

In order to execute and afterwards evaluate the recom-
mendation plan we designed before, we realized a proof-of-
concept implementation and split our project as planned into
two separate projects – a backend project based on Jersey,
and a frontend project employing the JS framework Ember.js.
Both frameworks have a large and active community and
offer sufficient documentation, which is important for new
developers. As shown in Figure 3, we strive for an easily
maintainable, extensible, and plug-in-oriented microservice
architecture. Since the end the first iteration of our modulariza-
tion and modernization process in early 2018, we were able to
successfully develop several extensions both for the backend
and the frontend. Four of them are described in the following.

A. Application Discovery

Although we employ the monitoring framework Kieker,
it lacks a user-friendly, automated setup configuration due to
its framework characteristics. Thus, users of ExplorViz experi-
enced problems with instrumenting their applications for mon-
itoring. In [40], we reported on our application discovery and
monitoring management system to circumvent this drawback.
The key concept is to utilize a software agent that simplifies
the discovery of running applications within operating systems.
An example visualization of the extension’s user-interface
is shown in Figure 4. The figure shows three discovered
applications on a monitored server. Furthermore, this extension
properly configures and manages the monitoring framework
Kieker. More precisely, the extension is divided in a frontend
extension, providing a configuration interface for the user, and
a backend extension, which applies this configuration to the
respective software agent lying on a software system. Then,
the software agent is able to apply the chosen configuration
towards Kieker for the application monitoring.

Finally, we were able to conduct a first pilot study to
evaluate the usability of our approach with respect to an easy-
to-use application monitoring. The improvement regarding the
usability of the monitoring procedure of this extension was a
great success. Thus, we recommend this extension for every
user of ExplorViz.

B. Virtual Reality Support

An established way to understand the complexity of a
software system is to employ visualizations of software land-
scapes. However, with the help of visualization alone, ex-
ploring an unknown software system is still a potentially
challenging and time-consuming task. In the past years, Virtual
Reality (VR) techniques emerged at the consumer market.
Starting with the Oculus Rift DK1 head-mounted display
(HMD), which was available at the end of 2013, the VR
devices constituted a major step towards the consumer market.
Based on this development, modern VR approaches became
affordable and available for various research purposes. A
similar development can be observed in the field of gesture-
based interfaces, when Microsoft released their Kinect sensor
in 2010 [41]. A combination of both techniques offers new
visualization and interaction capabilities for newly created
software, but can also improve reverse engineering tasks of
existing software by means of immersive user experience.
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Figure 3: Architectural overview and software stack of the modularized ExplorViz (after the first iteration).

Figure 4: Screenshot of the application discovery extension of ExplorViz.

Based on an in-depth 3D visualization and a more natural
interaction, compared to a traditional 2D screen and input de-
vices like mouse and keyboard, the user gets a more immersive
experience, which benefits the comprehension process [42].
VR can offer an advantage in comparison to existing devel-
oper environments to enable new creative opportunities and
potentially result in higher productivity, lower learning curves,
and increased user satisfaction [43]. For this extension, five
students followed a new approach using VR for exploring

software landscapes collaboratively based on our previous
work [44]. They employed severals HMDs (HTC Vive, HTC
Vive Pro, and Oculus Rift) to allow a collaborative exploration
and comprehension of software in VR. A screenshot of the
VR extension featuring the application-perspective and visu-
alized VR controllers is shown in Figure 5. The collaborative
VR approach builds upon our microservice architecture and
employs WebSocket connections to exchange data to achieve
modular extensibility and high performance for this real-time
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Figure 5: Screenshot of the VR extension of ExplorViz showing
the application perspective and visualized VR controllers.

multi-user environment. As a proof of concept, they conducted
a first usability evaluation with 22 subjects. The results of
this evaluation revealed a good usability and thus constituted
a valuable extension to ExplorViz. Recently, we performed a
second evaluation focusing on the applicability of the approach
for system and program comprehension tasks in teams. With
24 subjects, grouped into physically separated teams of two
persons, they solved comprehension tasks collaboratively. First
results indicated an efficient usage of the approach, which
could offer an alternative to traditional 2D displays and in-
teraction devices.

C. Architecture Conformance Checking

Software landscapes evolve over the time, and conse-
quently, architecture erosion occurs. This erosion causes high
maintenance and operation costs, thus performing architecture
conformance checking (ACC) is an important task. ACC
allows faster functionality changes and eases the adaptation
to new challenges or requirements. Additionally, software
architects can use ACC to verify a developed version against a
previous modeled version. This can be used to check whether
the current architecture complies with the specified architec-
ture and allows to reveal constraint violations. An example
architecture conformance visualization of a monitored software
landscape against a modeled one is shown in Figure 6. The
visualization illustrates missing or modified (colored in red),
and additional (colored in blue) nodes and applications and
related communication in-between for a software landscape.
In this extension, a student developed an approach to perform
ACC between a modeled software landscape consisting of ap-
plications using an editor and a monitored software landscape.
This allows us to perform a visual comparison between both
versions on an architectural level. In order to evaluate the
extension, the student conducted a usability study with five
participants, applying the model editor for a desired software
landscape and performing ACC of a modeled software land-

scape against a monitored one. The results indicated a good
user experience of the approach, although the usability of the
editor could be improved.

D. Visualizing Architecture Comparison

Identifying architectural changes between two visualiza-
tions of a complex software application is a challenging task,
which can be supported by appropriate tooling. Although
ExplorViz visualizes the behavior and thus the runtime archi-
tecture of a software system, it is not possible to compare
two versions. In this extension one student developed an
approach to perform a visual software architecture comparison
of two monitored applications, e.g., indicating removed or
changed components or classes. This facilitates a developer
to see at a glance which parts of the architecture have been
added, deleted, modified, or remained unchanged between the
two versions. Finally, an evaluation based on a qualitative
usability study with an industrial partner was conducted. Five
professional software engineers participated in the study and
solved comparison tasks based on two different versions of
their own developed software. The evaluation showed that the
extension is applicable for solving architecture comprehension
tasks with different versions within ExplorViz.

VII. SECOND ITERATION: RESTRUCTURED
ARCHITECTURE AND NEW PROCESS

As the evaluations at the end of the first iteration revealed
some drawbacks, we decided to perform a second iteration
of our modularization and modernization approach. After
evaluating the first iteration we identified, among others, four
major drawbacks, which are presented in the following.

• Extensibility & Integrability: Higher services had to
perform several HTTP requests to obtain necessary
information from variety of services.

• Code Quality & Comprehensibility: The coding qual-
ity was on a low level due to the lack of employed
QA tools and rules.

• Software Configuration & Delivery: We needed to
provide compiled Java files of all available backend
extensions.

• Software Architecture Erosion & Accessibility: The
configuration of the monitoring was still too difficult.

Our modularization approach started by dividing the old
monolith into separated frontend and backend projects [26].
Since then, we further decomposed our backend into several
microservices to address the problems stated in Section II. The
resulting, restructured architecture is illustrated in Figure 7
and the new collaborative development process is described
below. As reported in Section VI, the new architecture already
improved the collaboration with new developers who realized
new features as modular extensions.

A. Extensibility & Integrability

Frontend extensions are based on Ember.js’s addon mecha-
nism. This approach works quite well for us as shown in Sec-
tion VI. The backend, however, used the package scanning
feature of Jersey to include extensions. The result of this
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Figure 6: Screenshot of the architecture conformance checking extension of ExplorViz.

procedure was again an unhandy configuration of a monolithic
application with high coupling of its modules. Therefore, we
once again restructured the approach for our backend plug-in
extensions. The extensions are now decoupled and represent
separated microservices. As a result, each extension is respon-
sible for its own data persistence and error handling. Due to
the decomposition of the backend, we are left with multiple
Uniform Resource Identifiers (URI). Furthermore, new exten-
sions will introduce additional endpoints, therefore more URIs
again. To simplify the data exchange handling based on those
endpoints, we employ a common approach for microservice-
based backends. The frontend communicates with an API
gateway instead of several single servers, thus only a single
base Uniform Resource Locator (URL) with well-defined,
multiple URIs. This gateway, a NGINX reverse proxy [45],
passes requests based on their URI to the respective proxied
microservices, e.g., the landscape-service. Furthermore, the
gateway acts as a single interface for extensions and offers
additional features like caching and load balancing. Extension
developers, who require a backend component, extend the
gateway’s configuration file, such that their frontend extension
can access their complement. Some extensions must read data
from different services. In the past, we used HTTP requests
to periodically obtain this data. Each request was processed
by the providing service, therefore introducing unnecessary
load. The inter-service communication is now realized with the
help of Apache Kafka [46]. Kafka is a distributed streaming
platform with fault-tolerance for loosely coupled systems. We
use Kafka for events that might be interesting for upcoming
microservices. For example, the landscape-service consumes
traces from the respective Kafka topic and produces a new
landscape every tenth second for another topic. Microservices
can consume the topic, obtain, and process the data in their
custom way. As a result, the producing service does not have to
process unnecessary HTTP requests, but simply fires its data
and forgets it. Simple Create Read Update Delete (CRUD)
operations on resources, e.g., users and their management,
are provided by means of RESTful APIs by the respective
microservices. The decomposition into several independent mi-
croservices and the new inter-service communication approach
both facilitate low coupling in our system.

B. Code Quality & Comprehensibility

The improvements for code quality and accessibility, which
were introduced in the first iteration of our modularization
approach, showed a perceptible impact on contributor’s work.
For example, recurring students approved the easier access
to ExplorViz and especially the obligatory exchange format
json:api. However, we still lacked a common code style in
terms of conventions and best practices. To achieve this and
therefore facilitate maintainability, we defined compulsory rule
sets for the quality assurance tools Checkstyle and PMD.
In addition with SpotBugs [47], we impose their usage on
contributors for Java code. For JS, we employ ESLint [48], i.e.,
a static analysis linter, with an Ember.js community-driven rule
set. The latter contains best practices for Ember.js applications
and rules to prevent programming flaws. In the future, we are
going to enhance this rule set with our custom guidelines.
Another aspect are CI tools. CI systems and tools are used
to automate the compilation, building, and testing of software
(systems). Software projects that employ CI, release twice as
often, accept pull requests faster, and have developers who are
less worried about breaking the build, compared to projects
that do not use CI [49]. Therefore, employing CI tools is
a good method to improve our development process even
more. Consequently, we integrated the previously mentioned
tools into our continuous integration pipeline configured in
TravisCI [50]. More precisely, we employ TravisCI for Ex-
plorViz’s core and any extension to build, test, and examine the
code. Integrating the quality assurance tools allows us to define
thresholds within the pipeline. If a threshold regarding quality
assurance problems is exceeded, the respective TravisCI build
will fail and the contributor is notified by mail. A similar build
is started for each pull request that we receive on Github for
the now protected master branch. Therefore, contributors are
forced to create a new branch or fork ExplorViz to implement
their enhancement or bug fix and eventually submit a pull
request.

C. Software Configuration & Delivery

One major problem of ExplorViz Legacy was the necessary
provision of software configurations for different use cases.
The first iteration of modularization did not entirely solve
this problem. The backend introduced a first approach for an
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Figure 7: Architectural overview and software stack of ExplorViz (after the second iteration).

integration of extensions, but their delivery was cumbersome.
Due to the tight coupling at source code level we had to
provide the compiled Java files of all extensions for download.
Users had to copy these files to a specific folder in their
already deployed ExplorViz backend. Therefore, configuration
alterations were troublesome. With the architecture depicted
in Figure 7 we can now provide a jar file for each service
with an embedded web server. This modern approach for
Java web applications facilitates the delivery and configuration
of ExplorViz’s backend components. In the future, we are
going to ship ready-to-use Docker images for each part of our
software. The build of these images will be integrated into our
CI pipeline. Users are then able to employ docker-compose
files to achieve their custom ExplorViz configuration or use a
provided docker-compose file that fits their needs. As a result,
we can provide an alternative, easy to use, and exchangeable
configuration approach that essentially only requires a single
command line instruction. The frontend requires another ap-
proach, since (to the best of our knowledge) it is not possible
to install an Ember.js addon inside of a deployed Ember.js
application. We are currently developing a build service for
users that ships ready-to-use, pre-built configurations of our
frontend. Users can then download and deploy these pre-
built packages. Alternatively, these configurations will also be
usable as Docker containers.

D. Software Architecture Erosion & Accessibility

One of our initial problems was the partitioning of our code
base and the resulting software architecture erosion. We think

that both employed frameworks, Ember.js and Jersey, matter
when it comes to this problem. Ember.js is well documented
and there are many examples on how to solve a problem with
the framework. Due to its JS nature, we can easily introduce
and use modern features in web development. Furthermore,
Ember.js introduces recognizable and reusable structures which
facilitate the development. For the Jersey backend, we again
provide a sample project that contributors can use for a start.
The project is runnable and shows how to use Kafka and the
HTTP client for different needs. ExplorViz uses the monitoring
framework Kieker to obtain monitoring data. These so called
Records are then processed by the analysis component of
our software. The setup of Kieker is extensive, but also
quite complex for untrained users. Since we are dealing with
many students, we were in need of a solution to circumvent
this drawback. We developed an external component with a
frontend and backend extension that simplifies the monitoring
setup for users. The so called discovery agent searches for
running Java processes in the encompassing operating system
and sends its data to the related discovery backend extension.
The frontend discovery extension visualizes the gathered data
and provides Graphical User Interface (GUI) forms for users
to start and stop the monitoring of found processes. Ultimately,
the resulting discovery mode was successful in internal tests
and we integrated it as a core feature.
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VIII. THIRD ITERATION: ACHIEVING AN ENTIRE
MICROSERVICE ARCHITECTURE

The second iteration of our modernization process intro-
duced multiple microservices for different backend logic. For
example, each backend extension was build as a separate
source code project and deployed as Java jar file. This in-
troduced advantages, among others, for the configuration of
ExplorViz as described in Section VII. Since then, we further
refined our microservice decomposition. The current architec-
ture, after performing a third iteration of our modularization
approach, is illustrated in Figure 8. Additionally, we revised the
ubiquitous problems revealed within the evaluation, as we did
in the previous iterations. Thus, we identified, among others,
three major drawbacks, which are presented in the following.

• Extensibility & Integrability: Implementing extensions
against specific backend or frontend versions was
difficult.

• Code Quality & Comprehensibility: Collaborators like
students, did not have enough documentation to effi-
ciently contribute to our project.

• Software Configuration & Delivery: The testing and
release management was still cumbersome due to a
vast number of artifacts.

A. Extensibility & Integrability

Both previous iterations shared the problem that collab-
orators had to implement their feature or extension against
the latest version of ExplorViz. To circumvent this drawback,
we now push the backend build artifacts of the TravisCI
build pipeline as snapshots to Sonatype [51], i.e., an online
maven repository for unsigned artifacts. Furthermore, we use
Github releases to version ExplorViz. These releases follow a
documented release management process. As a result, release
descriptions and names share a common theme. In general,
Github releases use Git tags to reference the specific Git
commit that represents the release. We use these resulting Git
tags for versioning. The tags are picked up by our CI pipeline
and are used to name the Sonatype snapshots. As a result,
contributors can now select specific (intermediate) versions to
implement against.

After employing the second iteration of our modernization
for some time with different configurations, we observed per-
formance issues regarding the landscape-service. This service
continuously built our hierarchical landscape model, provided
the latest snapshot of the model via a HTTP API, and
returned previous snapshots upon incoming HTTP requests.
We identified that we could decompose these functionalities
into separated microservices to distribute the load on one
hand and gain a better performance on the other hand. The
decoupling of the landscape-service can be seen in Figure 8.
Frontend extensions now register at the broadcast-service to
receive server-sent events (SSE), which contain the latest
landscape model snapshot. Furthermore, specific snapshots
can be requested at the history-service. This microservice is
responsible for storing landscape model snapshots.

B. Code Quality & Comprehensibility

Introducing static analysis tools to our CI pipeline showed
improvements of ExplorViz’s code style. The automatic CI
build for Github pull requests highlights flaws and allows us
to impose refactoring before merging the code. This is also
used for collaborators’ extensions. Now, the remaining part to
improve the overall code quality was testing the source code
and the integration of components. We observed that collabo-
rators had less problems with testing frontend extensions than
with testing the related backend project. We think that is due
to the Ember.js documentation and the huge number of already
existing open source projects, which already show how one can
comprehensively test Ember.js projects. Therefore, we wrote
sample unit, integration, and API tests for our microservices,
which students can use as foundation to test their own written
code. By choosing these three categories of tests, we now
cover testing at source code and API level. All these tests are
automatically executed as part of our CI pipeline. Furthermore,
when a tests requires other running services, e.g., the reverse
proxy, these services are (if necessary) build and executed by
means of a Docker container.

To ease the development for collaborators, we wrote sup-
plemental guides on best practices, design ideas, and specifica-
tions. These can be found in our public Github documentation
wiki [52]. Furthermore, our CI pipeline now automatically
builds the latest API documentation (JavaDoc for the backend
and YUIDoc for the frontend). The resulting websites are
deployed by means of Github pages, i.e., public websites based
on the content of Git repositories. We additionally employ
Swagger [53], an interactive API development editor and UI,
to document our HTTP APIs. The tool is automatically started
when a microservice is started in development mode.

C. Software Configuration & Delivery

ExplorViz enables users and developers to use extensions
on demand by providing the build artifacts for every (release)
version. We now facilitate ExplorViz’ configuration with the
help of Docker images. After pushing the build artifacts to
Sonatype in the CI pipeline, we subsequently build a Docker
image for each service and push it to Docker Hub. Therefore,
users and collaborators can use the publicly hosted Docker
images to easily create their custom deployment environment
with Docker.

We build upon this process and now provide ready-to-
use docker-compose files for release versions of ExplorViz.
These configurations allow users to start the core features
of ExplorViz with only a single command. This approach is
also used in the development phase. Since ExplorViz requires
auxiliary software, i.e., database management systems, Apache
Kafka, and the reverse proxy NGINX, we now provide a
docker-compose file to start the mandatory, already configured
software stack for development. As a result, collaborators do
not need to read different instructions on how to start specific
software, but only need to start a set of Docker containers with
the help of the docker-compose file.

Figure 8 shows that we replaced our employed reverse
proxy NGINX with Traefik [54]. The reverse proxy NGINX
uses a static configuration file to define its routing. As a result,
ExplorViz users needed to update this configuration or use a
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Figure 8: Current architectural overview and software stack of ExplorViz (after the third iteration).

provided version to enable an installed or developed extension.
This was quite cumbersome and potentially deterred users to
try out extensions. With Traefik we can now use labels, i.e.,
metadata for Docker objects, to define the routing at docker-
compose level. Therefore, the routing of the reverse proxy can
be easily extended or changed.

IX. RELATED WORK

In the area of software engineering, there are many papers
that perform a software modernization in other contexts. Thus,
we restrict our related work to approaches, which focus on the
modernization of monolithic applications towards a microser-
vice architecture. Compared to frequently performed software
modernizations, we did not reconstruct the underlying software
architecture, since it was not our goal to keep the obsolete
monolithic architecture provided by GWT. Furthermore, we did
not need to apply multiple refactoring iterations to modernize
our software system. Instead, we successfully performed three
iterations of our modularization and modernization process
CORAL in order to continuously improve our software archi-
tecture and collaborative development process.

Villamizar et al. [55] evaluate monolithic and microservice
architectures regarding the development and cloud deployment
of enterprise applications. Their approach addresses similar
elements to our modernization process. They employed mod-
ern technologies for separating microservices, e.g., Java in
the backend and JS in the frontend, like we did. Contrary to
their results, we did not face any of the mentioned problems
during the migration, like failures or timeouts. In [56] an
approach regarding the challenges of the modernization of
legacy J2EE applications was presented. They employ static
code analysis to reconstruct architectural diagrams, which then
can be used as a starting point during a modernization process.
In contrast to our approach there was no need to reconstruct the
software architecture, because we wanted to modernize it from
the beginning due to previously mentioned drawbacks. Thus,
we split our application based on our knowledge into several
microservices and developed a communication concept based
on a message broker. Carrasco et. al [34] present a survey

of architectural smells during the modernization towards a mi-
croservice architecture. They identified nine common pitfalls in
terms of bad smells and provided potential solutions for them.
ExplorViz Legacy was also covered by this survey and cate-
gorized by the “Single DevOps toolchain” pitfall. This pitfall
concerns the usage of a single toolchain for all microservices.
Fortunately, we addressed this pitfall since their observation
during their survey by employing independent toolchains by
means of pipelines within our continuous integration system
for the backend and frontend microservices.

Knoche and Hasselbring [31] present a migration pro-
cess to decompose an existing software system into several
microservices. Additionally, they report from their gained
experiences towards applying their presented approach in a
legacy modernization project. Although their modernization
drivers and goals are similar to our procedure, their approach
features a more abstract point of view on the modernization
process. Furthermore, they focus on programming language
modernization and transaction systems. In [4], the authors
present an industrial case study concerning the evolution of
a long-living software system, namely a large e-commerce
application. The addressed monolithic legacy software system
was replaced by a microservice-based system. Compared to
our approach, this system was completely rebuilt without
retaining code from the (commercial) legacy software system.
Our focus is to facilitate the collaborative development of
open source software and also addresses the development
process. We successfully developed our pipeline towards CI
for all microservices mentioned in Section VII to minimize
the release cycles and offer development snapshots.

A different approach to perform a modernization of a
monolithic application is presented in [57]. They employed
a Domain-Driven Design (DDD) based approach to decom-
position their software system into services. Afterwards, they
integrated the services with an Enterprise Bus and orchestrated
the services on the basis of Docker Compose and Swarm. In
contrast to their approach, we did not perform a decomposition
of our monolithic application based on DDD. Instead, we
performed a decomposition based on backend and frontend
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logic within our first iteration and refined it later. Additionally,
we employ Docker images for the deployment of ExplorViz
and do not use Docker swarm. Chen et. al [58] present a top-
down based dataflow-driven approach as an alternative decom-
position method. More precisely, they developed a dataflow-
driven decomposition algorithm, which operates on the basis
of a constructed dataflow diagram modeling the business logic
of the software system. In the next step, the dataflow diagram
is compacted based on similar operations with the same type of
output data. Finally, microservice candidates are identified and
extracted. In comparison, our approach does not facilitate the
usage of an algorithm which aids the decomposition process
and identifies microservice candidates. In detail, we propose a
collaborative-oriented, iterative process, which contains multi-
ple steps and also addresses the involved development process.

X. CONCLUSION

In the following, we conclude our paper and present a
summary, depict lessons learned, and give an outlook for future
work.

A. Summary

In this paper, we reported on our modularization and
modernization process of the open source research software
ExplorViz, moving from a monolithic architecture towards a
microservice architecture with the primary goal to ease the
collaborative development, especially with students. We de-
scribed technical and development process related drawbacks
of our initial project state until 2016 in ExplorViz Legacy
and illustrated our modularization process and architecture.
The process included not only a decomposition of our web-
based application into several components, but also a technical
modernization of applied frameworks and libraries. Driven by
the goal to easily extend our project in the future and facilitate
a contribution by inexperienced collaborators, we offer a plug-
in extension mechanism for our core project, both for backend
and frontend. On the basis of ExplorViz Legacy, we employed
our iterative, collaborative modularization and reengineering
process CORAL as a guidance through our modularization and
performed three successful iterations to ExplorViz Legacy until
we reached a sufficient state.

After our first iteration, we realized our modularization
process and architecture in terms of a proof-of-concept im-
plementation and evaluated it afterwards by the development
of several extensions of ExplorViz. Each of these extensions
was developed by students and evaluated afterwards, in each
case by at least a usability study. The results showed an overall
good usability of each extension. In the case of our developed
application discovery extension, we integrated it into our core
project based on the high-quality of the extension in addition
to the good usability and time saving aspect when instru-
menting applications with Kieker. As the results of the the
modularization process were not sufficient yet, we performed
a second iteration featuring a first microservice architecture.
More precisely, the iteration led to several independent de-
ployable services bundled with inter-service communication
handled via the message broker Kafka and requests from the
frontend towards the backend are passed through our reverse-
proxy in form of NGINX. Furthermore, we enhanced our
development and build process towards a more collaborative

manner. Unfortunately, we were not satisfied with the results
of the second iteration, because some services were still very
large and poorly maintainable. Thus, we needed to perform
a further decoupling of them. Additionally, we recognized
that our release management and CI processes, as well as
our documentation, still needed to be improved. Consequently,
with these drawbacks in mind, we performed a third iteration,
after which we achieved a fully decoupled microservice archi-
tecture, consisting of a set of self-contained systems and well-
defined interfaces in-between. The inter-service communica-
tion is still handled through Kafka. Additionally, we replaced
our reverse-proxy with Traefik for handling requests from the
frontend towards the backend. For the release management and
documentation, we further optimized our CI pipeline regarding
Docker images and supplemental (API) documentation for
both developers and users.

B. Lessons Learned

The lessons learned while applying our CORAL approach
to ExplorViz within three successfully performed iterations are
summarized in the following. Performing software develop-
ment for research is a challenging task, especially when a
large number of inexperienced students is involved. In our
experience, providing an extensible software architecture is a
crucial task for open source (research) projects. Furthermore,
extension points, i.e., interfaces, should be well-documented to
ease the development of extensions. Additionally, the overall
software development process should base on accessible docu-
mentation for all stages during the development for all collabo-
rators. This includes documentation of the employed software
architecture and the extension mechanisms, but should also
cover best practices, hints, or lessons learned.

Regarding software quality, especially with respect to
maintainability, we recommend the usage of software quality
tools. Static analysis tools such as Checkstyle or PMD in
combination with configured common code styles support
developers directly while they code. This way, common pro-
gramming flaws can be avoided in the committed source code
and thus result in less bugs and required bug fixes. Also,
we suggest the setup and usage of CI pipelines that allow
a project to automate their testing, code quality checking, and
software building. Thereby, the complete build cycle can be
tested periodically. If the building is triggered by commits,
developers also get an early feedback if something went wrong.

Providing Docker images of ExplorViz provides great
value. Developers and users are able to use pre-configured
images of our software for specific use cases, which may
be based on different versions. This approach also eases the
release management process and facilitates developers to test
and adapt their extension to upcoming versions.

C. Future Work

In the future, we are planning to evaluate our finalized
project, especially in terms of developer collaboration. Ad-
ditionally, we plan to move from our CI pipeline towards a
continuous delivery (CD) environment. Thus, we expect to
further decrease the interval between two releases and allow
users to try out new versions, even development snapshots,
as soon as possible. Furthermore, we plan to use architecture
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recovery tools like [59] for refactoring or documentation pur-
poses in upcoming versions of ExplorViz. Recently, we applied
ExplorViz within case study, where we successfully performed
a microservice decomposition with static and dynamic analysis
of a monolithic application [60]. As a result, we plan to
investigate, if we could enhance our CORAL approach with
the applied decomposition process for future projects.
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Abstract—Language can be described as a set of 

encoding/decoding rules whereby a receiver is prompted to 

locally reconstruct a relevant part of a sender’s representation, 

intended as an update of the receiver’s representation. In this 

paper, a representational framework is proposed for such 

description, based on (a) the cognitive feature of spontaneous 

categorization, which leads to a formal description of data 

referencing as a disambiguation process, (b) the identification 

of a number of irreducible structures underlying perceptual 

categories, consistent with the notion of semantic primitives. 

The general algebra describing data referencing could be seen 

as a universal syntax from which conventional languages can 

be derived and, conversely, into which conventional languages 

can be parsed. On the other hand, the semantic structures 

identified will be formalized into a denotational algebra 

reminiscent of, but not identical to, the topology of open sets. 

Both formalisms will be shown to converge into a 

representational framework having the two-way capability to 

generate language and encode meaning. The framework thus 

proposed reflects a qualitative approach to language, and 

therefore radically differs from Shannon’s quantitative 

approach to communication. As a demonstration of its 

potential, the last sections will sketch two practical 

applications, i.e., (i) a representational interpretation of 

databases, and (ii) a tool to enhance deafblind people’s 

cognitive world.  

Keywords-data representation; categories; natural language; 

syntax; semantic structures; data referencing; databases; 

deafblind people 

I. INTRODUCTION 

A list of previous attempts to decode and/or generate 
human language would be huge. However, aside from their 
generally remarkable intellectual merit, none of those 
attempts seems to have fully succeeded to date [6][23]. 
Furthermore, a focus on the structural aspects of syntax 
tends to overlook the nature of language as an information 
tool, and more specifically as a conveyor of meaning [30]. 
Besides, there seems to be a remarkable polysemy between 
information as static data content (for example, [44] along 
the lines of concept theory) and Shannon's dynamic 
interpretation, based on the transmission and acquisition of 
data streams. 

Shannon’s classical paper [41] explicitly disregards 
meaning as irrelevant to a quantitative approach to 
communication. Shannon’s information theory is about 
symbol strings, and views communication merely as a 

quantifiable streaming of symbols, i.e., a succession of 
elementary information events. It does not, however, 
explicitly formalize the notion of information event, which 
should arguably be considered a first essential step to 
comprehend the nature of language as a communication 
tool. In this paper, a general definition of an information 
event will be proposed, and shown to lead to a 
comprehensive description of language, both in terms of 
syntax and semantics. That description will be derived from 
a representational approach to data structures based on (a) 
the cognitive feature of spontaneous categorization, 
implicitly used by conventional languages’ users, and (b) 
the identification of structures underlying perceptual 
categories, which can be formally described and 
generalized, thereby opening the way to an objective theory 
of semantics.  

Section II will discuss Shannon’s quantitative approach 
from the standpoint  of meaning, and propose a 
representational definition of an information event. In 
Section III, the concept of data aggregate will be introduced, 
and endowed with a simple structure based on the logical 

connectives , .A string syntax derived from the resulting 
expressions will be shown to be consistent with 
conventional languages. In Section IV, the scope of the 
connectives will be enlarged to derive more general 
structures. Based on such structures, the two key 
components of an information event will be formally 
described in Section V. As a practical application, a parser 
will be sketched in Section VI, followed in Section VII by a 
formal description of the spontaneous categorization feature. 
Sections VIII and IX will deal with the relations between 
representations and meaning, based on the spatial adjacency 
relation. The identification of denotational structures 
underlying perceptual categories will be the subject of 
Sections X and XI, illustrated in Section XII with three 
elementary semantic structures. Section XIII will propose an 
interpretation of databases as category clusters. Finally, 
Section XIV will assess the potential of the proposed 
framework to facilitate the communication and/or enhance 
the cognitive universe of deafblind users. 

II. INFORMATION EVENTS 

Parrots can speak, but cannot really talk. This difference 
is arguably the key to what we understand as language. 
Parrots are able to send and receive information as a 
sequence of vowels and consonants, which is strictly 
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sufficient to reconstruct a message, but hardly the 
information a human would expect from an act of 
communication. Therefore, a key question is: what do we 
precisely mean when we say ‘information‘?  

Surprisingly, there seems to be no generally agreed 
definition of information [31]. In 1948, Shannon’s classic 
paper addressed information as the “signature” of 
communication, but Shannon was an engineer and his basic 
concern was to ensure that two parties located at either end 
of a telephone line could convey their messages with an 
acceptable degree of noise. Even if one of the parties was a 
parrot.  

At the beginning of his paper, Shannon stated: 
“Frequently the messages have meaning; that is, they refer 
to or are correlated according to some system with certain 
physical or conceptual entities. These semantic aspects of 
communication are irrelevant to the engineering problem 
[i.e., reproducing at one point more or less accurately a 
message selected at another point]” [41]. To Shannon, 
information reaches its destination when the message 
unequivocally does. The messenger’s mission is to deliver 
messages, not understand them. However, if my parrot and I 
are in the living room and in the kitchen somebody shouts 
“Fire!”, it can hardly be argued that both the parrot and I 
have received the same information. Therefore, the key 
issue to be addressed in human communication is: how do 
we convey meaning? 

A formal definition of the communication process 
should be a key starting point to answer that question. A 
communication event could be described as a process 
whereby a sender encodes a number of instructions intended 
to replicate some part of its data repository. Communication 
could be said to succeed when the replication succeeds and 
results in an enlargement of the receiver's data repository. 

We may think of a communication process as an 
assembling process: first, we point to some location in a 
data aggregate, then we assign some new item to that 
location. The item to be assembled is the information item 
the sender wants to convey, based on the conjecture that the 
item is missing in the receiver’s repository. Such 
assembling operation can be formally expressed as a 
definition of an information event. For a communication 
event to take place, a sender and a receiver should 
previously agree on some set of —possibly implicit— 
conventions in order to (a) identify a location in their 
respective data repositories; (b) identify the data item to be 
incorporated. Thus, a communication event could be 
described as 

 
#  →  # α b (1) 
 

where # is a specific data item in a data repository, is an 
assembling instruction, and b is a data item to be attached. 
The arrow denotes the transition between the two states in a 
data repository. A simple example of a communication 
event is a binary message, where # is the last bit received, b 
is the bit to be assembled, and α is an instruction to 
assemble b to # by using the one-dimensional adjacency 
relation.  

As a further example, if H0 is a binary string 

representing a specific horizontal line on a display and  is 
the adjacency relation between a line and the one 
immediately above, then the following expression would 
describe the assembling of a new line, represented as H1, on 
top of the extant H0, i.e.,  

 

H0  →  H0  H1 
 
In yet another example, if T represents a specific triangle 

and Z represents the shape of a zebra, then a receiver could 
implement the information event 

 

T  →  T  Z  
 

where the symbol  indicates that the shape Z is to be 
embedded in the shape T. The information conveyed in this 
example would be unacceptably vague for an engineer, but 
in most practical situations people are usually content to 
learn that a frog is inside a pond, and will not ask for the 
precise coordinates of the frog.  

A fourth example involves a house as made up of 
identifiable parts. The expression 

 

roof  →  roof  chimney 
 

would describe the assembling of a chimney on top of the 
house’s roof by means of the three-dimensional adjacency 

relation . Again, this kind of information is largely 
imprecise, yet fairly acceptable in practice.  

The actual identification in a data repository of the 
location # in (1) would require the existence of a referencing 
system shared by both the sender and the receiver. A 
referencing system could be implemented by introducing a 
structure in a data repository. In the following section, a 
possible such structure will be defined. 

III. DATA AGGREGATES 

Data items could be arranged in a variety of ways, 
including representational (e.g., labels on a map), encoded 
(e.g., data streams), physical (e.g., material items in 
drawers), etc. From an abstract standpoint, any such 
arrangement could be described as a number of symbol 
aggregates endowed with a particular structure in the form 
of tables, graphs, objects or other ways of organization 
[28][14]. Natural Language (NL), being a means to deliver 
information, could also be argued to use data but, except in 
specific, explicitly structured subject areas, its users are 
usually unaware of the structure of such data. Describing a 
data structure consistent with NLs would therefore be a first 
step to characterize the nature of language as a tool to 
convey information.  

For a general approach to a diversity of data 
arrangements, the term ‘data aggregate’ will be adopted 
here. A data aggregate is defined as a number of data items 
that could be represented as points on a surface. A data 
aggregate is arguably the minimal structure that can be 
conceived of, and it does not exclude other additional 
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structures. Thus, a number of colors could be considered as 
a data aggregate, irrespective of whether they can be 
synoptically represented as points across a rainbow or on a 
painter’s palette. In a data aggregate, items can be pointed to 
but do not have to be distinctly labelled —you may know 
nearly everything about a wood and not have a name for any 
of its trees—. Also, a data aggregate could be indefinitely 
updated, as long as any new item could be represented as an 
additional point on the same surface. Goats in a herd, or 
symbols on a paper sheet, are simple examples of data 
aggregates.  

Items in a data aggregate could be discriminated by 
applying criteria to them. A criterion is a notion more 
general than a property, because it encompasses properties 
as well as fancy choices and algorithms. Two of the simplest 
criteria that could be applied to a data aggregate are the ones 
associated to intension and extension. Aggregations of items 
in a data aggregate do not have any extension or intension 
connotation per se, and are therefore objects more general 
than sets. Extension and intension could be implemented on 

them by means of resp. the logical connectives  , , e.g., 

blue  red  yellow  ...           extension [colors] 
blue  red  yellow  ...           intension [color] 

In general, therefore, a number of items u1, u2, u3, ... in a 
data aggregate could be discriminated in two alternate ways, 
i.e., 

u1  u2  u3  ... (2) 
u1  u2  u3  ...  (3) 

Because mathematical sets are said to be describable 
both in extensional and intensional terms, we shall rather 
not mix things up and separately discern either description 
instead. Hence, any expression in the form (2) will be 
referred to as a combination, while any expression in the 
form (3) will be referred to as a category. This difference 
reflects the use of plural resp. singular in human language. 
Thus, ‘colors’ could be associated to a combination, while 
‘color’ could be associated to a category. When the scope of 
the criteria is not specified, the expressions (2) and (3) could 
also be interpreted as reflecting the difference between resp. 
‘every’ and ‘any’.  

Any item u encompassed by a category C —i.e., 
complying with the criteria that define C—  will be referred 
to as an instance of C. A category C encompassing the 
instances u1, u2, u3, ... will therefore be expressed as  

C ≡ u1  u2 u3  ... 

The definitions of category and instance could be used 
as a means to locally refer to an item in a data aggregate. 
Indeed, in a data aggregate E where a category C has been 
identified, any instance of C could be expressed as a 
disambiguation of C. That is, if we denote a category as C() 
and an instance u of that category as C(u), we could refer to 
u as 

C()  →  C(u) 

The expression above may be interpreted as a path in E, 
i.e., “select C, then select the instance u of C”, where u 
could be identified by means of either a label or a number of 
instructions. In the following sections, an enlarged notion of 
disambiguation will be shown to be a powerful device to 
refer to data items in a data aggregate —arguably, the basic 
addressing device used by natural language users—. 

A data item in a data aggregate could also be referred to 
through a disambiguation of a number of categories it might 
be ascribed to. For example, the word ‘green‘ may denote 
either a color or a political affiliation. In the absence of any 
additional cues, they could be disambiguated resp. as either 
color(green) or political_affiliation(green). In formal terms, 
if M is a category having the category C as an instance, then 
the instance C(u) could be referred to as 

M(u)  →  C(u) 

The notation used thus far, based on symbols such as 
connectives or arrows, will be referred to as symbol syntax. 
An alternative syntax, which shall be referred to as string 
syntax, would express categories and instances as single 
words, and disambiguations as strings, as follows: 

symbol syntax string syntax 
C() C 
C()  →  C(u) C [δ u] 

where the symbol  denotes the relation linking a category 
with any of its instances, i.e., the fact that u complies with 
the criterion that defines C. The correspondence  between 
symbol expressions and string expressions will be denoted 
as >>, e.g., 

color()  >>  color 
color()  →  color(blue)  >>  color [ blue] 

Note that, in practice, if we deem it obvious that, e.g., 
the word ‘blue‘ refers to a color, we will not precede it with 
the word ‘color’, which will have to be guessed by the 
receiver. This data compression feature reflects an implicit 
operation that pervades human language —and arguably 
also human thought—, i.e., spontaneous categorization. The 
feature of spontaneous categorization will be further 
elaborated in Section VII. 

IV. COMBINED CATEGORIES AND CATEGORY CLUSTERS 

The connective   could also be used to discriminate 
combinations of categories in a data aggregate. For 
example, from the categories 

mass, electric_charge, spin 

a combined category could be derived, which in turn would 
give rise to a number of objects, e.g., 
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mass  electric_charge  spin >> particle 
mass  electric charge  spin >> observable 
mass(9.1×10−31 kg)  electric_charge(−1.6×10−19 C)  spin(1/2) >> 

particle [ electron] 

As the latter example shows, a combination of categories 
is itself a category, having as instances combinations of 
instances of its component categories. The latter example 
unequivocally describes the item ‘electron’ as a full 
disambiguation of the category ‘particle’. However, 
combined categories could also be partially disambiguated 
by specifying just some instances of its component 
categories, e.g., 

bearing()  altitude(7000 ft.)  No._of_passengers(80) 

Component categories in a combined category could 

also be discriminated by means of the connective . The 
resulting object could be used to identify a path within the 
data aggregate individually leading to them. For example, 
the category ‘color’ could also be construed as an attribute, 
i.e., it could be referred to as an instance of the category  

color  shape  size  ... 

Categories pervade language, a fact which is obscured 
by the spontaneous categorization mechanism, of which 
language users are usually unaware. In human languages, 
spontaneous categorization is a run-of-the-mill feature, 
associated not only to adjectives such as ‘blue’ or ‘big’, but 
to virtually any kind of meaningful component. Thus, the 
sentence ‘birds fly’ could be misleadingly categorized as 
implying that hens fly, or meaningfully categorized by 
instead interpreting ‘birds’ as an instance of some category, 

e.g., birds  mosquitos  bats  ... having ‘fly’ as an 
attribute. Similarly, the meaning of ‘a through person’ could 
only be captured by evoking a category of concepts having 
‘through’ as an instance. 

In general terms, a combined category G

 will be 

defined as the general expression 

G

 = O1  O2  O3  ... (4) 

where O1, O2, O3, ... are categories, whether they have 

been disambiguated or not, and  uniquely identifies that 
particular combination of categories. The definition (4) is 
consistent with a number of concept theories [45][47], that 
describe concepts as n-tuples of symbols representing 
attributes. 

An n-tuple is just a one-dimensional combination of 
categories, and therefore a particular case of the more 
general concept of category cluster, where complex spatial 
relations could be incorporated as additional discrimination 
criteria in a data aggregate. A data form is a familiar 
example of category cluster. In general terms, therefore, a 
representation can now be defined as a data aggregate 
together with any number of category clusters.  

V. REFERENCE AND UPDATING WITHIN A CATEGORY 

CLUSTER 

Given a category cluster G and one of its component 
categories C, any set of instructions r to uniquely identify C 
within G will be referred to as a relation r(G, C). As in the 
one-dimensional case, specific category clusters could also 
be referred to by specifying one or more of its component 
categories. For example, an employee’s record might be 
uniquely identified by specifying just the employee’s name, 
or his age and height. This could be formally described as 
follows. Let G be a category cluster, r a set of instructions to 
identify C within G, and Gk a copy of G where the data item 
u has been specified for the category C. The category cluster 
Gk could therefore be referred to as 

Gk = G | r(G, C(u)) (5) 

i.e., Gk can be interpreted as a partial disambiguation of G. 
In string syntax, this will be expressed as  

G | r(G, C(u)) >> G [r u] 

For example,  

ball = shape(round)  color()  size() 
ballk = shape(round)  color(red)  size(big) >> ball 

[r2 red] [r3 big] 

where r1, r2, r3 would represent resp. the sets of instructions 
to locally identify each of the component categories ‘shape’, 
‘color’, ‘size’. If a reference would not result in a full 
disambiguation, further disambiguating [r u] legs could be 
appended until a unique reference is achieved. In the general 
case, therefore, the disambiguation of a category cluster G 
will be expressed in string syntax as 

G rj uj] (6) 

where  denotes a string made up of [rj uj] pairs, uj denotes 
an instance of the component category Cj, and rj denotes the 
relation rj(G, Cj). The possibility to uniquely identify a 
category cluster even when only some of its component 
categories have been specified is a feature heavily used by 
natural language users as a data compression device. Indeed, 
if there is only one red ball in the room, you would hardly 
want to refer to it as “the big red expensive air-filled ball on 
the sofa”. 

Any set of rules to convert string syntax expressions into 
different strings will be referred to as a conventional 
syntax. For example,  

String syntax Conventional syntax 

ball [r2 red] [r3 big] big red ball (English) 
boule [r2 rouge] boule rouge (French) 
bam [r ug] bugam (imaginary)
 [r2 ] [r3 ]     (non-word) 
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The notion of category cluster, plus the relations it 
entails, endow data aggregates with powerful structures that 
could be used to semantically represent a vast number of 
concepts, e.g., ontologies, verbs, or semantic representations 
of space-time concepts, together with a local mechanism to 
refer to them [37][1][40]. A few basic semantic clusters will 
be described in Section XII. 

The definition of the cluster-category relation also 
implies that categories could be referred to in terms of the 
cluster or clusters they are part of. This stems from the 
definition of the converse relation. Given a relation r(G, C), 
the expression 

C → C | r(G, C)   (7) 

describes the constriction of the general category C to the 
range of instances allowed in G. In string syntax, (7) will be 
expressed as 

C [r’ G]  (8) 

and r’ will be referred to as the converse relation of r. 
Example: 

color | r2(ball, color) >> color [r’2 ball] 

If we now substitute (6) into (8), the general expression 
will therefore be 

C [r’ G rj uj]] (9) 

When G rj uj] describes a full disambiguation, the 
expression (9) will point to the unique content of C in G, 
i.e., it could be used to indirectly refer to a specific 
component instance in a category cluster. For example, the 
expression 

color [r’2 ball [r1 big] [ron sofa]] 

might uniquely refer to the color of the ball on the sofa 
without directly using its name. The expressions (6) and (9) 
may be seen as a formalization of the Fregean concept of 
sense (Sinn) [21], which would interpret the notions of Sinn 
and Bedeutung as part of a wider picture. Thus, in Fregean 
terms the category-instance expression C(John) would be 
the meaning of ‘John’, while the indirect references ‘the tall 
man’ or ‘the man with my hat’ could be used to express two 
of the multiple possible senses of the referent ‘John’.  

The expressions (6) and (9), used to refer to resp. 
category clusters and component categories, could be used 
not only to refer to data items in a structured data aggregate, 
but a sender could also used them to update the receiver’s 
presumed representation. For example, if the receiver is 
believed to ignore that there is a ball on the sofa, then that 
information could be sent by means of (6), i.e., 

!ball [r4 sofa] 

where the symbol ! denotes a new category cluster to be 
included in the receiver’s representation. Such updating is a 
commonplace device used in natural language exchanges, to 
indicate, e.g., that a new character has appeared in a film, or 
a new guest has arrived at a party. If the receiver were 
presumed to know that there is a ball on the sofa but not its 
size, then that information could be conveyed by means of 
the expression 

ball [r4 sofa] [r3 big!] 

where ! now denotes an instance intended to fill a category 
presumed to be empty at the receiver. In a converse 
situation, where the sender ignores some information item 
supposedly known by the receiver, the expressions (6) and 
(9) could also be used for querying purposes, by pointing to 
the required item by means of a different symbol, e.g., 

? [r4 sofa] 
? size [r’3 ball [r4 sofa]] 

where the symbol ? points to resp. an category or instance 
unknown by the sender. The referencing and active/passive 
updating uses of (6) and (9) could be summed up as follows 

reference G [r u], C [r’ G] (10) 
updating !G [r u], G [r !u] (11) 
querying ? [r u], ?C [r’ G] (12) 

Depending on the rules devised to derive specific 
syntaxes from the general expressions (6) and (9), a large 
number of unfamiliar grammars could be built, whether or 
not in use by any communities of users. This should make it 
possible to test the validity of the approach developed 
above. Indeed, that validity would be challenged if some 
grammar in use were found whose syntax rules could not be 
derived from (6) and (9). Conversely, a weak confirmation 
could be obtained by checking whether a number of ‘exotic’ 
syntaxes could be derived from (6) and (9). Amazonian 
pirahã [18] and Australian warlpiri [35], among others, 
would seem to be good candidates [17]. 

VI. PROPOSAL FOR A PARSER 

Based on the general expressions (6) and (9), a variety of 
parsers from conventional syntaxes into string syntax could 
be devised by expressing lexical/morphological components 
in terms of categories, instances, and relations. Although 
any such component is potentially susceptible to be 
categorized —the atypical syntax of ‘a through person’, 
mentioned above, provides a telling example—, a basic list 
of usual category/instance values could be established as 
follows: 

adjective u 
preposition r 
noun G 
verb G [r u] 
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where u denotes an instance, G denotes a category cluster 
(or, in the simplest cases, a category), and r denotes a 
relation. Note that verbs have been expressed as tense-
carrying items, where G denotes the verb root and the u in 
[r u] denotes an instance of the tense category 
‘past/present/future/...’ Based on the list above, qualifying 
pairs, such as 'big ball', 'car wheel', 'take book', or 'run fast' 
would be expressed as disambiguations in the form G [r u]. 
Therefore, as a first step a number of string segment types 
could be identified, i.e., 

SL noun rj uj] verb 
SR verb rj uj] 
W noun rj uj] 
M preposition noun rj uj] 
A adjective rj uj]  
v verb [r tense] 
n noun/verb root 
 adjective 

where each individual leg [r u] would express a qualification 
of the preceding component. A few English examples may 
illustrate this, i.e.,  

SL birds [] fly, a book [on the shelf] fell 
SR ran, saw [her] [with a telescope] 
W the book [from the shelf], happiness [] 
M under the [milk] wood 
A [nearly] perfect 
v [would] hope 
n wheel, pampering 
 big, unthinkable 

Based on such components, the following prolog-like 
basic rules could be stated, together with their output: 

is(x v, SL) :- is(x, W) →  v [b x] *1 
is(v x, SR) :- is(x, W) →  v [b x] *2 
is(v x, SR) :- is(x, W M) →  v [b x] M *3 
is(v x, SR) :- is(x, W M M) →  v [b x] M M *4 

is(x, A) :- is(x, ) →   *5 
is(x n, W) :- is(x, A) →  n [b x] *6 
is(x n, W) :- is(x, n) →  n [b x] *7 

is(x b y, W M) :- is(x, W), is(y, W) →  x [b y] *8 

is(x r y, W) :- is(x, W), is(y, SR) →  x [r y] *9 
is(x r y, W) :- is(z, W), is(y, SL) →  x [r y] *10 

is(b x, M) :- is(x, W) →  [b x] *11 

 
Example:    S ≡ the book on the shelf fell 

is(S, SL) :- is(book on shelf, W) → fell [b book on shelf] *2 
is(book on shelf, W) :- is(book on, ) → fail! *5 
is(book on shelf, W) :- is(book on, A) → fail! *6 
is(book on shelf, W) :- is(book on, n) → fail! *7 
is(book on shelf, W) :- is(book, W), is(shelf, W) → book [on shelf] *8 

Output: fell [b book [on shelf]] 

An educated guess based on a number of partial 
implementations by the author suggests that a few hundred 
rules would probably suffice to process most sentence types.  

VII. SPONTANEOUS CATEGORIZATION 

Parsing is a way to convert NL strings into combinations 
of (6) and (9), but cannot always be used to decide whether 
such expressions are to be interpreted as (10), (11) or (12), 
i.e., whether they are intended as reference, updating or 
querying. Querying purposes are usually denoted in various 
ways, including characteristic sentence structures, question 
marks, and/or prosodic patterns, but updating purposes (i.e., 
predication) may not always be obvious, at least in written 
form. For example, in Maya language the written expression 
keel winik can be interpreted as either the man is cold or the 
cold man [43]. In such cases, deciding whether a NL 
message is meant as (8) or (9) should be the job of 
spontaneous categorization.  

Spontaneous categorization has been identified and 
studied from the standpoint of language use [15][40], but 
also in children [26][7][32], nonhuman primates [24] and 
even distantly related species [25]. Interestingly, a comment 
in Shannon’s seminal paper [41, op. cit.] hints at the role of 
categories in NLs: “The significant aspect [of 
communication] is that the actual message is one selected 
from a set of possible messages” [emphasis added].  

In the binary case, the set of possible messages is easy to 
determine, since it can be derived from the category 0/1. 
The information conveyed by Beethoven’s Ninth 
Symphony, though, may be harder to determine, because 
one category of possible messages is the category of all 
possible symphonies. Fortunately, however, some partial 
information can be extracted from it. For example, we can 
determine that it consists of four movements, what kind of 
movements they are, how many instruments are playing it 
and, ultimately, each of its notes.  

NL strings can similarly be decomposed in different 
ways, which is particularly apparent from the use of 
questions. As an example, the questions 

who left at eight?  
when did Joan leave?  
what did Joan do at eight?   

refer to different categories, i.e., person, time, and action, all 
of them implicit in the expression ‘Joan left at eight’. Thus, 
depending on the part of the message that may be selected 
and the category inferred from it, one single expression 
could be used to refer to different information items. In most 
cases, the categories would be implicit, and its identification 
would be left to the receiver through a spontaneous 
categorization of the message received.  

The following example might help to clarify this. 
Suppose that you are at home, sitting in front of your TV 
screen, when suddenly the telephone rings. You answer the 
call. It’s your friend Zoe. 

"Hi, Zoe. No, I didn’t feel like going out tonight. I’m 
watching a film." 
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It is 9:15 PM on a Monday, so your friend is not 
surprised. Now imagine that you and her have instead 
decided to go to the movies that day so that, at some point, 
the two of you are watching a film together. Suddenly, you 
move closer to Zoe and whisper: 

"I’m watching a film." 

Of course, this is no news for Zoe, who, puzzled at first, 
faces subsequently a critical decision: either you have 
become mad, or you were meaning something. Apparently, 
your statement has not provided her with any information. 
She already knows that you are watching a film. Her mind 
works frantically. What could you have possibly meant? 

Zoe comes up with a number of possibilities. Perhaps it 
has been a long time since you last watched a film, and you 
are just expressing joy. Or you might happen to work in the 
archives of a film library and are usually busy handling 
films without ever getting to watch any of them. Or perhaps 
you are a fanatic of theatre and tonight, exceptionally, have 
condescended to go to the movies. Thus, what Zoe’s mind 
would be doing is to construct a background against which 
to extract information from your message. As she might find 
out, any of the following constructions would be apt to 
provide plausible information from your message: 

"For a long time, I have not watched a film. Now I 
am watching a film" 

"Usually, I handle films. Now I am watching a film" 
"Usually, I watch theatre plays. Now I am watching 

a film"  

Each of these interpretations conveys the information 
that something is happening that did not use to happen. To 
extract information from your message, Zoe has had to 
mentally construct resp. the categories 

not watch / watch 
handle / watch / ... 
a play / a film / ... 

In more abstract terms, she has constructed the 
ambiguous messages:  

I am X 
I am X a film 
I am watching X 

and, based on a single instance taken from your message, 
has subsequently let the categories X spontaneously form in 
her mind. The information she will eventually extract from 
your message will depend on what those categories actually 
encompass and how their contents fit into the information 
she already has about you. The ability to infer a category 
from one of its instances, i.e., 

b  ···>  C(b) 

is what has been referred to as spontaneous categorization, 
and would thus seem to be a prerequisite to process a NL 
message, and possibly a distinctive feature of human brains. 
It should be noted that some categories may not have a 
name themselves, thereby exposing a lexical gap. Thus, 
‘green’, ‘red’ and ‘blue’ could be ascribed the category 
‘color’, but there is no single word in English for the 
category that encompasses the states green, ripe and 
intermediate ones as applied to a fruit (although the derived 
noun ‘ripeness’ is sometimes remedially used, as in ‘degree 
of ripeness’). 

If you and Zoe had instead talked on the phone, the 
process would have been simpler but, essentially, not 
different. Upon hearing your reply, Your friend Zoe would 
simply have evoked a category of actions to be expected 
from you in your place on a Monday at 9:15 PM, i.e., 

I am X 

where X = eating / sleeping / reading / watching a film / ... 
From the moment she had you on the phone, Zoe was 
predisposed to wonder what you might be doing at the other 
end of the line, and the words “watching a film” would be a 
good answer to that. However, in the presence of an obvious 
context, like the film the two of you were watching, the 
effort required from Zoe is paradoxically far more 
demanding. The key to Zoe's clairvoyance on the phone is 
that she had a much smaller number of choices as to what 
your message could be referring to. 

Depending on the communication context, spontaneous 
categorization makes it even possible to dispense with 
grammar rules. Spontaneous categorization is what enables 
us to understand ill-formed expressions in colloquial 
utterances, or due to some lapsus linguae, or uttered by a 
foreigner with a non-standard syntax. For example, a 
sentence assembled with the words “place”, “cheap”, “eat” 
and pronounced by a likely hungry foreigner could be easily 
interpreted as 

?place [r1 eat [r2 cheap]] 

VIII. CODE VS. MEANING 

In Section IV it has been shown that category clusters 
can be used to generate syntax. However, neither the nature 
of categories, nor of the relations that ‘glue’ them into 
category clusters, have been addressed. Thus stated, the task 
looks to be huge, but might be at least partially manageable. 
While the structure of a data form, or a database table, is 
usually designed for convenience, ontologies and other 
spatial layouts tend to be representational, i.e., are intended 
to express meaning in a more direct way. Therefore, it may 
be worth exploring to what extent category clusters could be 
used to directly express meaning. 

Parsing —and, more generally, message decoding— is a 
rather convoluted way to extract meaning. It is based on the 
capability to identify groups of symbols connected to each 
other by the one-dimensional spatial adjacency relation. The 
actual relations that those symbols are intended to reflect are 
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only accessible through a number of conventions on how to 
group them up and translate them into meaningful 
representations. However, symbol strings could also be used 
to directly express meaning, i.e., as representations 
themselves. For example, the string 

Su Mo Tu We Th Fr Sa (13) 

is intended to directly represent temporal relations, i.e., it 
reflects a semantic intent, and to that effect the way it has 
been constructed —and therefore its information content as 
a message— is of little relevance. Ironically enough, 
whereas for Shannon’s purposes the semantic aspects of a 
symbol string are irrelevant, for semantic purposes it is the 
information content of a symbol string which is irrelevant. 
In representational terms, the string (13) is a category 
cluster and, as such, it already reflects a key advantage of 
the representational approach, i.e., unlike messages, which 
are updated through the rigid process of streaming, category 
clusters can be updated locally. A simple illustration of this 
potential can be derived from binary strings.  

A binary string can be seen as a category cluster 
consisting of a single category, i.e., 0/1, and a single 
relation, i.e., the spatial adjacency relation linking each 
binary digit to the next one. A binary information event 
could be described by the general expression (1), where # 
denotes an existing binary string, b denotes a bit to be 

assembled, and  denotes the one-dimensional adjacency 
relation between any two consecutive bits. The location 
where each new bit is to be assembled is referred to by 
means of a meta-reference, i.e., ‘the last bit received’. 
However, if the final purpose is to reconstruct a bit string 
rather than assemble it in a sequential way, it might be more 
convenient to make use of local referents. Once we have put 
the chimney in place, we may want to install the front door, 
and to do that the reference to the last item installed would 
be useless. 

In a bit string, a simple way to refer to a local 
component is to identify a unique feature in the string. For 
example, let M be the following message: 

1 1 0 1 0 1 1 1 0 1 

The string above includes a number of unique 
substrings, e.g., 

1 1 1 
1 0 1 1 
1 1 1 0 1 

The sender could not refer to the last bit received as '1', 
which would be ambiguous at the receiver, but it could refer 
to the unique substring ‘1 1 1 0 1’ instead, and instruct the 
receiver to append the bit b by means of the adjacency 
relation α, i.e., 

1 1 1 0 1  →  1 1 1 0 1 α b 

Thus, by using unique substrings as referents, the sender 
could choose to instruct the receiver to construct just parts 
of M, instead of sending the whole M. For example: 

1 0 1 1  →  1 0 1 1 α 1 
1 0 1 0  →  1 α 1 0 1 0 

This would be a local approach, insofar as each event 
would describe only a partial reconstruction of M. It may 
not sound very appealing as an alternative to the good old 
'next-after-last' convention. But if our source were a two-
dimensional matrix instead of a one-dimensional string, 
things would start to look different. For example, on a 
display described by a digital matrix M, any solid image of 
an object will be described by a subarray of M, and the 
general expression (1) could be used to describe the 
assembling of a subarray u to the subarray # by means of the 
two-dimensional adjacency relation r. Thus, if # represents 
the image of a rug and u represents the image of a ball, then 
a mutually agreed definition of r would make it unnecessary 
to transmit a whole matrix M describing a room just to 
indicate that there is a ball on the rug. Such local approach 
dispenses with the need to describe any parts of a data 
aggregate that the sender deems irrelevant. It may entail the 
use of ‘vague’ descriptions, as with ‘the frog in the pond’. 
However, the gain in nimbleness is huge.  

IX. DENOTATIONAL COMPRESSION 

The mention of ‘vague’ descriptions points to an 
additional feature of representations, i.e., the fact that they 
can compress information by making use of objective 
relations such as the spatial adjacency relation. Not 
unreasonably, the human mind tends to simplify things. If 
you live in Paris, you will probably be able to lay out a 
mental map of the town and then locate the Mona Lisa on it. 
But if you have always lived in an Amazonian tribe, isolated 
from the external world, and one day you hear about Nessie, 
described to you as some unspecified monster that lives in 
some faraway lake, could you still be expected to mentally 
represent Nessie? Most likely, your representation will 
hardly be good enough for you to reach Scotland. But, even 
so, you might be capable of mentally representing the Earth 
as a sphere (maybe simply as a plane!) having an island 
somewhere on its surface, in the island a lake, and in the 
lake an animal whose shape you cannot tell. As long as you 
do not assign a specific shape to the island, the lake, and the 
monster, your representation of them would somehow 
‘float’ in some vague —but certainly structured— territory 
of your mind. 

This seems to suggest that the human mind makes use of 
preexisting configurations, or ‘structures’, to lay out the 
information derived from perceptions, a topic that has 
already been addressed from different perspectives [19][4]. 
Short of additional data, we are often content to know that 
an island is a surface inside another surface, or that Nessie is 
some three-dimensional volume inside a volume. Or, most 
simply perhaps, a dot somewhere on a surface. The point 
here is that a perceptual representation is alright as long as it 
is made up of territories and borders and these do not break 
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up. Subject to those rules, perceptual concepts are largely 
malleable.  

This is probably not by chance. Imprecise 
representations happen to be a good way to compress 
information. For example, the image of a lake surrounded 
by land could be roughly emulated by means of 0s and 1s: 

... 0 0 0 0 0 ... 
... 0 0 1 1 1 1 0 0 ... 
... 0 0 1 1 1 1 0 0 ... 

... 0 0 0 0 0 ... 

that is, as an ‘area’ made up of adjacent 1s (water) and 
surrounded by an ‘area‘ made up of adjacent 0s (land). 
Now, denotationally speaking it would have sufficed to 
write: 

0 
0 1 0 

0 

where the symbol 1 represents a connected surface, and the 
four 0s represent a surrounding open surface externally 
adjacent to it. If needed, the compressed figure above could 
be expanded into the uncompressed one by ‘unfolding’ (i.e., 
replicating) the 1s and 0s as wished, in all directions, as 
long as the adjacency relations do not get breached. This is 
to say that the 1s and 0s would unfold into themselves, and 
an unfolding such as 

... 0 0 0 ...  -> ... 0 1 0 ... 

would be a violation.  
Actually, the representation above could be as useful to 

denote a lake as an island —or, for that matter, a stain of 
spaghetti sauce on someone’s shirt—. From such abstract 
representation, specific denotations could be derived by 
associating to the 0s and 1s the symbols ‘water’ and ‘land’, 
or ‘land’ and ‘water’, as the case may be. The underlying 
structure, however —that is, the conglomerate of adjacency 
relations— will stay unchanged.  

The implication is that there exist denotational 
representations that are independent from the denoted 
object. Such representations may or may not be maximally 
compressed. If it were not possible to further compress one 
such representation, then we would be in the presence of an 
irreducible concept —i.e., a semantic primitive—. Certainly, 
it is not possible to compress a line into a dot, a tree into a 
line, etc. without altering their adjacency relations. 

This would suggest that the structures human brains use 
to ‘interpret’ perceptions stem from a more abstract reality. 
Might such structures be a repertoire of topological 
configurations? That would be really good news. If the 
meaning of words were ultimately irreducible denotational 
configurations, human language would be based on an 
absolute referent: geometry. Meanings could be 
systematized, studied and compared according to objective 
criteria. Concepts could be handled by means of symbols 
and, consequently, would be computer-processable.  

X. CATEGORY STRUCTURES 

Spontaneous categorization has been described as an 
operation whereby categories are evoked to accommodate 
symbols received, presumably in such a way that those 
symbols could be subsequently retrieved. Therefore, it 
seems legitimate to wonder if such categories have some 
identifiable structure that makes them readily accessible for 
both storage and retrieval. Furthermore, our neuronal system 
cannot be impervious to the reality that space can be 
decomposed into three dimensions, that colors form a 
continuum, or that musical notes sound one after another. 

The role of space and time structures in perceptual and 
cognitive processes has been extensively addressed in the 
literature from both the theoretical and experimental 
standpoints [22][50]. The precise relation between 
perceptual and cognitive structures is still being delved into 
[10], but the recent encompassing notion of cognitive 
architecture [36] opens the door to a functional approach to 
cognitive processes that is rather independent from their 
biological basis.  

Therefore, if it would be possible to formally 
characterize category structures in terms of spatial and 
temporal relations, such relations would naturally give rise 
to objective category clusters of a semantic nature, and 
hence to at least some building blocks of meaning. 

In fact, a close look at categories does reveal substrates 
that are intrinsically different in nature, and where the 
spatial adjacency relation plays a key role. In the preceding 
Section, the role of adjacency relations in spatial 
representations has already been noted. As it happens, a 
number of perceptual categories could also be shown to 
reflect underlying structures involving adjacency relations. 
Consider, for example, the different categorizations the 
undefined word splack elicits in the following sentences: 

The sauce tasted too splack, so I added some garlic 

I waited for you from noon to splack 

The stripes blue, splack and yellow on her skirt 

Bugs Bunny turned into a splack, then into a donkey 

He pointed to the splack of the triangle 

The categories that could be evoked from the examples 
above entail different underlying structures, i.e., resp. 

 A number of individual, fuzzily connected concepts 
(tastes) 

 A 1D continuum of concepts spanning from noon to 
splack (time values)  

 A 1D, rainbow-like continuum of concepts (colors) 

 A continuum of concepts spanning from splack to 
donkey (shapes) 

 A finite number of spatial features 
(vertices/sides/areas) 

The structures thus evoked are characteristically 
different in nature. The taste ‘salty’ could become ‘sweet’ 
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by progressively adding salt and removing sugar, and a 
similar transition could be devised between any two other 
tastes. Intermediate tastes, however, are fuzzy, i.e., there 
seems to be no referent to precisely locate them with 
relation to others. No matter how many new intermediate 
tastes we identify, the structure will reappear, and any two 
tastes will always be separated by a conceptually blurred 
territory. 

Time events do not have the same properties as tastes. 
We tend to think that an event is farther in time the more 
events can be piled up between it and now, but we cannot 
foresee how soon the next shooting star will show up in the 
sky. However, we can locate along time —e.g., on a clock’s 
face, or in a calendar— any event that happens between two 
other identifiable events. And we can do it unequivocally, 
i.e., we cannot conceive of two different time paths 
connecting one event to another. 

Color ranges are categories familiar to those who work 
with spectrometers, or check a catalog in a cloth shop. Color 
ranges have a one-dimensional structure, and share a 
number of features with time spans. But, unlike time, which 
is unlimited towards both the future and the past, a color 
wheel can be constructed that closes upon itself, and 
therefore colors are consistent with a circular structure. 

Unlike time or color, the category that encompasses 
Bugs Bunny’s and other intermediate shapes is two-
dimensional. Bugs’ shape could turn into almost any two-
dimensional shape, and there are uncountable ways for it to 
turn into a donkey. While we can mentally ‘travel’ from 
noon to splack to midnight in the same way as a point would 
travel along a one-dimensional line, Bugs Bunny’s shape 
could evolve through an infinite number of shapes before 
appearing as a splack. Even so, that evolution could be 
decomposed into three different steps. During a first stage, 
the intermediate shapes between Bugs and e.g., a donkey 
will remind us of Bugs for a while, then will seem 
unrecognizable for some time and, in the final stage, will 
remind us ever more vividly a donkey’s shape. In 
representational terms, those three stages are not unlike 
transitions between tastes or colors.  

Lastly, in the ‘splack of the triangle’ example, any 
categories that could be evoked from a triangle are 
inherently finite, and no two of them will be connected by a 
fuzzy territory. A vertex is immediately adjacent to two 
sides, a side is immediately adjacent to two vertices, and the 
inner and outer area of the triangle are immediately adjacent 
to the triangle’s contour and any of its components. Unlike 
tastes, time values, colors, or shapes, which could be 
indefinitely updated, none of those categories could possibly 
be updated and still be thought of as making up a triangle.  

Similarly, a data form made up of delineated cells is 
usually laid out as a two-dimensional structure. As long as 
its cells’ borders are kept from merging or breaking, its 
structure could be deformed at will without essentially 
altering its functionality. In other words, what characterizes 
a data form with relation to other conceivable forms is, 
precisely, its specific adjacency relations. 

All of these structures and their properties strongly 
remind of a branch of Mathematics known as Topology. 

With a few intriguing differences, though. Broadly 
speaking, Topology characterizes objects based on their 
potential to transform into each other without breaking or 
merging at any point. It conceptually groups geometric 
objects in terms of features such as the lines, surfaces or 
volumes they are adjacent to.  

However, open-sets Topology differs from denotational 
topology in a few respects. Thus, if a circle gets broken at 
one of its points, the breaking point can only stay adjacent 
to one, not both, of the free ends, and the resulting object 
will be a stretch of line lacking one accumulation point. 
From a cognitive perspective, though, both ends will be 
equally denotable, irrespective of the fact that one of the 
ends is, in mathematical terms, a missing accumulation 
point. Conversely, for a segment to be made into a circle the 
names of its two ends would have to merge into one, 
thereby dropping one denoting symbol. In sum, for 
denotational purposes whenever you change the adjacency 
you have to add or remove labels —i.e., switch to a different 
denotational structure—.  

Topology, on the contrary, is not concerned with labels. 
Topology is about open sets, not representations. Therefore, 
we will not be concerned here with the mathematical 
continuity of a representation, but with whether and how a 
spatial configuration can be consistently denoted (i.e., 
structurally identified and labelled), as well as with the 
characteristic properties inherent to it. This is to say that the 
human mind compresses sensory information by retaining 
only discontinuities, i.e., the adjacency relations between 
regions of different dimensions (points to lines/surfaces, 
lines to surfaces/volumes, etc.). Which makes sense, 
because where there is no discontinuity there is nothing to 
denote. As was the case with the unnamed trees in a wood, 
denotability does not mean that a symbol should be 
automatically attached to each identifiable feature, but only 
that these can be used as symbol holders, whether we decide 
to ‘fill’ them or not.  

The characteristic structures that the spatial adjacency 
relation gives rise to could be formalized by introducing the 
concept of denotational jigsaw.  

XI. DEFINITION OF A DENOTATIONAL JIGSAW 

A denotational jigsaw is defined as a number of objects 

z1, z2, z3, ... together with a number of adjacency relations 

kmn(zp, zq), where m is the dimension of zp, n is the 

dimension of zq, and m  n,  so that for any two objects u, v 

in the jigsaw there is always a ‘path’ connecting u to v, i.e., 

in a simplified notation: 

k(u, w) k’(w, b) k’’(b, c) ... k
(j)

(y, v)  

In this simplified notation, the symbols k, k’, ... k
(j)

 
denote the corresponding adjacency relations. Note that an 
adjacency relation is symmetrical: 

kmn(u, w) = knm(w, u) 

but not identical nor transitive:  
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B1, B2, B3, B4 

k21(B2, B1), k12(B1, B3) 
k02(B4, B2), k02(B4, B3) 
k01(B4, B1) 

 

B1 

B3 

B4 · 
B2 

B1 

B3 B2 

B1, B2, B3 

k21(B2, B1), k12(B1, B3) 

kmm(u, u)    m  m 
kmn(u, w), knr(w, z)  ≠>  kmr(u, z) 

Thus, a surface containing a circle B1 with an inner area 
B2 and an outer area B3 could be described as the jigsaw 
(Figure 1). 

 

 

Figure 1. Circle-within-an-area jigsaw 

In this configuration, the inner area B2 is adjacent to the 
circle B1, but not to the outer area B3, and no adjacency 
relation between B2 and B3 can be transitively inferred from 
k21(B2, B1), k12(B1, B3).  

The identification of a point B4 within B1 would 
transform the circle B1 into a closed segment, thereby 
creating a more complex set of adjacency relations 
(Figure 2). 

 
 
 

 
 

 
 

Figure 2. Point-within-a-circle-within-an-area jigsaw 

For different values of m, n, the following simple paths 
can be identified: 

k10(line, point) 
k20(area, point) 
k30(volume, point) 
k21(area, line) 
k31(volume, line) 
k32(volume, area) 

which could be assembled into more complex ones, e.g., a 
triangle, a polyhedron, or a category cluster. Insofar as 
dimensions are themselves irreducible, the above paths are 
irreducible, and are not incompatible with each other.  

Some of those complex configurations, e.g., a triangle, 
can be described in terms of a finite number of adjacency 
relations. Unlike finite configurations, however, towns on a 
map, or events along time, are open configurations, i.e., they 
can be indefinitely updated. New elements could be added 
to them without altering its denotational nature, and 
therefore they can be described as a self-similar structure, 
based on a finite number of updating rules.  

For example, if we denote as  the adjacency relation 
k30(v, i) between a point i and its surrounding volume v, the 
same relation  could be used to describe any number of 
additional points j, k, ... within that same volume, i.e., 

v  i, v  j, v  k, ... 

and the identification of a new point n could be described by 
means of the rule 

 
where  

v{i, j, k, ...}  ≡  v  i,  v  j,  v  k,  ... 

Events along time, or towns along a railway, however, 
fail to be describable by means of the updating rule (S0), 
and their description requires a different set of rules. If we 

denote as  the adjacency relation k10(line, point), any two 
points i, i will be adjacent to a one-dimensional stretch e 
separating them, i.e., 

i  e  i 

Therefore, the identification of a new point, e.g., a new 
event along time, or a new town along a railway, could be 
described as 

 
where 

e i e  ≡  e  i  e 

Actually, the structure described by (S1) is a dual 
structure, since it concurrently generates two different 
collections of elements, i.e.,  

... i, i, i ...  

... e, e, e, ...  

Rather counterintuitively, the rule (S1) does not describe 
the structure of events along time as the result of assembling 
additional events from the present into the future, but rather 
as the result of nesting new events within time spans. This is 
what makes it possible for a receiver to identify and store 
previously unidentified events in the past. It implies a 
construal of time not as a repeated realization of future 
events —as the physicist Eddington put it, “events do not 
happen: they are just there, and we come across them” 
[16]—, but as a pre-existing blank stretch into which events 
can be indefinitely inserted [27]. 

The rules (S0) and (S1) provide a means for a sender to 
describe a representation by means of symbols and rules in 
such a way that, however the sender updates it, the 
receiver’s description will be consistent with it. Short of any 
geometric referents, the receiver may have no way to know 
what the received symbols refer to, but could nonetheless 
make use of a number of agreed rules to reconstruct their 
configuration.  

The structures just described are based on intrinsic 
features of the geometry of things as we perceive them, and 

e  →  e i e · 
e e i 

(S1) 

 

(S0) v{...}  →  v{... n} · 
· 

j

l 
k · m 

n 
· 
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are indeed characteristic and irreducible. You can pick one 
olive with a toothpick or two with a fork, but no matter what 
you do you will never be able to simultaneously pick more 
than one olive with a toothpick.  

The configurations described by the rules (S0) and (S1) 
are irreducible, but not incompatible with each other. For 
example, on a map where towns have been represented as 
dots and the remaining surface as U, the items Vienna and 
Rome could be connected through the denotational path 

k02(Vienna, U) k20(U, Rome) 

If those towns happened to be linked by a railway R, 
then they could alternatively be connected as: 

k01(Vienna, R) k10(R, Rome) 

In both cases the category of towns would be the same, 
but the structure used to represent that category would be 
different.  

XII. SEMANTIC CLUSTERS 

Interestingly, a particular kind of category clusters can 
be derived by combining (S0) and (S1), resulting in 
expressions consistent with evolution verbs. The following 
example describes the concept of movement, but the same 
configuration could also be used to describe color change, 
or growing/shrinking (Figure 3).  

Figure 3. Category cluster describing movement 

Similarly, a combination of the configuration above and 
the configuration described in Figure 1 would result in a 
semantic cluster from which a number of syntax expressions 
related to entering/exiting could be derived, i.e., see 
Figure 4.  

Figure 4. Category cluster describing entering-exiting 

The potential for data items to be represented as components 

of category clusters, and therefore to generate syntax based 

on their semantic relations, opens the way to a number of 

practical applications. A few examples may illustrate this.  

1. N-tuple concepts 

In Section IV, n-tuple concepts have been described as a 
particular case of category clusters. They constitute a major 
part of NLs lexical inventory, mostly as nouns, verb roots, 

or, depending on the specific language, their 
lexical/morphological equivalents.  

Two kinds of n-tuple concepts are of particular interest: 
(i) standalone items that can move freely, i.e., having a 
location that may change along time, and (ii) items that can 
only move with the terrain (i.e., through deformation of the 
surface or volume they are part of), e.g., features of a 
landscape. A mountain’s location, for example, might 
change relative to other features in the landscape, but the 
landscape’s denotational relations should not be expected to 
change. 

Fixed location n-tuples and movable location n-tuples 
have intrinsically different properties, and therefore they 
have to be described as intrinsically different combinations 
of categories. If we denote them as resp. fixedQ and looseQ, 
then 

fixedQ q0  (qtime)  loc  
looseQ q0  (qtime)  (loctime) 

where loc denotes an S0 spatial location, q denotes a 
combination of categories that may or may not evolve along 
time (e.g., color, or size), and q0 denotes an instance that 
unequivocally characterizes the n-tuple it is part of. For 
material objects, q0 is usually a shape, and generally does 
not have a specific label, e. g. 

duck duckY (qtime)  loc 
hill hillY (qtime)  loc 

The labels duckY and hillY have been used to label two 
instances of the category shape that do not have a lexical 
correlate in English, i.e., to fill a lexical gap. In a number of 
languages, such instances can only be indirectly referred to, 
e.g., as ‘the shape of a duck’.  

The above description means that, in static terms, the 
concept ‘duck’ could be decomposed into a number of 
attributes (e.g., the categories color, shape, size, etc.), while 
each instance of a duck, i.e., each combination of those 
attributes, could be associated to a point in space. If those 

attributes are in turn combined with a spacetime 
configuration, i.e., 

duck duckY (qtime)  (loctime) 

then the duck will be able not only to evolve, but also move 
and have a history. Concepts like hill, construed as fixed 
objects, could not move independently from their location, 
so they could only be described in static terms. Insofar as 
denotational configurations can be combined, a dynamic 
description of a hill would always be possible, which of 
course would be no news for a cartoonist. 

2. Geolocation 

Geolocation data could be represented as a category 
cluster by using the category structures derived from its 
components, e.g., see Figure 5. 

u 

j 

France 

· · 
14.20 22.35 

u 

exit / enter: 

i e i (location) 

 

                i e i (time) 

· · 
Rome e Paris 

· · 
14.20 e 22.35 

move:  

i e i (location)  

i e i (time) 
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Figure 5. Geographical map categorization 

For example, from the categories 

Lisbon / Madrid / Rome / ... 
Lisbon / Porto / Coimbra / ... 
Portugal / UK / Austria / ... 

a number of spatial relations could be identified. For 
example, if a point in a map is denoted as x, then the 
adjacency relation k20 could be associated to the English 
preposition ‘in’, e.g.,  

in(x, Lisbon) 
in(x, Portugal) 
in(x, Europe) 
in(Lisbon, Portugal) 
in(Portugal, Europe) 

The expression in(x, Lisbon) above is based on the fact 
that a town can be represented either as a one-dimensional 
point or as a two-dimensional area.  

Spatial concepts potentially used by geolocation 
applications could be additionally defined based on 
quantitative-range labelling (e.g., near, far, distance) or on 
specific configurational features (e.g., North, South, 
latitude, equator). As has been shown, movement concepts 
could also be incorporated by means of the (S1) updating 
rules. 

Similarly, time concepts could also be categorized in 
different ways, i.e., represented by means of different 
configurations, e.g., see Figures 6 and 7. 

 
Figure 6. Time categorization (a) 

 

Figure 7. Time categorization (b) 

Concepts such as before, after, during, yesterday, etc. 
would naturally emerge from such representations, and 
could then be used, together with spatial and/or movement 

representations, to derive syntax expressions with querying 
and/or updating purposes. 

3. Meteorology 

Representations describing movement could also be used 
to describe the evolution of meteorological variables, just by 
replacing spatial categories with categories derived from 
meteorological variables, e.g., see Figure 8. 

 
 

Figure 8. Evolution of meteorological variables 

Expressed as category clusters, the values of the 
different variables would be represented as, e.g., Figure 9. 

... v1 v1 V v2 ... 

... T t1  T t2 ... 

Figure 9. A category cluster representing the evolution of meteorological 
variables 

where v1, v2 would denote individual, point-like values of 
the relevant variable, while V, T would generically denote 
resp. value ranges and time spans. Thus, in Figure 9 the 
value v1 would not change during a time span T until the 
time t1, after which it would evolve to v2 along a range of 
values V during a time span T. 

As has been noted, both time and value ranges could be 
quantified, but for the purposes of generating syntax 
expressions that would not necessarily be a requirement. 

The above examples show that there are a number of 
domains where data items —whether concept attributes or 
measured values— can be categorized and represented as 
category clusters. By means of the expressions (6) and (9), 
such category clusters have the potential to generate as 
many syntax constructions as could possibly be derived 
from them, even if some of their elements may not have 
been labelled and/or conceptually identified. The filling of 
lexical gaps, and the development of novel theoretical 
frameworks, are just natural consequences of that potential. 

Since the advent of smartphones, we are surrounded by 
data. We can wirelessly access GPS and geographical data 
practically anywhere anytime, as well as train/flight/bus 
timetables, food recipes, health tips, weather forecasts, etc. 
By structuring and combining those data in terms of 
category clusters, they could be endowed with a potential to 
exchange (i.e., generate and decode) information through 
possibly any existing NL. Furthermore, their basic 
components would be derived from objective and 
irreducible properties of space and time, and would 
therefore neatly fit into the definition of semantic primitives.  

town 

country / region / ... 

day 

morning 

temperature / humidity / wind / cloudiness / rain / sunshine 

time divisions, e.g., days, hours 

week 

monthh 

day 
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XIII. DATABASES AS CATEGORY CLUSTERS 

A variety of approaches to communication through 
different arrangements of data have been described [3][11], 
including based on ontologies [49][5], the Semantic Web 
[34], and even neural networks [38]. However, neither 
ontologies nor databases or, for that matter, n-tuple concepts 
are explicitly conceived as category clusters [12]. They may 
contain symbols denoting categories, but in general they do 
not acknowledge the fine structure provided by semantic 
clusters, whether by identifying irreducible relations or by 
decomposing extant relations into irreducible ones. 
Furthermore, some of the categories identified are only 
implicitly based on spontaneous categorization, and their 
updating structure is not formally acknowledged and, 
consequently, often not used.  

An interpretation of databases as category clusters, i.e., 
reflecting category structures and semantic relations, would 
make it possible to directly generate and decode a much 
larger and richer repertoire of string syntax —and hence, 
conventional syntax— expressions. It would therefore 
provide a more natural way to exchange information with 
conventional language users by using string syntax as an 
intermediary. This can be summarized as follows. 

 

 

 

 

 

Figure 10. Two alternative data arrangements for information exchange 

with conventional language users 

The expressions (11) and (12) provide a means to resp. 
update and query a communicating party through string 
syntax, provided that the sender’s and the receiver’s data 
arrangements are consistent with each other. Therefore, 
whatever the spatial configuration of a database, string 
syntax communication will be possible whenever the 
database’s content can be interpreted in terms of categories 
and category clusters.  

In a database D, an empty table T consisting of the 
columns C1, C2, ... could be interpreted as a combination of 
the associated categories C1, C2, ..., and any instantiation of 
that combined category would describe a row (or potential 

row) in T. For example, let the table Tk consist of the 
columns ‘name’, ‘age’, and ‘address’. Because each of these 
can take any value within its respective scope, they can also 
be construed as categories, i.e., 

name()  age()  address()  >>  G 

where G would be a category cluster associated to T. By 
specifying values for those columns, a number of rows 
would be obtained, e.g., 

name(Oz)  age(39)  address(7th Av.) >> row1 
name(John)  age(54)  address(97 St.) >> row2 
name()  age(33)  address(221B St.)  >>  row3 

Now, if we use the connective  to link the rows above, 

then the table T  could be interpreted as a category 
ambiguously referring to any of its rows. If we use the 

connective  instead, then T could  be interpreted as a 
combination of rows, i.e., 

row1  row2  row3  ...  >>  employee 
row1  row2  row3  ...  >>  employees 

In string syntax, both rows and cells within a row could 
be referred to by means of (6) and (9), e.g., 

employee [r2 age(33)]  
age [r’2 employee [r3 221B St.]] 

where the relations r2, r’2, r3 would be defined according to 
(4) and (5). In the general case, communication between a 
database and a user could be established in either direction 
as follows: 

A. User to database  

By reversing the rules used to derive conventional 
syntaxes, messages sent by users to a database D for 
updating or querying purposes could be expressed in string 
syntax by means of resp. (9) or (10). Such messages could 
be processed at D insofar as its tables could be interpreted as 
category clusters and those clusters would be consistent 
with the sender’s. When that is the case, updating and 
querying could be interpreted in D as follows 

String syntax Database operation 
G [rm !u] N1(u1)  ...  Nm(u ←) (13a) 
!G [rm u] N1(u1)  ...  Nm(u) ← Nm(u) (13b) 
?G [rm u] Nm(u) → N1(u1)  ...  Nm(u) (13c) 
?Cm [r’m G] N1(u1)  ...  Nm(→ u) (13d) 

where the symbols ← and → denote resp. the incorporation 
of a new item and the identification of an extant item. The 
updating operation would add resp. a value or a row to D, 
while the query would prompt D to identify resp. an item or 
a table, and then send the result to the querying party. 

Therefore, to be able to process string syntax 
expressions, a database should be configured so that either 
(a) the column headers in its tables reflect categories 
potentially referred to by the user, or (b) a sub-table could 
be identified in D for each category cluster that might be 
referred to by a user.  

This is not uncommon. Meteorological and geolocation 
databases usually record data expected to be of interest for 
the general user, and databases containing spatial/temporal 
data most often lend themselves to semantic interpretation. 
As an example, let us define the category cluster G as in 
Figure 11: 

Category 
clusters 

 

String 

syntax 

(DB) 

Conventional syntax 

(e.g., English) 
Data 

items 

Databases 
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... h1 h1 H h2 ... 

... T t1 T t2 ... 

Figure 11. Space-time category cluster 

This could be interpreted as describing a stay at the 
location h1 for an indefinite time T until the time t1, then 
some movement along some distance H during an indefinite 
time span T, and then the presence on a fixed location h2 at 
the time t2. From that cluster, the subclusters  

h1 H  H h2 

t1 T T t2 

could be denoted resp. as Gdepart, Garrive, implying the 
relations 

from(Gdepart, loc) 
at(Garrive, time) 

The above relations could be used to construct a number 
of useful string syntax expressions, e.g.,  

Gdepart [from Rome] 
Garrive [at 09:23] 

and therefore also updating and querying expressions, e.g., 

?time [r’2 Garrive [to Rome]] 

For a database to be able to interpret such expressions, 
the adjacency relations in the sub-table  

origin destination departure arrival 

Bonn Rome 20:15 22:30 

should be reconfigured so as to reflect the semantic relations 
in G, e.g., 

[origin] H [destination] 

[departure] T [arrival] 

so that, e.g., the sub-table 

H h2 

T t2 

could be associated to the category cluster 

Garrive(loc, time) 

The reconfigured table in D is actually a three-
dimensional table, where the original columns are now 
arranged differently, i.e., only the topology of the table has 
been changed. 

B. Database to user 

The correspondences (13a-b) could reciprocally be used 
by D to derive reports expressed in string syntax, i.e., 

Database operation String syntax 
N1(u1)  ...  Nm(→u) G [rm !u]  
Nm(u)→N1(u1)  ...  Nm(u) !G [rm u] 

that would prompt the receiver to update its representation 
in response to the query previously sent, or by, e.g., a 
geolocation algorithm intended to keep a user updated on 
his surroundings. 

An example would hopefully illustrate the reporting 
process. In a meteorological database M, the column 
headers ‘temp’, ‘humidity’, ‘loc’, and ‘time’ could be 
associated a combined category that a user would interpret 
as a number of variables describing different weather states, 
i.e., 

Column headers  Combined category  
temp humidity loc time  temp  humidity  loc  time  

A query intended to find out, e.g., the temperature in 
Paris at 22:05 would be expressed in string syntax as 

?temp [r1 Paris] [r2 22:05] 

In response to that query, the database would locate the 
row R having ‘Paris’ under the header ‘loc’ and ‘22:05’ 
under the header ‘time’. It would then retrieve from that row 
the cell under the header ‘temp‘, and express the resulting 
value in string syntax as 

R [r3 !33ºC] [r1 Paris] [r2 22:05] (14) 

If we use English words for the subindices, then we can 
write 

r1 rin 
R Ra-row-in-this-database  
r2 rat  

A few translation rules, together with (7), would convert 
(14) into the conventional syntax expression 

the temperature from a row in this database in Paris 
at 22:05 is 33ºC 

However, the receivers need not even know that the data 
has been retrieved from some table in the source database. 
They have chosen to ask the source because they trust it to 
output reliable data. Therefore, the source might safely 
decide to just translate  

the temperature in Paris at 22:05 is 33ºC 

This omission might seem like a trick shrewdly devised 
to get the desired result. On the contrary, it is an information 
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compression device routinely used by natural language 
speakers. Consider just a few examples. 

- the kitchen [of our house] is in the ground floor 
- I can see the airport [of Beijing] now 
- the book [you expressed an interest to buy three 

minutes ago] is Finnegans Wake 

XIV. POTENTIAL TOOLS FOR DEAFBLIND USERS 

One sector of the population that could potentially 
benefit from this framework are deafblind users. DeafBlind 
People (DBP) are affected by different degrees of 
visual/auditive impairment. They communicate through a 
surprisingly wide —and quite imaginative— diversity of 
languages and communication media [42][46], and have a 
severely limited access to the perceptual world [33]. Their 
access to information is generally limited to communication 
with other human beings through various, often non-
standard, languages. Therefore, they generally require a 
human intermediary to communicate with the external 
world, as well as to find their way around. Attempts to 
facilitate DBP communication have been described, 
including based on gesture recognition [2][29], tactile 
messages [8], human-robot interaction [39], and many 
others. However, deafblind people’s familiarity with 
abstract concepts is limited, which poses a formidable 
challenge [9].  

In that respect, the potential benefits of the ideas 
presented in this paper are threefold, i.e., (a) string syntax 
could be used as a bridge between databases and DBP 
languages, which could give DBP users access to a wealth 
of external information otherwise inaccessible to them; (b) 
because semantic clusters can be used to generate and 
decode syntax expressions, the recognition of such 
structures, and the knowledge of the rules to deal with them, 
could facilitate DBP language learning and comprehension, 
and enhance their conversational skills; and (c) the 
possibility to spatially represent semantic relations could 
provide DBP with an invaluable tool to enhance their 
cognitive universe in a more systematic way than what has 
been achieved to date [13][48]. The first two benefits could 
be attained resp. through parsing and training. The third one 
will be discussed below.  

The structure of perceptions plays a key role in the 
formation of concepts. As an example, people who have 
experienced long-term visual deprivation and are given 
access to retinal perceptions initially fail to see those 
perceptions in a structured way [20]. Nonetheless, insofar as 
perceptions can be represented in terms of spatial adjacency 
relations, they might be accessible anyway. No blind person 
can perceive colors, but a structural description of a rainbow 
or, for that matter, of the color spectrum could be 
apprehended by them and labelled in a way consistent with 
non-visually impaired people’s. Such possibilities open the 
door to a number of tools aimed at a cognitive enhancement 
of DBP. While DBP lack the input to construct some 
sensory representations, such representations could possibly 
be taught to them, thereby helping them not only to find 

their way around without human assistance, but also to 
enhance their knowledge about the world they live in. 

Actually, language learning and cognitive enhancement 
would go hand in hand. Both would rely on three 
components dealing with the aspects of resp. cognition, 
output, and input, namely: (a) recognizing the structure of 
basic categories, as well as a number of elementary category 
clusters; (b) learning to associate lexical tokens to semantic 
representations or parts thereof; (c) recognizing the basic 
components of string syntax, i.e., categories, instances, and 
relations, as well as the spontaneous categorization 
mechanism.  

The realization that a number of categories can be 
updated and assembled, and of how it can be done, should in 
turn lead to the realization that semantic gaps can be filled, 
and that more complex concepts can be envisioned, whether 
they have a material correlate or are a personal creation. 
This should make DBP aware that the both the material and 
mental worlds are ever larger and, with the right tools at 
hand, it can be explored. 

A roadmap along those lines could only be sketched 
within the scope of this paper. In the examples below, the 
teaching methods suggested appear in italics, while the 
teacher’s prompts are shown between asterisks, and lexical 
tokens are enclosed in angle brackets. The symbol :: denotes 
the expected association between the prompts and the 
corresponding lexical tokens. 

Category animal (e.g., toys) 
Tactile recognition  
<animal><x> 
where <x> :: *duck*/*bird*/*turtle*/... 

Category shape 
Tactile recognition  
<shape><x> 
where <x> :: *duck*/*square*/*circle*/... 

Category size 
Tactile recognition  
<large><x>/<small><x> 
where <x> :: *duck*/*square*/*circle*/... 

Category up/down 
Hand position 
<x><up>/<x><down> 
where <x> :: *duck*/*box*/*hand*/... 

Spatial updating 
Tactile recognition 
<y><next to><x> 
where <x>,<y> :: *me*,*table*/*table,*you*/... 

Time updating 
Tactile exploration (e.g., on a clock face) 
<y><then><x> 
where <x>,<y> :: *<sleep>*,*<wake up>*/... 

Category still/moving 

65

International Journal on Advances in Software, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/software/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Tactile recognition 
<x><still>/<x><moving> 
where <x> :: *<rabbit>*,*<car>*/... 

Having identified space and time concepts and their 
respective updating structure, a possible course of action 
could be for the DBP learner to be presented the semantic 
cluster in Figure 11. From that cluster, a number of 
subclusters representing concepts, e.g., move, stay, before, 
from, at, etc. could be identified, and their lexical correlates 
could be used to assemble a number of syntax string 
expressions, as described in Section XIII. 

Regarding the possible implementations, a portable 
device with a haptic interface, which could physically 
change hands to send and receive messages by other human 
parties, would arguably provide a higher degree of 
autonomy than garments or other wearable devices. 
Furthermore, the interface provided by a portable device 
would facilitate a more sophisticated interaction, 
particularly for the purposes of language exchange, and 
language and concept learning. It could also be a means, or 
at least provide a stimulus, for the users to replace their 
sign/haptic language or dialect with string syntax as a user-
friendly, universal language. Its three basic elements, i.e., 
categories, instances and relations, could be readily 
expressed by means of haptic icons, and its syntax rules are 
simplest and intuitive.  

Human language is a vast field, encompassing all kinds 
of conceivable concepts. Therefore, any communication 
project could only be realistic if constrained to a specific, 
clearly delimited concept domain. In view of this, a possible 
plan aimed to learning and communication should initially 
consist of a number of basic semantic fields plus a roadmap 
to expand such fields to other semantic domains. Actually, a 
significant problem might be the identification of clear 
boundaries, considering the all-pervading nature of semantic 
notions.  

A number of tools to be initially developed to implement 
such an interface would be as follows: 

COST: A parser to translate [simple] conventional syntax 
(CO) expressions into string syntax (ST) expressions 

STCO: A translator from string syntax (ST) to conventional 
syntaxes (CO) 

LESE: A dictionary associating lexical tokens (LE) to 
semantic configurations (SE) 

META: A dictionary of metalanguage signs to instruct the 
recognition of semantic tokens and their association to 
string syntax components 

DASE: A module to rearrange database data (DA) into 
identifiable semantic configurations (SE) 

LEX: A number of limited lexicons from different domains. 
Initially, they might include meteorology (MET), and 
geolocation (GEO). As a potential further addition, static 
and dynamic in-out concepts (IOC) could also be 
explored 

The author has already designed an interface along those 
lines. However, a detailed description of that interface 
would be beyond the scope of this paper. 

CONCLUSION 

A representational approach to data, together with the 
categorial structure implicit in natural languages, can be 
seen as the components of a formal framework that 
integrates syntax and semantics under a single theoretical 
construct. Within that novel syntax/semantics integrated 
framework, human communication could be achieved by 
structurally representing either internal thoughts or external 
perceptions/data as category clusters. In such a 
representation, the category-instance relation could be used 
to locally refer to individual components through a 
disambiguation process, which could be expressed in a 
particular string form.  

The syntax informing such strings has been shown to be 
consistent with conventional languages, as well as databases 
and various representational implementations. Furthermore, 
the identification of formal structures underlying categories 
lends category clusters an objective semantic quality, and 
endows them with the potential to generate syntax 
expressions.  

This unification of syntax and semantics into one single 
model could be the basis for an interface to be designed, 
among other purposes, to: (a) operate as a universal 
translator; (b) derive language expressions from spatial 
representations, and conversely, extract representations from 
syntax strings; (c) rearrange databases in a representational 
format; and (d) give sensory impaired people a more 
extensive access to the external world.  

Future work along those lines would include the 
implementation of a number of interactive database-user 
interfaces, e.g., for geolocation purposes, flight/train data 
querying at resp. airports/train stations, etc., with the aim of 
progressively enlarging their scope and incorporating ever 
more complex data sources. The optimization of such 
interfaces would also be interactive, and essentially not 
different from the dispelling of misunderstandings in 
colloquial language. 

The development of an interactive methodology along 
the lines sketched in Section XIV would also be a promising 
tool to enhance the cognitive universe of deafblind people. 
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Abstract—This paper delves into the generation and use of 

image classification models in a real-time environment utilizing 

machine learning. The ImageAI framework was used to 

generate a list of models from a set of training images and also 

for classifying new images using the generated models. 

Through this paper, previous research projects and industry 

programs are analyzed for design and operation. The basic 

implementation results in models that classify new images 

correctly the majority of the time with a high level of 

confidence. However, almost a quarter of the time the models 

classify images incorrectly. This paper attempts to improve the 

classification accuracy and improve the operational efficiency 

of the overall system as well.  

Keywords-component; Machine Learning; Tensor Flow; 

Image Classification. 

I.  INTRODUCTION 

Presented in this research paper is a new and novel 
approach to machine learning design that maximizes the 
balance between accuracy, efficiency, solution justification, 
and rule evolution. This paper is a more complete and 
informative description of the research presented at the 
IARIA Data Analytics conference [1]. This research 
improves four factors of machine learning within a single 
design. During this research, traditional open source machine 
learning methodologies were altered to improve different 
aspects of machine learning, tested against a single 
application. These traditional methodologies were integrated 
using ensemble methods for enhancing the performance 
along with providing justifications for the classification 
results. This paper discusses the results, data used, the 
analysis, and validation methodologies used. 

This research attempted to find an optimal balance 
between maximizing a system's accuracy and minimizing a 
system's time and space requirements. As shown in Figure 1, 
these three attributes are directly correlated with each other 
and the system integrator needs to determine the trade-off 
required for the implemented system. 

During this research the Identifiable Professionals 
(IdenProf) Dataset was used for training and validating 
models. The dataset contains ten image sets of 
distinguishable professions, each set containing 900 images 

for training and 200 images for validation per profession. 
The expected outcome of this research is a two part system 
capable of analyzing a real-time feed and perform profession 
classification based on a remotely generated model. 

 

 
Figure 1: System Efficiency Tradeoffs 

 
This research aimed at answering the following four 

questions based upon improved decision support system 
operations. Investigations and implementations conducted 
comprised of different components of the Decision Support 
System (DSS). This research reviewed prior research in the 
machine learning technical field and built upon previous 
research to answer the following hypothesis: 

 
1. Utilizing a knowledge base, can a DSS be 

implemented to minimize the time and space 
requirements, while maximizing the accuracy of the 
suggested solutions? 

2. How can a knowledge base be implemented to 
improve the overall accuracy of the system? 

3. Is a DSS able to provide solution justification to the 
user, enabling users to have trust in the answers 
being provided? 
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4. Is it possible to improve rule evolution without 
needing to store locally all previous cases for doing 
rule re-validations? 

 
This paper is broken up into a Background section, where 

high-level aspects of machine learning and knowledge-bases 
are discussed. The Methodology is discussed following the 
Background section. Following the Methodology section the 
preliminary results are discussed in the Data Analytics and 
Results sections. Finally, the conclusion discusses planned 
future work and recommended further work. 

II. BACKGROUND 

Knowledge base systems enable problems to be quickly 
and accurately solved based on previous cases. Knowledge 
base systems also allow for problem solving of very complex 
situations at speeds humans alone would not be able to 
achieve at such accuracies. Throughout the last 20 years, 
knowledge bases have grown in applications to assist in 
everyday tasks. More recently, IBM’s Watson, an Artificial 
intelligence supercomputer, is in the limelight through its 
uses in the medical arena and in personal taxes with H&R 
Block. Other applications of machine learning have been 
completed or are being developed include detecting insider 
threats, big data analytics, market analysis for proposals, 
condition-based maintenance, and diagnostics in the medical 
field.   

In the medical industry, Watson has proven capable of 
making the same recommended treatment plans as doctors 
99% of the time. Unlike traditional human doctors, Watson 
can use all available medical resources when making a 
patient's diagnosis. By having such vast amounts of 
knowledge, Watson can provide treatment options doctors 
may miss. Watson utilizes powerful algorithms and immense 
computing resources to analyze all medical relevant data to 
find “…treatment options human doctors missed in 30 
percent of the cases” [3]. Since Watson has so much 
computing power it is able to determine treatment plans for 
patients faster than human doctors could, allowing doctors to 
put patients on treatments faster with the intervention of 
Watson. Watson is one example of how knowledge base 
systems positively benefit society by efficient and accurate 
problem solving of complex problems. Additional research 
into knowledge bases will allow them to problem solve 
faster, with more accuracy, and with less compute power 
requirements.  

Condition-Based Maintenance, shown in Figure 2, is the 
method of monitoring a system’s components to determine 
what level of maintenance is required for the system to 
remain functioning. Using a Condition-Based Maintenance 
system for managing maintenance events allows 
professionals to be proactive with performing maintenance 
activities versus being reactive. Reactive maintenance 
involves replacing components after they already failed, 
causing system downtime. When a system goes down for 
unscheduled maintenance or repairs, many different 
repercussions can occur depending on the affected system’s 
role. Using air traffic control centers as an example, any 
unplanned downtime has the potential to disrupt hundreds of 

flights and cost a significant amount of money due to flight 
delays [12]. Machine learning can be used to assist 
professionals to determine optimal maintenance schedules 
while minimizing system down time. 

 

 
Figure 2: Condition Based Maintenance [2] 

 
Although some of the described applications may not be 

as drastic as life or death medical decisions, all still can 
greatly affect society. Utilizing machine learning allows 
organizations to detect threats, conduct predictive 
maintenance, and perform many repeatable decision-making 
tasks consistently and efficiently. By allowing a machine to 
learn over time through historical cases and building a 
knowledge base, the machine allows operators to make 
informed decisions by providing every available piece of 
information. Systems are able to make decisions in a fraction 
of the time compared to a human expert attempting to come 
to the same decision, however additional advancement is 
needed to make machine learning more accurate and 
efficient. Areas needing additional inquiries include indexing 
algorithms, storage solutions, and finally the decision-
making algorithms themselves. Machine learning is 
important because of the wide range of applications and 
benefits provided through the decision making and 
predictions capable. As the field advances, machines will 
create predictions and perform decision making faster and 
more completely. 

A. Watson 

Watson originally became well-known for competing in 

Jeopardy. Watson is a knowledge base altered for various 

applications including Jeopardy, medical field, and taxes. 

Breaking down questions from a complex human language 

was required for Watson to compete at the Jeopardy game 

[3]. The analysis of the Jeopardy questions and identifying 

the correct answer needed to happen almost instantaneously 

to compete on a high caliber level. 

With the Jeopardy Challenge, Watson needed to break 

down questions out of human language to a format Watson 

could understand. The questions needed to break down into 

the main statement and then separate supporting statements 

out. “…decompose the question into these two parts and ask 

for answers to each one, we may find that the answer 

common to both questions is the answer to the original clue” 

[3]. 

In recent years, IBM altered Watson to handle taxes by 

collaborating with H&R Block. Although there is not much 

technical information available discussing the design of 
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Watson's work with taxes, there are a few assumptions that 

can be made. We would assume Watson uses a rule and 

case-based design. The rules would take in data on a new 

client, which determine what tax actions could take place. 

Watson would compare the new client to all previous clients 

allowing for more accurate and consistent tax evaluation. 

B. Deep Learning Frameworks – Tensor Flow 

Tensor Flow is a deep learning framework built on the 

first generation framework called DistBelief. Both 

frameworks were developed by Google to advance 

technology for the public and for use in Google’s wide 

range of data products [4]. One of TensorFlow's major 

improvements over DistBelief is its ability to scale up onto 

large distributed hardware platforms utilizing multiple 

CPUs and GPUs. Tensor Flow utilizes a master orchestrator 

to distribute work across the number of hardware platforms 

available, each individual platform then breaks the work 

down to be solved across each system’s available CPUs and 

GPUs. 

Benchmarks conducted by Google researchers showed 

the Tensor Flow framework performs, as well as other 

popular training libraries. However, Tensor Flow did not 

have the best performance statistics as other libraries in the 

study when tested on a single machine platform [9]. 

Researchers at Google are continuing development in the 

Tensor Flow framework to incorporate additional 

optimization and automation to improve the performance of 

the framework. 

C. Rule Evolution IB1 & IB2 Algorithms 

The IB1 and IB2 algorithms are used to evolve a 

system's rules used for classification by incorporating new 

cases. The addition of more instances over time causes the 

machine to alter its rules to improve the probability of 

giving a correct prediction on future instances. Instances can 

either enforce existing rules or go against existing rules. 

Over the course of a training period, the IB1 algorithm will 

converge to the actual results based on altering its rules. IB1 

requires data to have specific attributes, making cases 

distinct enough for the algorithm to learn over time. If the 

data does not have distinct attributes then the machine will 

not learn, since no strong points of comparison are available 

between cases [5]. 

A downside of the IB1 algorithm is the need to store all 

correct and incorrect classifications over the lifetime of the 

machine. The IB2 algorithm is a branch of the IB1 

algorithm that does not require the storage of all 

classifications, only the incorrect classifications. The 

tradeoff of saving storage space is the increase in time 

required for the IB2 algorithm to learn to predict with strong 

accuracy [5]. 

During the evaluation of both the IB1 and IB2 

algorithms, researchers determined both algorithms are able 

to achieve acceptable prediction accuracies in some 

situations. However, IB1 attains greater accuracies on each 

scenario when compared to the IB2 algorithm. The increase 

in accuracy for IB1 could be attributed to the storing of all 

classification events versus only the incorrect 

classifications. 

D. Ensemble Method 

Ensemble methods is the practice of implementing 

multiple machine learning algorithms and incorporating an 

additional algorithm to vote the responses to a single 

response. “Ensemble methods are learning algorithms that 

construct a set of classifiers and then classify new data 

points by taking a (weighted) vote of their predictions'' [6]. 

Ensemble methods help to remove model bias and 

overconfidence for models against specific applications. 

“Ensemble methods are meta-algorithms that combine 

several machine learning techniques into one predictive 

model in order to decrease variance (bagging), bias 

(boosting), or improve predictions (stacking)'' [7]. 

 

 
Figure 3: Weather Model Example [8] 

 

Ensemble methods are used in other industries; for 

example meteorologist compare numerous models to 

generate a cone of certainty for hurricane predictions. Figure 

3 shows an example of a cone of certainty track for 

hurricane Dorian in 2019. This cone was generated by 

averaging multiple hurricane track models to a single cone. 

The cone shows decreasing assurance in the accuracy the 

further in time of the prediction. 

One ensemble method, the Bayesian method, is a 

common practice of integrating multiple classifiers into a 

single classifier. The Bayesian method utilizes a weighted 

average method for determining the proper response. 

However, researchers from the University of Washington 

found the Bayesian method has a higher rate of error than 

other methods of ensemble [9]. 

 

 
Figure 4: Ensemble Voting Methods [10] 
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Another method used when incorporating ensemble with 

machine learning is the bagging method. Bagging involves 

multiple training models on different subsets of data and 

integrating the outputs from each model to produce a single 

result [7]. Boosting is another method for using numerous 

predictions to create a single result. Both the Bayesian and 

bagging methods are depicted in Figure 4. 

III. METHODOLOGY/THEORY 

This section discusses the methodology used in the 
completion of this research. The research process followed 
the system engineering v-diagram during development, as 
shown in Figure 6. 

 

 
Figure 6: Design Methodology 

 
This section is further broken into a system architecture 

and software architecture sections. 

A. System Architecture 

The implementation, which is shown in Figure 5, is 
broken into four sections; a workstation computer, web 
server, raspberry pi, and a shared storage box. The 
workstation computer contains an NVidia GTX 980ti and is 
used for generating models based on the training images. 
Once the models are generated they are stored on a 
centralized shared storage array.  

 
The model generator portion of the system handles 

ingesting a multitude of images and generating 200 models 
per generation algorithm. The model generation is a 
compute-intensive operation, taking about 90 seconds per 
model at 200 models per algorithm to run, and requires a 
high level of resources to provide accurate results. 
Additional hardware options were investigated, including 
Amazon's Web Service and Digital Ocean's droplets. Both of 
these alternatives allow users to utilize a pay by use virtual 
Linux environment having a wide range of hardware scaling 
options. These options were not chosen to eliminate 
variables introduced by relying on another company's 
infrastructure. 

A Raspberry Pi 3 B+ [11] was used for real-time image 
classification utilizing an onboard camera. During the initial 
testing and validation, the model generator was used. The 
model generator was capable of classifying a large number 
of images in rapid succession to validate the improvements 
implemented. The Raspberry Pi was best suited for 
completing single image classifications. 

During initial testing and validation, the Model Generator 
was also used in place of the Raspberry Pi. Connected to the 
workstation is a networked HDD used for storing the 
generated models. 

The web server is the middle point between the 
workstation and the raspberry pi, by serving the models 
generated for the Pi to download. To enable future learning 
from real imaging, the Pi will upload classified images to the 
web server for the workstation to use in future model 
generation. 

Figure 5: System Flow Diagram 
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B. Software Architecture 

The following software packages and frameworks are 
used to generate the models for real-time image 
classifications and for classifying new images: 

 Python 3.6 

 Tensorflow-GPU 

 Numpy 

 SciPy 

 OpenCV 

 Pillow 

 Matplotlib 

 H5py 

 Keras 

 ImageAI [12] 
 
ImageAI is an API that can generate models based on an 

image set and perform image classifications based on the 
generated models. The API can generate models using the 
Desenet, Inveption v3, Resnet, and Squeezenet algorithms. 

The workstation utilizes the above listed software when 
generating the initial models used for classification. ImageAI 
is a wrapper framework for the rest of the libraries, 
simplifying the development process. The same ImageAI 
framework is used on the raspberry pi for real-time image 
classification utilizing an add-on camera board. The 
raspberry pi is capable of handling the classification 
algorithms because the model generation and model 
evolution is offloaded to the workstation [13]. This heavily 
reduces the compute requirements, enabling the mobile real-
time classification. 

The web server is a repository for the raspberry pi to 
retrieve the latest generated models and to upload classified 
images for further analysis. Real-time images are uploaded 
to the webserver for manual verification of the image's 
classification and are then loaded into the workstation as 
additional training images to evolve the models. The 
combination of the workstation and Raspberry Pi enables an 
overall system supporting model evolution while increasing 
the efficiency of the real-time classifier [13]. 

A future implementation adds a system capability of 
justifying the classifications provided. The current design 
behind the justification uses the built in confidence levels 
provided when classifying images. An alternative approach 
includes providing sample images that were classified using 
the same models and produced the same results. 

C. Model Training 

The generation of the classification models requires one 
data input and five configuration settings to generate the 
models. The script takes a folder path to a subset of the 
image dataset used for training as a script input. The 
remainder of the images is used for validating the generated 
models. The folder structure, as seen in Figure 7, consists of 
one folder per profession with each folder containing at least 
200 images. 

The next section of the script generates four different 
types of models based on four different generation 
algorithms. Each generation takes five configuration settings. 

The first one defines the number of image types, in this 
scenario being the ten different professions. The next input is 
the number of experiments, which determines the number of 
models to generate. The enhance_data input is an optional 
input, “This is used to state if we want the network to 
produce modified copies of the training images for better 
performance'' [14]. The batch size input is dependent on the 
computing hardware available; the number is set to the 
maximum amount allowed by the equipment available. 
Finally, the show_network_summary input is used for 
providing detailed information to the console during model 
generation. The script cycles through the algorithms for 
generation and then generates 200 models and one JSON file 
per algorithm. The script serially generates the models for all 
four algorithms: DenseNet, Inceptionv3, ResNet, and 
SqueezeNet.  

 

 
Figure 7: Image Folder Structure 

 
Models are generated by breaking apart an image into 

simpler parts. These parts determine a rule set that goes into 
different layers. A culmination of each of these layers allows 
the model to make predictions based on an inputted image. 
The algorithm structures the layers in an optimal fashion to 
maximize the efficiency of image predictions. 

During model generation the number of models to 
generate determines the number of variations the underlying 
algorithms with attempt. For instance, this research used 200 
variations for the parameter settings producing 200 different 
models. The algorithms then determines an accuracy rate for 
each model generated, allowing the user to select the model 
with the highest evaluated accuracy. The generated models 
are given a specific naming structure for easy identification. 
The first parameter is an identification number ranging from 
one to the number of models generated. The second 
parameter gives the evaluated accuracy of the model, given 
in decimal format.  

Once all the models are generated, a PowerShell script 
identifies the top three accurate models per algorithm. The 
script copies the chosen models to a separate folder for use in 
image classifications. When the models are generated, the 
calculated accuracy is added to the filename, which is how 
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the PowerShell script selects the top three. At this point, the 
models are either used for individual image classification or 
bulk image classification. 

D. Image Classification 

Classifying a single image is done through the individual 
image classification script. This script takes in two directory 
paths and a probability threshold as inputs. The directory 
paths contain the location of the image to classify and the 
models to use during classification. The probability threshold 
determines what predictions from the models are used in the 
voting. When the ImageAI algorithm attempts to classify an 
image with a model, the algorithm returns a single prediction 
with the probability of correctness. The probability threshold 
variable only allows predictions with greater than 80% 
confidence to be included in voting for the final predicted 
profession. 

After all twelve models preform their prediction, the 
classifications that do not need the threshold requirements 
are thrown out. The remaining predictions are used in a 
simple majority voting scheme. The prediction with the 
majority of the votes from the various models is presented to 
the user with the average prediction confidence level and the 
number of models agreeing with the prediction. The script is 
capable of providing multiple predictions per image; 
however, for this application, only single predictions are 
needed. 

E. Learning Algorithms 

The ImageAI algorithm is used for the generation of the 
models and acts as a wrapper library to various machine 
learning algorithms, including Tensorflow. “ImageAI is an 
easy to use Computer Vision Python library that empowers 
developers to easily integrate state-of-the-art Artificial 
Intelligence features into their new and existing applications 
and systems'' [15]. By implementing the system utilizing 
ImageAI, the overall development cycle was simplified by 
masking the low-level coding. For this system, custom 
recognition is utilized. However, the algorithm is capable of 
also performing objection recognition and live video 
detection [15]. 

F. Ensemble Methods 

Two ensemble methods were used for combining the 
results of the individual models. The initial method used a 
simple majority voting scheme were each model has a single 
vote to the prediction. During analysis the simple majority 
method was altered to take into account each vote's 
confidence level. This weighted voting method calculated, 
which prediction has the highest confidence with a high 
number of votes. For example, if four models prediction 
waiter at a 95% confidence but five models predicted chef at 
80% then the simple majority would produce chef as the 
answer, while the weighted voting would produce waiter. 

IV. DATA ANALYTICS 

During this research, the Identifiable Professionals 
(IdenProf) dataset [16] is used for evaluating the proposed 
changes to the ImageAI algorithm. IdenProf contains 10 

distinguishable professions, listed in Table I. A sample 
image for each profession is shown in Figure 8. The dataset 
consists of over 900 images per profession used for training 
the system's models and an additional 200 images per 
profession for validating the models. All images are sized to 
a common pixel dimensions of 224 by 224 for uniformity. 
The image set has a makeup of mostly white males from the 
top 15 most populated countries [16], compared to other 
genders or nationalities. During the duration of this research 
project additional images can be gathered by pulling images 
from Google's search engine. 

 

 
Figure 8: Sample Profession Images [16] 

 
The experiments included testing the base algorithms 

against the training and validation images. These 200 images 
allowed analysis and validation of the models generated at 
all three stages of development. Additional experiments 
utilized the raspberry pi to simulate processing images on a 
low-powered machine. The models used in classifications 
are selected based on the assigned accuracy defined during 
model generation. For these experiments the models selected 
have over eighty percent accuracy. 

 

Table I: Training Images Classification 

Training Images Classifications 

Professions Accuracy 

Chef 74.5% 

Doctor 76.5% 

Engineer 86.0% 

Farmer 89.5% 

Firefighter 90.5% 

Judge 92.0% 

Mechanic 84.5% 

Pilot 87.5% 

Police 87.5% 

Waiter 72.0% 

 
 
Figure 10 depicts a collection of the test images for a 

pilot, one of the professions used in this research project. 
When running a classification against a pilot image, the 
system provides three results. Each result comes with a 
probability that the answer is correct. Typically the models 
generate one answer with a probability of over 95% and then 
the remaining two answers will make up the remaining 
percentage. During single image predictions, the system 
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provided a profession prediction, with a confidence level, 
and the number of models agreeing with the answer. The 
confidence level is the average of the models in agreeance on 
the vote disclosing the models that do not meet the threshold. 
During this sample run three of the twelve models did not 
meet the required threshold and were dropped from the 
calculations. The remaining nine models resulted in pilot as 
the answer with a combined confidence of 99.99%. Similar 
results were found on additional tests with different images. 
Single image predictions was tested on both the workstation 
and the Raspberry Pi B+ to act as a low powered system. 

 

 
Figure 10: Sample Profession Images - Pilot [16] 

 
While testing the performance of the model generation 

algorithm, the runtimes for each model algorithm were 
compared at different image dataset sizes. Figure 9 shows the 
runtime of the four model algorithms and the total runtime at 
nine image set sizes. With the exception of the final image 
set of 9000, each runtime gradually increased compared to 
the next smallest image set. 

V. RESULTS 

The results were gathered through two different methods, 
the first conducting single image predictions and the other 
doing an automated bulk analysis.  

A. Single Image Classification 

During testing using the Raspberry Pi 3 B+ for image 
prediction, the Raspberry Pi required slightly different 
software. The Raspberry Pi required older versions of some 
libraries because the newer versions were not yet compatible. 
Figure 11 shows the results when testing the Raspberry Pi 
against a pilot image. The Raspberry Pi was able to correctly 
classify the test image with a 99.99% confidence level; based 
on four separate models, with three of the four models 
agreeing on the prediction. The same image was used for 
tests on the desktop and both the high performance desktop 
and the Raspberry Pi 3 B+ were capable of providing the 
correct prediction and same confidence level. The only 
difference was the use of four models instead of twelve, to 

minimize the run time required and counter issues of not 
enough memory for twelve models. 
 

 
Figure 11: Single Image Prediction on a Raspberry Pi 

 
During execution the Raspberry Pi was consistently over 

90% memory utilization after running through five of the 
twelve models. Shortly into the sixth model assessment the 
python script crashed due to not enough memory available. 
Based on this limitation, the Raspberry Pi was configured to 
only use the top model from each algorithm instead of top 
three models per algorithm. All twelve models were ran 
individually and manually combined to verify only four 
models could perform as accurately as twelve. The manual 
combination resulted in nine of the twelve models agreeing 
with pilot for the prediction with a confidence level of 
98.1%. The four model implementation produced the same 
correct profession prediction, but with an increased 
confidence level at 99.99%. Since the accuracy and 
performance increased the Raspberry Pi implementation was 
altered to the four model design. 

The Raspberry Pi storage requirements grow at a rate of 
12 KBs per image classified with a constant model storage 
rate of 205 MBs for four models. These requirements are 
portable to any edge node device used. The Raspberry Pi 
takes an average of five minutes to classify a new image and 
about 600 MB of memory for each image classification. The 
time to classify is dependent on the hardware used, were the 
Raspberry Pi takes five minutes per image the desktop takes 
only three minutes per image. 

B. Bulk Image Classification 

During the bulk image processing, the scripts ingested 
two thousand images, evenly distributed between ten 
different professions. All the images received a profession 
prediction from all twelve models. The Squeezenet models 

Figure 9: Model Generation Runtime 
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consistently produced the wrong predictions, with only 10% 
of the predictions being correct. After further review, the 
model Squeezenet was only able to correctly predict a single 
profession. The Densenet and Inceptionv3 models all 
performed with an 87% accuracy and the Resnet algorithm 
performed slightly worse at 85%. Individually the models 
produced accurate results, but when implementing the voting 
schemes the results improved. 

Table II depicts the results of two different automated 
ensemble methods and a third with manual intervention. 
Implementing simple majority voting, also known as 
bagging, with a confidence level threshold resulted in an 
88% accuracy for predictions. The minimum required 
threshold eliminated the Squeezenet predictions from the 
voting. Where some models performed poorly for some 
professions other models performed strongly, resulting in 
increased correct predictions.  

The second ensemble method involved expanding on the 
bagging algorithm and incorporating the confidence levels 
into the vote determination. Implementing this design 
improvement resulted in a one percent accuracy increase 
over the simple majority voting scheme, at 89% accuracy 
when averaging the predictions from all 2000 image 
predictions. 

 

Table II: Training Images Classification 

Ensemble Results 

Ensemble Method 
Positively 
Predicted 

Total 
Images 

Percent 
Accuracy 

Majority Rule 1764 2000 88% 

Weighted Vote 1777 2000 89% 

Weighted with 
 Object Recognition 

1807 2000 90% 

 
Part of the future recommended work is incorporating 

object recognition to the predictions. The final row of Table 
II shows the improvement of doing manual object 
recognition for the waiter and chef professions. For manual 
recognition a tray or check book was searched for in the 
waiter images and a chef hat or side pocket thermometer for 
the chef images. The manual searching resulted in an 
improvement of one percent in accuracy over the weighted 
voting. Table III extracts the results for just the waiter and 
chef images. Adding object recognition gave an 8% accuracy 
improvement when looking solely at the chef and waiter 
images. 

 

Table III: Training Images Classification 

Object Recognition Result 

Prof. 
Weighted Vote Object Recognition 

Positively 
Predicted 

Percent 
Accuracy 

Positively 
Predicted 

Percent 
Accuracy 

Chef 165 / 200 83% 174 / 200 87% 

Waiter 148 / 200 74% 169 / 200 85% 

Chef & 
Waiter 

313 / 400 78% 343 / 400 86% 

 

C. Additional Image Test 

To verify the implemented algorithms additional police 
and firefighter images were chosen from Google searches 
and evaluated through the prediction script. These images 
were all classified correctly with over 98% certainty with at 
least six models agreeing on the vote. This test was 
conducted using the simple majority voting method. Each 
image was run multiple times against the same models to 
ensure the results were consistent each time.  

An additional test of five new chef and five new waiter 
images were chosen from Google searches and evaluated 
through the prediction script. Eight of the ten new images 
classified correctly, at a rate of 80%. The majority of the 
correctly identified images had a certainty of over 90%. 
These images were also classified using the simple majority 
voting method. 

VI. HYPOTHESIS RESULTS 

This section discusses how the implemented design 
addresses the four hypothesizes discussed in the introductory 
section. The hypotheses are also listed below: 

 
1. Utilizing a knowledge base, can a DSS be 

implemented to minimize the time and space 
requirements, while maximizing the accuracy of the 
suggested solutions? 

2. How can a knowledge base be implemented to 
improve the overall accuracy of the system? 

3. Is a DSS able to provide solution justification to the 
user, enabling users to have trust in the answers 
being provided? 

4. Is it possible to improve rule evolution without 
needing to store locally all previous cases for doing 
rule re-validations? 

 

A. Hypothesis 1 

The implemented design does not decrease the time 
complexity compared to using a traditional single model 
process. However, by implementing a real-time image 
classifier on an endpoint node and the model generator on a 
remote server the space complexity does improve. The 
thought behind this is to remove heavy storage requirements 
from endpoints that typically have minimal resources, while 
the remote server typically has excesses resources. 

B. Hypothesis 2 

The implementation of a voting scheme with multiple 
algorithms used for model generation has allowed an 
improvement in prediction accuracy on average. Individually 
the models perform worse than when all models are used in a 
voting scheme. 

C. Hypothesis 3 

The voting scheme provides additional confidence in the 
provided result while increasing accuracy. The system 
provides the number of models agreeing with a prediction to 
assist in providing the user with greater confidence in the 
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result. The system also provides the probability the system 
believes in the response provided. 

D. Hypothesis 4 

The feedback loop introduces manually verified 
predicted images and adds those images to the pool for future 
model generation to enhance the model evolution. By 
improving the model evolution, predictions improve 
accuracy and allow for the system to handle input changes 
over time. For example, as a profession’s physical 
characteristics evolve the system will evolve as well.  

To validate the feedback loop for incremental evolution 
nine separate simulations was ran. Nine sets of models were 
generated using different training set sizes ranging from one 
thousand to nine thousand in one thousand increments. After 
the models were generated the same five hundred images 
were classified against the top twelve models from each 
model set. Table IV shows the simulations with the results. 
The results did not show a perfect upwards curve for 
accuracy, but did show that as more images were added to 
the training set the accuracy did improve. From this test the 
accuracy went from 78% at one thousand training images to 
84% at nine thousand training images. The model set with 
one thousand images for training was an anomaly at a higher 
accuracy rate than the later model generations. This anomaly 
could be explained by the subset of images used in training 
just being an ideal set of images compared to the rest of 
image subsets. 

 

Table IV: Model Evolution Results 

Model Evolution Results 

Training 
Images 

Positively 
Predicted 

Incorrectly 
Predicted 

Total 
Processed 

Percent 
Accuracy 

1000 391 109 500 78% 

2000 316 184 500 63% 

3000 349 151 500 70% 

4000 360 140 500 72% 

5000 381 119 500 76% 

6000 399 101 500 80% 

7000 400 100 500 80% 

8000 424 76 500 85% 

9000 421 79 500 84% 

 

VII. CONCLUSION 

Throughout this project, there were limitations to 
development based on the hardware available. For future 
development in this area, additional work should include 
different types of hardware platforms. The algorithms were 
implemented to handle both low and high-performance 
hardware. Implementing the system on hardware like the 
Nvidia 2080 Ti should improve model generation because of 
the additional memory and CUDA cores, allowing for 
improved accuracy for profession predictions. Beyond 
improving the specific hardware available, work with a 
distributed computing system should be researched. 

A distributed system, shown in Figure 12, would grant a 
significant amount of computing power beyond what a single 

system would provide. A considerable improvement a 
distributed system would bring is a level of fault tolerance. A 
single system, similar to the one used in this project, has 
mostly all single points of failure. A distributed system 
would relieve the issue with single points of failure. During 
this project, using the Raspberry Pi attempted to simulate 
half the system in a distributed environment by using the 
Raspberry Pi as a low-powered endpoint node. The 
Raspberry Pi can be combined with an onboard camera to 
provide live image recognition as well. 

 

 
Figure 12: Distributed Network 

 
This system's edge nodes are scalable based on the 

quality of the back haul bandwidth from the edge node to the 
centralized repository. Each individual edge node acts 
autonomously, with no knowledge of the other edge nodes. 
As long as the centralized repository has enough resources to 
handle obtaining all the images from the edge nodes, the 
generation and distribution of models then the overall system 
can easily scale. 

Incorporating object recognition, visual shown in Figure 
13, into this design would also improve the overall 
performance. As discussed in the results section, object 
recognition improved the predictions of the chef and waiter 
professions by 8%. This was done with only four objects 
manually identified, using additional objects would improve 
the accuracy even more. 

 

 
Figure 13: Object Recognition Example [16] 
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Figure 14 depicts the image classification flow when 
incorporating object recognition. Each image is classified by 
twelve models using a whole image classification method. 
The twelve predictions are then combined through the 
weighted majority voting algorithm. Separately, the image is 
analyzed for object recognition, with the results compared 
against a repository of known objects linked to professions. 
The result from the object recognition and whole image 
classification is compared, if the results are the same then the 
system will export the result. However, if the comparison 
shows a disagreement then both results are evaluated for 
their confidence to determine what prediction to make. 

 

 
Figure 14: Object Recognition with Voting 

 
Throughout this project machine learning algorithms and 

applications were reviewed to determine what improvements 
could be made to enhance the field. One of the greatest areas 
needing improvement was providing users with justification 
and confidence in the predictions a system is providing. This 
project attempted to use multiple machine learning 
algorithms in a voting scheme to increase the confidence 
level in the predictions, while also improving the accuracy of 
the predictions. 

By using predictions as a feedback loop into the model 
generator, the system attempted to improve predictions over 
time. Improvement of the knowledge evolution is crucial for 
a system operating for any length of time. For instance, with 
the profession application, police officers over the last 
hundred years have evolved through their uniforms. If a 
system were generated using photos of police from the 
1920's, then the system would have a difficult time providing 
correct predictions of present-day police. 

With improved knowledge evolution, accuracy 
improvements become possible. The accuracy of the system 
was improved by implementing a voting scheme and a 
confidence threshold to drop low confident predictions. 
Specific algorithms showed higher performance against 
certain professions and were able to counteract lower-
performing algorithms. 

To improve the efficiency of the system, the space 
complexity was improved with a slightly worse time 
complexity. By implementing a server and client system, the 
size complexity was greatly reduced at the endpoint node 
while maintaining typical size complexity at the server-side. 
The client-side system only needed to download models 
from the server when available. Otherwise, the client can 
perform predictions uninterrupted. However, since the 
overall system utilizes the integration of open source 
elements there is minimal control over the inner workings of 
the libraries affecting size and complexity. 

Overall, the implemented system addresses all 
hypotheses originally made by implementing common, open-
source software in an untraditional manner. The delivered 
system from this project is capable of predicting a person's 
profession solely based on a single image of them, in a 
manner and speed humans would not be capable of 
achieving. 
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Abstract—Prototyping integration points with external systems 

and new technologies is an excellent starting point for 

validating certain design aspects but turning that into a 

complete enterprise solution goes far beyond implementing a 

working passthrough prototype. In some instances, the focus 

on functional features and tight deadlines lead to inadequate 

attention placed on non-functional system attributes, such as 

scalability, extensibility, performance, etc. Many design 

guidelines, best practices, and principles have been established, 

and antipatterns were identified and explained at length. Yet, 

it is not uncommon to encounter actual implementations 

suffering from deficiencies prescribed by these antipatterns. 

The first part of this paper discusses Leaky Abstractions, 

Mixing Concerns, and Vendor Lock-in antipatterns, as some of 

the more frequent offenders in case of system integration 

design. Ensuing problems such as the lack of proper structural 

and behavioral abstractions are revealed, along with potential 

solutions aiming to avoid costly consequences due to 

integration instability, constrained system evolution, and poor 

testability. The second half of this industry case study shows 

how unsuitable technology and tooling choices for database 

design, source code, and release management can lead to a 

systemic incoherence of the data layer models and artifacts, 

and implicitly to painful database management and 

deployment strategies. Raising awareness about certain design 

and technological challenges is what this paper aims to achieve. 

Keywords-integration models; design antipatterns; leaky 

abstractions; database management. 

I.  INTRODUCTION 

Translating business needs into technical design artifacts 
and choosing the right technologies and tools, demands a 
thorough understanding of the business domain as well as 
solid technical skills. Proper analysis, design, and modeling 
of functional and non-functional system requirements is only 
the first step. A deep understanding of design principles and 
patterns, experience with a variety of technologies, and 
excellent skills in quick prototyping are vital. Although 
conceptual or high-level design is in principle technology-
agnostic, ultimately specific frameworks, tools, Application 
Programming Interfaces (APIs), and platforms must be 
chosen [1]. Together they enable the translation of the design 
artifacts into a well-functioning, efficient, extensible, and 
maintainable software system [2]. 

Designing a solution that targets multi-system integration 
increases the difficulty and complexity of the design and 

prototyping tasks considerably, bringing additional concerns 
into focus. Identifying integration boundaries and how data 
and behavior should flow between different components and 
sub-systems, maintaining stable yet extensible integration 
boundaries, and ensuring system testability, are just a few of 
such concerns. This paper intends to outline a few design 
challenges that are not always properly addressed during the 
early stages of a project and which can quickly lead to brittle 
integration implementations and substantial technical debt. 

A few recognized design antipatterns and variations 
thereof are explained here, including concrete examples from 
actual integration implementations as encountered on various 
industry projects. Solutions to refactor and resolve these 
design deficiencies and issues are recommended as well. 

Section II presents a simplified perspective of a typical 
system integration problem. It explains a few general-
purpose integration concerns and goals, and how these can 
help to guide the design of the overall integration solution 
topology and the underlying componentization boundaries. 

Section III will address architectural and integration 
modeling concerns, focusing on a couple of design 
antipatterns. The structural aspects discussed in this section 
range from low granularity models (i.e., data types which 
support the exchange of data between systems) to large-
grained architectural models (i.e., system layers and 
components). The consequences of designing improper 
layers and levels of abstractions are outlined, followed by 
recommendations on how to avoid such pitfalls by 
refactoring the design accordingly.  

In Section IV, antipatterns covered in Section III are 
extended to the design of the data models and relational 
databases, also discussing the ability to customize external 
open-sourced systems that participate in the integration. 
Additional antipatterns are discussed, the problems behind 
them, as well as potential solutions that can overcome them. 

In Section V, the focus is shifted to the management and 
delivery of the data layer components and artifacts, as 
databases are an integration concern that goes beyond the 
data exchanged between the application tier and the data tier. 
This section intends to explain how the choice of tools and 
frameworks can have a significant impact on the overall 
realization, management, and delivery of a robust and 
consistent integration solution. 

Finally, Section VI summarizes the integration design 
and database management concerns and issues and the 
accompanying recommendations presented in this paper. 
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II. HIGH-LEVEL OVERVIEW OF GENERAL INTEGRATION 

OBJECTIVES 

From an architectural perspective, a given system that 
realizes a variety of features of its own may be designed 
around one or perhaps a combination of architectural styles, 
such as N-layered, service orientation, component-based, etc. 
However, when certain features rely on services or data 
provided by some external system or systems, employing 
them properly and efficiently becomes an integration 
requirement that must be carefully analyzed, designed, and 
realized. 

As a general principle, a software system’s quality 
attributes, such as extensibility, performance, testability, and 
maintainability, to name a few, should always be targeted by 
design, achieved, and continuously safeguarded. Casually 
bringing into the integrating system external concerns, data 
and behavior along with specialized technologies, libraries, 
frameworks, and tools, could potentially lead to a variety of 
problems that are difficult to resolve later. 

To better understand the reasons behind this statement, 
Figure 1 shows an integration approach where the system on 
the left is integrating with a variety of targets (on the right) 
that provide some needed functionality. Perhaps the 
integration targets are added over time, one by one, as new 
overall features are supported. Quick, ad-hoc integration 
implementations, facilitated by easy access to service 

endpoints, APIs, and data, can lead to patchy and brittle 
solutions, where components from different layers of the 
current system become riddled with - and directly dependent 
on - the data, behavior, and technologies of the targeted 
systems. Furthermore, in some cases, even data and behavior 
of the integration system may leak into the external systems, 
if these are accessible for customizations, for example. This 
bleed of concerns and technology between systems is 
depicted by the various tiny geometric shapes in Figure 1. 

With such an approach, future updates to the integration 
dependencies (shown as hashed geometric shapes) involve 
code changes throughout the integrating system, risking the 
overall system’s integration stability, as well as potentially 
its performance, scalability, testability, and evolution. 

Ideally, proper design of the integration points would 
identify new component(s) where integration concerns 
would be bounded to – as shown in Figure 2 and discussed in 
[1]. Features, data, and functionality imported from external 
systems would be exposed to the integrating system via 
interfaces/contracts that are vendor- and technology-neutral. 

Adding such a layer of abstraction (denoted here as the 
Integration Layer) around the integration points will not only 
ensure a robust integration solution, but also the ability to 
easily swap targeted platforms in case of a product 
replacement (avoiding vendor lock-in), or for independent 
component and load testing of the integrating system, where 
the integration targets’ features are simulated or mocked. 

 

Figure 1. An unsuitable integration solution with external system concerns and technology bleeding 

into the integrating system (left) 

 

Figure 2. A fitting integration solution with a well-defined integration boundary that isolates external concerns 

from the rest of the system 
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III. TIGHT INTEGRATION: LEAKY ABSTRACTIONS AND 

VENDOR LOCK-IN 

A. The Problem Definition 

Let us consider some defined business requirements for 
building a software system targeting to integrate with - and 
consume - a third-party service. The exposed data transport 
models, e.g., REpresentational State Transfer (REST) 
models or Simple Object Access Protocol (SOAP) data 
contracts, are already defined, maintained, and versioned by 
some external vendor or entity (the service provider). Note 
that this scenario can easily be extended further, to 
integrations with an arbitrary system by means of some 
third-party APIs that expose specific behavior and data 
structures. 

Focusing on the data structures rather than behavior, once 
the service model proxies have been generated via some 
automation, they tend to become part of the design artifacts 
for the rest of the system. Their use extends beyond the point 
where they are needed to exchange data with the external 
application. These models will percolate throughout the 
various layers and components of the integrating system. It is 
not unusual to see development efforts proceed around them, 
with application and business logic rapidly building on top of 
these data types. Development costs and tight deadlines, and 
sometimes the lack of design time and/or technical expertise, 
are the main reasons leading to this undesirable outcome. 

Models exposed by external vendors were not designed 
with the actual needs of other/integrating systems in mind. 
External models are characterized by potentially complex 
shapes (width: number of exposed attributes or properties; 
depth: composition hierarchy). They cater to most integration 
needs (“one size fits all”), so they tend to be composed of an 
exhaustive set of elements to be utilized as needed. 

Moreover, allowing these structural characteristics to 

seep into the application logic layer, beyond the component 
that constitutes the integration boundary, introduces adverse 
and unnecessary dependencies to external concerns. 
Therefore, the system is now exposed to structural instability 
and will require a constant need to adapt whenever these 
externally derived models will change. The integration 
boundary is no longer a crisp and well-defined layer that can 
isolate and absorb all changes to the external systems – 
speaking from a data integration perspective. 

B. The Antipatterns 

The lack of proper structural abstractions and allowing 
integration concerns to infiltrate into the integrating system 
is a costly design pitfall and is in fact a variation of the 
“Leaky Abstractions” problem – as originally defined by 
Joel Spolsky in 2002 [3]. Such deficient abstractions can be 
identified not only relative to structural models, but also to 
behavioral models, which could expose the underlying 
functional details of the software components to integrate 
with. This will inevitably lead to increased complexity of the 
current system, jeopardizing its extensibility and its ability to 
evolve and to be tested independently. Ultimately this results 
in a tightly coupled integration between the two systems 
(with strong dependencies on the target of the integration). 

Another perspective or consequence of the problem 
described is an imposing reliance on vendor-specific 
technologies, their libraries, and even implementations. This 
problem is also known as the “Vendor Lock-In” antipattern 
[4]. External system upgrades will necessitate system-wide 
changes and constant adjustments on the integration side and 
will impact the overall stability of the system and the 
integration solution itself.  

Examples range from adopting dedicated libraries for 
various cross-cutting concerns (logging, caching, etc.) to 
domain-specific technologies (telephony, finance, insurance, 
etc.). Vendors will encourage integrators to infuse their 

 

Figure 3. Integration components and the Integration Layer (Adapter)  

isolating and decoupling the integrating system from the external system 
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specialized technology everywhere, leading to entire 
(sub)systems taking on pervasive dependencies on their 
technologies, making it difficult to isolate or replace it. Such 
third party-entwined architectures must and can be avoided 
with added effort during the design phase, as described next. 

C. The Solution 

To avoid such scenarios, the design must unambiguously 
identify the integration boundary and define custom 
integration models that abstract away any and all structural 
and behavioral details related to the system targeted for 
integration. This architectural approach is exemplified in the 
component diagram in Figure 3. The integration layer should 
also hide the underlying technology (REST vs. SOAP, 
message bus vs sockets, etc.) to avoid tight and unnecessary 
dependencies. An example of defining canonical models 
based on the “ubiquitous” integration language in case of 
multi-system integration is presented in “Enterprise 
Integration Modeling” [5].  

Based on the author’s experience, designing proper 
model abstractions proved extremely useful in the case of 
building custom integrations with real-time systems. For 
example, Session Initiation Protocol (SIP) soft switches 
used in telecommunications networks, such as those from 
Genesys, the leader in customer experience, pertaining to 
contact center technology (call routing and handling, 
predictive dialing, multimedia interactions, etc.). In this case, 
an extensive array of data types, requests, events, etc., are 

made available to integrators as part of the Genesys Platform 
SDKs [6]. These facilitate communication with the Genesys 
application suite – which in turn enables integration with 
telephony systems, switches, IVR systems, etc. Most of these 
data types are very complex and heavy, and introduce acute 
dependencies on the underlying platform, exposing many 
implementation details as well. Employing code generation 
and metadata inspection via reflection, for example, simpler 
connection-less models were designed to mimic and expose 
only the needed structural details and are currently used in 
several production systems. Furthermore, defining and 
realizing the proper architectural isolation layers will 
ultimately provide independence from vendor-specific 
platforms for the rest of the system. For example, 
considering the integration scenario mentioned above using 
Genesys’ Platform SDK shown in Figure 4, recently the 
company (Genesys) has been pushing for a new approach to 
integrate with their systems, specifically using the Genesys 
Web Services (GWS) [7], a RESTful API. From an 
integration viewpoint, this substitution is practically 
equivalent to switching to a different vendor, as the two 
integration facilities are based on different technologies (web 
calls versus direct socket connections) and using completely 
different models, from both a structural model perspective as 
well as behavioral and consumption views.  

Building an explicit and clean integration layer as shown 
earlier in Figure 3, when dealing with such a significant 
change (vendor or technology replacement), implementation 

 

Figure 4. A sample layered architecture for exposing Computer Telephony Integration (CTI) features  

via integration with Genesys Platform SDK 
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adjustments will be isolated to this adapter layer without any 
impact on the business domain layer of the integrating 
system (assuming similar data and functionality). This 
includes the specifics of the technology used to communicate 
between the two systems. 

Finally, it is noteworthy that four out of the five SOLID 
design principles [8] substantiate and drive towards the 
proposed solution:  

• Single Responsibility (SRP), from the component 
and layering perspective,  

• Open-Closed, to avoid changing the underlying 
implementation every time the integration endpoints 
change, 

• Interface Segregation, exposing only the necessary 
data types for consumption by the business logic 
layer,  

• Dependency Inversion, where the Domain does not 
directly depend on the external system, its data and 
behavior, but rather on abstractions – the repository 
contracts realized by the integration layer.  

D. Added Architectural Benefit 

Proper design and isolation of the integration components 
and the use of interfaces and model adapters will enable 
adequate testing of the custom system without demanding 

the availability of the external system for integration testing 
until most defects within the custom system are resolved. 

Furthermore, this design approach supports building 
synthetics that simulate or mock the data and behavior of the 
external system, providing the means to prototype and test 
the integration points and functional use cases. This is 
exemplified in Figure 5, describing at high level a real 
implementation of a simulation subsystem intended to 
synthesize the behavior of Genesys’ Statistics Server 
employed in a concrete integration solution.  

Even if only a reduced set of features is synthesized, 
deferring the needs for actual integration testing can be cost-
effective, especially in situations where the external system 
is a shared resource, perhaps expensive to manage and to 
access in general. Employing Dependency Injection (DI) [9], 
either the real or the mock implementation of the integration 
contracts can be injected into the Domain layer, making it 
easy to swap between the two implementations.  

IV. DATA TIER DESIGN AND DATA ACCESS 

ANITPATTERNS 

One of the most common system integration use cases for 
many enterprise applications is related to data persistence 
and access. Integration with (relational) databases that are 
either part of the custom system or accessible (co-located) 
components of a third-party system is a pervasive 
requirement, whether the data tier is needed for storing 
configuration data, audit/logging, security-related aspects, or 
to support concrete operational or reporting needs. 

This section focuses on several issues related to both 
database design as well as accessing the data itself. 

A. ‘Inverted’ Leaky Abstractions in Data Integrations 

1) The Problem 
The previous section discussed Leaky Abstractions that 

result from allowing third-party concerns to infiltrate custom 
systems when designing and implementing an integration 
solution. The directionality of the “leak”, as described 
earlier, is from the external system into the current one. 
However, it is also possible to encounter the reverse scenario 
when the integration target is open or transparent to the 
integrators who then take advantage of this fact to develop 
and apply their own customizations onto the external system.  

Here are two examples:  
(a) An Original Equipment Manufacturer (OEM) and/or 

White Label license of the external system is available to 
integrators, including access to source code for additional 
customization and integration options. 

(b) The external system contains database(s) accessible to 
the integrators, either deployed on premise or in a cloud 
environment, and is open/accessible to change. 

In the first example, the same issues and solutions apply, 
as already discussed in the previous section, only this time 
from the perspective of the external system. If customization 
design is not executed properly, software upgrades of the 
open-sourced third-party system will result in continuous 
maintenance, or worse, breaking the custom code. Both 
scenarios will incur high development and system integration 
testing costs, among other problems.  

 

Figure 5. A concrete example of an integration architecture where the 
integration layer is replaced by components that simulate the 

integration target’s functionality for testing purposes 
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The rest of this sub-section will focus on the second 
example, involving third-party databases that are accessible 
(i.e., open to modification) from an integration and 
customization perspective. 

When expecting and relying on continuous upgrades and 
patches supplied by the vendor of the external system, it is 
possible that custom database artifacts (added by the 
integration provider) will have to be discarded and reapplied, 
or worse, no longer compatible with the updated system. 
Moreover, management of database source code targeting 
the customizations is more difficult if tightly dependent on 
the elements defined by the external entity/vendor. For 
example, the custom integration requirements demand two 
new columns on one of the third-party database tables.  

Evidently, with respect to customizations of third-party 
components (database or otherwise), “Vendor Lock-in” is 
the status quo as a business-driven need and not a concern 
here. 

2) The Solution 
There are several options available and their applicability 

depends on concrete scenarios and business needs. Ideally, a 
separate, custom database could be considered, where data 
collected by the third party system (stored in their databases) 
would be Extracted, Transformed as needed, and Loaded 
(ETL) [10]. Detached custom data models are easy to 
maintain, modify, and version-control by the integration 
provider. Aligning with the arguments stated in Section III, 
this approach enforces a well-defined data integration 
boundary, as shown in Figure 6 below.  

Allowing for independent provisioning and evolution of 
both data models (one provided by the external system and 
one specifically designed for - and consumed by- the 
integrating system) will lead to improved extensibility, 
scalability, performance, testability, and maintainability. 
With this approach, upgrading the external system will 
potentially require updating the ETL artifacts and, if needed, 
some enhancements to the custom database – but both 
activities can be done in a detached, self-contained fashion.  

Further details regarding the management of database 
artifacts will be discussed later, but one noteworthy benefit 
here is the freedom from having to maintain (a) partial 
custom database artifacts (divorced from their context) 
and/or (b) complete external database artifacts (since the 
database is a self-contained software system, and should not 
be divided further into sub-components). The reason why 
maintaining select/partial database artifacts is undesirable is 
that from a specification perspective, a database (meaning all 
its defining artifacts) must be valid, consistent, and complete 
(as it must also be from a deployment perspective). 

If database customizations must live in the same database 
as the one that is part of the external system (perhaps for 
performance considerations), a less optimal solution to the 
Inverted Leaky Abstractions (i.e., the data model), is to 
expend proper design effort to minimize tight dependencies 
and attempt to follow - as best as possible - the Open-Closed 
design principle at the data tier, in the context of system 
integration and customization. 

For example, if the custom integration components 
require the persistence of new attributes (fields) in addition 
to the data captured by the external system, rather than 
modifying the existing third-party tables by adding new 
columns, association or edge tables should be considered 
instead, with custom data residing in new, custom tables. 
Custom views, parameterized or otherwise, should be 
designed to transform data into a ready-to-consume format 
(for operational, reporting, or analytical needs).  

In this case, the system quality attributes mentioned 
earlier must however be carefully monitored, especially 
query performance and scalability.  

On the downside, database code management will 
become either (a) fragmented/isolated, by extracting the 
custom database artifacts from the rest of the database into 
independent scripts, or (b) more complex, by importing the 
entire third-party database under source control along with 
the custom artifacts, in order to preserve its integrity.  

Section V discusses tools that help validate the full 
database, warning about invalid or broken object references, 
binding and syntax errors, thus increasing the probability that 
database deployments will succeed. 

B. Mixing Data Modeling Concerns 

1) The Problem 
Regardless of the targeted Database Management 

Systems (DBMS) technology, designing the conceptual and 
logical data models is a prerequisite to the implementation of 
the physical data models [11]. Beside ensuring that all data 
elements outlined by the business requirements are 
accurately represented, non-functional requirements, such as 
performance, scalability, multi-tenancy support, security 
(access to data), etc., will also shape the data architecture. 

From an application perspective, the database is used to 
persist the state of the business processes supported by the 
application, i.e., operational needs, and to support analysis 
and reporting needs around the stored business data. The 
concept of Separation of Concerns (SoC) applies here as well 
but is often ignored or inadequately addressed. Operational 
versus reporting concerns are often mixed and data models 

 

Figure 6. The integration database added to support data integration 

customizations and to remove direct dependencies on the third-party 

database 
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designed specifically for operational needs are used as such 
for reporting or analytics purposes, although these models 
are usually quite different, in terms of how the data is stored 
and how it is accessed. Yet, it is not uncommon to find a 
given database used both as the operational as well as the 
reporting database. As a direct consequence of violating SoC 
with respect to data modeling (both logically and physically), 
stability, scalability, extensibility, and performance are the 
main quality attributes of the system that will be impacted. 

An alternate description of this problem is known as the 
“One Bunch of Everything” antipattern [12], qualifying it as 
a performance antipattern in database-driven applications, 
the author aptly pointing out that “treating different types of 
data and queries differently can significantly improve 
application performance and scalability.” 

2) The Solution 
Following general data architecture guidelines, the 

solution is straightforward. In [13], Martin Fowler suggests 
the separation of operational and reporting databases and 
outlines the benefits of having domain logic access the 
operational database while also massaging (pre-computing) 
data in preparation for reporting needs. Extract-Transform-
Load (ETL) pipelines/workflows can and should be created 
to move operational data into the reporting database; 
specifically, into custom-tailored models that cater to 
requirements around reporting and efficient data reads. 

Existing tooling and frameworks can be employed to 
transform and move data efficiently, on premise or in the 
cloud (Azure Data Factory, Amazon AWS Glue, Matillion 
ETL, etc.), for data mining and analytics, for historical as 
well as real-time reporting needs. 

C. Data Access and Leaky Abstractions 

1) The Problem 
It has been noted [14] that Object Relational Mapping 

(ORM) technologies, such as Entity Framework (EF) or 
Hibernate, are in fact a significant cause of data architecture 
bleed into the application logic, representing yet another 
example of the Leaky Abstractions antipattern. 

Although intended to ease the access to the data tier and 
the data it hosts, such technologies expose underlying 
models and behavior to the application tier. In more acute 
cases – depending on its usage – it also introduces strong 
dependencies from the domain logic to the data shapes 
defined in tables, views, and table-valued functions. 

Entity Framework, for example, while providing the 
ability to create custom mappings between these data models 
and the entity models, as designed, these object models are 
intended to be used as the main domain entities to build the 
actual domain logic around them. This forces a strong, 
intertwined yet inadequate dependency between two very 
different models, targeting different technologies, employed 
by very different programming paradigms (OO/functional 
such as C#.NET versus set-based such as SQL). This not 
only restricts the shape of the domain models, forcing 
constrained behavioral models to be implemented around 
them, but also causes data architecture changes to affect the 
domain and the application logic itself.  

Not surprising, Microsoft’s EF Core framework in fact 
discourages against using a repository layer [15] (as 
prescribed by Evans’s DDD [16]) on account that EF itself 
implements the repository pattern/unit of work enterprise 
pattern [17] – alas, leading towards a rigid and potentially 
brittle integration. The reason is that ORM technologies push 
design and development towards data access logic tangled 
with the domain logic by encouraging multi-purpose models 
(domain and data access or data proxies). 

2) The Solution 
Just as with the integration solution presented in Figure 

3, the impact of changes to database models should be 
constrained to one or two components – those that make up 
the data access layer, and prohibited from affecting the other 
application layers, specifically the domain and service layers. 
Sharing a single model across all layers of the application 
places unnecessary limitations on the overall design and 
ultimately on the extensibility and stability of the system.  

Although it is uncommon to replace the database 
technology altogether, sometimes it may be required to 
replace the data access technology due to performance and 
scalability concerns. Without a proper separation of data 
access from domain logic and models, such design changes 
targeting the lower layers of the system architecture are 
impractical without extensive refactoring of the application. 

In a layered component-based architecture – as shown in 
Figure 7 above, it is easy and natural to allow each layer to 
define its own models (darker boxes) and provide adapters to 
translate from one model to another as data flows through the 
layers of the application by means of interfaces. Although 
this would seem wasteful at first sight, especially if some 
models hardly vary from one layer to the next, this approach 
offers two core benefits. It allows for independent evolution 
of the models, customizing them to serve very specific needs 
of the layer they belong to, and keeps the propagation of 
model changes confined to the corresponding adapter 
(translation) components. 

In case of ORM technologies, the data access layer 
overlaps with the domain layer, while entity models (shown 
as data proxies in Figure 7) represent the actual domain 
models. Interestingly enough, even as ORM is recognized as 
a Leaky Abstraction, its use is nevertheless encouraged [18], 
most likely because in unsophisticated implementations, it 
may be able to deliver acceptable results.  

 

Figure 7.  Layered architecture with layer-specific models and model 

transformations 

86

International Journal on Advances in Software, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/software/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



However, as Bilopavlovic points out [14], ORM tools can 
be successfully used “if there is proper separation of 
concerns, proper data access layer, and competent developers 
who know what they are doing and really, really understand 
how relational databases work.” Sooner or later, the inherent 
deficiencies of such technologies, compounded by 
inadequate implementations due to the lack of understanding 
of how the underlying technology works, will surface, in 
most cases under system load and/or when new features are 
added. 

V. DATA TIER MANAGEMENT CONCERNS 

Previous sections discussed antipatterns as relevant to the 
design of software solutions, specifically to the design of 
software systems integration. Bad practices and approaches 
can be encountered in several areas, beside design: in code 
implementations, in management of the code and software 
artifacts, in activities pertaining to DevOps, such as 
deployment and change management, etc. 

This section will focus on inadequate practices around 
management of relational databases, with a detailed focus on 
Microsoft SQL Server relational databases, tooling and 
frameworks used for change management and incremental 
deployments, among other things. 

A. Improper Management of Database Artifacts 

1) The Problem 
Source code, regardless of the language it is written in, is 

“a precious asset whose value must be protected”, as 
Atlassian’s Bitbucket web site states in their “What is 
version control” online tutorial [19]. All software-producing 
companies will employ one tool or another for version 
control. This allows software developers to collaborate, store 
(or restore/rollback) versions of the software components 
they build and perform code reviews, providing a single, 
stable “source of truth” of the software artifacts they create 
and release/deploy. As advocated in [20], “source files that 
make up the software system aren't on shared servers, hidden 
in folders on a laptop, or embedded in a non-versioned 
database.” Yet, it is rather commonplace to find database 
implementations that are improperly managed, leading to 
frustration, bad deployments, making the data tier integration 
and overall solution delivery unreliable and difficult. There 
are many online articles and blogs describing such cases. 

As encountered by the author, while being engaged as a 
solution architect and consultant on several projects at 
various clients, the actual data models and database artifacts 
were often created and delivered as ad-hoc implementations 
in some arbitrary database, hosted under some arbitrary 
Microsoft SQL Server database instance. Several teams 
needed these database artifacts: Development for 
implementation and integration, Quality Assurance for 
testing, Business team (domain experts and business 
analysts) for reporting and analytics, and DevOps for 
deployment. The most common process for deploying this 
database (fresh install or incremental) to some other 
environment was to generate and pass around SQL scripts 

when needed. In somewhat more fortunate situations, these 
scripts were maintained in some form of source control as 
SQL/text files but lacking the ability to validate them or trace 
the source back to the developer responsible for the actual 
implementation (in the original database). 

So then, where does the “source of truth” for the database 
definition reside? How can multiple developers work on the 
database code without overwriting each other’s changes and 
without being aware of the latest updates? How does the 
organization deliver incremental deployments to any number 
of target environments? When onboarding new team 
members, what database code should they be pointed to? 

The problems derived from not having a stable, accurate, 
up-to-date, and complete definition of the database source 
code, one that is under version control and that can be 
validated before a deployment, are numerous, acute, and 
rather obvious. Just as one maintains all other application 
code under source control, entire solutions composed of 
many components, why should database implementations not 
follow the same standards and take advantage of the same 
acclaimed benefits of code well-managed? 

Furthermore, when the database (source) code resides in 
some database, invalid object references (because someone 
dropped a column on a table or deleted a stored procedure) 
will surface only at runtime. Often, changes are made to the 
database post deployment, even in Production environments, 
changes that could potentially break the code, or which are at 
best confined to that environment alone, but without being 
retrofitted/updated back into the “source code database”. 

A particularly curious approach to database code 
management and deployment was encountered on a project 
that used the Fluent Migrations Framework for .NET [21], 
self-proclaimed as a “structured way to alter your database 
schema […] and an alternative to creating lots of sql scripts 
that have to be run manually by every developer involved.” 
In a nutshell, the tool calls for creating a C#.NET class every 
time the database schema would change (one class per 
“migration”). These code files (admittedly, version-
controlled) attributed with metadata to identify a specific 
database update, encapsulate two operations that describe the 
schema changes: one for a forward deployment (“Up”) and 
one for rollback (“Down”).  

A very simple example, involving the source code of a 
rather trivial stored procedure, is shown in Figure 8. 

With a large database, one that evolved considerably over 
time, with hundreds of artifacts, the number of C# migration 
files was astounding (thousands). Database changes were 
published to the target database as part of the application 
deployment process. Installing the database from scratch 
would incrementally apply every single “Up” migration 
specification found in these files, following the prescribed 
update. To maintain sanity, these source code files needed to 
be named such that the chronological order would be 
preserved when browsing through them in the development 
environment tool. 

However, other more serious problems arise from using 
this framework, two of them being briefly discussed next. 
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a) SQL code as C#.NET strings?? 

Say a new stored procedure must be added; the code is 
developed and tested from SQL Server Management Studio 
(SSMS) in some local deployment of the database (assuming 
the objects the stored procedure is referencing do not change 
in the interim). Next, a migration file is created, with the 
“Up” method containing the full (CREATE) stored 
procedure script, as a C# string passed as input argument to 
the “Execute.Sql” method call. A sample migration code 
snippet describing this scenario is shown in Figure 8. 

The major and obvious problem here is the inability to 
validate SQL syntax and semantics and SQL object 
references when represented as indiscriminate plain strings, 
subject to typing errors. 

b) No database source code?? 

Unless deployed on some SQL Server instance, it is 
impossible to even begin to understand the structure of the 
database, even the structure of individual objects. The data 
models and data logic are scattered, fragmented (across 
many C# files), impossible to validate (syntactically or 
otherwise) from where the database “source code” is stored.  

Moreover, a given database object, say a table for 
example, can change any number of times, each change 
being captured in a different source file, with no unified, 
single view of what that table looks like, what the shape of 
the data is, with all its columns and corresponding types, 
with its keys and indexes, constraints and triggers, if any. 
This problem extends to all database objects, not just tables. 

The data models (the source code artifacts) are practically 
non-existent, disjointed, difficult to comprehend, and cannot 
be validated until they are deployed. The result is a total and 
indefensible representational incoherence afflicting the most 
important component of a data-dependent enterprise system.  

2) The Solution 
There are various software tools available to address this 

problem. Both Microsoft and Redgate, for example, provide 
excellent tooling for developing relational databases, 
managing database artifacts under source control, facilitating 
change management and incremental deployment, generating 
manual update scripts (when automated deployment is 
constrained), and more. 

Microsoft’s SQL Server Data Tools (SSDT) [22] is a 
development tool, available since 2013, using the Data-Tier 
Application Framework (DacFx). It facilitates the design and 
implementation of SQL Server and Azure SQL databases, as 
well as database source control and incremental deployment, 
all integrated under the Microsoft Visual Studio development 
environment. 

A version-controlled database project contains all distinct 
database objects as individual files, and it must compile – 
targeting a specific SQL Server (or Azure) database version 
– before it can be deployed anywhere. Developers can check 
out individual objects (files) to change as needed or can add 
new objects using the provided templates. Just as one can see 
the entire schema of a database in SSMS, similarly they can 
see and browse these objects in Visual Studio, as shown later 
in the development environment snapshot in Figure 9. Here, 
the main database project (Config.Database) is – like all 
projects in the bounding solution – subjected to building or 
compilation. As a result, two artifacts are being created: a 
managed assembly file (.dll) and a data tier application 
package (.dacpac) file. Both are required for actual database 
deployment, but it is the .dacpac that holds the actual and full 
database definition. It is used by the Microsoft tooling 
(SqlPackage.exe) employed for incremental deployments 
(schema updates) against targeted environments. 

It is highly questionable to store Java or C# code in SQL 
scripts, with artifacts/classes shredded and reduced to SQL 
NVARCHARs, scattered in an arbitrary number of stored 
procedures (equal to the number of updates effected upon 
that class), and passed around to call other stored procedures 
(via EXEC statements). The reverse scenarios should be 
equally unacceptable. Treating the database as a proper 
software implementation artifact is imperative. 

B. Database Development and Deployment Concerns 

1) The Problem 
Tools like SSDT are also capable of identifying the 

changes (delta) between the source and the destination 
database in order to create the appropriate deployment 
scripts, and ultimately allowing rapid and valid delivery of 
database changes to any environment. Quite frequently, 
multiple teams are involved in database development: 
backend developers of applications relying on persisted data 
as well as data migrations (ETL) and reporting developers. 
Bringing all teams together to follow unified and consistent 
database development and deployment processes can be 
challenging. 

Furthermore, how can specialized implementations be 
properly designed, source-controlled, and deployed 
seamlessly, while keeping the two implementations (core 
and custom) separate but dependent solution components?  

using FluentMigrator;

namespace DatabaseMigration.Migrations
{

[Migration(98)]
public class M0098_CreateStProcAddNodes : Migration
{

public override void Up()
{

Execute.Sql(@"CREATE PROCEDURE [cfg].[AddNodes] 
@nodes cfg.NodeType READONLY
AS
BEGIN

SET NOCOUNT ON;
INSERT INTO cfg.Node
(Name, Value, ValueType, CreatedBy, 
CreatedDate, UpdatedBy, UpdatedDate)

SELECT s.Name, s.Value, s.ValueType, s.CreatedBy,
s.CreatedDate, s.UpdatedBy, s.UpdatedDate

FROM @nodes as s;
END");

}

public override void Down()
{

Execute.Sql("DROP PROCEDURE [cfg].[AddNodes]");
}

}
}

 

Figure 8. Sample C#.NET migration code for adding a new stored 

procedure and rolling back the change 
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Considering a database (and hence its associated project) 
as part of a larger software system, as an essential 
component of that system, requires indeed some additional 
effort in designing and managing all system’s artifacts under 
a unified solution framework. If libraries and executables are 
easy to group around layers and features, whether they cater 
to domain versus cross-cutting concerns of that system, 
database componentization strategies may not be 
straightforward. However, recognizing that even databases 
and their underlying objects (i.e., code) can be broken down 
into logical parts, will facilitate management of these 
artifacts and better extensibility. 

To better understand this, consider a database that 
consists of core objects (tables, procedures, functions, etc.), 
perhaps part of a product line that evolves over time. Some 
customers may ask for certain customizations, for example, 
that require additional database objects to be created, specific 
to their business rules and models (as would be the case of 
custom reports that rely on custom views).  

One option is to design and implement these new views 
directly in the targeted environment, without including them 
into the source-controlled database component. The 
database/reporting developers would separately maintain 
these objects, but when later the underlying tables change, 
the views referencing them may break, and hence the 
validity of the reporting component is jeopardized. 

 

2) The Solution 
Alternatively, extensions of the core database component 

can be created – as separate database projects, holding only 
these additional custom objects, with a same-database 
dependency setting to the main database (project). Teams 
can independently work on core versus custom components, 
both being validated (compiled) and source controlled. 

Figure 9 shows such a solution, with two database 
projects (components), one extending the other, with the 
extension component, ConfigExt.Database, having a 
dependency to the main component via database reference. 
Then, for actual deployment, the extension database package 
would be used – as it contains both custom objects as well as 
the core database objects from the referenced component, 
resulting in a full database installation or update. 

The tooling and processes described here, as already 
mentioned, target the Microsoft technology stack. However, 
similar options exist for other platforms as well, more or less 
effective in various areas or others, to assist with 
development and management of enterprise databases.  

Figure 9 shows a snapshot of a solution developed under 
the Microsoft Visual Studio environment, with two of the 19 
projects being a couple of rather trivial database projects, 
Config.Database, and its extension, ConfigExt.Database. 
Either project encapsulates an entire (yet simple) database 
with all its objects grouped under schemas and object type 
folders. The top right panel shows the same stored procedure 

 

Figure 9. Database source code managed in Microsoft Visual Studio via SQL Server Data Tools.  

Code files are checked in or out from a source control repository (shown on the left) as database development in is progress. 
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from earlier in Figure 8– whose source code was captured 
there as a C#.NET string. In contrast, here it is managed as a 
proper element of the database, that can be compiled 
(validated) and independently tracked for code changes.  

The project/database compiles successfully, as shown in 
the bottom part of the screenshot in Figure 9. The build 
output artifact, i.e., the data tier application package 
Config.Database.dacpac, is highlighted. 

Similarly, table objects (including indexes, constraints, 
etc.) can be managed in a fashion that resembles the look and 
feel of the table designer utility in SQL Server Management 
Studio. This visual design feature is captured by the top 
section in Figure 10. Otherwise, the scripting option (bottom) 
is always available, for all object types.  

For all database objects, only the CREATE statement is 
used in all SQL source code. The tooling itself determines, at 
deployment/publishing time, whether CREATE or ALTER 
Data Description Language (DDL) statements will be 
required based on the delta between the concrete target 
database and the database source code. This greatly 
simplifies deployment of SQL databases against any 
environment, including fresh installations as well as 
incremental updates. 

 

Finally, as far as employing SQL Server Data Tools and 
treating databases as proper software artifacts, we can 
enumerate below some of the key benefits that should 
encourage software companies to adopt SSDT, should they 
design and develop solutions around Microsoft’s SQL Server 
relational databases. 

To briefly summarize, here are these benefits, which 
should be considered perhaps also as a guiding set of 
objectives for any database development activity: 

✓ Providing a unified perspective of a database, 
✓ Validating correctness of the database definition, 
✓ Validating completeness of a database definition, 
✓ Providing support for version-control of the database 

artifacts (at the database object level), 
✓ Allowing to perform schema comparison, 
✓ Facilitating incremental deployments (change 

management), directly against a target database or 
via SQL scripts, 

✓ Enabling the logical and physical componentization 
of databases, to facilitate the customization, 
extensibility, and manageability of the underlying 
artifacts. 

 

Figure 10. Database table designer (top) and script (bottom) snapshot in Microsoft Visual Studio, using SQL Server Data Tools 
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VI. CONCLUSION 

This paper aimed to raise awareness about certain design 
challenges that, when not addressed early and properly, will 
lead to deficient architectures and rigid solutions concerning 
various aspects of system integration, as often encountered in 
practice. 

When the design of software systems follows some basic 
guidelines and principles (SOLID), the resulting architecture 
will allow the system to be easily built, modified, and 
extended. In case of system integrations and customizations, 
violating these principles and particularly the multi-faceted 
Separation of Concerns design rule, leads to unmanageable 
and highly complex systems that do not scale well, cannot be 
extended or modified easily, with tight dependencies on 
external components and overall brittle integration solutions. 

Many design antipatterns have been catalogued and well 
documented; yet deficient architectures are encountered quite 
frequently, leading to high technical debt and unhappy 
stakeholders. This paper discussed “Leaky Abstractions”, 
“Mixing Concerns”, and “Vendor Lock-in” antipatterns – 
from the perspective of concrete industry examples, as 
encountered and worked on by the author. 

Concrete approaches that address these problems to help 
refactor and realign the design according to best practices 
and principles were elaborated, explaining how they lead to 
scalable, extensible, testable, efficient, and robust integration 
solutions. 

Relational database design and management concerns 
were also presented, with focus on data model design, data 
access practices, and management of database artifacts. The 
consequences of improper tooling and frameworks were 
briefly covered, and a technology-specific solution targeting 
Microsoft SQL Server databases was discussed. 
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Abstract—In a time when competition and market in aviation
industry drive the need to shorten development cycles especially
in early phases, both automation of processes and integration of
tools become important. While constraints, such as make or buy
decisions or corporate Information Technology (IT) governance
influence the overall tool infrastructure in different directions,
microservices are a fast-rising trend in software architecting. But
that does not mean that the more traditional monolithic soft-
ware architecture is dead. A resulting mixed-paradigm software
architecture can also be seen as an opportunity to profit from
the best of both worlds. To support a newly developed complex
system development approach called SCM modeling, a supporting
application framework prototype is subject to development with
the objective to reduce both time and resources required during
product development cycles. This paper describes the software
architecture styles and deployment approaches that were used
in a research project at Airbus for building a prototype and
discusses challenges and opportunities that were encountered.
Furthermore, it describes a change in the aircraft development
process to cope with the increasing complexity of products
and pressure from the market to develop aircraft faster. The
key process change is a deviation from the traditionally linear
development approach and the inclusion of an Out-of-Cycle
(OOC) development phase, where components of an aircraft
are developed preemptively, out-side of a program development
effort.

Keywords–model-based systems engineering; microservices;
REST; component-based development; aircraft development pro-
cess.

I. INTRODUCTION

This article is a revised and extended version of the article
[1] originally presented at the The Fifth International Con-
ference on Fundamentals and Advances in Software Systems
Integration (FASSI 2019).

The Microservice Architecture (MSA) is a style that has
been increasingly gaining popularity in the last few years [2]
and has been called ”one of the fastest-rising trends in the
development of enterprise applications and enterprise appli-
cation landscapes” [3]. Many organizations, such as Amazon,
Netflix, and the Guardian, utilize MSA to develop their appli-
cations [3].

Pursuing the notion that ”Microservices aren’t, and never
will be, the right solution in all cases” [4], this paper de-
scribes the architecture and development approach that was
used in a research project at Airbus for building a prototype
application framework for Model-based Systems Engineering
(MBSE). According to the International Council on Systems
Engineering (INCOSE), ”MBSE is the formalized application
of modeling to support system requirements, design, analysis,
verification and validation, beginning in the conceptual design

phase and continuing throughout development and later life
cycle phases” [5]. This framework does not rely on a single
paradigm but instead mixes different paradigms, viz. architec-
ture patterns and deployment approaches, to achieve the overall
goals: agility, flexibility and scalability during development
and deployment of a complex enterprise application landscape.

This paper is structured as follows: Section II describes the
modeling method that the built prototype MBSE framework is
supposed to support. Section III provides background informa-
tion regarding the different enterprise application architecture
paradigms. Section IV explains the IT infrastructure, in which
the framework is deployed and Section V describes how and
what features have been implemented in the prototype. Section
VI will present the usage of the described framework using
a small case study. Section VII discusses advantages and
disadvantages of the mixed-paradigm approach. Section VIII
talks about the ongoing and future improvement effort before
section IX wraps everything up with a conclusion.

II. SMART COMPONENT MODEL (SCM) MODELING
METHOD

In [6], we provide a detailed account of the newly devel-
oped MBSE paradigm, called SCM modeling, which is rooted
in a proposed change in the aircraft development process to
include an OOC component development phase, in which
components of an aircraft are developed independently of the
traditional linear development process. These components are
then adapted to the specific needs of a program within the more
linear In Cycle (IC) phase. Furthermore, the paper describes
a metamodel for modeling these so-called SCMs based on
proven MBSE principles [7]. Since the models are being
defined outside of an aircraft program when requirements are
not yet fixed, the models have to be parametric. An SCM is a
self-contained model that can be developed OOC and enables
capturing of all information relevant to the development of the
component. SCMs are foreseen to be stored in a repository,
called the SCM Library. This enables sharing and reuse. When
the IC phase of an aircraft or aircraft system development
starts, the assets in the SCM Library are pulled and used as pre-
defined and pre-verified components for a new development.
The SCM metamodel defines all objects and their relations
that are required to capture information related to SCMs. The
development of the SCM metamodel was driven by internal
use cases and inspired by existing modeling languages such
as the Systems Modeling Language (SysML) [8].

The requirements for the methodology supporting this new
OOC process were as follows:

• The methodology shall be based on MBSE principles.
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• The methodology shall be independent from any spe-
cific application domain.

• The methodology shall enable a product-line oriented
product development, i.e., the metamodel must allow
modeling of different variants of a product and ensure
a consistent configuration and parametrization.

• The methodology shall enable inclusion of already
existing domain models, i.e., models in a domain-
specific modeling language.

• The methodology shall enable automatic verification
of models, i.e., it shall be possible to check if the
built models adhere to the modeling paradigm and to
user-defined constraints.

• The methodology shall enable consistent modeling not
only of the product itself but also of the context, such
as the industrial system used to build the product
and allow the creation of relationships between the
modeled artifacts.

The requirements for the application framework supporting
this new modeling paradigm are as follows:

• The application framework shall be deployable in the
current corporate IT infrastructure

• The application framework shall allow a heteroge-
neous technology stack to deliver the best solution for
a designated purpose.

• The application framework shall be scalable with
increasing number of models and users.

• The application framework shall be scalable in terms
of model calculation performance.

• The application framework shall support continuous
deployment strategies and agile frameworks to enable
fast delivery and high flexibility.

• The application framework shall be efficient with
regards to computing resources and reduce the com-
pany’s ecological footprint.

A. OOC Process Description
The system lifecycle process as applied by most modern

transportation system manufacturers including Airbus includes
Design, Development, Production, Operation, Support, and
Disposal (Figure 1).

Design DisposalSupportOperationProductionDevelopment
Needs

Figure 1. System lifecycle according to [9]

As described in [9], according to the systems engineering
approach, the system design process can be further divided
into four major phases: conceptual design phase, preliminary
design phase, detailed design phase, and test and evaluation
phase (Figure 2).

The starting point for the current design process are re-
quirements. Based on these requirements, initial design con-
cepts are elaborated, assessed according to their feasibility, and
evaluated against key performance indicators such as operating
cost, weight, and range. A few concepts are then selected
and refined in a preliminary design phase, and after a more
profound analysis one of the design alternatives is chosen

Design

Requirements Conceptual 

Design

Preliminary 

Design

Detailed 

Design

Test and Evaluation

Designed 

System

Figure 2. Major design Activities according to [9]

and further refined during detailed design analysis. To support
the assessment of design concepts, various models describing
different aspects of the aircraft system are developed. However,
developing models to describe design alternatives is usually
expensive and time consuming. In practice, when a new aircraft
program is launched time pressure tends to lead to a situation
where only very few alternative design concepts can be defined
and assessed.

Retrieve Design Models 

from previous programs

Anticipate future need and 

potential technology solutions

Parameterize existing 

models

Define new 

parametric models

Build library of 

parametric models

Design
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System

“Out of Cycle” Phase

Figure 3. To-Be process with OOC phase

To address this challenge, it is suggested to introduce a new
OOC phase as depicted in Figure 3. This phase is independent
from aircraft programs and theoretically never ends. The aim is
to produce reference architectures. Reference architectures will
be decomposed into SCMs which simultaneously embed the
knowledge of product design, its manufacturing system, oper-
ability, maintainability, cost and lead time. A SCM describes
the technical solution for an architecture item in a reference
architecture decomposition and its interfaces to other parts of
the architecture, i.e., to other SCMs. Within the OOC phase,
a library of SCMs of aircraft systems and components shall
be defined that will grow over time. When a new aircraft
program is launched, these models can be used to set-up
different design concept alternatives. This shall save time and
allow definition and analysis of a greater number of design
alternatives, including more radical design concepts.

As shown in Figure 4, the OOC process can have different
phases, during which the SCMs evolve and are being refined.
The general idea is that a component matures in the OOC
process until it is potentially ready to be used in an actual
aircraft program. Once this stage is reached, the SCM is
uploaded to a central library. At any time during the devel-
opment of a new aircraft, the program can decide to pull the
generic and parametrized component out of the library and
specialize it to its needs. This process increases the reuse of
the SCMs across multiple different programs resulting in an
overall cost reduction and a decrease in the time to market for
new products. This allows Airbus to react more quickly to the
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Out of Cycle Process

New Aircraft Program

New Aircraft Program

New Aircraft Program
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Scope Variability Interfaces Realization Verification Upload

Figure 4. Evolution of a SCM over time

ever changing demands of the aerospace market.
Current design artifacts, however, do not have the features

required to deal with not-yet specified product configurations
and to support product evolution. They are not able to antici-
pate all features at design time.

Since the SCMs are being defined outside of any particular
aircraft program, when requirements are not yet fixed, they
have to be parametric in order to anticipate scalability and
variability features and enriched with their associated limits.
In case that the models are originating from previous pro-
grams, technologies have to be applied to parametrize them.
Alternatively, the models may also be defined from scratch in
a parametric way based on anticipation of future needs and
technology trends.

SCMs provide an opportunity to capitalize interconnected
multi-functional knowledge present in the organization, and
also the capability to quickly generate new product designs
by efficiently generating parametrized versions of components
while maintaining its consistency in the overall architecture
and considering its impact on integration and manufacturing
processes. Their use will also naturally encourage reuse prac-
tices, which promise to make the development cycle faster and
more cost-efficient.

B. Relation to other modeling languages
The most popular general purpose modeling language for

systems engineering is SysML [8], which is itself an adap-
tion of Unified Modeling Language (UML) [10] for systems
engineering, yet it has still not become widely accepted [11],
[12]. Karban et al. state challenges in using SysML, which
have been figured out in the Active Phasing Experiment (APE)
project of the SE2 challenge team of the Gesellschaft für
Systems Engineering, German INCOSE chapter (GfSE) [13].
They propose several tasks for the advancement of SysML,
which underlines that the language is still under development
and will be further advanced in the future. Common points
of criticism are: that SysML is too complex, which in turn
causes complexity of SysML modeling tools; that it lacks
a precise semantic; and that it does not come with a ready
to use methodology, which is rooted in the fact that SysML
was designed as a general purpose modeling language that
should not impose a certain modeling approach. Currently, a
completely reworked version 2 of SysML is being developed
with the goal to increase adoption and effectiveness of MBSE
by enhancing precision and expressiveness of the language,

consistency and integration among language concepts and
usability by model developers and consumers.

On the other hand, there are Domain-specific language
(DSL), languages that are tailored to a specific application
domain. They offer substantial gains in expressiveness and ease
of use compared with general-purpose modeling languages
in their domain of application but generally require both
domain knowledge and language development expertise to
develop [14].

It seems to be an interesting question whether it is better to
develop a new DSL from scratch by adding modeling elements
iteratively, or start with a general purpose modeling language
and restricting it until it fits the specific use.

[15] is talking about a ”yo–yo effect here: in the 1990s,
many methods and modeling languages were popularized. [15]
is talking about a ”yo–yo effect here: in the 1990s, many
methods and modeling languages were popularized. Then, for
a while, unification based on UML was very helpful. T hen,
DSLs that were developed from scratch began to emerge. The
next trend may be a repository of UML/SysML-based DSLs
that actually unify DSLs and UML/SysML thinking.”

Our approach can be considered such a unified thinking.
As already explained, we define our own DSL but it is closely
aligned with SysML and we try to diverge only when we see
a possibility for improving beyond the standard.

III. ARCHITECTURE PARADIGMS

This Section provides background information regarding
the two main architecture paradigms that are used today:
monolithic software and MSA. Service-oriented architectures
(SoA) and serverless architecture [16] are not described in
detail as SoA, especially from a deployment perspective, still
resembles monolith software [17] and serverless can be seen
as taking MSA one step further [18].

A. Monolithic software
[19] defines a monolith as ”a software application whose

modules cannot be executed independently”. This architecture
is a traditional solution for building applications. A number
of problems associated with monolithic applications can be
identified:
• Due to their inherent complexity, they are hard to

maintain and evolve. Inner dependencies make it hard
to update parts of the application without disrupting
other parts.

• The components are not independently executable and
the application can only be deployed, started and
stopped as a whole [20].

• They enforce a technology lock-in, as the same lan-
guage and framework has to be used for the whole
application.

• They prevent efficient scaling as popular and non-
popular services of the application can only be scaled
together [21].

Nevertheless, monolithic software is still widely used and,
except for green-field new developments, there is hardly a
way around it. [22] notes that a monolithic architecture is
”often a more practical and faster way to start”. Furthermore,
if software from external parties is involved in a tool chain, it
is not possible to change its architecture style.
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B. Microservices
There is no single definition of what a MSA actually is. A

commonly used definition by Lewis and Fowler says it is ”an
approach for developing a single application as a suite of small
services, each running in its own process and communicating
with lightweight mechanisms, often an Hypertext Transfer
Protocol (HTTP) resource Application Programming Interface
(API)” [23]. Microservices typically consist of stateless, small,
loosely coupled and isolated processes in a ”share-as-little-as-
possible architecture pattern” [24] where data is ”decentralised
and distributed between the constituent microservices” [25].

The term ”microservices” was first introduced in 2011 [23]
and publications on architecting microservices are rapidly in-
creasing since 2015 [26]. In 2016, a systematic mapping study
found that ”no larger-scale empirical evaluations exist” [27]
and concluded that MSA is still an immature concept.

The following main benefits can be attributed to MSA:

• Relatively small components are easier for a devel-
oper to understand and enable designing, developing,
testing and releasing with great agility.

• Infrastructure automation allows to reduce the manual
effort involved in building, deploying and operating
microservices, thus enabling continuous delivery [26].

• It is less likely for an application to have a single point
of failure because functionality is dispersed across
multiple services [17].

• MSA does not require a long-term commitment to any
single technology or stack.

[4] notes the obvious drawback of the current popularity of
microservices that ”they’re more likely to be used in situations,
in which the costs far outweigh the benefits” even when
monolithic architecture would be more appropriate.

In a study regarding the challenges of adopting microser-
vices, [3] lists the distributed nature of MSA, which leads to
debugging problems, the unavailability of skilled developers
with intimate knowledge of MSA and finding an appropriate
separation into services.

IV. DEPLOYMENT INFRASTRUCTURE

Corporate IT environments imply very strict regularities
when it comes to hard- and software architectures and deploy-
ments. Bringing in innovation in such an environment requires
following a heterogeneous approach.

While it is more challenging to adapt hardware in a
corporate context to cope with the latest innovations, service
and software developments, e.g., Advanced RISC Machine
(ARM) Central Processing Unit (CPU) platform based servers,
Graphics Processing Unit (GPU) assisted computing or wide-
usage of Field Programmable Gate Arrays (FPGAs), the ap-
plication platform layer adaption is typically less demanding
because almost any state-of-the-art deployment form, like bare-
metal, Infrastructure as a Service (IaaS), Platform as a Service
(PaaS) or PaaS can be rolled out on standard server hardware.

The rationale for choosing a specific deployment form is
based on various constraints imposed by corporate policies and
long-term strategy decisions:

• Is the envisaged deployment form available in the
corporate infrastructure?

• Has the deployment form limitations due to corpo-
rate policies, e.g., restricted internet access, restricted
repository access?

• Are there any license limitations?
• Are there geolocation limitations for certain services,

e.g., in a multinational company with multinational
regulations according to law?

• Is the service available on premise or only on public
cloud?

• Does a deployment form for a particular service fit in
the long-term corporate IT strategy, e.g., make or buy
decisions?

For the SCM modeling prototype, it was necessary to make
use of a heterogeneous software and hardware infrastructure
provided by the corporate IT. Therefore, the deployment
took place on IaaS, PaaS and Function as a Service (FaaS)
platforms. Also, end user devices are involved, for example
for running the SCM workbench (see Figure 14). That variety
of platform types was chosen to provide inside information on
how a new engineering concept could be supported by differ-
ent software architecture approaches to be efficient in terms
of development time, Continuous Integration (CI), resource
efficiency and scalability.

A. Infrastructure as a Service
In the context described above, IaaS is used to describe a

hosting platform based on bare-metal and hosted hypervisors.
It provides a variety of virtualized operating systems that are
in compliance with corporate IT regulations.

For the prototype, the services hosted on classical vir-
tual machines are mainly databases used as persistent layers
for distributed Web applications. The main reason for not
hosting the web applications together with their respective
persistence layer are resource restrictions. Current company
policies prevent external access to the databases if they are part
of the same microservice image as the hosting environment.
This would either limit database management to a web-based
command line interface or require the implementation of a
Web service deployed in the same container. Also, other
external services could not be used to access the databases.
This limitation is purely based on a decision made by the
company’s IT governance, but reflects day to day reality in
corporate environments.

For any other Web application around the SCM prototype
development, IaaS was avoided as the resource overhead
cannot compete with PaaS or FaaS.

B. Platform as a Service
In the following Section, PaaS refers to an on-premise

deployment of the Red Hat OpenShift [28] platform. It is a
platform built around Docker [29] containers orchestrated and
managed by Kubernetes on a foundation of Red Hat Enterprise
Linux.

In the prototype, PaaS plays a critical role for the con-
tinuous integration strategy. The image format used for the
deployments follows the Source-to-image (S2I) concept. S2I
is a toolkit and workflow for building reproducible container
images from source code [30]. S2I produces ready-to-run
images by injecting source code into a container image and
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letting the container prepare that source code for execution.
The source code itself is hosted on an on-premise Github En-
terprise [31] instance and the dependent resources are provided
via an on-premise Artifactory [32] deployment that reflects the
official sources of the required development environment such
as Maven [33], npm, Python or NuGet.

The whole continuous deployment chain is secured via an
exchange of keys and certificates to prevent disruptions for
example due to company introduced password cycles for the
developer and deployment accounts. The deployment speed is
improved by using system instances for the S2I chain in the
same geolocation of the company to prevent larger inter-site
data transfers and round-trip times.

The microservice concept, together with PaaS, allows a
massive reduction of resource allocations compared to an
IaaS deployment, especially if the services are single and
independent web applications.

There are still limitations in the corporate environment
that currently prevent larger scale use of the technology. The
current setup allows a limited number of pods per node,
which becomes an issue when a service uses the scaling
capability of the OpenShift platform. A second limitation is
linked to the allocated sub-network and the deployment of
the platform. All inter-service communication is routed via a
unique company internal network. The PaaS instance does not
re-use a network range that is already present in the company
for inter-service communications as it would impose other
challenges regarding communication from within the PaaS
instance towards other company services. The rationale for
the chosen PaaS implementation is primarily the reduction of
classical virtual machines for simple hosting jobs and only
secondarily the creation of a massively scalable infrastructure

for new service applications.
To cope with these limitations the prototype furthermore

reduces the deployment footprint of single services for certain
applications as described below.

C. Function as a Service
FaaS is used for tiny stateless jobs, e.g., rendering of

images. These services are monitored by an orchestrator that
decommissions containers after idling for a defined time. This
reduces resource usage further and has advantages in a scenario
with a larger number of services.

The deployment architecture of the FaaS instance allows
launching service containers within milliseconds. The applied
software stack is OpenFaaS based on Docker Swarm running
on a Debian [34] Virtual Machine (VM).

One FaaS instance consumes resources similar to a pod on
the above mentioned PaaS environment and hosts numerous
services without performance limitations. While PaaS exposes
containers under their distinct Internet Protocol (IP) addresses,
FaaS comes with a reverse proxy that hides all containers and
requires less IP addresses. This reduces the effort for routing
name resolution and their documentation.

V. IMPLEMENTATION AND INTEGRATION

The implementation of the prototype framework is split
into different logical bricks as depicted by Figure 5. The
services and applications itself can be mapped to their specific
deployment paradigm as listed in Table I. The Architect
Cockpit allows a system architect to use existing models, to
schedule the execution of simulations and to review results.
The SCM Workbench enables SCM developers to create and
version SCMs. The Back End provides different services such
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Smart Component Model creationArchitecture modeling

System/Aircraft Architect

Architecture 

Web Frontend

SCM Developer

Smart Component 

Library

Discipline Model Developers

▪ Behavioral Models

▪ Performance Models

▪ Surrogate Models

Discipline

Modeler Tooling

SCM Workbench

SCM Engine Processors

Legend

Function-as-a-Service

Custom tool

Persistent layer

Microservice

Monolithic application

Support Functions

Discipline Models

Figure 5. Service Environment & Deployment Infrastructure
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as the orchestration of different processors to perform the
execution of simulations.

TABLE I. Service Mapping to Deployment Paradigm

Deployment
Paradigm

Service or Application

IaaS Persistence Layers (Smart Component Library, MongoDB, Internal
GitHub, Internal Artifactory)

PaaS SCM Engine, Architecture Web Frontend, Service Dashboard,
OpenTURNS Sampler, Node-Red, SCM Processors, Jenkins

FaaS JSONata, Parallel-Coordinates

End User
Device

SCM Workbench

A. Architect Cockpit
In order to reduce the workload and make the work for

the architects as convenient as possible the interface for the
cockpit is setup as an Angular Single Page Application (SPA).
This allows using this entity without installing custom software
and without bothering the user with update and migration
procedures. The site is built using a Jenkins pipeline and
then deployed on a specific git repository branch. A webhook
on this branch triggers an OpenShift instance to build an
Express.js server serving the previously build site on a PaaS
cluster.

From a functional point of view the Architect Cockpit
gives a reduced view on SCMs. Only information, which is
necessary for the work of an architect is available and can
be modified. This results in a nearly full intuitive usage of
the interface and prevents faulty configurations. For example,
some parameters can only be changed within a certain range.
Ranges are defined by the model developer who knows the
limitations best. The architect does not need to have a deep
understanding of these limitations when using the predefined
models.

Figure 6. Architect entry point for gathering information on an SCM

Figure 6 shows the Architects entry point into using a SCM.
In this case it is an aircraft architect opening a parametric
aircraft model. He can then start a new study and set or
change parameters of this model which Figure 7 shows. After
running a calculation in the mixed-paradigm back-end the
front-end renders an executive result and presents it to the
architect. Figure 8 shows the result. If deeper insights into the
calculation chain is required the architect can open a more

Figure 7. User interface for defining parameter values

Figure 8. User interface for launching calculation with a SCM

detailed interactive report rendered as a bubble chart as shown
in Figure 9. When selecting a range of values for a set of
parameters an additional representation appears rendering all
distinct runs of a study into a parallel coordinates plot. Figure
10 shows this interactive diagram. It is a data analytics tool that
allows highlighting specific runs, filtering specific parameter
and characteristic values as well as removing parameters from
the diagram.

B. SCM Workbench
The SCM Workbench is a full-fledged graphical editor to

work with SCMs implemented as a monolithic rich-client
application. It is implemented in an Eclipse Rich Client
Platform (RCP) and based on the Eclipse Modeling Framework
(EMF) [35]. It is a modeling framework and code generation
facility for building tools and other applications based on a
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Figure 9. Bubble chart for browsing through the propagation of calculated values

Figure 10. Design of Experiment explorer for navigation through large sets of sampled
simulation runs

structured data model. EMF provides tools and run-time sup-
port to produce a set of Java classes from a model specification,
along with a set of adapter classes that enable viewing and
editing of the model, and a basic editor.

EMF is the basis for the Obeo Designer tool [36], which
builds on the Eclipse Sirius project [37] and allows definition
of graphic editors based on a defined EMF metamodel. This
enables rapid prototyping of modeling solutions, which is ideal
for a research/prototyping environment such as Airbus Central
R&T. Changes to the metamodel are almost instantly available
in the SCM Workbench, our prototype SCM modeling tool. On
the other hand, EMF and Obeo Designer are mature and have
been proven in industrial practice, e.g., Capella, the modeling
tool from Thales that implements the Arcadia method is built
with EMF and Obeo Designer as well [38].

Starting the SCM Workbench opens an application that
is shown in Figure 11. The left toolbar allows browsing
through the SCMs that exist in a project. A project is split
into SCMs and representations. While the SCMs contain all
functionality required for computing it, the representation adds
additional information on how to render the SCMs within the
workbench. Figure 12 shows the parameter view that allows
the SCM Developer to model the propagation of parameters
and characteristics through the SCM. Selecting entities in this
view leads to its properties to show up in an editor at the
bottom of the window. This example shows the parameter

Figure 11. SCM Workbench showing the representations

Figure 12. Parameter view in SCM Workbench

”Weight” of the SCM ”Wing”. The structure view shown in
Figure 13 describes the architectural interdependency between
underlying SCMs. In this case the ”Engine” is attached at
the ”Pylon” to the ”Wing” and the ”Wing” is attached to the
”Fuselage” at the ”Belly”.

Using such a rapid prototyping approach for the SCM
Workbench can be easily misunderstood as just a proof-of-
concept study. The final look and feel of the graphical editor
for the SCMs is only limited by the amount of development
time used for user experience (UX) polishing. The workflow
and information accessibility as well as the connection to a ver-
sioning system is comparable to other commercially available
modeling tools, which are well known by the developers. It is
assumed that a SCM developer has to take a short on-boarding
training before using the SCM Workbench.
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Figure 13. Structure view in SCM Workbench

C. Back End
The back-end is built from several different entities that

are based on different paradigms. These entities are described
in the following paragraphs.

1) SCM Library: The SCM Library stores the models that
have been created using the SCM Workbench. It is based on
Connected Data Objects (CDO) a Java model repository for
EMF models and metamodels. The specific implementation in
use is the Obeo Designer Team Server (ODTS), which enables
concurrent engineering of EMF models. A custom plug-in
allows other services and applications to access the model
repository through a Representational State Transfer (REST)
interface. Due to its complex deployment strategy the SCM
Library is deployed in an IaaS environment, which allows more
user interaction during updates.

2) SCM Engine: The SCM Engine can interpret SCMs,
check constraints and run parametric calculations either as a
single simulation run or as a Design of Experiments (DoE)
setup with multiple samples. It is a Java application executed
in an OpenJDK VM. Access to the engine is established
through REST interfaces that are hosted on a Jetty server.
The endpoints are described and documented using the Jersey
framework. The SCM Engine is hosted on a PaaS instance and
allows rolling updates, automated builds and scaling.

3) Model Processors: The Performance Model API serves
as a glue between external domain-specific models with their
own solver or simulation engine and the SCM Engine. A
Model Processor is an application that implements this API
to execute a specific model type. The API enables the SCM
Engine to orchestrate simulations tools in a unified way and
guides developers through the process of integrating additional
simulation tools into this environment. In order to include
a new model type in the SCM application framework, a
model type specific Model Processor has to be implemented
that implements the Performance Model API and connects
to the model type specific solver or simulator. A reference
implementation shows how this works for Excel models. An
Excel model is processed by a Java application running in an
OpenJDK VM using the Apache POI framework. Depending
on the type of model and, e.g., the license and installation

requirements of the model solver or simulator, the Model
Processor can be deployed in any of the available deployment
options IaaS, PaaS and FaaS.

Figure 14 depicts how the components of the SCM tool
framework prototype are deployed in our infrastructure.
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Figure 14. Prototype tool deployment

To make the polyglot approach of the MSA work and
integrate each service all participating entities need to agree
to a commonly understood interface. For the prototype REST
over HTTP was chosen as the default interface combined
with JavaScript Object Notation (JSON) as serialization for-
mat. REST over HTTP is a de facto standard since almost
every technology stack provides at least an HTTP API if not
specialized REST frameworks and clients such as Java API
for RESTful Web Services (JAX-RS). JSON as a serialization
format is accepted and provides solid tooling on all integrated
technologies. In addition many front-end frameworks natively
support JSON such as JavaScript or Ruby. This eases the
integration work needed to be done for the implementation of
our demonstrators mainly the Architect Cockpit. As an added
bonus it is easily digestible by human user, which helped
tremendously with debugging. To build up process chains
utilizing the deployed microservices we selected Node-RED. It
provides all the tools necessary to handle HTTP based REST
APIs and JSON based message bodies and is integrated well
into the existing environment.

If we dissect the service environment infrastructure shown
in Figure 5 we can see what protocols are being used in
the communication between the different services. As Figure
15 shows the communication through the HTTP RESTful
web services is the predominate form of communication in
our prototype. The only deviation from this paradigm occurs
in the communication between the SCM Workbench and the
SCM Library where the tool provider specifies Transmission
Control Protocol (TCP) as interface. We did not challenge this
implementation since it is provided by the Obeo Designer
Team Server; however, we implemented a Mapper Plugin
that provides access to the stored SCM Models via a REST
interface to incorporate it in our service environment. The
HTTP REST approach is especially useful for incorporating
the various Discipline Models Processors into the overall pro-
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Figure 15. The use of REST interfaces in our prototype

cess. Since every processor works on a dedicated technology
stack designed for his task utilizing a unified interface makes
integration into the overall process network easy.

After the explanation of all the building blocks we will
present a case study to demonstrate the framework in action.

VI. CASE STUDY

This section describes a case study that has been made
using the SCM Workbench with the purpose of showing
individual features of the tool-chain.

The described model has been provided showing an Air-
craft consisting of Fuselage, Wing and Engine. The hierarchi-
cal view, depicted in Figure 16, of the SCMs shows that all
models are placed in one package. The hierarchical view is
equivalent to SysML’s class diagram. This view shows that
the Aircraft is decomposed into Fuselage, Wing and Engine.
However, it does not show their interdependency.

Figure 16. Case study: Hierarchy view

All models are SCMs. The Aircraft is a special case,
because it is decomposed into other SCMs.

In order to describe the interdependency within the Aircraft
SCM the internal structure diagram was used, shown in Figure
17. It shows that the Fuselage and Wing are connected with
each other at the Belly. Wing and Engine are connected at
the Pylon. This diagram is similar to SysML’s internal block
diagram. The blue box shows the scope of the SCM. The green
boxes represent the decomposition into other SCMs.

Figure 17. Case study: Structure view

Additionally there is the parameter view, shown in Figure
18, which describes in-transient calculation of the model char-
acteristics from the set of parameters. All parameters appear in
purple color and all characteristics in green color. This specific
SCM describes the calculation of the Aircraft’s weight and
range from its length, cross-section and payload. Light yellow
color represents an aggregation function that generates one
value from a list of values. In this case both aggregation nodes
compute a sum. Direct calculations on performance models are
represented by the orange boxes. They refer to a domain model
manifest, describe machine-readable how these domain models
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shall be executed and how parameters and characteristics are
transmitted to and from them.

In order to ensure compatibility between parameters and/or
characteristics a common type system is available. It allows to
specify the data to be exchanged during the simulation between
the components. Besides the typical basic types it allows
structured types like lists and key-value-pairs. An additional
feature is to nest types as references into other types. As an
example the Aircraft parameters are shown in Figure 19. As
an example for a basic type the weight is shown in Figure 20.

VII. EVALUATION

Evaluating the mixed-paradigm approach, we experienced
that developers where able to create a working deployment
much faster compared to the traditional approach using virtual
machines. This also includes the amount of times that a new
version of the service was built from once a week to several
times a day using the automated CI pipeline. This increased the
general development velocity as well as the prototypes feature
set, which helped us to tailor the application to our stakeholder
needs.

The raised deployment speed increased the number of times
we experienced broken client applications. This was due to
a violated interface contract between the services if the new
features where not integrated properly. A well-defined and
adhered to interface specification is paramount for the success
of introducing this mixed-paradigm approach.

In general, we noticed a greater sense of ownership of
single developers over their service/code, which lead to a hike
in the overall implementation quality. The mandatory usage
of the git version control system increased the maintainability
of the code base. The combination of git and the OpenShift
framework made it easy to recover from failures and faulty
builds, which lead to a constant up-time of all services.
In the future the introduction of additional agile software
development principles like Test Driven Development could
further increase the code quality.

However, the deployed solution is marked as a proof of
concept or prototype which lead to the conclusion that it is
not ready for operational use for various reasons. The main
focus of the development lay on the proof of feasibility of the
SCM modeling methodology as described in [6]. As soon as
first parts of the prototype were available selected engineering
departments started trials with the solution, which lead to fur-
ther improvements of the underlying methodology as well as
the overall usability. The overall perception was very positive,
which lead to the conclusion that the developed methodology
points in the right direction as well as the performance of
the proposed tool set based on the described approach in this
paper.

The mixed-paradigm approach that was used to develop
and deploy the prototype discussed in this paper led to reduced
complexity, lower coupling, higher cohesion and a simplified
integration. This in turn enabled agile collaboration for con-
tinuous delivery and integration of the solution.

VIII. OUTLOOK AND FUTURE CHALLENGES

In the previous sections, we described how MSA can
support the chosen polyglot approach utilizing a variety of
different technology stacks and storage solutions. This enabled

us to select the most fitting technical solution for the required
functionality. Additionally the network based architecture pro-
vides an environment that is well suited for a multinational
company like Airbus with sites scattered throughout different
sites and IT domains. It also provided a commonly understood
deployment layer for our cross-functional project team.

MSA supports us with the agility and velocity needed to
convince our customers of our approach and implement a
prototype that can handle the complexity of our SCM mod-
eling approach. However, during the development we found
stumbling blocks that need awareness once the scale changes
from a research project prototype to a full scale industrial roll
out.

Corporate IT – The proposed environment builds and
hosts microservices in an agile and automated way. This
requires the setup and maintenance of a CI pipeline (in our
case OpenShift/GitHub), which results in additional costs as
well as an IT department that is capable of dealing with
those investments. Additionally setting up certificate chains
and firewalls to allow for secure communication inside the
corporate network need to be accounted for. On the developer
side roadblocks like proxy server hindering communication
and enabling cross-origin resource sharing (CORS), which
allows for communication between different domains need to
be taken care of.

Service discovery – Once we reached a critical mass of
microservices environment we discovered that it is hard to keep
track of what services have already been implemented and
what functionality each service provides. Even in our research
project this point was reached rather quickly. Thus, we intro-
duced Swagger [39] as a Web based documentation for all our
services and implemented a simple dashboard where services
could be registered against. This allowed for manual service
discovery across the team. In the future automated service
discovery through bots and processable service descriptions
will bring more value to the MSA approach by handling the
sprawling service environment.

Now that we optimized the CI pipeline in the first half
of the project we experience a rapid increase in deployed
services. This allowed us to swiftly introduce new functionality
as microservices, boosting the capabilities of our proof of
concept prototype. It shows that MSA can initially speed up the
implementation velocity of a new project. Once we continue
with the project more efforts will go towards managing the
volume of services as well as (network) performance and
reliability.

IX. CONCLUSION

Past experience shows that current aircraft and aircraft
system development processes are not suitable for keeping
up with the rising complexity of products. Those processes
are under pressure from market-driven demands for faster, and
from business-driven demands for cheaper aircraft programs.
In this paper, we presented a proposal for a change from a
traditionally linear development approach to one that includes
a parallel, OOC component development phase. This approach
required a supporting IT infrastructure that was built as a pro-
totype at Airbus in the frame of a research project. To reduce
both time and resources required for building this prototype
state-of-the-art architecture and deployment paradigms were
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Figure 18. Case study: Parameter view

Figure 19. Case Study: Aircraft parameter modeled in the type system

Figure 20. Case Study: Basic parameter representation in the type system

used and mixed with more classic approaches to get the best
of both worlds.

A direct, specific and measurable comparison between the
described mixed-paradigm and a classical approach is not
possible as it would have required the same infrastructure
landscape to have been developed and deployed multiple times
using different concepts. Nevertheless, implementers were
given the freedom to decide for every distinct artifact to freely
choose the paradigm used for implementation. Furthermore,
developers were allowed to split artifacts, which enables to
select the right paradigm for each problem within. Later the
interface documentation allowed the developers to easily re-
implement an artifact using a different paradigm in case the

initial decision for a specific paradigm reveals to have been
not an optimal choice. Therefore, the selection of the right
paradigm appears to be inherent and native. To support a newly
developed MBSE approach called SCM modeling, a support-
ing application framework prototype had to be developed.
Instead of a single architecture and deployment paradigm, a
mixed-paradigm approach was followed to take the advantages
of the different options and to consider external constraints
coming from the IT governance. The software bricks were
implemented in monolithic, SoA, microservice and serverless
architecture glued together by REST interfaces over HTTP.
The deployment took place on desktop-PC, IaaS, PaaS and
FaaS platforms. It provided insight into how a new engineering
concept could be supported by different software architecture
approaches to be efficient in terms of development time,
continuous integration, resource efficiency and scalability.
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Abstract–A data scientific process (e.g., Obtain, Scrub, Explore, 

Model, and iNterpret (OSEMN)) usually consists of different 

steps and can be understood as an umbrella for the 

combination of different most modern techniques and tools for 

the extraction of information and knowledge. When developing 

a suitable IT infrastructure for a self-service platform in the 

academic environment, scientific requirements for 

reproducibility and comprehensibility as well as security 

aspects such as the availability of services and of data are to be 

taken into account. In this paper, we show a prototypical 

implementation for the efficient use of available data center 

resources as a self-service platform on enterprise technology to 

support data-driven research. 

Keywords-data science as a service; reproducible research; 

enterprise information technology; research data infrastructure; 

self-services; data science platform; cloud infrastructure. 

I.  INTRODUCTION 

One of the most important aspects of building service 
portfolios in the company is to make them as simple and 
usable as possible for the end user [1].  

Data centers at German universities are increasingly 
confronted with challenges in the areas of availability and 
operational security, data privacy and IT security, operating 
costs and use of cloud services, data management and access 
to high computing capacity, increasing standardization and 
consolidation of IT systems [2]. The availability of services 
and especially of data requires a corresponding 
infrastructure. Services are increasingly subjected to risk 
classification in order to define how the operation of 
university IT must be ensured. The technology used must 
allow to scale out (horizontally) performance of a platform, 
because scaling up a platform is limited to hardware 
resources. Today, virtualization technology is often used to 
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compress computing power and at the same time to have the 
flexibility to move parts of the computing nodes and 
redistribute the load in case of a failure. Hardware 
maintenance does not necessarily result in the unavailability 
of a service, as it can usually be moved without interruption 
to another node in the data center cluster or even the cloud 
[3]. This infrastructure is supplemented by container 
technology as a further step in service encapsulation. At the 
same time, similar demands are made on the availability of 
data. Redundant Arrays of Independent (Inexpensive) Disks 
(RAID systems) combine performance, reliability and 
scalability but show weaknesses in the speed of recovery [4]. 
Monitoring the health of IT infrastructures with suitable tools 
is indispensable for professional operation [5].  

The main challenge is to "transfer" (integrate) these well-
known tools and solutions into a scalable and powerful 
platform that can be equipped with enterprise technology to 
ensure service level agreements (SLAs) from a centralized 
enterprise information technology [3]. 

Users of documented services are provided with more 
specific minimum and maximum performance measures, 
such as quality, punctuality or cost of a service, through the 
SLAs and can adapt and understand the expectations and 
limitations of a service accordingly [6]. 

The process of combining or connecting different 
systems and individual software applications to form a 
common functional system with comprehensive functionality 
to increase user acceptance and customer satisfaction is also 
known as system integration. IT service providers have an 
interest in the continuous improvement of product and 
service quality [7]. The added value for the company can be 
increased by improving service response times, reducing the 
costs for the operation of IT infrastructure, and lowering 
operating costs by intelligently linking the IT systems used 
[8]. 

 

A. The Data Science Process 

To obtain information (e.g., based on patterns) for 
relevant business decisions from data of heterogeneous data 
sources, a classical multi-stage process for data preparation 
and analysis is used, the so-called data mining process [9]. 
Data science, on the other hand, can be understood as an 
umbrella for the combination of various state-of-the-art 
techniques for the extraction of information and knowledge 
(so-called insights) to develop data-based applications and, 
thus, automating processes. One approach to describe the 
individual steps for the data science process is Obtain, Scrub, 
Explore, Model and INterprenting (OSEMN) [10]. In the 
Obtain step, for example, query languages are required for 
databases that can be extracted in various formats. Python 
[11] and R [12] encapsulate the otherwise heterogeneous 
data query tools (e.g., Structured Query Language (SQL), 
eXtensible Markup Language (XML), Application 
Programming Languages (API), Comma Separated Value 
(CSV), Hybrid File System (HFS)). Classic database 
techniques such as Extract Transform Load (ETL) process 
can be used in the cleanup step (Scrub). Computer languages 
like Python and R or application suits like SAS Enterprise 

Miner [13] or OpenRefine [14] can also be used to transform 
data. To examine the data (Explore) languages like Python or 
R specialize in particular appropriate libraries (e.g., Pandas 
[15] or Scipy [16]). In this step, however, familiar players 
from the business intelligence world (e.g., Rapid Miner [17] 
or KNIME [18]) can also be found for data-wrangling. To 
build a model, there are again specialized Python libraries 
like “Sci-kit learn” [19] or CARET [20] for R. Other tools 
like KNIME or Rapid Miner find reuse in this step as well. 
Finally, for interpreting the model and the data as well as 
evaluating the generalization of the algorithm, tools for data 
visualization are reused (e.g., matplotlib [21], Tableau [22] 
or MS Power BI [23]). In summary, it means, that for the 
many single steps in OSEMN, many different tools can be 
necessary.  

An example of a platform solution that maps these 
process steps in a so-called pipelining functionality is the 
Pachyderm software [24]. Pachyderm offers components that 
support the developer (data scientist) with regard to data 
provenance in development work and analyses and can thus 
map a logical and chronological sequence of process steps. 
This platform solution offers many degrees of freedom and 
requires the user to have a well-developed hypothesis or data 
processing or data management plan and is therefore suitable 
for the development of concrete and declarable products 
[25]. However, if the workflow initially requires exploration 
for hypothesis generation, it may be better to use tools of 
lower complexity. 

B. Reproducible Research 

Scientific studies, experiments and numerical 
calculations can only be reproduced or reconstructed if all 
important steps are comprehensible [26]. The importance of 
reproducibility of scientific work can be illustrated by the 
following quotation from Jon Clearbout: “An article about 
computational science in a scientific publication is not the 
scholarship itself, it is merely advertising of the scholarship. 
The actual scholarship is the complete software development 
environment and the complete set of instructions which 
generated the figures.” [27] 

A scientist should therefore always have an interest in 
describing the runtime environment as transparently and 
understandably as possible. However, complex runtime 
environments are difficult to penetrate due to the sometimes 
high technological complexity (e.g., package dependencies). 
The technical reproducibility enables scientific results to be 
reproduced at all, but this requires a very high degree of 
knowledge about the method and technology used. 
Simplifying the technological limits can increase the 
practical reproducibility, i.e., the actual and problem-free 
repeatability of the experiment [28]. 

In the field of computer-based data-driven science (data 
science), researchers today often use free and open-source 
tools and libraries [29]. The reproducibility and repeatability 
of research results and the description of the specific runtime 
environment in which the results were generated are not 
described in the respective publications or only in text form 
[29] [30]. An important factor in the publication of scientific 
work is the reproducibility of the research results [30] [31]. It 
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is therefore necessary that deterministic environments are 
available to a data scientist. Determinism can be spoken of 
when all events, especially future events, are clearly defined 
by preconditions. In other words, development environments 
are specified accordingly and work as expected, although the 
methods or algorithms used cannot deliver deterministic 
results [32]. 

In data-driven research projects, the application of 
appropriate data management procedures helps to maintain 
the data integrity of digital data generated in the research 
process (“research data”). The preservation of data integrity 
in the data flow can be maintained by documenting the data 
origin and applied transformations during the research 
process. Data is considered reliable if results and errors in 
the data creation and data analysis process can be reproduced 
through traceability (good data provenance) [33]. 

Data provenance is encapsulated by so-called research 
data management, among other things. Research data 
management includes all measures to ensure the usability 
and reusability of research data before, during and after the 
research project [34]. Systematic representation of these 
points in the project life cycle is a Data Management Plan 
(DMP), which describes the data and how the data is 
processed in the project [35]. A data life cycle illustrates the 
steps from collection to re-use (creation, preparation, 
analysis, archiving, access, re-use) [36]. There are more 
complex models, such as the Curation Lifecycle Model 
(DCC), which describes various fields of activity in the 
preservation and maintenance of data [37]. A DMP is 
required by funders when submitting a proposal (see DFG 
Form for the continuation of a Collaborative Research 
Center, 1.4.3, [38]) and serves to ensure effective research 
data management and long-term usability of the data [34]. 
Various retention periods apply in order to preserve the 
reusability of research data. According to good scientific 
practice, primary data should be stored permanently in 
research institutions for at least ten years, together with clear 
and comprehensible documentation of the methods used 
(e.g., laboratory books) (see Recommendation 7 [39]). 

In addition to the requirements arising from research data 
management, the data principles published in 2016, which 
define the basis for research data and research data 
infrastructures to ensure sustainability and reusability, must 
be taken into account [40]. It was defined by researchers, 
financiers, publishers and university representatives to 
increase the reusability of research data (FORCE 11 group). 
Scientific data should therefore be searchable, accessible, 
interoperable and reusable. The FAIR data principles can be 
applied to the entire data life cycle and, as an extension to 
research data management, provide a collection of best 
practices for sharing data under ethical and contractual 
conditions (copyrights, intellectual property rights, etc.). 

Highly simplified, data and services should be stored in 
central data repositories using appropriate metadata (F), 
taking into account aspects of long-term archiving (A), and 
should be able to be exchanged and interpreted (semi-
)automatically (I) and thus be comparable and reusable (R). 
If research data cannot be published due to legal 
requirements, the FAIR principles provide procedures for 

publishing a description to make the underlying data more 
understandable. Metadata on machine or human-readable 
interpretability facilitate comprehensibility and data 
processing (see Dublin Core Metadata Initiative, Data 
Documentation Initiative, etc.), open data formats facilitate 
interchangeability and reusability, metadata on privacy and 
copyright regulations facilitate accessibility, persistent 
identifiers assist in finding and easily accessing the 
information, the indication of licenses (e.g., Creative 
Commons, etc.) specify the type of usability of the data [41]. 
Numerous tools support the work with FAIR-Data [42]. 

In the context of data-driven science, several concepts 
that place demands on an ecosystem of IT systems must 
therefore be considered. Following the OSEMN process, the 
data life cycle of research data management and the FAIR 
data principles, a schematic summary is shown in Figure 1.  

 

Figure 1.  A schematic summary of OSEMN process, the data life cycle of 

research data management and the FAIR data principles (Source: own 

illustration). 

 
In addition, depending on the subject area, further 

guidelines are to be considered. For the secondary data 
analysis of health data, these are, among others, the "Good 
Practice in Secondary Data Analysis (GPS)" [43] and the 
"Good Clinical Practice of the International Council for 
Harmonisation of Technical Requirements for 
Pharmaceuticals for Human Use (ICH E6 GCP) [44][45]. 

IT operators at research institutions should therefore 
work together with researchers and libraries on IT 
infrastructures to support the above points. Results of 
systems research show that open source tools in particular 
are suitable for the requirements of reproducibility. Although 
Docker was introduced primarily for business needs and the 
isolation and deployment of web applications in so-called 
containers, it provides solutions for virtualization, platform 
portability, reuse, sharing, archiving and versioning [17] for 
the scientific community. 
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The use of tools such as JupyterNotebooks (jupyter.org) 
enables semantically interoperable publishing of program 
code, including through the use of the IPYNB format [29]. 
JupyterNotebooks supports workflows in scientific 
computing, astrophysics, geology, genetics and computer 
science [29]. Various applications and programming 
languages (e.g., Python, R) provide interfaces to 
JupyterNotebooks [30][46]. Jupyter collects many valuable 
tools that are needed in the steps of the OSEMN process 
model. 

C. The aims of the project 

The aim of this project is to create an easy-to-maintain 
and cost-effective consolidated IT infrastructure to support 
data-driven research and implementation in the existing data 
center infrastructure at the Center for Information 
Management (ZIMt) at Hannover Medical School (MHH). 
The requirements for IT systems of the known process 
models, research data management, FAIR and the operation 
of applications on enterprise level (such as data security and 
system recoverability) and numerous other standards, 
guidelines, directives and recommendations (such as Good 
Research Practice, Good Practice for Secondary Use of Data, 
etc.) have to be met. 

The ZIMt centralizes operative systems and is a service 
provider especially for the areas of research and teaching, 
clinic and administration. IT services (applications) are used 
in clinical operations to optimize clinical processes and legal 
documentation and place high demands on system 
availability and fail-safe IT services. This has an impact on 
the processes and IT systems of the computer center. In 
addition, simple interfaces are provided for end users 
(nursing, doctors, administration) for problem presentation 
and reporting, which enable centrally controlled fault 
clearance via an IT service desk. In order to guarantee 
interference suppression, high demands are placed on the 
standardization of IT processes and system documentation. 
The ZIMt operates a class 3 [47] data center at the MHH to 
guarantee these requirements and is certified according to 
ISO 9001:2015. In the area of research, however, the IT 
process landscape is sometimes disruptive, as rapidly 
changing requirements and moving targets are sometimes 
necessary to achieve the research goal. The centralization of 
applications to support the scientific sector is a strategic goal 
of the MHH.   

We have defined three main areas of focus which are to 
be given special consideration in this proof of concept draft: 
(1) usability to evaluate the integratability of the IT solution 
into the system landscape established at the MHH and the 
working environment familiar to the end user; (2) disaster 
recovery to evaluate the recoverability of the proposed 
solution. By integrating a system into the MHH 
environment, the system has to meet special requirements 
(front-end branding to maintain corporate identity and 
security aspects). The user administration and access 
authorization (3) should be used centrally via an existing 
directory service ("Active Directory") and security groups 
defined therein, and must therefore be evaluated. 

Requirements on the usability of the service can in turn have 
an influence on the security factors.  

These dependencies should therefore be emphasized in 
this concept. For easy control of used storage resources, the 
available storage system of the data management provider 
NetApp [48] was applied. Available interfaces should be 
used and thus not require any additional effort in the 
management and monitoring of the system for the IT 
operator.  

This paper is an extended version of our previous work 
[1] and the further course of this paper is structured as 
follows. In Section II we describe the methods used to meet 
the above challenges. In Section III we describe the results 
achieved in relation to the main topics. Section IV concludes 
this paper, addressing open questions and the next steps. 

II. METHODS 

As an interactive shell for various programming 
languages, JupyterNotebooks is provided as development 
environments at the MHH. The solution is browser-based 
and the end user does not need to install any additional 
software on his device [49]. The open source environment 
JupyterHub Notebook Server is used to operate 
JupyterNotebooks in the data center. It enables users to 
access computer environments and resources without 
bothering them with installation and maintenance tasks. 

Standardized environments (the Docker software/binaries 
that run on many different operating systems today) built for 
containers are suitable for using individual application 
manifests in different locations (e.g., locally as well as in a 
public cloud infrastructure provided by Google, Amazon 
Web Services (AWS) or Microsoft Azure) without having to 
change the code. JupyterHub uses Docker as the basis for the 
deployment of JupyterNotebooks. The Jupyter Docker 
Stacks project [50] provides standardized JupyterNotebook 
environments for various applications using Docker images, 
including preconfigured environments for use in data 
science. For special requirements of the development 
environment, additional images can be offered that can be 
individually adapted to the user's needs. 

In Kubernetes, several containers (e.g., Docker 
Containers) with common memory and network (common 
context) can be defined and delivered in a so-called capsule 
("Pod") as a coherent structure [51]. For more design 
flexibility, a hypervisor (VMware) was used to provide the 
hosts for container orchestration based on Dockers and 
Kubernetes. Snapshots on VMware enable point-in-time 
copies of virtual disks can be used to switch to a virtual 
machine state at an earlier time. 

Terraform and Ansible are fully automated. Terraform is 
an open-source tool that offers the possibility to describe 
infrastructure configurations programmatically as code 
(CaaS [52]) (Hashicorp Configuration Language) [53]. As an 
open-source tool, Ansible provides automation tools for 
orchestration, general configuration (e.g., software 
distribution) and administration of IT infrastructures [54]. 
Terraform creates the virtual machines within the hypervisor, 
Ansible takes care of the installation of the packages and the 
configuration of the hosts (configuration management). To 
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avoid configuration inconsistencies, the DevOps (Software 
Development and Information Technology Operations) 
paradigm is considered an "immutable" infrastructure where 
every change in the ecosystem leads to a completely new 
deployment of the entire stack [55]. 

A JupyterHub is a multi-user server for 
JupyterNotebooks, consisting of several applications that 
provide different services (hub, notebooks, proxy, 
authenticator, spawner), which allow secure access to central 
computing environments and resources. 

Figure 2.  Overview of JupyterHub components [56] 

The most important components and their interaction can 
be briefly explained using the JupytherHub architecture (see 
Figure 2). The JupyterHub proxy forwards the user to the 
JupyterHub or to the user's existing JupyterNotebook, 
depending on the user's sign-on status (SIGNED IN/OUT 
USER). Existing JupyterNotebooks are managed in the Hub 
and after successful authentication new JupyterNotebooks as 
well as a defined user storage (Pods + Volumes) are 
provided and registered in the proxy. The Hub Container of 
the JupytherHub as a central component contains three 
services (Authenticator, User Database, Spawner), which on 
the one hand can be adapted to the personal requirements 
and on the other hand are particularly worth protecting [56]. 
The so-called "Authenticator" authenticates the users against 
a directory service, in our case a Microsoft Active Directory 
using the Lightweight Directory Access Protocol (LDAP), 
and provides the required input mask as a web page. The 
"User Database" stores login and JupyterNotebook 
information of the respective users. This data is required for 
operation and recovery [57]. It is recommended to replace 
the standard database (SQLite) in a productive environment 
with a classic relational database management system 
(RDBMS) such as PostgreSQL or MySQL. The spawner 
provides the notebooks, is able to communicate with the 
Kubernetes API and creates ("spawned") Docker Containers. 
The spawner can be parameterized, so that resources can be 
limited or a special image can be passed to create the 
containers via Kubernetes [58][59]. 

For the proper implementation and configuration of all 
components, in addition to a manual deployment, helm as 
used, a package manager for easy installation, publishing, 
administration, updating and scaling of preconfigured 

Kubernetes applications. All configurations and 
communications between the containers can be predefined, 
as well as the accessibility of the end users from outside. In 
this project we used a predefined Helm-Chart [60] for the 
deployment of JupyterHub on Kubernetes. Any changes to 
the predefined default values can be overwritten by a 
configuration file during deployment and thus be 
individually adapted to the requirements in the respective 
system environment. 

Since Docker Containers do not persist data after their 
life cycle has ended, the storage of configuration and user 
data must be guaranteed. You must therefore mount 
persistent volumes to retain the data beyond the life cycle of 
the container. For this purpose, Kubernetes offers Persistent 
Volumes, which are usually stored on the nodes of a 
Kubernetes cluster [61]. In the MHH data center, a high-
performance and highly available NetApp storage system is 
used as the central storage system for consolidating and 
storing data. To prevent data from being stored on individual 
distributed devices, the data from the Kubernetes containers 
should be persisted on this central storage. For this purpose, 
persistent volumes were provided automatically and 
centrally via an open source for Kubernetes from NetApp, 
Trident [62]. Trident offers an ideal interface between 
persistent volumes and the containers or Pods for this 
purpose. For each Pod, a separate volume was created on the 
storage cluster, which by default is only provided for one 
Pod (e.g., JupyterNotebook). Using so-called storage classes, 
NetApp storage can map various guidelines for quality of 
service level or back-up guidelines, among other things, in 
order to differentiate resource allocation between storage 
services for students (short availability, balanced 
performance, daily back-ups) and researchers (long 
availability, high performance, high back-up frequency). 

 

Figure 3.  Sketch access to network drive on DFS from a JupyterNotebook 

context (Source: own illustration). 
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The workstations at the MHH are equipped with 

Microsoft Windows by default. The operating mode is 
strongly influenced by the look and feel of the graphical user 
interfaces, and project documents are stored on network 
drives provided by the data center. Microsoft enables 
directories distributed on different data storage devices in the 
network to be combined into directory structures via the 
Distributed File System (DFS). The Server Message Block 
(SMB) protocol is used to map the file system authorizations 
with authorization objects of the Active Directory in the 
network (via DFS) (see Figure 3) [64]. In JupyterHub the 
user's network drives are not available in raw state, but he 
must be able to store raw data, the generated program codes 
and result files from and to the network drive where the 
central access (also of the team members) takes place. 

The used JupyterHub container is based on a Linux 
operating system (Ubuntu). A user can mount SMB shares in 
the available directory structure under Linux using the 
LinuxCIFS utils package [64]. For the use of LinuxCIFS 
utils increased system rights are required. This requires a 
corresponding implementation within the container, but 
Docker also implements standard security rules and thus, for 
example, prohibits the execution of the command for 
mounting network drives in the default settings, which in 
Kubernetes is done via the so-called "privileged mode" [65] 
[66]. For security reasons, applications should only be given 
the most necessary privileges (see chapter 6 [67]). To enable 
the privileged mode, the corresponding configuration 
parameters were transferred via the Helm-values-file 
(config.yaml). The LinuxCIFS utils are not included in the 
used Dockerfile [68] of JupyterNotebook of this JupyterHub 
Helm chart. We have manipulated the Dockerfile 
accordingly, and integrated the LinuxCifs utils. In addition, 
the user under which the JupyterNotebook is executed 
("jovyan") needs increased rights of the superuser (so-called 
"root") to execute the command. The assignment of the 
execution rights is done via the "sudoers" file. The user 
jovyan has only been granted rights to execute the following 
modules (mount/umount). Then the Docker image was built 
with this customized Dockerfile and deployed on each 
Kubernetes worker node. The JupyterHub Helm chart with a 
customized helm-values-file (config.yaml) was installed to 
use the new Docker image [69]. To give the end user the 
familiar look and feel of the corporate environment, it is 
necessary to customize the application according to the 
corporate design of MHH. On the log-in page, the user 
receives the company logo so that there is direct recognition 
value to an in-house application. For this purpose, an adapted 
version of the HTML files for the log-in page of JupyterHub 
was provided on the Kubernetes workstations. The files are 
located in the container of JupyterHub in the Unix path 
“/usr/local/share/jupyterhub/templates” and were adapted to 
a path on the Kubernetes-Worker using helm-values. 
Kubernetes controls this process automatically. The log-in 
pages can thus be adjusted at runtime.  

Even though we are in a "proof of concept" phase of the 
project, we wanted to integrate authentication methods from 
the beginning to control access to the platform while 

achieving security compliance. At the MHH, a local security 
area for managing objects (e.g., user names, computers, 
printers, etc.) is implemented as a domain via Microsoft 
Windows Active Directory. To centralize the administration 
of user IDs using Role-Based Access Control (RBAC), 
authentication to the Active Directory was accessed using 
JupyterHub's Lightweight Directory Access Protocol 
(LDAP) implementation. A further step towards simplifying 
the login to a service, centralizing authentication and 
ensuring the company's password policies was the 
integration of user authentication via LDAP. For this 
purpose, the section for the Authenticator in the Helm-values 
was adapted. A special security group was defined in the 
Active Directory to restrict the user circle and to allow a 
control of user releases for this service. 

The user can decide via different spawners which Docker 
image and thus which standard runtime environment and 
amount of resources should be provided. This was also 
realized via the Helm-values. With preconfigured spawners, 
the user does not have to configure the runtime environment 
every time he/she starts the environment, e.g., to get an 
integration of special packages. A selection of preconfigured 
Dockerfiles is available on the Docker-Hub [70]. 

Due to the central storage of the runtime environment 
and the strict alignment of the project to CaaS, a quick 
recovery of the service is easily possible. The following 
measures were taken to achieve this: 

1. creating the Kubernet cluster and separate needed 
virtual machines via Vagrantfiles 

2. configuration of machines using Ansible Playbooks 
3. restore the Kubernetes database including Trident 

configuration [19] 
4. restore JupyterHub using Helm-chart and persistent 

volumes 
JupyterHub is a central element in the OSEMN process 

model. It can be used for data preparation, feature extraction 
and model programming in the steps Scrub, Explore and 
Model. We recommend the use of the openData Platform 
CKAN [71] for the acquisition and administration of data 
sets. This modern UI enables easy navigation and search for 
available data sets from other or own projects using suitable 
metadata in accordance with the FAIR principles (see, e.g., 
[72]). CKAN is thus a possible technological component in 
the Obtain process step. CKAN also offers the possibility to 
store the files in an object storage via an Amazon S3 
interface [73]. During the entire data science process, it may 
be necessary to load, process or store data or artifacts from 
different sources. Especially for different "unstructured" 
data, the use of object storage as data storage is 
recommended, since the administration of the objects by 
means of metadata provides a higher flexibility and context 
description of the data sets than when storing them on a 
common file system. To manage the contents in object 
storage, we recommend the use of Minio. Minio implements 
interfaces to Java, Go, Node.js, Python and .NET [74] and is 
therefore well suited for the most common programming 
languages in the Data Science environment [75]. For 
structured data and using the Python libraries pandas [76] 
and SQLAlchemy [77] a database management system 
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(DBMS) is recommended. An OpenSource solution of a 
DBMS is Postgres [78]. In the steps Explore and Interpret it 
is helpful to create visualizations of the data. A suitable open 
source tool for this can be Superset [79]. Superset is a 
dashboarding tool that is easy to use with little technical 
know-how and offers a variety of ready-made and interactive 
visualizations. As interfaces with databases Superset 
implements the well-known JDBC or ODBC drivers [80]. 

The technological components used enable the 
monitoring and evaluation of the health status of services 
using various metrics. The number of running Pod's under 
Kubernetes gives information about the indirect number of 
users, the users logged on the system. The utilization of 
individual Pods is possible via the Kubernetes service 
"heapster" [81]. The latency is a measure to evaluate the 
reaction time between application and client (end user). A 
monitoring of the response time can be realized by different 
methods. In our case, the central IT monitoring software 
"Checkmk" [82] is used, which allows to monitor different 
metrics of a device. This way, besides latency, other essential 
metrics such as memory usage and resource utilization 
(CPU/RAM) can be monitored. With the help of this 
monitoring it is possible to react proactively to upcoming 
problems. In addition, by storing the monitoring data, long-
term analyses and trends can be identified, which can be 
used to plan the expansion of the environment.  

Kubernetes exposes interfaces to Kubernetes 
management and cluster control in its own network segment. 
To prevent users from the corporate network from accessing 
these management interfaces, the Kubernetes Cluster was 
configured with a separate network having its own IP range. 
Via a so-called reverse proxy [83] we enable services from 
the network segment of the Kubernetes Cluster to be exposed 
in the corporate network (separate segment). The reverse 
proxy accepts requests from the company network and 
forwards them (depending on the given address), e.g., into 
the network of the Kubernetes Cluster. In this way this proxy 
provides, e.g., for JupyterHub centrally the URL to access 
the platform and extends the environment by an encrypted 
data transfer between end user and the JupytherHub Proxy, 
using the Transport Layer Security (TLS) [84]. When 
providing Pods on Kubernetes, services are bound to the IP 
address of the possible Kubernetes node via ports. By 
default, these IP addresses and ports are assigned 
dynamically at the time of provision [85]. We have assigned 
each service via a specific port according to the 
LoadBalancer principle [86][87]. This way the reverse proxy 
can reach the service at any time in the Kubernetes Cluster. 
Kubernetes takes care of the failover thanks to the integrated 
High Availability functions using LoadBalancer. 

III. RESULTS 

Based on the methods described in II, an ecosystem 
consisting of the proposed software components for mapping 
services was implemented. Using JupyterHub as an example, 
the levels at which such a service must be integrated into an 
enterprise in order to meet the requirements placed on an IT 
service provider were illustrated. 

The operator of the infrastructure (ZIMt) achieves a 
reduction of workload through the chosen reference 
architecture (see Figure 4) by automating the provision of 
resources for the users (researchers) and minimizing the 
effort to provision resources for research purposes. 

 

Figure 4.   Prototypical architecture for deploying JupyterNotebooks on 

enterprise technology. To the centrally indicated OSEMN process, the 
Kubernetes node for the JupyterHub infrastructure is shown on the left. On 

the right, another Kubernetes node is shown with additional exemplary 

tools to support the OSEMN process. The components are in failover to a 

second data center (see bottom) (Source: Own illustration). 

The prototypically implemented infrastructure enables 
the end user (students, scientists) to easily use 
JupyterNotebooks. With the Docker-based approach, the 
description of the runtime environment required for the 
research approach can be fixed using the Docker-specific 
tagging facility and stored in a manifest for publication in a 
comprehensible and interoperable manner [30].  

JupyterHub allows users to interact with a computing 
environment via a web page. Since most devices have access 
to a web browser, JupyterHub makes it easy to deploy and 
standardize the computing environment to a group of people 
(for example, a class of students or an analysis team). 
Additional tools (CKAN, Postgres, Minio, Superset) are also 
accessible via a web interface and provide additional 
programming interfaces that can be addressed in 
JupyterNotebook. Furthermore, it could be shown that 
Docker images of the JupyterNotebooks, especially adapted 
to the specific requirements of the company, could be created 
and made available for selection via the JupyterHub Spawner 
(Basic and Data Science). Additional libraries or tools, which 
must not be included in the standardized environment, can be 
flexibly installed in a separate area within the current 
runtime environment. JupyterNotebooks thus offer the 
possibility to use several tools without changing the 
environment. Requirements for different tools, such as those 
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needed in processes like OSEMN, can be mapped with the 
software products mentioned above (see Table I). 

 

TABLE I.  MAPPING OSEMN PROCESS PHASES AND PROPOSED 

TECHNOLOGY 

OSEMN 

Phase 

Domain  Proposed Technology  

 
Obtain 

Data Search CKAN 

Data I/O Postgres 

Minio 

 
Scrub 

Data Transformation Jupyter 

Data I/O 

 

Postgres 

Minio 

 
Explore  

 

 

Pattern Finding Superset 

Feature Extraction Jupyter 

Data I/O 

 

Postgres 

Minio 

 

Model 
 

Modeling Jupyter 

Data I/O 

 

Postgres 

Minio 

iNterpret Review Superset 

 
If the researcher chooses a working environment based 

on JupyterNotebooks, necessary work steps and results can 
be stored together with the notebook [29][46]. The basic 
requirements for the implementation of requirements from 
research data management and the FAIR principles can be 
fulfilled. A notebook acts as a laboratory book and describes 
the steps of data processing. The GitLab also provides a 
history function, so that the researcher can ensure data 
provenance in the research project. The isolation of a 
researcher's specific work area can therefore be achieved by 
using container technology. Kubernetes offers the possibility 
to consolidate central computing resources in a data center 
and to use them efficiently due to the integrated load 
distribution and error bypass. 

It could be shown that already available IT infrastructure 
could be sensibly integrated (including storage systems, 
hypervisor infrastructure, management, monitoring). The 
connection of the components to the company's own IT 
monitoring system consolidates the various metrics in one 
place and facilitates the management of the prototypically 
implemented infrastructure. 

Since JupyterHub is provided via Dockers, branding 
requirements to maintain corporate identity can be easily 
met. It was shown that the login page of JupyterHub could 
be adapted to the corporate design of the company and, 
among other things, be branded with the company logo. By 
using the existing Active Directory, user access can be 
managed centrally. Authentication via LDAP simplifies the 
login to the system, since no separate access data has to be 
maintained and incorrect logins can be registered and used to 
block the user account in case of attempted misuse. 

Each time a user logs on to the start page, the system 
checks whether the user already owns a JupyterNotebook 
created in the past. In this case he can be redirected to his 

previously created environment. Otherwise, a new notebook 
(in the form of a new container) is created and new storage 
space is provided (because this user did not exist before). By 
providing the required storage space at runtime, resources 
can be provided centrally and efficiently. The persistence of 
research data outside the Docker Container runtime on the 
existing enterprise storage system could be solved efficiently 
by using Trident (see Figure 4). This means that the 
processing steps required during the process (including 
temporary ones) can be performed on a high-performance 
storage system that can guarantee the persistence of research 
data in any case. Nevertheless, the user is able to make the 
final script files and data of the project available to other 
members of the department via the mountable department 
drive. The department drive (DFS) (see Figure 4) can thus be 
reused in its original function and offers researchers without 
technical affinity the possibility to access the project data via 
their usual working methods. 

IV. DISCUSSION 

In this paper we show a prototypical implementation for 
the efficient use of available data center resources as a self-
service platform on enterprise technology to support data-
driven research. 

Although the OSEMN process is a suitable, easy-to-
understand reference, there are some extensions that are 
proposed below. A major drawback of the OSEMN process 
is that it is understood as a linear, aperiodic process. 
Compared to other established process models for data 
analysis/data science, such as Knowledge Discovery in 
Databases (KDD) [88] or Cross Industry Standard Procedure 
for Data Mining (CRISP-DM) [89], the knowledge gained is 
not played back and (at least formally) no iterations take 
place. However, this re-iteration is a decisive step, since 
many projects are more successful due to their exploratory 
character [90], if they are carried out in short iterations. In 
the course of these cycles many of the tasks are repeated, 
such as data cleansing or training of models. In order to use 
the available resources as effectively as possible, it is 
recommended to aim for the highest possible degree of 
automation (extension by the Repeat component). Possible 
tools for this would be Apache Airflow [91] or the Python 
library Kedro [92]. Another crucial step, which is included in 
the CRISP-DM model in contrast to OSEMN, is the 
deployment of the developed (ready-to-use) model (see 
"Phase 6 - Deployment" in CRISP-DM). This allows the 
trained models to be decoupled from the underlying 
technology (e.g., Python, R, Julia) and made available to a 
wider audience via standardized web interfaces (REST via 
HTTP). Examples are Python libraries like Flask [93] or 
HUG [94]. When providing models, the aforementioned 
automation aspect has quality assurance features. The 
"decay" of a model can be detected and corrected proactively 
by regular and automated testing of the endpoints (see Model 
Decay & Concept Drift [95]). We therefore propose to 
extend the OSEMN process model after the iNterpret step by 
the steps Model Serve/Deploy ("Mo") and Repeat ("Re") 
transversal to OSMEN (see Table II). 
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Kubernetes was used as an open source solution to 
orchestrate, automate and fulfil these high availability 
requirements for the container-based infrastructure [96]-[98]. 
It is a widely used and proven technology for providing 
services like Jupyter. Since Kubernetes is designed to host a 
huge number of containerized applications with minimal 
overhead, it is perfectly suited for many JupyterNotebooks 
and other potential applications within the science ecosystem 
[99][100]. 

 

TABLE II.  MAPPING OSEMN PROCESS PHASES AND PROPOSED 

TECHNOLOGY 

MoRE 

OSEMN 

Phase 

Domain Component Proposed 

Technology 

Model Serve 
& Deploy 

Deployment API End Point API Star 

Tracking Usage Monitoring  CheckMK 

Model Monitoring Superset 

Repeat Automation Scheduling Engine Airflow 

 
For the prototypical implementation of this infrastructure 

a Kubernetes master with two Kubernetes nodes ("Worker") 
was used. For productive operation, at least two Kubernetes 
Masters should be used in order to meet the requirements for 
fail-safe operation. In the event of a disaster recovery 
scenario and the loss of the entire Kubernetes cluster, the 
storage volumes provided via Trident must be reconnected 
manually. An automatism for recovery procedures would 
still have to be created. In an emergency, the administrator 
can migrate the contents of the corresponding volume using 
an NFS interface. 

Docker Containers are more convenient to implement, 
easier to manage, minimize the overhead of resource usage, 
and are therefore more efficient than traditional virtual 
infrastructures [99]. The provision of environments (e.g., by 
containers) in the academic sector can be very large, thus 
increasing the burden on the operators and maintainers of the 
environment. Automating the deployment and orchestration 
of the environment is strongly recommended. Running 
applications in containers does not automatically solve the 
challenge of protecting these applications from outages (such 
as hardware failures or resource bottlenecks on the one 
server we are working on). Even if containers are 
encapsulated on an operating system, there may be problems 
with the underlying host on which the container is running - 
therefore an additional software layer is required to take care 
of resource planning and availability of any services. 

The use of the predefined configurations of the 
JupyterNotebooks is initially limited by the Docker Images. 
If the service is used for a longer period of time, it will 
become apparent whether the provision of additional images 
makes sense.  

The authorization of the user in the JupyterNotebook 
Docker Container to mount SMB network drives by sharing 
via the sudoers file and the activation of the increased 
privileges in Kubernetes inevitably leads to serious security 
vulnerability. The user would be able to provide his own file 

system and replace the sudoers file with a specially 
manipulated file. The consequence would be system 
administrator privileges. The solution used must therefore be 
adapted taking security aspects into account. For example, 
Kubernetes could be enabled via the vSphere API 
[https://github.com/kubernetes-sigs/cluster-api-provider-
vsphere] to provide each JupyterNotebook-Pod in an isolated 
virtual machine, which would result in a stricter isolation of 
the Docker Containers from each other.  

In order to make it as easy as possible for end users to 
transfer the artefacts created in the JupyterNotebook to the 
project repositories on the network drives, the end user 
should be able to integrate the network drive into his 
JupyterNotebook environment. We expect a higher user 
acceptance despite the use of new technology / application. 

A Pod (container), in which a JupyterNotebook is 
running, expires after a certain time without activity (max 
idle time) [101], so that the resources can be released again 
and used for other users / Pods (downscaling). If a Pod 
expires, changes made at runtime are also discarded, since 
they are not part of the Docker image that is called by 
JupyterHub every time a Pod is initialized. The user must 
therefore remount his network drives after such a reset. 

Existing and established authentication methods such as 
OAuth [102] or OpenID [103] offer additional flexibility, as 
users outside of the Active Directory could be integrated. 
The necessary components were not available during the 
project. However, these security concepts will be considered 
in later phases of the project after the validation of the first 
thesis (if this software stack is suitable for the use case at 
all). 

Despite monitoring and a high degree of automation of 
the individual system components, errors can occur during 
operation. These can be of different nature, but can be 
roughly divided into logical and physical errors. Logical 
errors in data lead to inconsistencies and physical (hardware) 
errors are associated with data loss. As a countermeasure, the 
system components are protected by creating backups. For 
this purpose, system copies - so-called "snapshots" - are 
created at regular intervals by the hypervisor or storage 
technology used, which can be accessed as required. If the 
JupyterHub internal database is lost, the connection to the 
Pod and thus to the individual runtime environment is lost 
and must be restored.  

The presented proof of concept could demonstrate the 
feasibility of IT operations by combining common data 
science tools with the enterprise architecture. In the next 
development stages, tools such as Airflow [91] or 
Pachyderm [24] (as a platform solution) for pipelining and 
automation can be used in addition to JupyterNotebooks in 
connection with machine learning. These tools could support 
process models like OSEMN as well as aspects of 
reproducibility and reusability. Integration of tools 
specifically for big data use cases is not recommended, as 
these may require special ecosystems (see [104]). More often 
than not, the end user can already interact with available big 
data platforms at any time using the programming languages 
available in JupyterNotebooks. 
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