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Screencasts: Enhancing Coursework Feedback for Game Programming Students
Revisited

Robert Law

School of Computing, Engineering and Built Environment
Glasgow Caledonian University

Glasgow, Scotland
Email: robert.law@gcu.ac.uk

Abstract—Feedback is an important part of learning and, as
such is vital for students to develop and progress throughout
their academic life. Programming can be an abstract concept that
students find challenging to comprehend therefore good feedback
is important to their progress and their motivation to continue
programming. This paper will discuss the process of enhancing
coursework feedback for Game Programming students through
the use of screencasts. The hypothesis being that game program-
ming by its nature is audio-visual thus, providing feedback using
an audio-visual medium should increase the student’s perception
of their feedback such that it is perceived to be clearer, easier to
comprehend and personalised.

Keywords—Screencasts; Feedback; Software Development.

I. INTRODUCTION

Following on from work done by Law [1]: this paper
revisits the concept of enhancing coursework feedback for
Game Programming students through the use of screencasts
with a view to offering a template that can be utilised in the
production of screencasts, which both minimise the Lecturer’s
work load and maximises the students feedback.

The United Kingdom’s (UK) National Student Survey
(NSS) [2] is a survey for final year students at all of the
UK’s publicly funded Higher Education Institutions (HEIs)
and is administered by Ipsos MORI. The NSS comprises of
27 questions across eight categories attempting to capture the
students learning experience. The NSS acts as a barometer of
student satisfaction and thus, is an influential survey giving the
student body a collective voice. The data from the survey is
publicly available and is used by prospective students when
choosing their potential University.

This survey has a number of different sections, one of,
which is Assessment and Feedback. The perennial view from
students suggests that there is scope for improvement with re-
gard to Feedback. Comparing all eight categories it can be seen
that Assessment and Feedback is continually at the bottom.
This would suggest that there is still room for improvement.
Table I shows all the sections of the questionnaire and their
corresponding percentage satisfaction rating. It is noticeable,
from Table I, that satisfaction with Assessment and Feedback
is between 5 and 14 percentage points behind 7 of the 8
remaining categories suggesting that the students’impression
of feedback and the instrument of feedback delivery have not
met entirely with the students’expectations [3], [4].

Viewing the statistics on a nation by nation basis against
the UK average creates an interesting picture of how students

Figure 1. Assessment and Feedback results 2016 by nation

in each of the four nations differ in their perceptions of the
level of feedback they receive. Figure 1 shows a comparison
of all four nations. Working in an academic institution in Scot-
land the picture painted is somewhat alarming with Scotland
six points below the UK average [5]. The Assessment and
Feedback section of the survey is comprised of five questions;
two relating to assessment and three relating to feedback. The
feedback questions are shown in Table II. The questions in
Table II emphasize the students’desire for expeditious, clear
and detailed feedback [6].

TABLE I. PERCENTAGE SATISFACTION ACROSS CATEGORIES FROM NSS
QUESTIONNAIRE

Categories 2015 2016
The teaching on my course 87 87
Assessment and feedback 73 74
Academic support 82 82
Organisation and management 79 79
Learning resources 85 86
Personal development 83 82
Overall satisfaction 86 86

The remainder of this paper is organized as follows: Section
II will provide an overview of the author’s rationale for the
use of screencasts within the feedback process; indicating the
nature of the cohort and the subject area studied. Section
III will provide information about pedagogical issues related
to screencasting, Section IV offers an introduction to the
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TABLE II. EXTRACT OF FEEDBACK QUESTIONS FROM NSS
QUESTIONNAIRE

Feedback Questions asked as part of NSS
Feedback on my work has been prompt.
I have received detailed comments on my work.
Feedback on my work has helped me clarify things I did not understand.

technologies available for screencasting. Section V presents
an overview of the screencasting process, while Section VI
reflects on the informally gathered feedback from the student
cohort. Section VII discusses issues encountered by the author
during the creation of the screencasts. Section VIII attempts
to derive conclusions based on the synthesis of Sections III,
IV, VI and VII. Section IX offers ideas for future work.

II. RATIONALE

Teaching programming, and in particular, game program-
ming it can be difficult to offer students feedback on course-
work submissions that are not either too generic and brief
or ultimately too verbose and overcomplicated. Getting the
balance of written feedback correct can be a daunting task.
Thompson and Lee [7] suggest that feedback is “a pedagogical
tool to improve learning by motivating students to rethink and
rework their ideas rather than simply proofread and edit for
errors.” . Interestingly, Thompson and Lee [7] quote Notar,
Wilson and Ross that “feedback should focus on improving the
skills needed for the construction of end products more than
on the end products themselves”. This particular observation is
very apt for teaching programming concepts and programming
languages as the feedback given is in the context of the students
programming skills rather than their end product, in this case
their game. The feedback is intended to improve the students
ability to produce structured, economical code and illustrate
the necessary skills for debugging program code.

The author teaches game programming modules at various
levels within the undergraduate programme BSc (Honours)
Game Software Development. It would seem natural for game
programming students who primarily work with a very audio
visual medium to receive feedback for their programming
coursework as an audio-visual screencast. It was therefore
decided to implement a trial with a second year cohort un-
dertaking the module Game Programming 1. This module was
chosen as it was a core module for both the Game Software
Development students and the Game Design students. The
module introduces students to coding using C++ and OpenGL
with the emphasise on the production of a 2D game prototype.
The module had approximately 70 students participating in it
with a near even split of Game Software Development and
Game Design students.

The coursework required the students to create a game
of their choosing. The coursework specification provided the
students with a number of requirements that had to be met and
a marking scheme was provided as a guide to the aesthetic
appearance of their game and the functional aspects of the
underlying code.

This paper will focus on post coursework feedback, which,
in this case represents feedback given to the student after com-
pletion of the module. The submission date for the coursework
is normally the last week of term, therefore, feedback would
normally be provided in a written format, distributed via email.

The aim of the research is twofold: to better understand
the delivery of feedback to students undertaking programming
courses via the medium of screencasts such that the students
feel that they have gained a meaningful commentary on
their coursework submission, which will, hopefully, lead them
to improve their subsequent submissions; and to identify a
process or template that can be used by Lecturer’s to minimise
their work load while maximising the amount of feedback
given to the student.

III. PEDAGOGICAL ISSUES

So what is a screencast? For the purposes of this paper a
screencast will be defined as a recording of the current content
of the computer screen with an audio narration providing
relevant commentary, i.e., feedback [8], [9], [10]. For this
reason Atfield-cutts [11] suggests that ” ... video feedback
potentially, such a powerful enabler for programming students
in particular.” As part of their learning it is important for
students to receive feedback on any of the work that they
produce. However, Atfield-cutts [11] identifies that ”Student
engagement with feedback is often lacking and in that case, a
valuable learning opportunity is missed.”, thus, it is important
to find ways in, which, students can be encouraged to be part
of the feedback loop.

It is postulated by Thompson and Lee [7] that student
reluctance to engage with the feedback process maybe due to
an attempt to create an equilibrium between study, home and
work life, hence, Atfield-cutts [11] suggests that, in order to
re-engage the students with the feedback process, the process
itself must be perceived by the students to require less time and
/or effort, or it must be deemed more pleasant and/or useful
by students.

Race [12] identifies a number of common formats used
to disseminate feedback to students: handwritten, word pro-
cessed, model answers/solutions, rubric proformas, oral feed-
back, email and computer marked assessment. These methods
can be issued individually or as general feedback based on the
performance of a cohort or group.

Race [12] suggests five attributes of feedback: Timely,
intimate and individual, empowering, open doors not close
them and manageable. Timely feedback is a goal that is highly
desired and greatly prized, but, can be dictated by class size or
other commitments. Intimate and individual feedback should
reflect the student’s own submission. Empowering feedback is
harder to achieve, as it is a balancing act between positive feed-
back and a critic, warts and all, of the student’s submission.
Open doors, not close them refers to the use of language within
feedback and the expectation this can set for the student and the
feedback they receive for their next submission. Manageable,
is viewed from the perspective of both the student and the
lecturer, i.e., the effort expended by the lecturer to produce the
feedback and the volume of feedback received by the student
could cause them to miss something important [12].

Using the written word to provide annotated feedback to
students can be taken out of context [10] and therefore the
benefit of the feedback can be lost. Worse still, the feedback
taken out of context can be misconstrued as a criticism of
their work [9] rather than a pointer to improvement. The
loss of visual and aural cues, which aid understanding [13],
from the written feedback process is therefore something that
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screencasting can help combat. Moreover, screencast feedback
has the potential to ”provide more information to students
about their work compared to the written commentary.” [14]

As part of Evans [15] “12 pragmatic actions” for effective
feedback, one suggestion is for students to be presented with an
early assessment opportunity such that they can receive early
feedback, which, can be built upon prior to final submission.

It has been mooted that audio-visual screencasts can create
for the Lecturer the concept of “social presence” and “an
opportunity for conveying positive encouragement through
intonation.” [9]. This ability to use intonation to emphasize
important [3] aspects of feedback make the use of screencasts
a benefit for the student. Indeed, Seror [16], believes that
screencast feedback offers the ability to provide ”a more
conversational and personal form of feedback.” Couple this
with the ability to hear the feedback in the manner the Lecturer
intended it and the loss of the visual and aural cue associated
with face to face feedback are somewhat restored. The volume
of information that can be presented to the student via the audio
aspect of screencasts is far larger than written feedback alone
and in a shorter time period [3], [17], [18].

Galanos et al. cite the use of screencasts as a method of
giving a student personalised feedback by recording the lec-
turer debugging the students program code while commenting
on it [19]. Also suggested is the use of an attached webcam to
offer “picture in picture” of the lecturer while debugging the
program code, helping to offer that personal touch [19].

It has been suggested that screencasts can aid the student’s
understanding of their feedback by negating the need for
continual cross-referencing between feedback and assessment
and secondly the use of conversation style feedback rather
than a more formal written academic feedback [9]. It has also
been suggested that students find it clearer to “understand the
marker’s reasoning” [8] and comments [20] when presented in
a screencast.

Clarity of feedback is important to students [21]; they do
not want to receive feedback that could be deemed “vague,
unclear and confusing” [22]. Thus, the audio-visual nature
of screencasts can help enrich the feedback pinpointing un-
ambiguously exactly what is being commented on [22]. The
promptness or timeliness of feedback is another concern for
students as evidenced by the low scores in the National Student
Survey [5]. Hope suggests that educators are under an “obli-
gation to provide meaningful feedback within a reasonable
timeframe” [3]. Mathisen proffers anecdotal evidence from the
field that screencasts can provide more feedback and can be
produced in less time [22].

It has been mooted by O’Malley that one of a quartet of
criteria needed for feedback to be effective is for it to be
personal [23]. Screencasting offers the student personalised
feedback that is tailored to their submission [9]. Chewar and
Matthews state that the use of screencasts to provide feedback
allows for more detailed, accurate and robust feedback [24].
Thomson and Lee also suggest that feedback given through
the use of screencasts has the capacity to motivate and boost
the students engagement with their learning [7].

Sugar et al. [25] undertook to research the anatomy of
a screencast with a view to developing a framework for the
production of screencasts to better aid Lecturers in producing
effective learning screencasts. Although this research was

focused on the production of screencasts for learning e.g., how
to save a spreadsheet as a CSV file, this framework offers
potential for the production of feedback screencasts.

Sugar et al. [25] framework consists of two categories:
Structural elements and instructional strategies. These cate-
gories are further subdivided as follows: Structural elements
comprises of ”bumpers, screen movement and narration”;
Instructional elements comprises of ”provide overview, de-
scribe procedure, present concept, elaborate content, and focus
attention.” Figure 2 shows the framework with a further layer
of subdivision.

Examining each of the structural and instructional elements
suggests that this framework could be adapted to reflect the
creation of feedback screencasts. Although, the intention of
feedback screencasts is to add a level of personalisation, a
framework or checklist would act as a valuable guide to the
desired content of a feedback screencast.

The three structural components offer a clear set of tools
for adding a degree of personalisation to a feedback screencast.
For example, bumpers, a term borrowed from radio broadcasts
[25], is a technique used to offer a salutation and/or a vale-
diction to the screencast. This allows the Lecturer to provide
an opening and closing greeting to the student e.g., possible
opening statement

Hi Jim, Well done on completing the coursework! I
will now provide you with feedback on your submis-
sion, which will hopefully prove useful.

and a possible closing statement

Jim, I have covered a number of aspects in your
submission and I hope that the feedback has helped
elaborate on the key aspects of the coursework
and how your submission met that criteria. Thanks,
Bobby.

The examples above exemplify the type of personalisation
that can be applied to the feedback screencast.

Screen movement can be split into two types: static or
dynamic; static screen movement is ”a constant frame in,
which the cursor moves within that frame” and dynamic screen
movement is ”the capture frame moves around the screen,
keeping the cursor in the center.” [25] A mixture of both types
could be used for various aspects of programming feedback,
for instance, while playing the student’s game static screen
movement would be appropriate, but, providing feedback on
the student’s code would benefit from the use of dynamic
screen movement allowing the Lecturer to hone in on the
desired code fragment.

Narration is an important aspect of a feedback screencast
as it is the Lecturer’s route to personalisation. Sugar et al.
[25] define narration as explicit and implicit; explicit narration
depicts what can be seen on screen and implicit narration refers
to more generalised commentary. A combination of both would
be appropriate for a feedback screencast.

The five instructional components offer a set of tools,
which can be mixed and matched were appropriate to add the
necessary degree of personalisation to a feedback screencast.
As noted by Sugar et al. [25], not all of these instructional
components were found in instructional screencasts, therefore,
not all of these components will be required in a feedback
screencast.
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In the context of instructional screencasts ”Provide
Overview” delivers the ”necessary background information
that learners need in order to understand the context and/or
the purpose of the screencasting topic;” [25]. This approach is
also feasible for feedback screencasts as it seems appropriate
to indicate to the student what the assessment was designed to
test. Seror [16] exemplifies this approach saying ”I typically
start a recording with a few brief words about what I will be
focusing on and how the feedback will proceed ...”

When feeding back to a student about the particular way
they have coded their game ”describe procedure” allows the
Lecturer the ability to take an aspect of the coursework
and relate the appropriate programming technique required to
satisfactorily implement it.

The Lecturer can use the ”present concept” strategy to
identify sections of the student’s code explaining how their
code could have been improved or optimised through rear-
ranging the code segment, aligning it to a design pattern, and
explaining why it is a better solution.

The concept behind ”focus attention” is to use a combina-
tion of the mouse pointer and narration to draw the student’s
attention to an area of their code that has been implemented
to a high standard or could be improved. This could also be
enhanced by using dynamic screen movement.

The final instructional component ”elaborate content” is an
opportunity for the Lecturer to ”enrich” the student’s compre-
hension and provide the student with alternative approaches
that will expand their learning [25].

Subsequently, having examined Sugar et al. [25] screencast
framework for instructional screencasts, it is evident that this
framework is a viable framework for use with Feedback
screencasts.

IV. TECHNOLOGY

There are a number of different combinations of hardware
and software that can be used to create a screencast. The
following sections will describe the hardware and software
used by the author to create feedback screencasts.

A. Hardware
To capture good quality audio it is advisable to refrain

from using the built-in device microphone but instead opt for
a headset or external microphone [3], [26], [27]. The benefit
of using a headset is the consistent distance from the mouth
[28] and the ability to position it slightly below the mouth to
minimize the noise of breathing [26].

B. Software
A number of software packages are available and these

range from desktop applications to web based applications,
which, in turn, vary in price from free to hundreds of pounds
[28].

Table III illustrates a small selection of available screen-
casting software including a brief description of the software,
highlighting its main features, has been provided along with a
web link to the software. Kilickaya [14] cautions for the need
to select screencast software wisely, suggesting ”A benefit-
cost analysis should be conducted before making the choice.”
It is worth noting that free software may well suffer from

limitations of functionality or may not have some of the
desirable advanced features of their paid for counterparts [14].

Software used for this paper was Screencast-O-Matic a
web based application offering a limited version free. The free
version allows up to 15 minutes of recording, recording from
screen and webcam, the ability to publish to YouTube and
the ability to save in popular formats such as .MP4, .AVI and
.FLV. It is relatively easy to use [10] and has a very handy
countdown before recording begins.

V. RECORDING SCREENCAST FEEDBACK

Although the screencast in this instance is being created in
response to an unknown entity it is still important to apply the
rules of creating instructional screencasts by planning [28].
Planning is very important [29] as there will be a number
of areas that will require feedback. For the game produced
by the students the coursework feedback was broken into the
following areas: aesthetics, game play, code structure and com-
pilation. Each of these areas was broken down further with key
points: aesthetics covered the games look and feel and interface
design; game play covered the ease and enjoyableness of the
game, responsiveness of game objects to keyboard/gamepad
interaction; code structure covered neatness, use of the funda-
mental programming building blocks, use of language features,
data structures, and the object oriented paradigm; compilation
covered the programming compiling and the appropriate use
of compilation switches.

Unlike recording a conventional educational screencast
there is no need to produce a script [30] as the coursework
submissions will not be predictable and a script can deper-
sonalize the feedback and make it feel unnatural [4]. Armed
with the marking scheme and the aforementioned plan the
process of creating the screencast could be started. A number
of considerations were taken into account before commencing
the screencast process:

• Determining a location, which has a low level of
background noise [26] and little chance of being
interrupted.

• Use a good quality headset, positioning the micro-
phone slightly below the mouth [26].

• Switch off any software that activates pop ups such as
email, Facebook or instant messenger as these could
end up being recorded [4].

• Use and stick to the devised plan for consistency.
• Speak naturally and positively [30] making good use

of intonation [3].
• Use of the pause button [28] at the end of each section

to allow time to gather one’s thoughts prior to the start
of the next section.

• Screencast duration should be between five and ten
minutes [14].

Having evaluated Sugar et al. [25] screencast framework it
seemed like a logical decision to incorporate the framework
into the production of the feedback screencasts.

”Bumpers” were incorporated, allowing a quick introduc-
tion to the student, using their name, further using the approach
of ”Provide Overview” aspect of the framework, explaining
the key aspects of the marking scheme being used. At the
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Figure 2. Sugar et al. [25] Screencast Framework
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TABLE III. SELECTED SCREENCASTING SOFTWARE

Software Description URL
Screencast-O-Matic Three plans: Free (Features Limited to 9 from 18), Deluxe and Premier (paid for). Hosting and

Sharing available across all plans, but, with varied restrictions. Editing Tools available for Deluxe
and Premier plans.

https://screencast-o-matic.com/

SnagIt Commercial Software; Requires payment (Free Trial available); Discount for Education; Screen
capture, recording and in built editor

https://www.techsmith.com/screen-capture.html

Camtasia Commercial Software; Requires payment (Free Trial available); Discount for Education; Screen
capture, Recording, video editor; can include interactive quizzes

https://www.techsmith.com/video-editor.html

Jing Freeware; time limited and basic https://www.techsmith.com/jing-tool.html
Screencastify Chrome extension; Saves to Google Drive, YouTube, Export as .MP4: Mouse focus, Draw with Pen,

Embed Webcam; Free and paid for version.
https://www.screencastify.com/

end of the screencast, the student, again using their name, is
given a summary, the key criteria of what was being assessed,
their couserwork performance and encouraged to contact the
Lecturer if they would like anything explained further, which
again, illustrates the concept of the ”Provide Overview” aspect
of the framework.

”Screen Movement” within the feedback screencasts was
mainly static, but, an attempt was made to use dynamic
screen movement to focus in more tightly on particular code
segments and when showing the debugging process. Static
screen movement is applicable when recording the students
game running as the whole screen is visible. During the
recording process all mouse movements and clicks are visible
to the viewer as a large coloured circle that will change colour
when the mouse button is clicked. This is exceptionally useful
for giving the student unambiguous and precise feedback on
their user interface design and layout pointing out what is
considered good and what needs improving. Seror [16] outlines
virtually this approach as part of a ”work flow” adhered to
when producing a feedback screencast; my typical work flow
begins with opening the file that contains a students assignment
.... record the full screen of my computer. Using a headset
microphone, I then begin to read and comment on the text
orally and visually. All oral comments are recorded in synch
with my mouse movements as I highlight and/or edit various
sections of text.

”Narration” is a key aspect to recording a useful and en-
gaging feedback screencast and it is important to synchronise
the narration with any mouse actions as this will help ”Focus
attention” of the student to any aspect of feedback and praise
being delivered. As far as possible, every attempt was made
to keep the narration explicit such that the student was left
with no ambiguity about the comments being made. A tip well
worth remembering when narrating a screencast is, to use the
pause button on a regular basis, as this will allow time to
survey and reflect on the next aspect of the marking scheme
before proffering any feedback [16]. Also, as far as possible
refrain from the use of implicit descriptions as this can lead to
a level of ambiguity that will not be beneficial to the student.
Again, during the narration it is useful to utilise the ”Provide
Overview” aspect of the framework to highlight to the student
what is being assessed and how well they met this criteria.

The following structural aspects of the framework are not
necessarily required for all students, but, are very useful for
weaker students who have submitted a coursework, which has
not met the desired criteria for a pass or is a borderline pass.
These aspects are best used in combination to delivery a more
meaningful feedback experience.

The first of these structural framework aspects is ”Describe

procedure”; this can be used to detail a number of different
elements of coursework; from how to implement a simple state
machine using a case statement to the required steps within
the IDE to debug the student’s code correctly and effectively.
Using the examples presented in the previous sentence showing
the implementation of a state machine would require the
student’s code to be rewritten with a full explanation of why
their code is incorrect and how the changes made to their code
implement the state machine correctly. Likewise, for student
submissions that did not execute, a debug process could be
illustrated showing the debug process and a suitable narration,
which, along with the required mouse clicks to access the
appropriate menu options in the IDE, that would hopefully
allow the student to solve a similar problem if encountered
again. This ability to show a debug process in operation is a
valuable process that merits a role out to all students as the
ability to debug code is a valuable skill.

The second structural framework aspect is ”Present con-
cept”; this can be used to explain how collision detection works
with regard to two sprites colliding. Again, examining the
student’s code and making the requisite changes while offering
a suitable explanation of both the concept of collision detection
and the code needed to implement it.

The third structural framework aspect is ”Elaborate con-
tent”; Sugar et al. [25] suggest that this is the point at,
which the screencast can ”enrich learners’understanding and
to encourage learners to consider other aspects of the process
or concept”. This aspect can be used to illustrate to the student
how the concepts and techniques used to master the course-
work can be embellished and reused in future courseworks and
beyond.

The neatness and compactness of the actual code itself is
an important aspect of any programming thus, the screencast
gave the author the ability to highlight selected code within
the Integrated Development Environment (IDE), in this case
Microsoft Visual Studio, offering an audio narrative explaining
clearly any deficient code and a visualisation of how the code
could be reworked in order to make it neater and more efficient.
Good examples of student work could also be highlighted and
the student commended for its use.

Most of the screencasts were between 5 and 10 minutes in
length depending on the game produced and the exhibited pro-
gramming ability of the student, which is in keeping with the
surveyed literature. Unlike the previous incarnation of the first
trial [1] where he feedback screencasts were compressed into a
.zip file and returned to the student via e-mail the decision was
made to use the author’s virtual learning environment (VLE),
a version of Blackboard, to upload the video files directly to
the student’s secure storage area.
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VI. STUDENT FEEDBACK

Having applied Sugar et al. [25] Screencast framework to
the production of the screencasts the hope was that the student
cohort would engage with the feedback screencasts, appre-
ciating the audio-visual nature and the structured approach.
Therefore it was heartening that the initial feedback from the
students was, on the whole, positive and illuminating with
regard to refining the screencast feedback process.

Although, comments were elicited from all (70) students
in an informal manner, students were asked to complete a
short Google Forms questionnaire, which, comprised of likert
style questions and a short response question allowing them
to give their initial impression of receiving feedback in this
manner. The questions in the questionnaire were based on
questions created by Ali [31]. Table IV shows the questions
and the percentage, greater than or equal to 3 on the likert
scale, responses. Of the 70 students who undertook the module
there was 60 respondents to the questionnaire. As all students
received both written feedback and feedback in the form of
screencasts this allowed the students to compare and contrast
the two forms of feedback proffering their thoughts.

Again, as with Law [1] the respondents overwhelming
feeling was a sense of personalization and tailoring of feedback
to their needs. Students were also receptive to the visual code
analysis they received indicating that they understood more
readily the need for well written, neat and compact code.
Although, anecdotal, the quotes from students help to articulate
their view of screencasts for feedback.

“The combination of seeing where I went wrong with
Bobby’s audio was very useful.”

“More personal feedback with clear direction on
where I went wrong.”

“Seeing my game played by Bobby and with his
comments really brought home to me where my
interface was lacking.”

As with Law [1], the positive feedback suggests that the
technique is worth persevering with and a further attempt will
be made to hone the screencast framework prior to rolling
out screencasting as a delivery mechanism for feedback. The
Google Forms questionnaire will be restructured to aid with
the capture of qualitative data.

VII. ISSUES

From the perspective of the lecturer there are some issues
that need to be addressed. Seror [16], identifies that incorpo-
rating screencasts into his teaching ”required adjustments to
my regular feedback practices.”

Firstly, the time taken to prepare the screencast feedback
does not necessarily equate to the actual time of the screencast
that the student will observe, which tallies with Mathieson
[13], whom identifies this as an ”important caveat” backing this
up by noting that, during her trials, screencasts took approxi-
mately twice the time to produce. This is not, necessarily, due
to the screencast being edited but the time taken to record the
screencast itself. Kilickaya [14] suggests that the time taken to
record screencast feedback may well be dependant on ”the type
of written work being marked as well as the comprehensibility
of feedback.”

Although, in Section V, a key piece of advise is to plan
and prepare for the screencast by using some form of rubric,
the application of this rubric can leave the recording having
a staccato and unnatural feel. A solution to this is to pause
the recording after each section and compose oneself before
recording the next section. This will add time to the process
but will prove worthwhile in the long term. The expectation
would be, as noted by Atfield-cutts [11], that ”the process sped
up with practise to the point.”

Secondly, the time consumed by planning, stopping short
of scripting, the feedback. Implementing the screencast frame-
work is not a quick process as this framework needs to be
mapped against the coursework/assignment noting the key
points of learning that should be fed back to the student, if
and when appropriate. Again, this can be countered by the
regular use of the technique and the fact that there may well
be overlap between assignments, which, will lend itself to the
re-use of some key points.

Thirdly, choosing a suitable location to record the screen-
casts is imperative as interruptions not only break the lecturers
concentration but also can be inadvertently recorded thus,
requiring the recording to be edited or, worse still, to be
scrapped. A quiet location devoid of interruptions is not always
possible in a busy University. It is not an insurmountable
challenge but definitely something to be aware of prior to
starting any recordings.

A fourth issue is the size of the recorded screencasts with
regard to the required disk storage. The size is dependant on
a number of factors including: video codec used, screen size
being recorded, and resolution of recording. For example a
screencast recorded using the H.264 video codec for YouTube
with a definition of 720p, a resolution of 1280x720, 25 frames
per second and lasting 5 minutes will require approximately
1.73 gigabytes of disk space. Thus, for a cohort of 70 stu-
dents, approximately 121 gigabytes of disk storage would be
required. This leads to a secondary issue with the delivery
mechanism used for distributing the recordings to the students.
Distribution by email can be a problem as there may be a
restriction on the maximum file size that can be attached to an
outgoing email. If this is the case then an alternative method
will be required; this could be by uploading the file to a
Managed Learning Environment (MLE). Cognisance should
also be taken with regard to the time taken to return the
feedback to the students [14] as it is not a trivial task to return
sizeable video files.

All of the aforementioned issues are solvable with a bit
of careful planning and preparation prior to embarking on the
recording process.

VIII. CONCLUSION

Results from this second run of the project suggest that
screencasts are, tentatively, potentially of benefit to students,
but, may incur a time overhead for staff. From a student point
of view, this would go along way to addressing the students
perception of feedback as highlighted by the UK’s National
Student Survey.

Reflecting on the creation of the feedback screencasts, it
is an interesting exercise to return to the five attributes of
feedback, as defined by Race [12], and attempt to analyse,
albeit subjectively, if screencast feedback can be thought of
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TABLE IV. SURVEY RESULTS

Question ≥3
Did you feel receiving feedback through screencast videos helped you understand the programming techniques you implemented? 90%
Did you feel receiving feedback through screencast videos helped you improve your use of the C++ Standard Template Library? 76%
I found screencast videos helpful because I can replay the video at any time. 97%
I found screencast videos helpful because I can pause the video and reflect on how the code could be improved. 92%
I found screencast videos helpful as I understand where I have lost marks. 84%
The audio of the lecturer in the videos was clear. 95%
The language used giving the feedback was easy to understand. 93%
The Lecturer praised the positive aspects of my code. 87%
The feedback was supported by suggestions for improvement of my code. 88$
Watching screencast videos is time-consuming. 28%
I had difficulty loading the videos. 7%
I felt that receiving feedback through screencast videos engaged me actively in the process of code review and optimisation. 78%
I have a positive attitude toward receiving feedback through screencast videos 92%
Did you feel the feedback using screencast videos added a personal aspect? 94%

as improving these attributes. Again, this can be a time
consuming exercise.

Timely feedback can be considered as a property of the
turnaround time from student submission of coursework to
the lecturer returning feedback to the student; to this end
screencasting has no influence on this attribute.

Intimate and individual feedback is an interesting attribute;
screencasts can help to achieve this attribute, especially for
programming, as the student will receive feedback on their
programming code, hearing and seeing the lecturer discuss
various aspects of their game’s code. Empowering feedback is
a balance between providing positive feedback and being able
to critic the student’s work in such a manner that they feel
engaged and enthused to progress and push forward. Screen-
casting feedback can provide the student with the necessary
aural and visual cues to afford them the understanding of
what is good with their work but also, in a positive manner,
how their work can be improved. This is especially good for
programming as it is important for students to understand
that code that works can still be improved to make it more
efficient and that this is a learning process and not a criticism.
Open doors, not close them is a delicate area but with a
judicious use of appropriate language and the correct vocal
intonation the student can be presented with aural cues and, to
a certain extent, visual cues that will allow them to synthesise
the intended tone of the feedback.

Finally, Manageable, as noted by Race [12] has two
aspects: the level of work involved for the lecturer and the
volume of feedback given to the student. With regard to the
level of work involved for the lecturer this may fluctuate
depending on the cohort and the quality of their submissions,
therefore, it is possible that it could add somewhat to the
lecturers overhead for producing feedback. Hope for faculty
would be that the process of creating the feedback screencasts
would speed up with each iteration. However, for students,
they should have a targeted and enhanced quality of feedback,
which should not overburden them but provide the important
aspects of the desired feedback they need to progress and
improve.

Screencasts provide resource-rich feedback for students
combining both narration and visual aspects to enrich and
augment traditional feedback practices [16]. The increased
feedback that can be crammed into a 5 minute screencast is
more personal, clearer, less ambiguous than traditional written
feedback and offers to show students ”how to fix their own
code or use a better technique, directly, without having to direct

them to a generic example.” [11], which would seem like a
boon for the student. Although, oral feedback is given during
lab sessions, this type of feedback is relevant in situ but, when
the student refers back to this type of feedback it is entirely
at the mercy of the student’s ability to accurately record it. In
contrast, the student can play and replay the video as many
times as they like and the feedback will always be viewed as
it was intended. The time to produce the screencasts varies by
student submission but on the whole it was surprisingly quick
in comparison to written feedback of the same depth.

IX. FUTURE WORK

The intention is to repeat the screencast feedback in the
next academic year. The number of students undertaking the
module will, again, be in the region of 60 students and should
offer a suitable number for judging the timeliness of producing
feedback screencasts. The hypothesis is that the experience
from this first large scale implementation will lead to a more
effective and quicker production process for each screencast
and the students will benefit from clear, concise and helpful
feedback.

The feedback screencasts will additionally be augmented
by including webcam footage of the Lecturer, this will add
back the visual and body language cues gained from face to
face feedback [13], in the belief that it will ”maximise the
potential benefits of video feedback” [11].

The module is 12 weeks in duration and students will
be asked to submit work at the end of week 8 and also
at the end of week 12. Screencast feedback on their week
8 submission will be returned by week 10, which, should
allow for the students to benefit from the feedback prior
to their final submission in week 12 [15]. After receiving
the feedback screencasts the students will be surveyed to
ascertain a better representation of their feeling towards this
feedback mechanism. Screencast feedback will be returned
approximately 10 working days after week 12 submission
and should serve to inform the students of their programming
progress. The intention is to survey the students again at the
end of the module in an attempt to better understand their
opinion of screencasts as a means of delivering feedback. The
survey will attempt to elicit the students perceptions of the
screencast feedback based on the categories of engagement,
quality and quantity of feedback, helpfulness and comparison
to written feedback.
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Abstract—As software becomes increasingly complex, automatic
documentation of the development is becoming ever more im-
portant. In this paper, we present a novel, general strategy to
build a revision control system for the development of numerical
models for scientific applications. We set up a formal methodology
of the strategy and show the consistency, correctness, and
usefulness of the presented strategy to automatically generate a
documentation for the evolution of the model. As a use case, the
proposed system is employed for managing the development of
hydrogeological models for simulating environmental phenomena
within a research environment.

Keywords–Software development; Automatic generation of doc-
umentation; Revision control; Backup and Restore; Metadata;
Improvement of research environment; Support of research process.

I. INTRODUCTION

In scientific applications, dedicated software packages are
used to create numerical models for the simulation of physical
phenomena [1]. In the scope of this paper we will focus on

environmental phenomena, such as the simulation of flooding,
groundwater recharge or reactive transport using innovative
numerical methods. Such simulations are crucial for solving
major challenges in coming years, including the prediction of
possible effects of climate change [2] [3], the development of
water management schemes for (semi) arid regions [4] [5] or
the reduction of groundwater contamination [6] [7].

The modeling process is usually a complete workflow,
consisting of a number of recurring steps. To better understand
the need for documentation and storing multiple versions of
the same model, we would like to roughly outline the process:

1) Data acquisition: Relevant data sets required for setting
up a model and parameterizing a process simulation are
collected. For hydrogeological processes, this includes
the digital elevation model (DEM), stratigraphic infor-
mation from boreholes or other sources, production
rates from wells, precipitation rates from climate
stations, in- and outflow rates for the region of interest,
etc.
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Figure 1. Example for the development of a numerical model over multiple iterations. All figures depict a numerical groundwater model for a region in the
Middle East [8]. Figure (a) and (e) show the initial model from January 2011. Figure (b) and (f) depict that state of the model in August 2011 when more

information on the surface had been added. Figure (c) and (g) show the complex state at December 2012 when also additional subsurface information had been
integrated. Finally, Figure (d) and (h) show the final state of the model in April 2013 after a number of simplifications. Figure (a)–(d) show the top of region of

interest, while Figure (e)–(h) show an isometric view such that stratigraphic information is visible.

2) Data integration: Information is usually collected from
different sources and data sets have been acquired using
various measurement devices (e.g., remote sensing data
from satellites, sensor data, manually created logs)
When aggregating the information, artifacts in data and
inconsistencies between data sets need to be removed.
This includes fairly simple tasks, such as projecting all
data sets into the same geographic coordinate system,
but also challenging work, such as dealing with missing
or conflicting data [9].

3) Model Generation: Information from the input data sets
is used to create a numerical model. For instance, DEM
and borehole information are used to create a finite ele-
ment mesh of the subsurface region of interest, source-
and sink terms have to be integrated into the mesh,
precipitation and outflow information are used to create
boundary conditions, and mesh elements need to be
parameterized based geohydrological parameters [10].

4) Process Simulation: Time stepping scheme, non-linear
solver type, pre-conditioner and linear solver for the
numerical schemes need to be selected and parameter-
ized. For HPC-Applications, a domain decomposition
needs to be performed for the the subsurface mesh. At
this point, one or multiple runs of the actual simulation
are done [11]

5) Validation / Visualization: Simulation results are visual-
ized and checked for plausibility. Results are compared
to actual numbers, for example from observation
wells, outflow measurements or using other means of
validation [12].

In reality, the above workflow will not be executed as linear

as suggested above. Often, it is not obvious exactly, which
data sets are necessary to run a meaningful simulation. Precise
data sets are often hard to come by and need to be requested
from state offices or bought from commercial services. The
best practice is to set up one or more initial models using data
that is available at the time to get a first prototype and see
potential problems during simulation or when comparing results
to actual validation data. In addition, researchers usually want
to create a model that is as complex as necessary but as simple
as possible. Complex models tend to be more precise but have
more degrees of freedom: boundary conditions and (coupled)
processes are hard to parameterize and numerically challenging,
the run time is usually (much) longer and problems occurring
due to the structure of the model are harder to track down.
In contrast, simple models might not be able to represent the
region of interest or the simulated process adequately and the
correctness or precision of simulation results may be insufficient.
Unfortunately, the modeling process itself in general is not
transparent and traceable and often poorly documented. A
typical model – consisting of a set of parameter files – is
developed over many weeks or months (see Figure 1). Usually a
large number of revisions are necessary to update and refine the
model, such that the simulation represents the natural process as
realistically and plausibly as possible. Examples for reasons to
adjust the finite element mesh representing a subsurface model
domain include changes to element size used to either allow
for an adequate representation of the processes of interest (e.g.,
groundwater flow, heat conduction, dispersion of chemical
compounds), integration of additional datasets (e.g., river /
stream networks, wells, distribution of soil types) or availability
of more precise measurements for data already integrated,
re-meshing due to numerically difficult configurations, or
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Figure 2. Model development over several revisions

information reduction when the model has become too complex.
Other parts of the model, such as boundary conditions or the
numerical configuration might also change for different reasons.
Especially with multiple researchers working on one model, it
is not hard to imagine that it can become difficult to keep track
of changes and the reasons why certain aspects of a model
have been adjusted; especially when models are developed or
maintained over a period of multiple years. It can also become
difficult to restore a certain previous state of a model after a
series of changes by one or more scientists over a given period
of time.

In this paper, we address these particular challenges.
Specifically, we present a revision control system, which in
addition to the backup/restore functionality tracks the changes in
each modeling step, thus generating an internal documentation
of the evolution of the model.

A. Technical Challenges and Objectives

The basic concept for the simulation of a certain phe-
nomenon in a given region is a model. As shown in the previous
section, this model is developed over several iterative steps.
In the scope of this paper, we will refer to these steps as
“revisions”, compare Figure 2. As mentioned, the first setup of
the model is often used to get an overview over existing data
and to get familiar both with the region of interest as well as
the basic behavior of phenomena within that region. At this
stage, potential problems, missing data or specific numerical
requirements might already become apparent. After creating the
first revision (as well as after each subsequent modeling step) a
simulation is run, using the model. Depending on the result of
the process simulation, further revisions will try to solve these
issues by addressing the shortcomings of the simulation result.
Typical follow-up steps include adding refined or previously
missing data, adjusting or refining the finite element mesh,
changing process parameterizations or numerical schemes, etc.
(see Figure 3).

The framework for revision control for environmental model
development is being implemented at the Helmholtz-Centre

for Environmental Research (UFZ) [13] using the Karlsruhe
Institute of Technology Data Manager (KIT DM) [14] as a
software framework for creating and maintaining repositories
for research data.

The Metadata Management for Applied Sciences
(MASi) [15] research data management service is currently
being prepared for production at the Center for Information
Services and High Performance Computing (ZIH) at
Technische Universität Dresden. It utilizes the advanced
KIT DM framework to provide a service that enables the
metadata-driven management of data from arbitrary research
communities. This includes automating as many processes as
possible including metadata generation and data pre-processing.

The current solution, utilized at UFZ, is completely file
based and it is usually stored locally on the laptop of each
scientist.

Depending on the complexity of the model and the phe-
nomena that need to be simulated, the number of parameter
files varies between three and several hundred, with each file
up to several megabytes. The minimum configuration for the
OpenGeoSys simulation software [11] requires a finite element
mesh, geometric information to specify spatial conditions, as
well as a project file containing all process-based information
and numerical parameterizations. However, for complex case
studies, additional files may become part of the model, for
instance to represent boundary conditions. Examples include
weather radar data (typically one file per timestep), data
from observation wells (typically one time series per well),
geometries of changing conditions in the model domain such
as advancing/receding coastlines during floods/droughts (one
file per timestep). The changes from one revision of the model
to the next can be very small, e.g., when one parameter value
changed in an input file. However, the changes can also become
major, for example when a geometric constraint is updated,
which in turn requires re-meshing the model domain and
adjusting associated boundary conditions and possibly even the
precise type of process that is used because the domain that
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Figure 3. File-based view of revisions and simulation as part of the model development process. Here, a revisions is represented by a collection of input files.
Running a simulation will give a set of output files. If simulation results are not satisfactory given existing validation measurements or the researcher’s experience,
or if the simulation does not converge at all, changes to the model will be made based on the result. Examples include refining the mesh (e.g., if the simulation

started to oscillate), adding data (such as a river geometry to use as an additional boundary condition), update cell properties (e.g., adjust permeability of
stratigraphic layers so groundwater flow will behave differently) or adjust the parameterization of the numerical process (e.g., choose smaller time steps if the

simulation did not converge).

Figure 4. Example for changes of a finite element mesh: The left-hand side
depicts the homogenous mesh created for the first iteration of the modeling

process, the right hand side the final adaptive mesh, which is refined towards
rivers and wells [8].

had previously been considered saturated is now unsaturated.
Figure 4 shows an example of changes made to a finite element
mesh during the development of a model.

The main deficiencies for researchers working with the
current file-based solution are:

1) No overview of the development of the model (especially
after handling the model for a long time)

2) Difficulty to trace parameter changes and the reasons
for those changes

3) No implicit or explicit documentation of the changes

4) Each user stores the data on his laptop at his own
discretion

5) Data is lost if hard disk crashes and there is no backup

6) Joint working on the same model is cumbersome

The benefits of the new framework will include the advantages
of a classical revision control system (like Git [16], or Apache
Subversion [17]), in particular:

1) Uniform, central, and consistent storage of the individual
modeling steps a) each scientist will be able to view the
simulation data he is entitled to b) backup functionality
if the data is lost,

2) possibility to track and analyze / evaluate the changes,

3) data is still available if the PhD student leaves the
company,

4) shared access of the latest development of the model.

A revision is defined as the state of the components already
persisted and accessible by a unique identifier. Thus, the content
of the components of a revision cannot be altered any more. The
current set of the components, which can be actively changed
is called the working set.

The main objectives we focus on, to achieve our scope, are:

1) Central persistent storage of the model to include all the
modeling steps and the management of the revisions.
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Figure 5. Tree structure of the development of the model

2) Design and development of a metadata repository
regarding a) revision control and b) the changes of the
parameter files between subsequent revisions. Addition-
ally, information regarding parameter values, simulation
software, etc. can be persisted.

3) An efficient and disk space saving strategy, such that a
specific parameter file is stored only if its content has
been modified.

4) Generation of an internal documentation of the model
development, such that it can be easily understood and
reconstructed.

It is out of scope of this research to persistently store the
results of the simulation. If necessary, it can be generated
again or a direct storage strategy could be used. Storing the
results of the simulation together with the parameter files would
leverage our sophisticated storage strategy, since the size of
the parameter files is in the range of megabytes, where the
size of the simulation files is in the range of gigabytes. The
storage of the simulation results is only meaningful if it takes
too long to newly generate the results. The model development
is stored in a tree structure, such that each node (revision)
has a unique link to its predecessor, see Figure 5. The tree
structure is necessary to be able to identify modeling steps
where the results of the simulation are not promising, and thus
this revision is not pursued further (termed abandoned). In
this case, the development of the model is continued from a
previous revision (termed active), thus performing a rollback
on the evolution of the model and creating a new branch in
the version control tree structure.

Usually, metadata is defined as data about data. Metadata
files can be generated automatically or they can be set up
manually. The flow configuration file is the main metadata file
and it is generated automatically during the evolution process
of the model and contains the basic information regarding the
revision control system, which is necessary to generate the
internal documentation of the evolution of the model, i.e.,

a) model name;

b) predecessors and the current revision;

c) cryptographic hash value and status of the parameter
files;

d) parameter change information in condensed form, etc.

The main metadata file sustains the possibility to automatically
capture, track, analyze, and evaluate the changes in each
modeling step.

Additionally, users can define their own metadata files,
which can be created for the whole case study or for a specific
revision and could contain additional information regarding
a) name of the project; b) model area; c) modeled process;
d) software used, including the version; e) contact person; f)
source reference regarding the applied methods and data used;
g) utilization rights, etc.

Besides documentation, metadata also allows for easy
identification of the uploaded data. Search for specific values
(e.g., model name, author, etc.) over all metadata elements can
be performed for example by using ElasticSearch [18].

B. Outline

The structure of the paper is as follows: In Section II, we
give a short overview over the state of art and detail some
differences of our approach, both in concept and realization;
in Section III, we demonstrate our novel strategy, which is
used for the revision control system to generate the implicit
documentation of the evolution of the model; in Section IV,
we augment the classical pseudo code presentation of the
algorithms to a formal, mathematical description of our selective
backup strategy and show the consistency and correctness of
the backup and restore functionalities. We present the software
implementing the formal description and its application to a
use case of the UFZ in Section V. Finally, we conclude our
work and give an outlook for future research and development
in Section VI.

II. RELATED WORK

The concept of revision control systems (RCS) is not new
(see Tichy [19]). The task of the RCS as defined by Tichy is
version control, i.e., keeping software systems consisting of
many versions and configurations well organized. The concept
of a revision is similar to our approach, an ancestral tree is
used for storing revisions. The major difference is that – as
set up by Tichy – each object (like a file) has his own revision
tree, whereas we follow an overarching concept, such that files
may remain unchanged between revisions. Furthermore, the
evolvement of the revision is linear, but it can use side branches,
for example one for the productive version and one for the
development [19].

Löh et al. [20] present a formal model to reason about
version control, in particular modeling repositories as a multiset
of patches. Patches abstract over the data on which they operate,
making the framework equally suited for version control from
highly-structured XML to blobs of bits. The mathematical
definition of patches and repositories enable Löh et al. to
reason about complicated issues, such as conflicts and conflicts
resolution. The main application field that Löh et al. targets
is the distributed (software) development with its challenges
regarding the complex operations on the repositories, such
as merging branches or resolving conflicts. They introduce a
precise, mathematical description of the version control system
to accurately predict when conflicts may arise and how they
may be resolved.

Our mathematical model is not based on the work of
Löh et al., it has been developed from scratch to enable the
characterization of the selective backup strategy.
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The possibility to use metadata, such as the patch’s author,
time of creation, or some form of documentation is shortly
discussed in [20]. Details are left to the designers of a specific
revision control system. Also the concept of reverting changes,
i.e., the ability to return to a previous version by undoing a
modification that later turns out to be undesired, is discussed
from a theoretical point of view.

As stated in [21] there are some basic goals of a versioning
system, such that:

1) People are able to work simultaneously, not serially.
2) When people are working at the same time, their

changes do not conflict with each other.

These two goals do not apply in our case. Formally, users can
work simultaneously, making changes independently, but for a
simulation they need all the parameter files. The classical use
case, such that a programmer changes the internal specification
of a module without changing the external interface is not
applicable in our case, each change in a parameter file leads to
different simulation results. Unfortunately, the usual versioning
systems do not support our advanced requirements regarding
usage of metadata and enhanced automatic documentation
generation of the evolution of the model.

The automatic generation of documentation has also been
the scope of intense academic and industrial research. It has
been recognized that the importance of good documentation
is critical for user acceptance [22]. Jesus describes in [23] a
paradigm for automatic documentation generation based on
a set of rules that, applied to the models obtained as result
of the analysis and design phases, gives an hypertext network
describing those models. On the contrary, our approach has the
advantage that the algorithm that is used for the selective backup
strategy also delivers the data for the automatic documentation.
PLANDoc [24] documents the activity – of planning engineers
– by taking as input a trace of the engineer’s interaction
with a network planning tool. Similarly, in [25] Alida, an
approach for fully automatic documentation of data analysis
procedures, is presented. During analysis, all operations on data
are registered. Subsequently, these data are made explicit in
XML graph representation, yielding a suitable base for visual
and analytic inspection. The high level approach in Alida –
using the information generated during the production process
to automatically create the documentation – is similar to ours.

As a final note, we looked very carefully at the existing
revision control systems, both at the academic and the com-
mercial ones, and found no adequate revision control system,
worth to adapt to fulfill our needs towards a system, which
automatically supports and tracks the evolution of the model
during its development process.

III. SELECTIVE BACKUP STRATEGY

The aim of our revision control system is to provide an
enhanced backup strategy, termed selective backup strategy,
such that only the components of the working set that have
been modified are considered for backup, see Figure 6. This
is an enhancement of the usual incremental backup strategies,
storing a particular modification of a file only once, in order to
provide the framework to generate the metadata regarding

the modifications and accordingly to generate the implicit
documentation of the model.

A correspondent selective restore strategy is used, i.e., the
latest versions of all components are downloaded, such that at
the end the recent version of the model is assembled out of
the historical backups.

A. Backup

Only part of the current working set is uploaded into the
data repository, and the uploaded information cannot be altered
or removed later. According to our selective backup strategy a)
for the first revision: all components are uploaded (see Figure 6
left side); b) for the subsequent revisions: only the components
that have been modified are uploaded (see Figure 6 right side).

B. Restore

It will be possible to download all relevant information
regarding a specific revision (including parameter files and
metadata files). This requires identifying and downloading
the full set of components necessary to run a simulation.
The required information is stored in the main metadata file
during the backup process. Hence, the main metadata file
stores information regarding all files that have been uploaded
including the unique identification of the uploaded object and
the cryptographic hash values of the respective files.

1) Full Restore: The full restore should be applied if files
have been lost, or the development of the model is intended
to be pursued by other users, etc. The full restore retrieves
the whole set of parameter files, such that a simulation can be
done on the restored system.

2) Revision Restore: This functionality restores the files
corresponding to a (previous) revision and permits to continue
the simulation corresponding from that revision. This method
enables the tree structure of the revision history. The corre-
sponding information is retrieved from/written to the main
metadata file.

C. Flow Configuration

We present now some implementation details. The relevant
information for the functioning of the selective backup and the
corresponding restore strategy is stored / updated automatically
– using XML – in the flow configuration file.

This file stores general information as: a) short name of
the model; b) the number of the last revision; c) the object id
under which the files belonging to that revision were uploaded;
d) additional information in order to identify the project,
the revision, etc. A simple example is given in Figure 7.
Additionally, general information regarding the revision history
such as: a) the revision number; b) the object id of the uploaded
object; c) the predecessor (parent revision); the total number
of files versus the number of files, which have been changed
and in consequence uploaded, etc., as given in Figure 8. File
and revision specific information are also tracked, such that
for each file the revision where the file has been changed and
the corresponding cryptographic values are tracked. This way,
it is ensured that a specific state of a file is stored only once
and that the revision under which this file has been stored can
unambiguously be identified, see Figure 9 for an example.
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Figure 6. Selective backup strategy. Uploaded files at first (left) and second revision (right).

1 <GeneralConfiguration>
2 <ModelShortName>cube_1e0_neumann</ModelShortName>
3 <LastRevisionNr>25</LastRevisionNr>
4 <LastDigitalObjectID>3ccafed6-cf0d-486d-bbe3-

edff4159f6c5</LastDigitalObjectID>
5 <LastNotes>cube_1e0_neumann / Incr. / It.Nr.: 25 /

Standard Incremental Upload</LastNotes>
6 </GeneralConfiguration>

Figure 7. Excerpt 1 of example configuration file

1 <Revision>
2 <RevisionNr>7</RevisionNr>
3 <DigitalObjectID>8ce20b42-c15f-427c-ac1a-d575295f5412</

DigitalObjectID>
4 <ParentRevisionNr>3</ParentRevisionNr>
5 <TotalNrFiles>20</TotalNrFiles>
6 <NrFilesUploaded>1</NrFilesUploaded>
7 <Notes>cube_1e0_neumann / Incr. / It.Nr.: 2 / For Testing

Upload and Download</Notes>
8 </Revision>

Figure 8. Excerpt 2 of example configuration file

D. Accurate versioning

Based on the architecture of the system, the selective backup
strategy corresponds to a centralized revision control system,
i.e., there is a central revision number – in our case the modeling
step –, such that the version of each file is tied to this central
revision number. In contrast, revision control systems like
Git [16] are decentralized, i.e., generally, users maintain the
versioning of their part, without affecting the overall release
number. In our case, this centralized approach is of crucial
importance, since small changes in one parameter file can
substantially affect the outcome of the simulation. The selective
backup strategy enables a paradigm change in the theory and
practice of (centralized) revision control systems, it enables

1 <FileCharacteristics>
2 <FileName>cube_1x1x1.gml</FileName>
3 <FileLastRevision>43</FileLastRevision>
4 <FileHistory>
5 <FileRevision>
6 <StorageRevisionNr>1</StorageRevisionNr>
7 <StorageDigitalObjectID>8aac5970-a366-49ce-a052

-6c8f82ced85c</Storage\-Digital\-ObjectID>
8 <FileSize>1622</FileSize>
9 <FileCreationTime>2016-08-18T08:25:33Z</

FileCreationTime>
10 <FileLastAccessTime>2016-08-23T15:59:55Z</

FileLastAccessTime>
11 <FileLastModifiedTime>2016-08-18T08:25:33Z</

FileLastModifiedTime>
12 <FileCryptoIDMD5>66

a9800e8b02d85001cdd13930b85ea3</
FileCryptoIDMD5>

13 <FileCryptoIDSHA1>5
c942ba146b41e38262f23ed350e214c757d8803</
FileCrypto\-IDSHA1>

14 </FileRevision>

Figure 9. Excerpt 3 of example configuration file

an accurate tracking of the changes during each revision on
file level including the identification of the effective version
of each file. This means especially that in contrast to Git and
SVN [17], during revision change, each file is compared to
previous versions and either assigned a new version number or –
if possible – reassigned a previous one. Such a distinction is not
absolutely necessary, for example during software development
(main application field for Git and SVN), but it is of crucial
importance for pursuing the exact model development.

We illustrate now the selective backup strategy by means
of the example as delineated in Table I. Let {F1,F2,F3, . . . ,Fn}
be files comprising a numerical model and {R1,R2,R3, . . . ,Rm}
the revisions to adjust the model for a successful simulation of
a process. According to the architecture we use, the number of
revisions is greater than the number of the files involved, i.e.,
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n < m. We number the versions of a specific file continuously
in the order they were generated, starting with 1. We notate
by an upper index the revision during which the version was
generated, i.e., for the file F1 the version V R6

4 represents the
fourth version generated during revision R6. Not all files are
necessarily updated with a revision. For instance, file F1 is
unchanged during revisions R4, R5, thus the model keeps using
the file version V R3

3 . In contrast, file F2 is modified in each
revision. However, during revision R5, the file is reverted to a
previous state such that its version is equal to V R2

2 and, instead
of storing a duplicate, the previous copy of the file is used.

Using revision systems like Git or SVN, a new version of
the file F2 would be created. Instead, our algorithm, using the
selective backup strategy, verifies if a version with new content
has been created or the respective content has already been
used before.

The use of the selective backup strategy is not restricted to
the model development for scientific application, but can be
applied everywhere where a centralized revision control system
is used. Its intended target are applications, which need to track
the effective version of the files, potentially related to revision
numbers.

IV. THE FORMAL MODEL

We introduce a mathematical model in order to use the
advantages of the rigor of a formal approach over the inaccuracy
and the incompleteness of natural languages. We augment
the classical pseudo code presentation of the algorithms to a
formal, mathematical description and show the consistency and
correctness of the backup and restore functionalities.

A. Notations

We use a calligraphic font to denote the index sets. We
denote by C := {Ci | i ∈ C and Ci is a component} the finite
set of the components, i.e., the disjunct union of the parameter
files and the metadata files. Let S be an arbitrary set. We
notate by P(S) the power set of S, i.e., the set of all subsets
of S, including the empty set and S itself. By card(S) we
notate the cardinality of S. Let n ∈ N and let f : X → X be
a function. Finally, we denote by f n : X → X the function
obtained by composing f with itself n times, i.e., f 0 := idX
and f n+1 := f n ◦ f .

B. Introducing Components and Revisions

Some components – at least one, but not necessary all
– are modified, then a simulation is performed. We call this
state of the components a revision. Each revision is backed
up to a persistent storage. We have in a natural way a total
ordering < on the set of the revisions considering the order
they were generated. We denote by R the ordered set of the
revisions, i.e., R := {Ri | i∈ R and Ri is a revision}. Let m :=
card(R) be the number of revisions. In order to keep the
notations straightforward we set R := {1,2,3, ...,m}, such that
∀i ∈ R \ {m} : Ri < Ri+1. We denote by C(i)

k the component
Ck having the state at revision Ri, therefore, we denote by
Ri := {C(i)

k | k ∈ C} the set of the components having the state
corresponding to revision Ri.

We denote by R the matrix of the evolution of the model,
hence R := {C(i)

k | k ∈ C and i∈ R }. Therefore, R contains the
history of the content changes of the components during the
evolution process of the model.

Let HASH be the set of all the hash values. We define the
content of a component Ck ∈ C corresponding to a revision Ri
formally as the function:

Definition IV.1 (Content of components) We set

CONT: R→ HASH,

C(i)
k 7→ CONT(C(i)

k ) := hash value of C(i)
k .

Remark IV.1 Let k ∈ C , let i, j ∈ R , such that i 6= j. In order
to track the change process during the evolution process of the
model, we are interested only in comparing the content of the
same component at different revisions (i.e., the content of C(i)

k
versus the content of C( j)

k ). �

Definition IV.2 (Origin of a revision) Let R,Q ∈R. We say
that Q is the origin of R, notated by Q = ORIGIN(R), if and
only if the revision R has been obtained by direct modification
of the content of the components having the state at revision
Q. For formal reasons we define ORIGIN(R1) := R1.

Remark IV.2 Let R ∈R arbitrarily chosen. Then there exists
a unique Q ∈R, such that Q = ORIGIN(R). This is a direct
consequence of the definition above (see Definition IV.2). �

Let m = card(R), such that m≥ 1. We define the predecessor
and the successor of a revision formally as:

Definition IV.3 (Predecessor of a revision) We set

PRED: R→R,

R 7→ PRED(R) := ORIGIN(R).

Definition IV.4 (Successor of a revision) We set

SUCC : R→P(R),

R 7→ SUCC(R) := {Q ∈R | R = ORIGIN(Q)}.

Remark IV.3 ∀R ∈ R ⇒ PRED(R) is unequivocally deter-
mined (see Remark IV.2), in contrast, there exists to a revision
R ∈R a subset J of R , such that SUCC(R) = {R j | j ∈ J}. �

Unfortunately, the structure of the evolution of the model is
not linear. If for any reason the evolution of the model is in
impasse, then the development of the model is not continued
from the latest revision, but a previous revision is taken as a
starting point. The revision, which led to the impasse is not
pursued any more (i.e., it is abandoned). On the other side,
a revision is active if it is part of the successful completion
of the model. Formally, we define the status of a revision as
follows:

Definition IV.5 (Status of a revision) Let m := card(R) the
number of revisions. We set

STATUS: R→{active,abandoned},

R 7→ STATUS(R) :=


active if ∃n≥ 0 :

R = PREDn(Rm),

abandoned otherwise.
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Table I. Example for the selective backup strategy.

R1 R2 R3 R4 R5 R6 . . . Rm

F1 V R1
1 V R2

2 V R3
3 V R3

3 V R3
3 V R6

4 . . . V
Rmk1
m1

F2 V R1
1 V R2

2 V R3
3 V R4

4 V R2
2 V R6

5 . . . V
Rmk2
m2

F3 V R1
1 V R1

1 V R3
2 V R3

3 V R1
1 V R6

4 . . . V
Rmk3
m3

...
...

...
...

...
...

...
...

Fn V R1
1 V R1

1 V R1
1 V R1

1 V R5
2 V R5

2 . . . V
Rmkn
mn

Informally, the predecessor of a component C(i)
k is the com-

ponent C( j)
k , such that R j was the latest revision where the

component Ck has been changed. Formally, we model the
successor and predecessor of a component Ck during the
revision process as a function.

Let i ∈ R and k ∈ C arbitrarily chosen. Set A(i,k) :=
max{l ∈ R : l < i and CONT(C(i)

k ) 6= CONT(C(l)
k )} then

Definition IV.6 (Predecessor of a component) We set

PRED: R→R,

C(i)
k 7→ PRED(C(i)

k ) :=


C(i)

k if (i = 1),
C(A(i,k))

k if (i > 1)
and A(i,k) exists,

C(1)
k otherwise.

Definition IV.7 (Successor of a component) We set

SUCC: R→P(R),

C(i)
k 7→ SUCC(C(i)

k ) := {C( j)
k ∈R |C(i)

k = PRED(C( j)
k )}.

Remark IV.4 The predecessor of C(i)
k is uniquely determined.

This follows directly from the definition above. In contrast, the
successor of C(i)

k is not necessary unique, but there exists a
unique R j ∈R, such that C( j)

k ∈ SUCC(R(i)
k ) and STATUS(R j)

is active. Similar considerations also hold for revisions. �

Proposition IV.1 (Existence and uniqueness) Let R ∈ R,
such that STATUS(R) = active. If SUCC(R) 6= ∅ then there
exists a unique Q ∈ R, such that Q ∈ SUCC(R) and
STATUS(Q) = active.

Hint The existence and the uniqueness follows directly from
the definition of the status of a revision (see Definition IV.5)
and the uniqueness of the predecessor (see Remark IV.3). �

We are now able to formulate our strategy to generate the
successive revisions.

Lemma IV.1 (Linearity) Let m = card(R). Then there exists
a unique subset R

′
of R with R

′
={R1,Ri1 ,Ri2 ,Ri3 , ...,Ril ,Rm},

such that Ri1 ∈ SUCC(R1) and ∀ik : i1 ≤ ik < il ⇒ Ri(k+1) ∈
SUCC(Rik) and Rm ∈ SUCC(Ril ) and ∀R ∈R

′
: STATUS(R) =

active and ∀R ∈R \R ′ : STATUS(R) = abandoned.

Hint It is a direct consequence of the uniqueness of active
successors (see Proposition IV.1). �

Corollary IV.1 The sequence of the active revisions is linear.
�

Let i ∈ R arbitrarily chosen, a component can have at the
revision Ri two statuses modified and preserved, the value
modified means that the component has been modified during
the revision Ri, in contrast preserved means that the component
remained unchanged at revision Ri. More formally, we define
the function:

Definition IV.8 (Status of a component) We set

STATUS : R→{modified, preserved},

C(i)
k 7→ STATUS(C(i)

k ) :=


modified if (i = 1),
modified if condition 2 holds,
preserved otherwise.

with condition 2: ∀ j ∈ R with 1 ≤ j < i : CONT(C(i)
k ) 6=

CONT(C( j)
k ).

Remark IV.5 From a formal point of view, all components
corresponding to the first revision are considered modified. For
the subsequent revisions only the components whose content
has been altered are considered modified. �

C. Backing up a revision

Based on the values of the STATUS function, we define
the upload strategy. We are interested to upload only those
components, which have been modified since the latest revision
and the current state has not been uploaded previously.

Definition IV.9 (Upload of a component) We set

UPLOAD: R→{yes, no},

C(i)
k 7→ UPLOAD(C(i)

k ) :=
{

yes if condition 1 holds,
no otherwise.

with condition 1: STATUS(C(i)
k ) = modified.

Remark IV.6 This means especially that C(i)
k will be uploaded

if and only if it has been modified and its content is different
from the content of all its predecessors. �

We will define now a function in order to model the backup
process of an entire revision. As we will see, only those
components will be backed up at a specific revision Ri, which
have been modified at this revision.
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Definition IV.10 (Backup of a revision) We set

BACKUP: R→R,

Ri 7→ BACKUP(Ri)

:= {C(i)
k | k ∈ C , such that UPLOAD(C(i)

k ) = yes}.

Remark IV.7 This means especially that the components that
have not been changed at revision Ri are not included in the
backup of the revision Ri, this is the quintessence of the selective
backup strategy. �

In order to be able to model the download and restore
process, we need to do some additional analysis. Those opposite
functions cannot be defined straightforwardly as the reverse
function of BACKUP and UPLOAD, since after the restore is
fulfilled, all the relevant components must be available, not
only those persisted at the corresponding revision.

In order to have all the relevant information for the
restore process, we build during the evolution of the model
a matrix (INF(i)

k )k∈C ,i∈R , such that this matrix contains the
information relevant for the download and restore operations.
This information contains the content of the components, such
that comparisons can be done and relate it to the previous
backups.

Hence, the matrix (INF(i)
k )k∈C ,i∈R contains at least the

information regarding the revision at which the component
was physically stored, such that it can be retrieved from there
and additional information regarding the content (hash value)
of the components.

Formally, we define (INF(i)
k )k∈C ,i∈R as a function:

Definition IV.11 (Component upload meta inf) We set

INF: R ×C → R ×HASH,
(i,k) 7→ INF(i,k) := ( j,v)

if
(

C(i)
k ∈ BACKUP(R j) and CONT(C(i)

k ) = v
)
.

Remark IV.8 This means especially that a component C(i)
k

having the hash value = v has been backed up at revision R j

and j ∈ R is the lowest index number, such that CONT(C(i)
k ) =

CONT(C( j)
k ). �

D. Restoring a revision

We define now the opposite function to UPLOAD as follows:

Definition IV.12 (Download of a component) We set

DOWNLOAD: R→R,

C(i)
k 7→ DOWNLOAD(C(i)

k ) :=C( j)
k

if (UPLOAD(C( j)
k ) = yes

and CONT(C( j)
k ) = CONT(C(i)

k )).

Remark IV.9 DOWNLOAD(C(i)
k ) =C( j)

k means especially that
the component Ck was uploaded at the revision R j. �

We define the restore function having the opposite functionality
to the backup function. The main difference to the usual
restore strategy is that restoring the components backed up

at revision Ri is not enough, since usually only a subset of the
components are backed up at a specific revision. To circumvent
this impediment, the revisions at which those components have
been physically uploaded are identified and are restored from
those locations. When the restore operation is completed, then,
the complete set of components necessary for a simulation is
available.

Formally as a function:

Definition IV.13 (Restore of a revision) We set

RESTORE: R→P(R),

Ri 7→ RESTORE(Ri) :=

{C( j)
k | k ∈ C , such that DOWNLOAD(C(i)

k ) =C( j)
k }.

Remark IV.10 This means especially that the latest version
of the components are restored. �

We are now able to formulate the Lemma regarding the
uniqueness of the upload, i.e., a new state of a component
Ck during the revision process is backed up only once.

Lemma IV.2 (Uniqueness of the upload) Let k ∈ C and v ∈
HASH be arbitrarily chosen. If ∃ j ∈ R : CONT(C( j)

k ) = v then
there exists a unique i∈ R , such that UPLOAD(C(i)

k ) = yes and
CONT(C(i)

k ) = v.

Hint Set i := min{l ∈ R |CONT(C(l)
k ) = v}. Then according to

the definition of the status of a component (see Definition IV.8)
STATUS(C(l)

k )=modified holds true. The result follows from the
definition of the upload of the components (see Definition IV.9).
�

We can formulate now the main Lemma, which states that we
have no spurious downloads.

Lemma IV.3 (Accuracy and completeness) Let k ∈ C be ar-
bitrarily chosen. We have:

a)∀i, j ∈ R : DOWNLOAD(C(i)
k ) =C( j)

k

⇒
(
UPLOAD(C( j)

k ) = yes

and CONT(C( j)
k ) = CONT(C(i)

k )
)
,

b)∀i ∈ R ∃ j ∈ R : ( j ≤ i),

such that C( j)
k ∈ DOWNLOAD(C(i)

k ).

Remark IV.11 The property in a) means that we have no
false downloads, i.e., each downloaded component has been
uploaded some time ago. It follows from the definition of the
download of a component (see Definition IV.12). The property
in b) means especially that the download is complete, i.e., the
latest version of each component is downloaded. It is a direct
consequence of the uniqueness of the upload (see Lemma IV.2).
�

Corollary IV.2 (Complementarity) The two functions
RESTORE and BACKUP are complementary, i.e.,

∀k ∈ C ,∀i ∈ R :
(

C(i)
k ∈ RESTORE(Ri)

)
⇔
(
∃ j ∈ R : C( j)

k ∈ BACKUP(R j)

and CONT(C(i)
k ) = CONT(C( j)

k )
)
.

�
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1 <OpenGeoSysProject>
2 <mesh>cube_1x1x1_hex_1e0.vtu</mesh>
3 <geometry>cube_1x1x1.gml</geometry>
4

5 <processes>
6 <process>
7 <name>GW23</name>
8 <type>GROUNDWATER_FLOW</type>
9 <process_variable>pressure</process_variable>

10 <hydraulic_conductivity>K</hydraulic_conductivity
>

11 <linear_solver>
12 <lis>-i cg -p jacobi -tol 1e-16 -maxiter 10000

</lis>
13 <eigen>
14 <solver_type>CG</solver_type>
15 <precon_type>jacobi</precon_type>
16 <max_iteration_step>10000</

max_iteration_step>
17 <error_tolerance>1e-16</error_tolerance>

Figure 10. Excerpt of example project file cube_1e0_neumann.prj

V. IMPLEMENTATION AND APPLICATION TO SPECIFIC USE
CASE

We developed and tested AGEDRE (Automatic GEneration
of Documentation using REvision control) as a prototype at
UFZ and validated our theoretical concepts. We used a client /
server environment at the ZIH of the Technische Universität
Dresden, implementing our client in Java from scratch. On the
server side, we used KIT DM [14] as the repository.

AGEDRE is a command line utility, offering the basic
functionality required for a revision control system and a
sophisticated error handling to deal with the complexity of the
selective backup strategy on the client side and of KIT DM on
the server side. In order to persist the data, AGEDRE offers two
primitives, FullUpload as a primitive for a complete upload
of all data related to a project and Upload as a selective
backup strategy to store only modified files. Accordingly,
the opposite primitives to retrieve the data are Download,
DownloadRevision and DownloadFile. The primitive
Download is only formally the counterpart of Upload, it
retrieves the latest version of each file, which has been uploaded,
i.e., the files of the latest revision. As mentioned, the user
needs the latest version of all parameter and metadata files
in order to be able to perform the simulation. In contrast,
the primitive DownloadRevision is used to continue the
modeling process from an older revision, it restores the files
into the working directory, thus overwriting the latest revision.
The latest revision is backed up to the file system, in order to
avoid loss of data in case of inadvertent use of this primitive.
The primitive DownloadFile has been introduced in order
to restore the latest backed up version of a file, if it has been
accidentally deleted or has been corrupted.

The project file (see Figure 10 for an example) is
the leading file regarding the configuration of a sim-
ulation. It contains the names of the additional pa-
rameter files (namely cube_1x1x1_hex_1e0.vtu and
cube_1x1x1.gml) and the configuration parameters for the
simulation. Hence, each project file corresponds to a model
and accordingly, the development of the model comprises
modifications of the project file and the corresponding parameter
files.

When the primitive Upload is called for a project file for

1 <points>
2 <point id="0" x="0" y="0" z="0"/>
3 <point id="1" x="0" y="0" z="1"/>
4 <point id="2" x="0" y="1" z="1"/>
5 <point id="3" x="0" y="1" z="0"/>
6 </points>
7

8 <surfaces>
9 <surface id="0" name="left">

10 <element p1="0" p2="1" p3="2"/>
11 <element p1="0" p2="3" p3="2"/>
12 </surface>
13 <surface id="1" name="right">
14 <element p1="4" p2="6" p3="5"/>
15 <element p1="4" p2="6" p3="7"/>
16 </surface>

Figure 11. Excerpt of example geometry file cube_1x1x1.gml

the first time, the corresponding dynamic flow configuration
file is initialized. For an example of a flow configuration
file, see the excerpts in Figures 7–9. The revision number
is set to one and the cryptographic MD5 and SHA-1 hashes
of each file are calculated and stored in the dynamic flow
configuration file. While SHA-1 is practically collision free and
it is also used by Git for integrity purposes [26], alternatively,
SHA-512 could be used for enhanced security [27] [28]. For
subsequent uses of the Upload-primitive, the cryptographic
values of the parameter and metadata files are compared to
the respective values stored – for previous revisions – in the
flow configuration file. If the cryptographic values of file F is
different of all the previous cryptographical values of file F ,
then the content of F is considered modified and it is backed
up within the current revision. Otherwise, F is not part of the
current revision. A corresponding entry is made in the dynamic
flow configuration file regarding the revision under which the
file – having the given content – has been backed up. Hence, the
file cube_1x1x1.gml has the cryptographic values stored
at revision 1 (see Figure 9). If the file cube_1x1x1.gml
has, for example, not been altered at revision 2 then no similar
entry is performed in the dynamic flow configuration file.

When starting the primitive Download – i.e., downloading
the files corresponding to the latest revision – then the
relevant information regarding the physical storage place of
the latest version of each file – i.e., <StorageDigitalObjectID>
– is retrieved from the dynamic flow configuration file, by
considering the latest entry for each file (see Figure 9). Hence,
all the related files can be accessed on the repository and
retrieved accordingly.

The use case at UFZ is not designed for concurrent use. In
a software development environment, users of version control
systems are confronted with merge conflicts and their resolution.
In contrast, simultaneous work is in the scope of our application
strictly related to the model development process. The model
is developed iteratively, small changes in a few parameter files
can have tremendous impact on the model. Hence, members
of a team can download the latest revision and can work
simultaneously improving the next step. They can compare
the changes of parameter files and the simulation results.
Conflicts can theoretically occur but are much more unlikely
due to a smaller number of users editing files and each user
usually having a specific task to solve. Also, a (semi-)automatic
handling of conflicts is near impossible in this scenario since
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fixing conflicts requires a contextual understanding of what a
specific change means in the context of a given model. Members
of the team have to agree on the best outcome for the next
step before uploading it as the next revision. Alternatively, they
can agree on abandoning the current revision by continuing the
model development from an older revision. All team members
have to download the revision they agreed upon, and continue
development from that point.

In addition to the dynamic flow configuration file – upon
whose content they do not have direct influence – users can
define and set up their own metadata files. These metadata
files can contain additional – high-level or aggregated –
information regarding the model development and can be
used for additional documentation or for identifying model
or revision characteristics. The metadata files are also very
important to enable the differentiated security policy at UFZ,
such that users can access the metadata files – for example by
using ElasticSearch [18] – if they have the appropriate rights
on the file system. In contrast, users can access simulation
data (parameter files) according to their rights on the repository
system KIT DM. Thus, metadata for projects is accessible for
all members within the UFZ, while sensible data can only be
accessed by a small number of researchers related to the project.
All files of the examples can be found at [29].

VI. CONCLUSION AND FUTURE WORK

Irrespective of the fact that creating documentation is
a very challenging task and that writing documentation is
considered by most of the developers as an extra-effort rather
than a commendation, it is rather impossible providing precise,
exact, accurate, uniform and consistent documentation for
developers and users requirements. Therefore, formalized
automated documentation methods are necessary to develop.

The main advantage of the automatic generation of the
documentation of the modeling process is the accuracy of
the documentation, since there is no discrepancy between the
actual generation of the model (developer’s perspective) and
the corresponding documentation (user’s perspective). This way,
we have circumvented the dilemma of writing exact manual
documentation and have contributed to the paradigm change
towards design and implementation of automatic documentation
assuring accuracy and exactness.

Since our formal model is independent of the use case at
UFZ, our approach to automatically generate a documentation
for the evolution of the model during model development has
a generic character and it can be applied to all domains where
numerical models are developed. Moreover, the formal model
is generalizable beyond the use case presented in this paper.

We have based our solution at UFZ exclusively on common
techniques, which are not dependent on specific file formats
or specific applications. Examples include the utilization of
the XML format for the documentation, hash code based
file comparison techniques as well as methods which are
independent of the syntax or semantic of the underlying data.
With one exception, i.e., the specification of the list of file types
which should be monitored, we use only assumptions specific
to the open source project OpenGeoSys [11], to applications
in the earth modeling domain or to numeric simulations. The

system could version and document images, texts, or any other
data in the same way.

We have opted for a revision control system using the
KIT DM framework based on MASi among others, to have a
completely decoupled access to the information surrounding
the model development, i.e., metadata easily accessible from
various locations and the model development itself, accessible
only to the members of the developing team. Alternatively, using
modern methods for concurrency control applied to modern
database systems is a viable and future-oriented approach. This
way, the difficulties on joint and concurrent development could
be diminished.

To summarize, we have described in detail to what extent
our versioning system facilitates simplifies and makes fully
transparent the activity of application scientist. We have pre-
sented the main challenges in Section I-A, then the challenges
are substantiated and concrete solutions are provided to them.
Moreover, in Section IV we have set up a formal model in which
the given solution is validated. This gives us hints regarding
the generalization spectrum beyond the use case at UFZ.

Currently, there are no convenience features for users
employing the framework. In the current implementation
prototype, the executable is started in the command line, also
the flow configuration file, which contains the documentation
for tracking the evolution of the model is in XML format.
Accordingly, additional user tests are necessary to define
and implement a corresponding GUI to assure the expected
readability of the document by extracting and visualizing the
appropriate information. In order to build meaningful user
interfaces, an intense dialog between developers and users is
essential [30].

Additionally, further research is necessary to generate a
high level form documentation of the changes in the parameter
files. For example, when running stochastic simulations (e.g.,
using the Monte Carlo approach [31]) and parameters are
simultaneously changed in many places, then an appropriate
mechanism should be set up to assure the consistency of the
changes and the creation of correct documentation.

We believe that by studying the automatically generated
documentation regarding the development of the modeling
workflows – especially those steps, which did not lead to a
successful completion of the simulation – there is an increased
possibility of knowledge extraction (by using machine learning
strategies or similar techniques), such that the generation of
the modeling workflows can be dramatically improved and the
number of modeling steps can be considerably reduced.
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Abstract—Logic-Labeled Finite State Machines
(LLFSMs) offer model-driven software development
(MDSD) while enabling correctness at a high level
due to their well-defined semantics that enables
testing as well as formal verification. While this
combination of the three elements (MDSD, validation,
and verification) results in more reliable behaviour of
software components, semantics is severely constrained
in several areas. Here, we offer a framework that
allows flexibility in execution semantics to suit specific
domains while maintaining rigour and the capability
to generate Kripke structures for formal verification or
to execute corresponding monitoring or testing LLFSMs
for validation in a test-driven development framework.
Through the use of modern constructs that extend
the object-oriented paradigm, the framework is able
to define a set of semantics that enables versatile
approaches to LLFSM definition and execution, as well
as enabling functional programming constructs. This
vastly increases the versatility and usefulness of LLFSMs,
making them more adaptable to different domains,
without sacrificing the benefits of executable models
and the ability to perform formal verification.

Keywords–Logic-labelled finite-state machines;
Model-Driven Engineering; Real-Time Systems;
Verification; Validation.

I. Introduction
We argue here that it should be possible to rapidly

and efficiently configure the semantics and Logic-Labelled
Finite State Machines (LLFSMs) constructs to provide de-
velopers with the freedom to adapt or tailor the system se-
mantics to their particular scenario. This paper shows that
we can enable such versatility. We provide the capacity to
instantiate new scheduling semantics with incarnations of
template methods and classes, while retaining the capacity
to generate corresponding Kripke structures for formal ver-
ification. The generated Kripke structures can be formally
verified with standard tools [1], such as NuSMV.

By following a limited, precise semantics that is based
on a synchronous concurrency model, LLFSM enable the de-
sign of software that can achieve high levels of complexity
and sophistication while guaranteeing deterministic exe-
cution and facilitating formal verification [2]. The LLFSM
semantics specifies precisely when variables (affected by
sensors outside the system) are inspected as well as the
particular points in the execution of the software where
snapshots of the environment variables are taken [3].
However, this constrains the semantics of the executable
model to one specific frequency and pace, which limits

the expressiveness of the designer in a way that may not
be well-suited for a specific robotic or embedded target
system.

Therefore, our new framework removes the need to
adhere to the strict semantics currently implemented in
tools such as clfsm [3]. Importantly, we demonstrate that
maintain the ability to perform formal verification. To this
end, we illustrate two areas, where we create abstractions
to the LLFSM semantics and show how instantiation of these
abstractions into concrete derivations maintain the ability
to perform formal verification. We extend swiftfsm [4], a
framework for LLFSMs written in Swift, enabling formal
verification, while allowing developers more freedom to
design, adapt and create new LLFSM models that suit
particular, application-specific use cases.

II. Logic-Labelled Finite State Machines
Finite state machines are ubiquitous models of sys-

tem behaviour. Variants of finite-state machines appear
in many system modelling languages, most prominently
SysML [5] and UML [6], [7], [8]. Despite their widespread
use and penetration in model-driven software development,
the semantics of SysML [5] and UML [9] are ambiguous [10]
and restricted versions are offered to create executable
models [11], real-time systems [12] or enable formal verifi-
cation [13], [14]. Moreover, languages such as SysML and
UML have historically adopted the event-driven form of
finite-state machines inspired by Harel’s STATEMATE.
Unfortunately, event-driven systems cannot offer a simple
semantics, as the possibility of concurrent event arrivals
(e.g., from the environment or other components), can
create unintended complexities emerging from subsystem
interaction. This issue is intrinsic to these types of ma-
chines, where a system is modelled as being in a finite
set S of states, and where transitions ‘immediately’ fire
upon arrival of an event (more complexity usually re-
sults as event handling can itself fire a series of resulting
events). The mathematical model of instantaneous (zero-
time) transition is rapidly discarded because “the software
actually consumes time when processing those events” [8,
Page 50].

An example of the event-driven approach is the Spec-
ification and Description Language (SDL) fomalised by
the ITU-T [15]. SDL allows the modelling of reactive
systems 1, and with SDL-RT [16], an extension to SDL,

1Later we highlight the distinction between event-driven systems,
reactive systems, and real-time system
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the notation aims at modelling of real-time systems. SDL
(and SDL-RT) model a system as a set of asynchronously
executing finite state machines called processes. Each pro-
cess can communicate through the use of signals which
constitute communication channels between processes. A
sender does not wait for an acknowledgement from the
receiver and the receiver places the signal on a queue where
it remains until it is able to handle the event.

Each process may be listening for external events, i.e.,
events that are generated from other processes or the
environment. Lamport [17] demonstrated the fundamental
composability limitations of event-driven systems. Event-
driven systems are designed for the best or the average
case, but can result in unbounded delays or message queue
sizes in the worst case, resulting in devastating conse-
quences for real-time systems. This is because the execu-
tion of the process is completely dependent on the ordering
and timing of events that the process has no control over.
In extreme situations, such as an event shower, this leads to
race conditions resulting in non-deterministic behaviour.
To avoid running out of memory, event queues used to store
events often are of a fixed size. During an event shower,
such a queue can reach capacity, thus resulting in events
being missed. This can therefore lead to ambiguous and
nuanced behaviour, that is difficult to reproduce, as the
process could potentially be in a state which it is waiting
for events that have now gone undetected.

An event shower also has the added problem of making
the time it takes to react to an event non-deterministic.
The reason for this is that (under the standard run-till
completion semantics [6], [8]) the system must process
all events in the queue before reacting to future events.
When a new event happens, the current queue size can
hold a few or a large number of disparate events, making
it all but impossible to predict how long the new event
will be in the queue until it can be dealt with. Most
notations, such as UML, SysML, and even SDL, compound
this problem by allowing processes to generate new events
as part of the transition actions: “A transition performs
a sequence of actions. During a transition, the data of an
agent is possibly manipulated and signals possibly output
(depending on the content of the transition).” [18, p. 53].
That is, the firing of a transition triggers further events
“instantaneously” and “simultaneously”; again, violating
the ideal mathematical model that “as close as they might
be in time, events are never simultaneous” [8, Page 50].

Therefore, an event shower, rather than been avoided
by the notation, can, in fact, be fostered by the modelling
language and caused by the composition of, individually
benign subsystems; thus, placing a huge burden on system
designers as they must now anticipate subsystem interac-
tions, including how all possible combinations of events
could influence the execution of the system. It quickly
becomes impossible to discern how the combinations of all
executing process contribute to the execution and timing
of a particular sub-system. The solution is to move a way
from the event-triggered paradigm entirely.

Complementary to event-driven fsms, LLFSMs model
a system as being in a finite set S of states. As before,
each state (s ∈ S) represents a possible situation that the
system may find itself in. But here it is more explicit that,
while in that state, the LLFSM will execute some actions.

S
onEntry
a statee

(a) Diagram for Entry Actions.

OnEntry S
a S statetrue e

(b) Diagram providing semantics for Entry Actions.

Figure 1. Equivalence Wagner et al. [19] Entry Actions in terms
of states without sections and transitions.

The system also moves from state to state by means of
transitions. However, in sharp contrast with the event-
driven approach, each transition is predicated by a logical
expression (those familiar with UML would find this as
restricting the labels of transitions to only using guards;
and such models have been named procedural [8]). States
are executable states. A state machine is not waiting for
events to happen and reacting to them. Instead, it keeps
executing its current state sc, and at a precise point in the
execution within its own sphere of control, the expressions
labelling the associated transitions are evaluated. If one
of these expressions evaluates to true, the system moves
to the target state of the transition, updating the current
state. Each LLFSM has a state designated as the initial
state (s0 ∈ S), representing the state at the point when
execution commences.

Each state contains a set of executable actions. These
actions are executed at specific times and under certain
conditions. For example Wagner et al. define four distinct
types of actions [19]:

1) Entry Actions: Executed when the system first
enters a state.

2) Exit Actions: Executed when the system leaves
the state.

3) Transition Actions: Executed when the system
is transitioning between states.

4) Input Actions: Executed when an input satis-
fies a particular condition. These actions can be
independent of the state.

We use Wagner et al. to illustrate the first point of why
a general framework is of interest. We suggest that the
fundamental execution cycle is the very simple notion of
two states between a transition: a source state ss and
target state st . The distinction of an Entry Action a is
merely semantic sugar for the removal of an extra state.
We illustrate this in Figure 1. Wagner et al.’s Entry
Actions [19] are essentially a pre-state to the state s.
Figure 1a is the construct that actually has the semantics
of Figure 1b. This is important, because if the expression
e in Figure 1 is also true, it becomes very clear that the
action a will be performed at least once, even if execution
exits state s immediately (we note that ambiguities of this
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type were already identified in standards such as SCXML).
The proper specification of semantics becomes even

more important when the actions in a state access a set of
variables that affect subsequent actions and transitions.
That is, the attached Boolean expressions (as we men-
tioned, in UML and OMT these are named guards) involve
variables. The first issue is the scope of the variables and
the second issue is that of potential race conditions that
could be generated due to these variables being shared in
some way. Common cases of variables that are shared are
the variables where sensors record a status of the environ-
ment. Thus, while the software is executing, the value of
a sensor variable may change, without the software being
able to control or influence the timing of these changes.
Similarly, control variables for effectors are shared. The
software modelled by LLFSMs may set a control variable
and the driver of the effector reads such a variable to act.
The clfsm [3] implementation of LLFSMs provides three
levels of scope for variables.

1) External Variables: Variables external to the
system from the perspective of the software, usu-
ally corresponding to the sensors and effectors.
They may change at any point in time.

2) FSM Local Variables: These are variables that
are shared between all states within a single
LLFSM.

3) State Local Variables: These are variables that
are local to a state.

Naturally, one can specify more variants. For example,
why not have variables that are shared between all the
LLFSMs of a system, but not sensors and effectors? Why
not have variables whose scope is even more local than that
of a state, e.g., only local to the OnEntry section? These
examples illustrate the need for a flexible approach to
extending the possibilities of LLFSM constructs. This need
inspires the framework proposed in the present paper.

III. Protocol Oriented Design
Protocols in Swift are a refinement of an object-oriented

construct that enables a developer to define the intent
or semantics of a type without necessarily providing a
concrete implementation. In this respect, protocols are
similar to Java interfaces; a type that implements (or
conforms to) a protocol enters into a contract, where the
conforming type must implement the constraints imposed
by the protocol. The advantage is that any type that
conforms to the protocol conforms to the same set of
semantics as any other type that also conforms to the same
protocol. This enables the use of either type interchange-
ably. In this sense, protocols are a way to enforce semantic
constraints. They enable the modelling of individual pieces
of the software without the burden of defining how each
piece is implemented. This creates loose coupling between
types as a type may depend on a protocol (or rather
the semantics which are defined within the protocol) and
any type which conforms to the protocol may provide the
necessary implementation.

Unlike interfaces, however, Swift takes this idea further
with protocol extensions, providing a mechanism of aspect-
oriented programming. This enables conforming types to
receive default implementations. In other words, a con-
forming type may receive some or all of its implementation

for free, based on the contracts provided by protocols
alone. This is not to be confused with standard class
inheritance. Standard class inheritance imposes a strict
implementation hierarchy and close coupling on inherited
types. An implementation within a class may depend on
private members or other strict types, an implementation
received by a protocol extension simply models how vari-
ables and functions in the protocol can be leveraged to
provide a default implementation. Importantly, a protocol
extension depends only on the contract it and other pro-
tocols provide, and only on the public interface provided
by these protocols.

However, the true power of a protocol extension is with
conditional extensions. A conditional extension enables
the developer to define rules on which conforming types
receive which default implementation (if any). This way,
the protocol extension can also be restrictive so that only
types that conform to a specific set of protocols may receive
the implementation.

Consider the example in Figure 2, showing the
Collection protocol that contains a generic parameter
Element. In Swift, a generic parameter on a protocol
is known as an associated type. This protocol models a
collection that contains zero or more elements. Element
represents the type of the elements within the collection.
Two concrete implementations conform to this protocol:
Array and Set. These behave differently: Set only contains
unique elements, while Array may contain duplicates.
Swift models equality operations in the Equatable pro-
tocol. This protocol defines that conforming types must
provide == and != functions. A protocol extension can
be created on the Collection protocol which provides a
default implementation for the == and != functions. These
functions compare all the elements within two collections
to find if they are equal, assuming that the individual
elements within the collections can be compared. This is
shown in Extension 1.

Extension 1. Extend Collection where Element is
Equatable:

function == (lhs: Collection, rhs: Collection)
for le in lhs, re in rhs

if le != re
return false

end
end
return true

end

function != (lhs: Collection, rhs: Collection)
return !(lhs == rhs)

end

Examples:
nums := [1, 2, 3]
nums == nums // Ok

people := [Person(), Person(), Person()]
people == people // Person is not Equatable
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Now all types that conform to Collection (Array,
Set) are able to use equality operators, assuming that the
elements within the collections are able to be compared.

«protocol»
Collection<Element>

Array<Element>Set<Element>

Figure 2. Collections Hierarchy

We use protocols and protocol extensions extensively
in swiftfsm to define rules on how certain things must
be implemented. This way, the developer is constrained
to semantics that enable verification and model checking
without otherwise restricting the language.

The swiftfsm framework minimises the possibility of
creating a semantics whose tools for composition result in
combinatorial explosion. For example, nesting in UML’s
statecharts is what enables the modelling of larger systems;
however “the Cartesian product machine is used as the
interlingua semantics of statecharts” [8, Page 63]. On
the other hand, we shall not restrict expressivity so that
only trivial systems can be modelled. We want to remain
Turing complete although all properties of some executable
models would not be verifiable (such as the famous Halting
problem). The challenge is to enable developers to tailor
the semantics to their most effective constructs while
retaining small Kripke structures verifiable by standard
tools.

IV. Modelling States and Transitions
We are now ready to present our first abstraction: the

type used for transitions. To introduce the idea, consider
the following scenario, where allowing developers to create
custom semantics leads to more robust designs. Let’s focus
on a state A (Fig. 3). The clfsm semantics [2] explicitly
specifies that the onEntry action will execute once and
only once for each state, after which the sequence of
transitions will be evaluated in the order a, then b. If
the associated expression (not shown) evaluates to true,
the corresponding transition will fire and the state will
execute its onExit action. If none of the transitions fire, the
Internal action will be run. In either case, the execution
token passes to the next LLFSM in the arrangement.

Importantly, with this restricted semantics, it is not
possible to implement an atLeastOnce semantics for the
Internal action without adding another state. If transitions
a or b cause a state transition, (in the clfsm seman-
tics [2]), then the Internal action will never execute. If
this functionality is required, a pattern similar to Figure 4
needs to be implemented. Note that this involves creat-
ing two states and copying (duplicating) implementation,
obstructing factorisation and creating the danger of intro-
ducing failures. Both a1 and a3 need to be copied into
the new state A0 in order to implement the atLeastOnce
semantics. State A1 is almost the same as the original state
A. This becomes arduous to maintain and modify as the

A
onEntry
a1()
onExit
a2()
internal
a3()

B

C

a|

Figure 3. A simple scenario

A0
onEntry
a1()
onExit
a3()
internal

A1
onEntry
onExit
a2()
internal
a3()

B

C

a|

Figure 4. Implementing “atLeastOnce” semantics in clfsm

A
onEntry
a1()
onExit
a2()
atLeastOnce
a3()

B

C

a|

Figure 5. Implementing “atLeastOnce” semantics in swiftfsm

developer must keep the A0 actions in sync with the A1
actions.

With swiftfsm, we overcome this problem by allowing
developers to define custom state types that represent such
a semantics. The result is shown in Figure 5. As can be
seen, the figure demonstrates how a developer may define
the new atLeastOnce action. While this approach may
seem unnecessary to apply in such a simple case, it does
show the added expressiveness of the semantics which the
developer may choose to employ.

Nothing is stopping the developer from creating further
changes to the semantics of how states execute. Ideas
such as transition actions (actions which are triggered
when specific transitions are taken) become possible. The
ability to create more complicated models which could
utilise ideas such as state clustering or hierarchies of state
machines is also viable now that a developer has the
ability to proactively define the state models that they
are working with. This allows the developer to tailor the
tool-set to the problem they are trying to solve. Most
importantly we can achieve all of this, while maintaining
a strong type hierarchy and verifiable semantics as shown
in Section VII.

The design of custom state types is achieved using
a protocol hierarchy. Figure 6 demonstrates how this
protocol hierarchy can be used to define the clfsm se-
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mantics. First, we present the protocol at the top of
the hierarchy: Identifiable. Instances of types con-
forming Identifiable are able to be distinguished from
each other. This is achieved using the name field. Every
unique instance is required to have a unique name. The
Identifiable protocol conforms to the Equatable proto-
col, allowing equality checks by comparing the names of
the two instances.

The next protocols are StateType and
Transitionable. These are the protocols that are
responsible for representing states and transitions.
Because of the wide breadth of state models, swiftfsm
only assumes that a state has a unique name. therefore,
swiftfsm defines the StateType protocol only containing
that name (which is inherited from Identifiable). The
developer has complete freedom to define any number
of phase actions that make up a state. This is done
by defining another protocol. For the clfsm semantics,
this is encapsulated within the CLFSMActions protocol.
Each action that a state may perform is represented as a
member function of the protocol.

The swiftfsm framework does not even assume that
a state can transition. This is a separate requirement,
modelled as a separate protocol. The Transitionable
protocol adds a sequence of transitions to conforming
states. All transitions contain

1) a predicate function that, when it evaluates to
true, represents a situation where the LLFSM will
transition; and

2) a target state the LLFSM will transition to.
The type of the transition predicate function is defined as:

StateContext → Boolean

This abstracts a state context type that encapsulates all
(and only) the necessary variables that influence the eval-
uation of the predicate function. In this way, a transition
function can access the necessary variables through its
source state. This is an important concept when generating
the corresponding Kripke structure of an executable model
in order to perform formal verification. We profit and
explicitly use referential transparency for the generation of
Kripke structures. That is, transitions emanating from a
state will be evaluated with a fixed state context variation
that has no further dependencies or side-effects.

This allows for an important optimisation. Typically,
an LLFSM state corresponds to several Kripke states, be-
cause of
• state sections (e.g., onEntry, onExit, Internal,

atLeastOnce, etc.), and
• the potential semantics of snapshotting external

variables between these state sections.
However, our semantics recognises that external variables
that are not involved in a transition will not need to create
a new transition evaluation context. Therefore, the above
transition type is side-effect free and removes the need
to consider all possible combinations of external variables
outside those appearing in the transaction.

The traditional conceptualisation of the class of transi-
tions is that transitions have a source and a target state.
Such a conceptualisation complicates the optimisation we

just mentioned, as the transition is in a static relation-
ship with its source state (typically implemented as a
reference). Our approach does not need to change the
source state of a transition in an LLFSM to create the
Kripke states for sections. Our framework only updates the
possible changes to the external variables of relevance, and
submits the State with this new context for evaluation to
the transition. Importantly, this means that the evaluation
of any transition is referentially transparent, as it is a
pure function with explicit inputs and outputs and no
side-effects. The Kripke structure generated in this way
is guaranteed to obtain the effect of evaluation of the
transition without possible side effects influencing the
transition as all the variables are in the context attached
to the state.

Notice that CLFSMState does not contain an
addTransition function. This is provided by a default
implementation shown in Extension 2

Extension 2. Extend StateType where Self is
Transitionable:

function addTransition(t: _TransitionType ...)
transitions := transitions ∪ t

end

V. Modelling Logic-Labelled Finite State
Machines

The ability to create custom LLFSM semantics can be
beneficial. Within the confines of the clfsm semantics,
an LLFSM is capable of being suspended, restarted or
stopped. The LLFSM is also responsible for executing states.
While this semantics is expressive, it can be somewhat
restrictive. For example, why not make it possible to allow
an LLFSM to control a given set of LLFSMs in a master/slave
relationship? This would make it possible to create strict
LLFSM hierarchies which form a tree structure. This is
quite different from the LLFSM hierarchies described in the
literature [20] that does not enforce any hierarchy and
allows any LLFSM to control any other LLFSM. Our stricter
approach here helps ensure clarity and safety.

The way in which swiftfsm models LLFSMs allows the
developer to define custom semantics is again achieved
using a protocol hierarchy (Figure 7). The LLFSM protocol
hierarchy, while more complex, follows the same methods
we employed to create the state semantics hierarchy. A
base protocol is used and further features are added using
separate protocols.

We first present the simplest protocol StateContainer.
This protocol contains no members, instead it simply
defines the StateType associated type. This associated
type must be defined to allow conforming types to refer
to a single StateType type. That is to say, types that
are conforming to StateContainer are manipulating or
interacting with a single type of state in some way.

The first protocol which conforms to StateContainer
is FiniteStateMachineType. This protocol represents an
LLFSM. However, similar to how the StateType protocol
made no assumptions about the actions contained within
a state, the FiniteStateMachineType protocol makes
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«protocol»
Equatable

«protocol»
Identifiable
+name: String

«protocol»
StateType

«protocol»
Transitionable< TransitionType: TransitionType>
+transitions: [ TransitionType] { get set }
+addTransition( TransitionType ...)

«protocol»
TransitionType<Source, Target>

+target: Target
+canTransition(source: Source): Bool

CLFSMState
+name: String
+transitions: [StateTransition<CLFSMState>]
+onEntry()
+onExit()
+internal()

CLFSMActions
+onEntry()
+onExit()
+internal()

StateTransition<State: StateType>
+target: State
+canTransition(source: State): Bool

Figure 6. Defining The clfsm State Semantics

no assumptions on what the LLFSM model may do. The
FiniteStateMachineType protocol does not even assume
that it will execute a state. This is modelled by the
StateExecuter protocol.

We now introduce a new abstraction over the original
concept of an LLFSM ringlet [2]. A ringlet defines how the
sections within a state are executed, and more specifically,
how and in what order each action is executed. We propose
to view ringlets as pure functions that take a state and
return the next state to execute. Therefore, we have them
as objects of the following type.

State → State.

If a new state is returned, then the LLFSM has transitioned.
By modelling a ringlet in this fashion, we enable devel-
opers to create custom ringlets that determine how their
states are executed. To illustrate the adaptability of this
approach, it is also possible to create different ringlets
that execute the same set of states in different ways.
Importantly, the execution of the state becomes orthogonal
to the definition of the state.

However, in practice it is common that a ringlet may
require to modify state information. To this end, the
swiftfsm framework provides the Ringlet protocol, which
defines an execute function. If we look at previous seman-
tics for LLFSMs, and in particular to the semantics offered
by the clfsm compiler, we can see that the ringlet only
executes the onEntry section when the previously executed
state does not equal the state currently being executed (in
particular, if a state has a transition to itself, this is a
legal construct, but if the transaction executes, in clfsm
this does not re-run the onEntry section). If a developer
wishes to extend the semantics that all arriving transitions
(including self-transitions) cause the onEntry section to
execute, our framework here allows the creation of a
CLFSMRinglet that contains a previousState member
variable that the execute function refers to and manages
when executing the current state. That is we are using the
Method pattern, and the developer supplies the method
that defines the specific ringlet to sequence sections of a

state.
The StateExecuter protocol (in combination with

IncrementalExecuter) provides a next function. This
function is responsible for executing the current state.
However, if the LLFSM contains a ringlet, then the
next function may delegate the execution of the
state to the ringlet. This functionality is encapsu-
lated in the StateExecuterDelegator protocol that
defines a StateExecuter, which contains a Ringlet.
FiniteStateMachineType provides a default implemen-
tation for the next function when conforming to
StateExecuterDelegator. This is shown in Extension 3.

A similar pattern is followed for providing the re-
maining features of the LLFSM. In this sense, a feature is
modelled as a protocol, and further protocols are created
to enable default implementations. A further example is
with the Restartable protocol. This protocol provides a
restart function which, when called, should restart the
LLFSM so that the initial state becomes the current state.

Extension 3. Extend FiniteStateMachineType
where Self is StateExecuterDelegator and
Self is PreviousStateContainer and
StateType = RingletType. StateType:

function next()
temp := ringlet.execute(currentState)
previousState := currentState
currentState := temp

end

However, recall that the clfsm semantics state that
the onEntry action is only executed if the previous
state does not equal the current state. If the LLFSM
was truly to restart, then the previous state should also
reset to its initial value. This way, there does not ex-
ist a situation where the LLFSM does not execute the
onEntry action. To provide the default implementation
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«protocol»
Equatable

«protocol»
Identifiable
+name: String

«protocol»
FiniteStateMachineType

+initialState: StateType

«protocol»
StateContainer< StateType: StateType>

«protocol»
IncrementalExecuter
+next()

«protocol»
StateExecuter

+currentState: StateType

«protocol»
StateExecuterDelegator<RingletType: Ringlet>
+ringlet: RingletType

«protocol»
Ringlet

+execute(state: StateType): StateType

«protocol»
PreviousStateContainer

+previousState: StateType

«protocol»
OptimizedStateExecuter

+initialPreviousState: StateType

«protocol»
ExitableStateExecuter

+exitState: StateType

«protocol»
Exitable

+exit()

«protocol»
Finishable

+hasFinished: Bool

«protocol»
SuspendableStateExecuter

+suspendedState: StateType
+suspendState: StateType

«protocol»
Suspendable

+isSuspended: Bool
+suspend()

«protocol»
Resumeable
+resume()

«protocol»
ResumeableStateExecuter

«protocol»
Restartable
+restart()

FiniteStateMachine<R: Ringlet>
+currentState: R. StateType
+exitState: R. StateType
+initialPreviousState: R. StateType
+initialState: R. StateType
+name: String
+previousState: R. StateType
+ringlet: R
+suspendedState: R. StateType
+suspendState: R. StateType

Figure 7. The LLFSM Protocol Hierarchy

for a restart function, the FiniteStateMachineType pro-
tocol requires that there should also exist a conformance
to OptimizedStateExecuter. This protocol enables an
initialPreviousState member which represents the first
previous state. With this, a default implementation for the
restart function is now possible. The restart function
effectively sets the current state and the previous state to
their initial values.

To put everything together, the FiniteStateMachine
type implements the default model in swiftfsm. This
implements the same semantics as clfsm. Notice, however,
that the FiniteStateMachine type does not need to
provide any function implementations, as the type receives
its entire implementation from protocol extensions.

VI. Scheduling
Because LLFSM are not event-driven, they are scheduled

using a round robin scheduler. We provide such scheduling
as the default in the framework swiftfsm. Therefore,
a single ringlet, for the current state of each LLFSM, is
executed in a sequential fashion. This creates concurrent
execution in a predictable manner reducing state explosion
for formal verification. The sequential execution avoids
thread management and avoids complexities associated
with parallel execution, (there are essentially no critical
sections or mutual exclusion challenges). Because of the
sequential scheduling, we have a deterministic execution
of an arrangement of the LLFSMs, thus when the Kripke
structure is created for the entire arrangement, we have a
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smaller Kripke model (a smaller NuSMV input file) that
with unconstrained concurrency of event-driven systems.
By preventing side-effects (as shown in the previous Sec-
tion), we further reduce the size of the Kripke structure
enhancing the feasibility of performing model checking.

Furthermore, swiftfsm uses a stricter snapshot seman-
tics when executing the ringlets. A snapshot is taken of
the external variables before the ringlet is executed. The
state then uses the snapshot when executing actions and
evaluating transitions (recall our execution context). Only
once the ringlet has finished executing, any modifications
appear visible externally (e.g., to the environment). This
defines the granularity at which the system is reactive
to changes observable by sensors in the environment and
does not need to make a dangerous assumption of well-
behaved environments and that the software always runs
faster than any external part of the system. Compare
this with many formal verification approaches that only
work with ideal event-driven systems, that do not exist
in practice. We detach from such ideal conceptions that
“events consume no time: they are zero time episodes ” [8,
Page 50] and “as close as they might be in time, events are
never simultaneous” [8, Page 50] because even in UML it is
extremely easy to create an event for which there would be
several listeners whose response would be the generation
of an event (creating simultaneous events). Or admitting
upon further analysis that “the software actually consumes
time when processing those events” [8, Page 50]. Thus,
we avoid approaches where extended finite-state machines
handling of external variables is simply assumed to be
irrelevant: “During a macrostep, the values of the inputs
do not change and no new external events may arrive;
in other words, the system is assumed to be infinitely
faster than the environment” [21, p. 172]. Alternatively,
the environment is assumed to be well-behaved, so that
it sends the input the software requires at the right time,
forming “a closed model corresponding to the complete
mathematical simulation of the pair formed by the software
controller and the environment” [22, p. 89]. We also do not
follow the simplistic approach that assumes any external
stimulus (change of external variables) will not happen
until all internal changes take place “giving priority to
internal actions over external actions” [23].

We argue that the specification of when a snapshot
is taken defines the level of atomicity of the sections
within the state run by the ringlet with respect to the
external variables. This becomes particularly important
when performing formal verification.

VII. Formal Verification
If one strictly follows the derivation of Kripke struc-

tures from the artefact of sequential program con-
structs [24], the corresponding Kripke states would not
only be the boundaries of sections of LLFSM states, but ev-
ery assignment and operation in those sections correspond
to extended FSMs, containing programming language state-
ments (e.g., in Swift). The sequential execution of LLFSMs
and its default snapshot semantics enables more succinct
Kripke structures, where the delicate point is the handling
of the external variables [25], [26]. Nevertheless, as we
mentioned, such a default semantics requires recording
all of the variables influencing the execution before and

after every state section in order to generate the Kripke
structure [25]. For consistency, we configured a version of
swiftfsm that followed such an approach [4].

These earlier approaches relied on the ringlet itself
to record variables, influencing the execution of a state.
However, a more succinct approach can be used and a
further optimisation can be made. Since the swiftfsm
framework not only uses a sequential scheduling similar to
clfsm, but a ringlet’s execution is atomic with respect to
the external variables, ringlet execution can now be treated
as a black box.

Consequently, a snapshot should only be taken of the
variables before and after the entire ringlet for a state’s
execution. This variation also prevents statements being
executed that make modification to variables that are not
reflected in the final context for the next Kripke state. For
example, a state may make changes to an external variable
during an onEntry section that is cancelled by a further
modification in the onExit section. Since no effect of this
will occur during the state’s execution, as we now identify
a Kripke state before and after an entire ringlet execution,
interim changes are not reflected in the resulting Kripke
structure.

Importantly, we argue that this is a benefit, not a
problem! In swiftfsm, the statements within sections of
the state operate within a context derived from a snapshot
of the external variables, which gets taken precisely when
the state is scheduled. There is absolutely no way that
any modification could (nor should) affect the environment
until the snapshot is saved. External variables are updated
precisely once when the ringlet has finished executing.
Similarly, since swiftfsm uses sequential scheduling, there
is no way for the modification of non-external variables
to have side-effects and influence the execution of other
machines, because the semantics is equivalent to a single
thread. The only important record for the construction of
the Kripke states (to be part of the Kripke structure or
verification) is the context (of the variables) before and
after each ringlet is executed.

To demonstrate the approach for creating a Kripke
structure, consider the Incrementing LLFSM shown in Fig-
ure 8. This LLFSM is responsible for incrementing a counter
by one. When the value of the counter reaches a non-
zero number,the LLFSM transitions to the Exit accepting
state. However, this LLFSM provides two boolean external
variables, each representing the state of a button in the
environment. When both buttons are pushed, the LLFSM
transitions to the Exit state regardless of the value of the
counter.

Using the round-robin sequential scheduler requires
that a snapshot be taken before and after a state is
executed. This is represented in the Kripke structure. An
execution of a state results in several nodes. Firstly, taking
a snapshot will result in a node being created for each
combination of external variables. For the Incrementing
LLFSM, this will result in a total of 4 nodes. However, the
advantage with swiftfsm is, as stated previously, treating
the execution of a ringlet as an atomic action. Each 4
nodes that represent the reading of a snapshot will each
transition to a single node. We therefore classify each node
within the Kripke structure as an R (read) node or a W
(write) node. R nodes represent the state of the system
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Increment
var count: Int = 0
onEntry
onExit
internal
count += 1

Exit
onEntry
onExit
internal

External Variables
var button1Pushed: Bool
var button2Pushed: Bool

button1Pushed &&
button2Pushed

count >= 1
|

Figure 8. The Incrementing LLFSM

Increment.count = 0
button1Pushed = false
button2Pushed = false

pc = Increment.R

Increment.count = 0
button1Pushed = true
button2Pushed = false

pc = Increment.R

Increment.count = 0
button1Pushed = false
button2Pushed = true

pc = Increment.R

Increment.count = 0
button1Pushed = true
button2Pushed = true

pc = Increment.R

Increment.count = 1
button1Pushed = false
button2Pushed = false

pc = Increment.W

Increment.count = 1
button1Pushed = true
button2Pushed = false

pc = Increment.W

Increment.count = 1
button1Pushed = false
button2Pushed = true

pc = Increment.W

Increment.count = 0
button1Pushed = true
button2Pushed = true

pc = Increment.W

Figure 9. Executing the initial ringlet of the Incrementing LLFSM

before a ringlet has been executed, whereas the W nodes
represent the state of the system after the ringlet has
finished executing. When executing using the round-robin
scheduler, a single ringlet execution will result in multiple
R nodes each leading to a single W node. This is shown
in Figure 9.

VIII. Microwave Case Study
We present a case study where we simplify the model of

a microwave oven, a ubiquitous example in the software en-
gineering literature of behaviour modelling through states
and transitions [27]. This model has been extensively
studied in formal verification [24, p. 39], as the safety
feature of disable cooking when the door is open is analogous
to the requirement that a radiation machine should have
a halt-sensor [28, p. 2]. Software models for microwave
behaviour are widely discussed [29], [30], [31], [32], [33],
[34]). Figure 10 shows the standard executable model
with LLFSMs. While this model is transparent and formal
verification establishes requirements, the full machinery of
Kripke states for each of the three state-sections is not
required (note that all Internal sections are empty and the
only onExit section that is used is in the timer LLFSM, in
state 3 to Add 1 Minute). Moreover, the model would also
be simplified if the timeLeft variable were to be removed
by making it equivalent to the condition 0<currentTime.
With respect to the requirements specified in Myers and
Dromey [34, p. 27, Table 1] or in Shlaer and Mellor [30,
p. 36] the behaviour of such a simplification is irrelevant.
But, for model checking, removing the Boolean variable
timeLeft alone would half the number of Kripke states
(and the corresponding size of the NuSMV file where
formal verification is conducted is thus halved). By re-
moving the state sections, the number of Kripke states
would be halved again. Thus, it would be advantageous to
derive LLFSMs, where states have no onExit nor Internal
actions.

The new model would globally replace timeLeft by
0<currentTime. All declarations of extern timeLeft dis-
appear from all LLFSMs. Thus, the timer machine changes
to Figure 11. This change results in slightly different
behaviour. With the executable model of Figure 10, when
the button is pressed for the first time and not released,
nothing would happen. Now, when the button is pressed
for the first time and not released, if the door is closed,
cooking will commence and the light will go on. As long

as the button is pressed and not released such cooking
with the light on will continue and the timer will not be
decremented. This behaviour does exist in a slightly similar
form in Figure 10, but only happens from the second
time onwards. That is, the user must press the button;
upon releasing the button, cooking starts and the light
turns on. If the user presses and holds the button now
that cooking has started, it also blocks timing counting
down. Again, we do not consider this subtle difference in
behaviour relevant as it is never identified in the require-
ments (Figure 12 illustrates the concurrent execution of the
arrangement of LLFSMs and documents their state changes
for a use-case). However, the variation simplifies the Kripke
structure radically for more efficient formal verification of
the requirements. With our framework, the designers can
easily alternate between the two executable models, and
conduct model checking on both.

A further optimisation can be made when considering
how swiftfsm currently handles the snapshots of external
variables. Recall that a snapshot is taken before the ringlet
executes, and then saved back to the environment once the
ringlet has finished executing. By changing these semantics
to a per-schedule cycle, as opposed to a per-ringlet cycle,
we can further minimise the number of Kripke States
that are generated. Taking the microwave as an example,
instead of taking a snapshot of the external variables before
executing each state, we instead take a single snapshot of
the environment for each execution of one schedule over the
arrangement of LLFSMs. Each LLFSM would therefore share
the same snapshot and any modifications made to the
snapshot will only be saved once all LLFSMs have executed
their current state.

This has a drastic impact to the number of Kripke
States that are generated for the Kripke Structure. Con-
sider all possible combinations of a snapshot of the external
variables. The microwave uses three Boolean variables,
therefore this results in 23 = 8 possible combinations.
There are normally four snapshots taken per schedule cycle
as there are four LLFSMs executing and a snapshot is
taken when a ringlet in each LLFSM is executed. Therefore,
there are 23

4

= 4096 possible combinations of snapshots
per schedule cycle. When taking a single snapshot at the
start of the schedule cycle, the result is 23

1

= 8 possi-
ble combinations of snapshots. Removing the timeLeft
variable further reduces this to 22

1

= 4 combinations of
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Check
onEntry
microwave_status.timeLeft = 0 < currentTime
onExit
internal

Decrement 1 Minute
onEntry
currentTime -= 1
onExit
internal

Add 1 Minute
onEntry
currentTime += 1
onExit
microwave_status.timeLeft = true
internal

FSM Variables
var currentTime: UInt8 = 0

External Variables
var microwave_status: wb_microwave_status

currentTime > 0
&& !microwave_status.doorOpen
&& microwave_status.timeLeft
&& clock.after(60)

true

microwave_status.buttonPushed
&& !microwave_status.doorOpen
&& currentTime < 15

!microwave_status.buttonPushed

(a) A 3-state machine for the timer.

On
onEntry
sound = true
onExit
internal

Off
onEntry
sound = false
onExit
internal

Armed
onEntry
onExit
internal

FSM Variables
var sound: Bool = false

microwave_status.timeLeft

!microwave_status.timeLeft
clock.after(2)

(b) A 3-state machine for controlling the bell.

FSM Variables
var motor: Bool = false

Not Cooking
onEntry
motor = false
onExit
internal

Cooking
onEntry
motor = true
onExit
internal

!microwave_status.doorOpen
&& microwave_status.timeLeft

microwave_status.doorOpen
|| !microwave_status.timeLeft

(c) A 2-state machine for controlling the cooking
engine.

FSM Variables
var light: Bool = false

Off
onEntry
light = false
onExit
internal

On
onEntry
light = true
onExit
internal

microwave_status.doorOpen
|| microwave_status.timeLeft

!microwave_status.doorOpen
&& !microwave_status.timeLeft

(d) A 2-state machine for the light.

Figure 10. Complete model of one-minute microwave.

Check
onEntry

Decrement 1 Minute
onEntry
currentTime -= 1

Add 1 Minute
onEntry
currentTime += 1

currentTime > 0
&& !microwave_status.doorOpen
&& clock.after(60)

true

microwave_status.buttonPushed
&& !microwave_status.doorOpen
&& currentTime < 15

!microwave_status.buttonPushed

Figure 11. Simplified timer with onEntry sections only.

snapshots per schedule cycle, a reduction by three orders
of magnitude.

To demonstrate the effect that limiting the snapshots
has on the Kripke structure size, we provide a git repos-
itory which contains the Kripke structures in several for-
mats for the Incrementing LLFSM and the one-minute
microwave LLFSMs. When following the original semantics
(those where a snapshot of the external variables is taken
and saved before and after each ringlet execution) the
Kripke structure for the microwave contains 369 260 nodes.
By using a single snapshot semantics where a snapshot
is taken per schedule cycle, the Kripke structure for the
microwave contains 60 674 nodes. A massive reduction.

The Kripke structures can be located at https://github.
com/mipalgu/VersatileKripkeStructures.

IX. Conclusion
In software engineering, there is a prevalence for mod-

elling using UML state charts (which is a derivation of
Harel’s State Charts [35]) and which are event-driven.
Moreover, Sommerville [27], states that “state models are
often used to describe real-time systems” [27, p. 544], citing
UML. We note that Sommerville also uses a microwave to
illustrate how FSMs model the behaviour of systems [27,
p. 136]. Because of these associations among systems that
respond to stimuli, it is important to clarify the terminol-
ogy regarding what constitutes an event-driven system, a
reactive system and more importantly, a real-time system.
Reactive-systems are responsive systems without much
processing, as opposed to deliberative systems (which
reason, plan, learn) [36].

We refer to an event-driven system as one typically
based on a software architecture built around stimuli-
driven call-backs, a subscribe mechanism and listeners that
enact such call-backs (very much as GUIs are composed for
desktops today). Reacting to stimuli in this way implies
uncontrolled concurrency (e.g., using separate threads or
event queues). Event-driven programming is also illustra-
tive of this mechanism that follows the inversion of control
(IoC) design principle; call-backs are custom code only
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Check
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Decrement_1_Minute

State

Loop: !doorOpen && timeLeft

Cooking

State

ArmedOnCooking

StateState

Not Cooking

State
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State

Decrement_1_Minute
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State
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State

Check

State
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State
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StateState

Off

State
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State

Check

State

Not Cooking

State

Cooking

State

LLFSM :light LLFSM:bellLLFSM:engineLLFSM:timer

:User

Microwave Runs One Minute And Paused Once

!timeLeft

!doorOpen

doorOpen

!buttonPushed

timeLeft

buttonPushed

!buttonPushed

!timeLeft

buttonPushed

timeLeft

!doorOpen

Figure 12. States transitions in a sequence diagram for the use case
of running the microwave for one minute and a pause in another

minute.

concerned with the handling of events, whereas the event
loop and dispatch of events/messages is handled by the
framework or the runtime environment. This application
of the “Hollywood Principle: Don’t call us, we’ll call you”,
while very productive in several contexts (we already
mention GUI applications), has serious limitations for real-
time applications. We insist that fundamental (mathemati-
cally supported assertions) have long being established [17]
regarding the limitations of event-driven systems. The
counterpart to event-driven systems are time-triggered
systems.

Real-time systems are required to meet time-deadlines
in response to stimuli [37]. Therefore, although closely
related, these terms are not the same, and in this pa-

per, we argue (supported by the work of Lamport [17])
that there are many solid reasons why real-time systems
may be better served by time-triggered systems and pre-
determined schedules, rather than the unbounded delays
that may occur in event-driven systems.

There is nothing wrong with using a loosely defined
semantics in visual and textual notations (in particular the
event-driven state charts of UML) when communicating
the main ideas of software designs to stakeholders [38].
However, advocates of model-driven software development
(MDSD) argue that software developers shall mostly work
with models and that UML is the programming lan-
guage [39]. However, in this scenario the UML has short-
comings. For example, the relevance of MDSD to the
synthesis of behaviour intended for embedded systems has
been strongly emphasised [40]; particularly stressing that
UML state charts are the prevalent diagrammatic tool
for behaviour. But, for instance, modelling behaviour for
FPGAs has consistently avoided the event-driven approach
of UML state charts: Wood et al. [40] reviewed earlier
attempts to generate VHDL from UML and found that
either 1) translation was incomplete (aimed at simulation
and not hardware synthesis), 2) covered a tiny subset of
UML’s state chart notation or 3) were far from following
closely an MDSD methodology. Wood et al. [40] attempt
to directly define a model transformation semantics (from
the syntactic construct of UML state charts to the VHDL
code) also ran into issues; in particular, the asynchronous
nature of UML was replaced by synchronous specification
in VHDL [40, Page 1362] (other semantic changes are also
listed [40, Page 1364], as well as a table of unsupported
features [40, Table 11]). Wood et al. [40] removed the
run-until-completion semantics of UML requiring designs
where all the consequences of an event must terminate
by the next clock click [40]. They eliminated events from
labelling transitions, and now a Boolean expression of
the form event has happened (that pool the state of an
input signal) replaces each instance of an event. Thus,
their UML models allow only guards that monitor signals
(they enforce a system of syntactic priorities in case several
signals become true in nesting state charts, but for each
model, transitions must cover all cases and be mutually
exclusive). Thus, we have another scenario where LLFSMs
are being used with precise but particular semantics.

The work presented in this paper illustrates how
LLFSMs can be used as executable models. Moreover, we
argue that their deterministic execution and verifiability
is more suitable for real-time systems than systems where
threads proliferate. In this paper, we have introduced
a flexible semantic model for logic-labelled finite-state
machines. Compared to traditional event-driven state ma-
chines and LLFSMs, our approach allows redefining while
retaining precision of the semantics of executable mod-
els [6], [7], Our framework allows high-level, executable
models, which are less error-prone and eliminate dupli-
cation. Moreover, we have shown these semantics can be
modelled in a referentially transparent way that creates
simpler Kripke structures, allowing formal verification of
our executable models, that is orders of magnitudes faster
for the same model than previous approaches.
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Abstract—This article addresses the problem of automated 

smoke testing for mobile applications with hand-drawn non-

native graphic user interface (GUI) within the context of 

continuous integration pipeline. In such applications the 

traditional approach to define and test situations triggered by 

appearance of certain GUI elements accessed 

programmatically does not work, so we need to apply image 

recognition and pattern matching algorithms to testing both 

the application interface and its major functional features. We 

introduce one example, which is a Unity-based mobile game 

“World of Tennis: Roaring ’20s”. Our idea is to classify GUI 

elements (including buttons, game control elements, static and 

movable objects) with respect to their appearance in different 

type of game scenes, as well as to find pattern recognition 

methods providing the best similarity values to increase GUI 

element recognition quality and, therefore, to suggest a reliable 

support for test script writers. 

Keywords-software testing; GUI; image recognition; pattern 

matching; similarity; mobile game; continuous integration. 

I.  INTRODUCTION 

This post-conference article is an extended revision of 
our paper presented at the UBICOMM-2017 conference [1]. 

Automated testing is an integral element of software 
development pipeline, frequently discussed in literature. 
Though many specialists agree that automated tests could not 
completely substitute careful manual testing [2], the 
combination of automated tests with manual quality 
assurance procedures is one of the central tenets of 
established software development methodologies, such as 
test-driven development [3] and behavior-driven 
development [4]. In addition, testing frameworks assure 
better communication between developers and customers: 
they allow developers rediscovering the customer context 
better and can be used to improve acceptance testing 
practices and procedures, which, in turn, are essential parts 
of iterative software development processes [5][6][7]. 

In practice, however, maintaining an adequate set of tests 
can be a challenging and time-consuming task: surveys show 
that the majority of professional developers are not satisfied 
with their current testing suites or do no automatic testing at 
all, complaining that the tests are difficult to write and 
maintain [8]. A pragmatic approach to testing suggests 
prioritizing testing strategies, and keeping at least the most 
useful tests well maintained. Some authors suggest giving 

the priority to smoke tests that check basic functions of the 
whole software system [9]. Let us recall that, according to 
[10], smoke tests represent a subset of all defined/planned 
test cases that cover the main functionality of a component or 
system. Their goal is to ascertain that the most crucial 
functions of a program work correctly, without checking 
more fine-grained aspects of software’s functional 
specification. By definition, smoke tests do not cover the 
code under testing completely. 

Humble and Farley believe that smoke tests (considered 
as elements of software deployment process) are probably 
the most important tests to write [11]. In turn, Mustafa et al. 
advise to “stick to smoke testing” in case of severe time and 
cost pressure [12]; MSDN documentation calls smoke testing 
“the most cost effective method for identifying and fixing 
defects in software” after code reviews [13]. 

Thus, smoke tests are aimed at performing some basic 
checkups: whether the program runs at all, is it able to open 
required windows, does it react properly to user input, etc. 
Automated user interface (UI) smoke tests should be able to 
access applications in the same way as users do, so they need 
to manipulate application’s user interface. Specifically, 
testing graphical UI (GUI) provides an interesting and 
nontrivial case of testing automation [14]. 

While a smoke test can be as simple as “launching the 
application and checking to make sure that the main screen 
comes up with the expected content” [11], it can also evolve 
into a complex suite of tests checking core application 
functionality. Complex testing scenarios may require the use 
of specialized smoke testing frameworks. One interesting 
and widespread example of such scenario is mobile 
application testing automation. Mobile apps are hard to test 
due to several factors: 

1. All supported platforms and a wide range of devices 
should be used in tests; 

2. The apps should be tested on real devices rather than 
on emulators/simulators; 

3. The tests should reveal both bugs and problems such 
as battery drain and low performance; 

4. Non-native (hand-drawn) GUI requires specialized 
handling. 

The idea of hiding platform-specific UI automation 
frameworks behind a universal interface was recently 
implemented in the tools such as Appium [15] and 
Calabash [16]. However, these frameworks can only interact 
with user interfaces based on native GUI components of an 
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underlying operating system (such as widgets exposed by 
standardized GUI libraries like Qt or WinForms). Therefore, 
additional efforts are required to recognize and interact with 
non-native GUI elements, referenced in test scripts. For 
example, cross-platform mobile games often rely on such 
hand-drawn GUI elements. These widgets might look 
slightly different on different devices with different 
resolutions; their onscreen positions often are not fixed. 
Many interactions also have to be performed with “active” 
game objects, such as buildings, game characters, map 
elements, etc. Technically, an operating system “sees” non-
native GUI elements as graphical primitives drawn on a 
canvas, and, therefore, cannot manipulate them via standard 
object-oriented API. 

Consequently, a UI automation framework also 
recognizes the main window of a non-native GUI based 
application as a plain graphical image containing no UI 
elements. Similar problems might appear in other 
multimedia projects, such as text recognition applications 
(where texts are represented as images), applications based 
on interactive electronic maps, etc. 

 

 

Figure 1.  Actual screen of World of Tennis: Roaring ‘20s. 

The example we use in this article is the mobile game 
project “World of Tennis: Roaring ’20s”, where we are 
involved in [17] (see Figure 1). This game is made with 
Unity, and its GUI is represented with hand-drawn 
components. This setup makes difficult to develop standard 
automated GUI tests and basic functional smoke tests, since 
all screen elements are in fact plain graphical images that we 
cannot easily access programmatically in test scripts [18]. 
Hence, testing automation requires integrated use of image 
recognition and pattern matching capabilities. 

The basic goal of this paper is to show how standard 
pattern recognition tools can be used as a universal aid for 
GUI testing (primarily, for applications with non-native user 
interface). We list a number of practical challenges 
associated with this approach, and discuss how one can fine-
tune the settings of the pattern recognition procedure to 
ensure smooth operation in a variety of scenarios. 

The paper has the following structure. In Section II, we 
describe our approach within the context of existing research 
in the area. In Section III, we examine a number of problems 
to be resolved while implementing test scripts using pattern 
recognition methods. Section IV describes how our 

experiments were organized. Section V introduces a 
discussion on applicability of the suggested approach for 
wider range of mobile applications. In Section VI, we briefly 
summarize the current state of this project and introduce the 
tasks for future work. 

II. APPROACH AND RELATED WORK 

In our previous work, we described the process of 
deployment of smoke testing infrastructure using Appium as 
a testing automation framework and continuous integration 
setup using TeamCity as a build server [14] (see Figure 2). 
We also demonstrated that identifying objects of interest on 
the screen, such as GUI elements or game characters, could 
not be completely reduced to the task of perfect matching of 
a bitmap image inside a screenshot [1]. It happens due to 
several reasons: 

 Onscreen objects may be rendered differently with 
different GPUs or rendering quality settings; 

 Screens vary in dimensions, so patterns might need 
scaling; 

 Onscreen objects often intersect with each other, so 
one object might partially hide another object. 
 

 

Figure 2.  Mobile application testing infrastructure. 

Thus, the most straightforward way to recognize such 
elements is to rely on approximate pattern matching. There 
are several tutorials where an idea of using image matching 
in creating test scripts is discussed [19][20]. OpenCV library 
[21] provides a number of methods for pattern recognition 
and can serve as a typical tool used for searching and finding 
the occurrences of the given pattern in a larger image. Basic 
OpenCV pattern matching methods can be accessed using 
matchTemplate() function with a parameter defining a 
specific method among the variety of supported pattern 
matching methods [22][23]: 

1. CV_TM_SQDIFF: square difference matching 
minimizing the squared difference between the 
pattern and the image area; 

2. CV_TM_SQDIFF_NORMED: normalized version 
of the square difference matching (normalized 
methods are typically used when the effects of 
lighting difference between a pattern and an image 
should be reduced [24]); 
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3. CV_TM_CCORR: correlation matching method 
multiplicatively matching a template against the 
image and then maximizing the matched area;  

4. CV_TM_CCORR_NORMED: normalized version 
of the correlation matching method; 

5. CV_TM_CCOEFF: correlation coefficient matching 
method that matches a template against the image 
relative to their means and generates a matching 
score ranging from –1 (complete mismatch) to 1 
(perfect match); and 

6. CV_TM_CCOEFF_NORMED: normalized version 
of the correlation coefficient matching method. 

As we know from different sources (such as [24]), the 
matchTemplate() function slides a template over the given 
area and computes similarity value in a range of [0..1] for 
each pixel location, thus maximizing pattern matching 
similarity. The function yields the best value as the final 
recognition similarity, so we are able to analyze the result 
from the viewpoint of GUI elements recognition quality. 

An automated test consists of the following steps: 

 Take a game screenshot.   

 Detect the presence of a certain GUI element using 
image recognition. 

 React properly. 

 Check the expected application behavior or program 
state. 

 Repeat the process. 
Hereafter, we describe the core function of the automated 

smoke tests we developed for the “World of Tennis: Roaring 
’20s” mobile game. The Python test script presented below is 
responsible for checking application initialization and several 
actions performed in the beginning of the game. Initial game 
run requires several core subsystems to work properly. Thus, 
successful first run is more than just a smoke test; it is a good 
indicator of a stable game build. In general, the test script 
follows the same routine as described in the list above. In the 
current automated testing framework implementation, we 
match GUI elements with OpenCV matchTemplate() 
function called with a parameter TM_CCOEFF_NORMED.  

Since the game may run on devices with different screen 
sizes, we scale the screenshots to match the dimensions of 
the original screen used to record graphical patterns. In 
Listing 1 we present a Python code for the findByImage() 
function. This function tries to find a template GUI element 
pattern templateImg in the screenshot img (highlighted line), 
and returns the similarity score we got from the 
corresponding OpenCV algorithm paired with the 
coordinates of the matched area center. 

LISTING 1. FINDING A TEMPLATE WITH TM_CCOEFF_NORMED METHOD 

import cv2 # OpenCV 

import imutils 

 

def findByImage(img, templateImg): 

  img_h, img_w = img.shape[0:2]         # image dimensions 

  template = cv2.imread(templateImg, 1) # read template 

  h, w = template.shape[0:2]  

  

 

  # rescale the template for the target device's screen 

  # (here we assume that template image was taken  

  # at 1920x1080 resolution) 

 

  factor = float(img_w) / 1920 

  template = imutils.resize(template,  

      width = int(w * factor), inter = cv2.INTER_CUBIC) 

  h, w = template.shape[0:2] 

 

  res = cv2.matchTemplate(img, template, 

                          cv2.TM_CCOEFF_NORMED) 

  (_, maxVal, _, maxLoc) = cv2.minMaxLoc(res) 

  result = ((maxLoc[0] + (w / 2),  

             maxLoc[1] + (h / 2)), maxVal)   

  return result 

 

The function waitFor() (see Listing 2) waits for the given 
image or a list of images to appear on the screen (while the 
application is running). In case of failed recognition, an 
exception is thrown. This function uses the above presented 
findByImage() in order to recognize the GUI element. The 
similarity score returned by findByImage() function is then 
compared to the globally defined threshold. After that, it is 
possible to interact with a GUI element. 

LISTING 2. WAITING FOR A GUI ELEMENT IMAGE ON THE SCREEN 

def waitFor(driver, tries, interval, imagefiles): 

  # convert a single image into a one-element list 

  if type(imagefiles) is not list: 

    imagefiles = [imagefiles] 

 

  for i in range(tries): 

    img = takeScreenshot(driver) # a wrapper for Appium 

                                 # screenshot function 

    for imagefile in imagefiles: 

      (loc, simRatio) = findByImage(img, imagefile) 

      if simRatio > Config.PicFoundThreshold: 

        return (loc, simRatio) 

    time.sleep(interval) 

  

  raise RuntimeError("GUI element not found. Tried: " + 

                                  str(imagefiles) + ".") 

 

The fragment of function testFirstRun() (see Listing 3) 
presents the first part of the smoke test responsible for 
checking some initial actions during the game run: 

1. Test whether the user name is properly entered and 
accepted by the application. 

2. Test whether the screen with players appears after 
pushing OK button. 

3. Test a possibility to go to the configuration screen 
for the selected player. 

4. Test whether the tabs work properly in the 
configuration window. 

5. Test how the selected configuration is applied after 
tapping Apply button. 

LISTING 3. FIRST RUN SMOKE TEST (FRAGMENT) 

# Test first run (test script fragment) 

def testFirstRun(driver): 

  print("Testing the first run") 

   

  print("wait for the name input box, and tap it") 

  tap(driver, waitFor(driver, 9, 3, 'name_input_box.png')) 

   

  print("type the user name") 

  # this function generates and types a random user name 

  inputName(driver) 

   

  print("tap OK button") 

  tap(driver, waitFor(driver, 3, 3, 'ok_button.png')) 

  time.sleep(4) 

   

  print("wait for the player circle, and tap it") 

  tap(driver, waitFor(driver, 10, 3,  

          ['player_green_circle.png', 'finger.png'])) 
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  print("tap 'Character'") 

  tap(driver, waitFor(driver, 3, 3, 

        ['character_tab_1.png', 'character_tab_2.png'])) 

  

  print("tap on the player") 

  tap(driver, waitFor(driver, 3, 3, 

                      'player_select_region.png')) 

 

  print("tap 'Apply'") 

  tap(driver, waitFor(driver, 3, 3, 

          ['apply_button_1.png', 'apply_button_2.png'])) 

 

  # ... 

 

In testFirstRun() script we used a number of GUI 
elements (Figure 3) that we are trying to recognize on the 
screens presented in Figure 4. 

 

 

Figure 3.  GUI elements used in the first run test script. 

 

Figure 4.  Game screenshots used in the first run test script. 

III. TOWARDS BETTER GUI ELEMENT RECOGNITION 

RELIABILITY 

As it follows from the observations mentioned in 
Section II, an important problem is to find optimal 
parameters of image recognition algorithms maximizing GUI 
elements recognition reliability. Such an approach would 
decrease the number of automated tests that might fail, not 
because of the software bugs, but due to the UI elements 
recognition defects. 

 

 

Figure 5.  Club view template examples that can be used for checking 

screen orientation. 

Both types of recognition errors (false negatives and false 
positives) actually caused problems in our experiments. Let 
us provide some examples. 
a) The first step in all our tests is to detect whether the 

device screen is rotated upside down (for the sake of 
brevity, this procedure was omitted in Section II). To do 
it, we try to match certain elements of the initial “club 
view” scene against a number of regular and flipped 
patterns (see Figure 5). Our experience shows that this 
step often provides false positives, as both types of 
patterns can be found by OpenCV algorothms. 

b) When the game designers slightly change the buttons (in 
order to beautify them, make them slightly larger or 
smaller, change fonts, colors, etc.), our tests stop 
recognizing them. It may happen even with very simple 
elements like buttons shown in Figure 6. 

c) When buttons have two states (enabled/disabled), 
visually shown with different colors, the tests often fail to 
recognize them accurately. 

d) Additional elements shown on or next to GUI elements 
(such as checkboxes or numbers) might prevent the tests 
to recognize them properly. 
The challenge is to make sure that we still can match 

changing GUI elements, while being able to distinguish 
them. 
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Figure 6.  Static UI controls: buttons, tabs, check boxes, static images, etc. 

There are also numerous moving objects on the screen. 
Suppose the test script needs to press on the character’s 
model in the pictures shown in Figure 7.  

 

 

Figure 7.  Moving objects: the object view changes and the surrounding 

area might change as well. 

An animated head might make a perfect match difficult 
not only because of changes in object view itself, but also 
because of possible changes in the adjacent screen area (e.g., 
an airplane appeared in the sky, in our case). Hence, it might 
be required to work with a set of different images related to 

the same UI element and to perform a matching process for 
all of them. We have to consider a possibility to work with a 
larger region providing necessary context to avoid false 
positive recognition results. 

Our hypothesis is that experimenting with different 
pattern matching algorithms will allow us to provide a 
number of recommendations for test script developers. These 
recommendations will provide hints on what are the better 
algorithms to use in certain test contexts. 

IV. EXPERIMENTS WITH DIFFERENT UI ELEMENTS 

A large variety of UI components designed for the 
“World of Tennis: Roaring ’20's” allows us to classify them 
in a number of classes including the following UI types:  

 UI widgets: buttons, edit boxes, tabs, etc. 

 Static images: player portraits, court fragments, 
popup message boxes. 

 Dynamic objects: moving player figures, onscreen 
hints. 

 
As discussed in Section II, for the first implementation of 

test scripts, we used OpenCV matchTemplate() function and 
a number of built-in pattern matching methods. After 
experimenting with a number of test scripts, we realized that 
pattern matching reliability significantly depends on a 
recognition task. For example, simple button-like GUI 
elements (buttons, menus, tabs) can usually be recognized 
with high degree of similarity (0.90..0.98), according to 
OpenCV reports. Similarity score decreases to (0.63..0.65) 
for certain elements interfering with the background like 
menu items placed against the sky with moving clouds. This 
makes perfect template matching impossible in principle. 
Lower similarity values might occur even for the objects that 
are not graphically complex, but contain patterns distorted 
during rescaling (as Figure 8 shows). 

 

Figure 8.  Template matching similarity varies for different UI elements. 

Even in the simplest cases, the similarity scores might 
differ depending on the device where the code is running. As 
Table I illustrates, the scores for OK button range from 0.94 
to 0.99 for different devices even if there is no any 
recognition complication such as “bad” background, 
surrounding or changing objects, etc. (apparently due to 
different screen resolutions and screen image scaling 
distortions).  

Table I lists a selection of devices used in this 
experiment, their screen characteristics and reported 
similarity scores [1]. 
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TABLE I.  EXPERIMENTING WITH OK BUTTON USING 

TM_CCOEFF_NORMED ALGORITHM 

Case 
Description of the test case 

Device Screen  Tap size Similarity 

a 

Xiaomi Redmi 
Note 3 Pro 

1920x1080 1920x1080 0.99 

b iPad Air 2046x1536 1024x768 0.95 

c 
Doogee X5 Max 

Pro 
1280x720 1280x720 0.94 

 
In certain tests, the system reports the presence of UI 

elements that are actually not shown on the screen. Such 
false positive cases typically happen if some similar-looking 
graphical elements are confused with each other, especially 
when they are surrounded by moving objects or complex 
background. As noted in Section III, a possible way to 
struggle with such cases is to try to match larger regions in 
order to include more context into the pattern. For example, 
in our tennis game application, the Skip button is always 
placed next to a checkbox, so we can try to match the whole 
button/checkbox region. 

One more approach that can be used to decrease 
interference with the complex background is to apply image 
transformations for both the grabbed screenshot and the 
pattern [25]. In particular, we were experimenting with a 
number of edge detection filters including Laplace algorithm 
and Canny edge detection algorithm [26]. Samples of image 
transformations are shown in Figure 9. We used the GNU 
Image Manipulation Program [27] for Laplace edge 
detection and the online tool “Imaging Web Demonstrations” 
[28] for Canny edge detection algorithm. 

 

 

Figure 9.  Samples of filtered templates. 

Preliminary experiments show that the use of 
transformed images does not significantly improve 
recognition of UI elements when an element is present on the 
screen. However, such transformations may be helpful to 
avoid false positives. 

 

Figure 10.  Scenes used for experimenting with false postive cases. 

In Table II, we summarized our experiments with the 
TM_COEFF_NORMED algorithm, as described in details in 
our separate paper [25]. For the experiments, we used 10 

game scene screenshots (Figure 10) and 11 test fragments. 
10 fragments ware taken from the above-mentioned 
screenshots (hence, each fragment exists exactly in one 
scene). We also used one pattern fragment that does not 
belong to any of 10 screenshots. Thus, from 110 possible 
combinations only 10 correspond to true positive cases. 

As we can see from the results listed in Table II, edge 
filtering does not affect true positive cases. However, the 
number of false positive cases with substantially high scores 
significantly decreases if the pattern matching method 
receives filtered images as input. 

TABLE II.  RECOGNIZING A SELECTION OF SAMPLE FRAGMENTS WITH 

TM_CCOEFF_NORMED METHOD IN PLAIN CASE AND WITH EDGE 

DETECTION FILTERS 

 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

True 

positive 
(normal 

images) 

0 0 0 0 0 0 1 0 1 8 

True 
positive 

(Canny) 

0 0 0 0 0 0 1 0 1 0 

False 
positive 

(normal 

images) 

0 0 14 19 32 22 13 0 0 0 

False 

positive 

(Canny) 

58 37 5 0 0 0 0 0 0 0 

 
Figure 11 provides visual demonstration of the fact that 

the scores for false positive cases are shifting to the lower 
ranges after applying an edge detection filter to both scene 
and template images. 

 

 

Figure 11.  Struggling with false positive cases using Canny edge filtering. 

In principle, there is no necessity to strive for the highest 
similarity scores in the situations where the GUI elements 
are present on the screen. Our primary goal is to minimize 
the number of both false positive and false negative errors: 
what we need is an algorithm that separates the scenes with 
and without target GUI elements reliably. 

We have to run pattern-matching algorithms for 
significantly different usage contexts: in player settings 
window, club selection window, game selection window, 
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ongoing game window, etc. We expect that for every 
combination (algorithm, UI element, usage context), the 
reported similarity values could give us better understanding 
how to improve the quality of test scripts and, therefore, how 
to make the next steps towards building a testing automation 
framework for mobile applications based on hand-drawn or 
non-native GUI components. 

V. DISCUSSION 

The approach to GUI testing we describe above is 
applicable to a large variety of applications implementing 
custom (non-native) user interface. They include desktop and 
mobile games, HTML5 Canvas-based web applications, and 
many specialized instruments such as graphical or audio 
editors or mapping software. Accessing UI elements via the 
API of the underlying operating system is the preferable way 
for interacting with application for most tests. However, it is 
not available if the application UI is not based on standard 
widgets. 

One may argue that using pattern recognition leads to 
fragile tests, since any changes in application GUI might 
break test scripts. While this is certainly the case, we have to 
note that all kinds of GUI tests are prone to fragility, and 
might fail due to reorganization, renaming, or addition of 
new UI elements. Writing robust GUI tests is a challenging 
task regardless of the approach used. 

Reliance on screenshot processing slows down the testing 
process considerably. There are three major reasons. First, 
the process of screenshot generation on a mobile platform 
might take several seconds depending on a particular device. 
Second, the screenshot needs to be transferred to the machine 
running the test scripts, which requires fast and reliable 
connection. Third, pattern recognition is also 
computationally intensive, though in our experiments with 
five concurrent test processes the largest performance 
bottlenecks were still caused by the procedure of taking and 
transferring the next screenshot to the testing machine. 

However, let us note that the screenshots provide a useful 
graphical log of the testing process, and we often resort to it 
for debugging purposes. So one might consider taking 
screenshots regardless of the method of accessing GUI 
controls. Furthermore, accessing UI elements with 
conventional methods (such as using XPath locators in 
Appium) can also be slow, and might take several seconds 
per query depending on a particular situation. 

VI. CONCLUSION AND FUTURE WORK 

Let us note that image recognition algorithms are rarely 
discussed within the scope of software testing, so we believe 
that advancing and improving the quality of the proposed 
approach will provide a feasible solution to be used as a part 
of integration pipeline in software development and testing.  

Current frameworks such as Appium [29] allow running 
smoke tests on real mobile devices. However, they do not 
provide built-in capabilities for managing multiple-device 
tests and for integration of smoke testing into continuous 
delivery pipeline. Several companies (such as Bitbar and 
Amazon) offer “mobile test farm” services. They are also 
used and evaluated by academic researchers [30][31]. 

However, they are expensive for small developers, offer a 
limited range of mobile devices, and lack flexibility. There is 
also an open Smartphone Test Farm initiative [32], but its 
primary goal is to provide remote control options for 
Android devices rather than to build an automated cross-
platform smoke testing facility. We also have to mention a 
number of commercial service providers, such as Amazon, 
Xamarin, and Bitbar supporting heterogeneous multiple-
device farm facilities 

Our further goal is to create an open source framework 
for small-scale mobile farms [33]. The aim of this 
framework is to let anyone to quickly connect their own iOS 
or Android devices into a fully functional mobile farm, and 
integrate it into existing continuous delivery pipeline. Our 
software will make smoke testing of mobile apps easier to set 
up for the developers, and, therefore, will increase the 
popularity of automated testing methods, and, consequently, 
will contribute to the improved quality of software. We 
believe that a practical testing framework should implement 
the following capabilities: 

1. Concurrent tests on several mobile devices. 
2. Automated detailed reports of test results with app 

screenshots and activity logs. 
3. Health monitoring of the devices for early detection 

of battery drain or device malfunction. 
4. Manual and event-driven test runs. 
We expect that the approach can be advanced towards 

designing the architecture of a farm as a distributed system 
allowing geographically dispersed teams to use their devices 
effectively. We specifically address the tasks of automating 
apps with non-native GUIs, such as apps written in Unity (a 
popular instrument for cross-platform development of games 
and multimedia software). This project can be considered a 
transdisciplinary human-centric research [34] that requires 
applying the solutions achieved in areas such as pattern 
recognition, intelligent interfaces and usability to a distinct 
application domain (mobile software testing), rather than 
straightforward integrated use of available tools and 
methods. 
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Abstract—We examine the structure of dictionaries, more specif-
ically the interweaving of links that connect words through
their definitions. With few exceptions, all the words used to
construct dictionary definitions are defined somewhere else in the
dictionary. All these references between words create a network
of relations, thus making it possible to use graph theory for the
study of dictionary structures. We propose using words learning
as an investigative tool. For a given dictionary or lexicon, what
would be the best strategy to learn all its headwords? To answer
this question, we introduce a formal model and simple graph
algorithms. We evaluate several different learning strategies by
comparing their learning rate and their efficiency for 8 mono-
lingual English-language dictionaries. It turns out that the most
significant factor affecting the performance of learning strategies
is their ability to break definitions circularity. In other words,
the most effective learning strategies are the ones that break
definition loops as quickly as possible. We show that a very simple
algorithmic strategy, based solely on the vertices out-degree - the
number of definitions in which lexemes participate - significantly
improves the learning process when compared to psycholinguistic-
based strategies. We also put forward that such an approach
represents an efficient alternative for the construction of “word
lists” used to teach foreign languages.

Keywords–Dictionaries; Lexicons; Learning Strategies; Word
Lists; Graph theory.

I. INTRODUCTION

In this paper, which is an extended version of our earlier
research presented at COGNITIVE 2018 [1], we examine the
internal structure of dictionaries from a new and different
perspective.

Whether in the form of clay tablets, papyrus, manuscripts,
printed books, web pages or electronic tablets, dictionaries
have existed for a very long time [2]. Since Antiquity, they
have been commonly used as reference works in all areas of
knowledge related to language. Even today, they are indispens-
able resources for reading, writing and translating texts, as well
as for acquiring general knowledge.

With the advent of printing at the beginning of Renaissance,
and even more so with the development of computers and
the digital representation of knowledge in the 20th century,
dictionaries underwent profound metamorphoses. In spite of
this, dictionaries, lexicons and encyclopedias of all kinds
still retain their relevance today. Open platforms, such as
Wiktionary and Wikipedia, or Web versions of commercial
dictionaries, such as Merriam-Webster [3] or Collins [4], are
becoming ever more popular.

One of the key drivers of this success is undoubtedly the in-
tegration of hypertext and hyperlinks. These new technologies
allow lexicographers to easily establish different types of links
between words and concepts within a single publication, or
even direct the user to external web resources. It then becomes
possible to easily navigate from one word to another, without
having to browse laboriously through the thousands of pages of
a paper book. The way one uses dictionaries is thus profoundly
modified. The relationships between the words become as
important as the information about the words themselves.

Helped by developments in cognitive psychology and nat-
ural language processing, researchers have begun to ques-
tion how these links between the words in dictionaries are
organized. Are there invariants or schemes common to all
dictionaries? This question was the main topic of several
articles dealing with the structure of dictionaries.

In one of the first contributions on the subject, Clark
[5] considered two special dictionaries: Longman’s Dictionary
of Contemporary English (LDOCE) [6] and Cambridge’s In-
ternational Dictionary of English (CIDE) [7]. LDOCE and
CIDE have the particular feature of having a small control
vocabulary, i.e., the number of words used in at least one def-
inition is minimized. He showed that the words in the control
vocabulary have distinctive properties: they are in general more
abstract and their definition is longer and more complex than
that of other words. Subsequently Steyvers and Tenenbaum
[8] continued the analysis of the graphs associated with the
WordNet Semantic Network [9] and Roget’s Thesaurus [10].

Pursuing the same topic, a group of researchers have
recently published a series of articles exploring the internal
structure of dictionaries [11]–[15]. These works all use a
formal model for the lexicon based on graph theory. This
approach makes it possible to apply conventional graph pro-
cessing algorithms to dictionaries and derive a wealth of
linguistically relevant information. Their analysis of several
English-language digital dictionaries shows that all of them
have a common structure and contain the same basic compo-
nents [14], i.e.,

A Kernel, which is a subset of words in the dictionary that
can be used to define all other words. The kernel can
in turn be subdivided into a series of subcomponents
of varying size, consisting of clusters of closely related
words.

A Core, which is the subcomponent of the kernel with the
largest number of words. In all the digital dictionaries
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studied, the core is considerably larger than the other
subcomponents of the kernel.

A Minimum Grounding Set (MinSet), which consists of a
subset of words smaller than the core, obtained by
judiciously combining elements of the core and other
subcomponents of the kernel. This is the smallest group
of words that can be used to define all the other words in
the dictionary.

In addition, it turns out that the kernel has some distinct
psycholinguistic characteristics [15]:

• The words in the kernel are learned earlier, are more
concrete and are used more frequently than other words
in the dictionary.

• There is a strong correlation between the evaluated
psycholinguistic variables age of acquisition, degree of
abstraction and words frequency.

• Within the kernel itself, there is a marked gradation of
these same measures when evaluating words from the
kernel, the core and the minimum grounding set.

Among these observations, the key point is most likely the
minimum grounding set (Minset) question. In [15] the authors
establish a direct link between the Minset and the "Symbol
Grounding Problem", first described by Harnad in [16]. This
problem can be briefly summarized as follows: When one
looks for the definition of a word in a dictionary, he sees
that this definition is built using other words. If these other
words are not known, one can, of course, look for them in
the dictionary. But, at the risk of getting caught in an endless
loop, the meaning of some words must be known and rooted
in the sensorimotor experience: "[...] it can not be dictionary
lookups all the way down!" [15].

The symbol grounding problem is especially acute when
learning a new language. In addition to getting familiar with
grammar and syntax, one must acquire vocabulary and learn
enough words to be able to understand and be understood. It
must be possible to associate the external form of a written or
spoken word with its meaning in a given context. According
to Schmitt [17]: “[The] form-meaning link is the first and most
essential lexical aspect which must be acquired”.

What is the best way to learn these new words? Are
there special learning methods or preferred strategies? In
many research works, such as Prince [18], Schmitt [19],
and Joyce [20], the authors compare traditional approaches
used by instructors to teach second language learners. In the
first method called “L1 translation”, new English words are
explained to the student in its mother tongue (the first language
or L1). For example, if the student is Spanish-speaking, the
teacher would give him an explanation of the English word
cat in Spanish, i.e., gato or felino. With the second approach,
named either “L2 context” or “L2 definition”, the student must
deduce by himself the meaning of a new word using the
context in which it was seen or through some other explanation
in English (the 2nd language or L2). One could for example
explain to Jacques, a French-speaking student, the English
word own with a definition such as “to have or hold as
property”. Joyce [20] compares these two methods. The “L1
translation” method is preferred for students with lower levels
of proficiency: “[...] L1 translations for intentional vocabulary
learning is seen to be most effective for students at lower
proficiency levels”, On the other hand, the “L2 definition”

approach is the most effective for vocabulary development:
“for the purposes of general language development, learning
through an L2 definition is favored”.

A simple language dictionary can thus be a surprisingly
effective way to understand and memorize new words. But
for this to be successful, there is however an important
prerequisite. The learner must first master a basic subset of
the words in the new language. Only in this way will he be
able to profitably use a dictionary.

Let us illustrate this point with the student Jacques in the
previous example. Suppose Jacques sees in an English text the
word own, which he does not know. He therefore consults the
Merriam-Webster and finds the definition: “to have or hold as
property” [21]. Assuming that he already knows the meaning
of the words to, have, or, hold and as, but not that of the
word property, he looks further in the dictionary and finds a
definition for the word property: “something that is owned by
a person”. Although he is familiar with the words something,
that, is/be, by and person, this definition is not useful for him.
He faces what we call a definition loop: he needs to know the
meaning of owned/own to understand the meaning of property,
whereas at the beginning he was trying to understand this same
word own. This is the difficulty we previously mentioned, the
“Symbol Grounding Problem”. Dictionary definitions are not
enough by themselves to learn new words. In order to break
out of the Kafkaesque situation created by the definition loop,
one of these 2 words has to be learned some other way. In this
case, Jacques could ask his teacher to explain him either the
word own or the word property.

These same issues lie at the heart of our questioning. We
aim to study the close relationship between the structure of
monolingual dictionaries and the way in which the words of
a language can be learned. In the references cited above (eg:
[15]), the authors analyze the internal structure of dictionaries
using groups of words with specific properties in terms of
graph structure or psycholinguistic characteristics. They eval-
uate the definitional relations between the words to determine
if it is possible to discover clusters of words having properties
related to symbol grounding. Our approach is complementary.
We first develop word lists, called learning strategies, based
either on sequences of words coming from existing psycholin-
guistic norms, or built using graph theory algorithms. We then
study the behavior of our learning strategies with respect to
a reference task: “learning” all the words in a dictionary. We
determine how effectively the strategies manage to break the
definition loops in the dictionaries, thus avoiding the symbol
grounding problem.

The rest of this document is organised as follows. In
Section II, after having introduced some linguistic terminology
and recalled basic notions of graph theory, we propose a
convenient way to represent a lexicon as a directed graph. In
Section III, we describe the notion of learning strategy. We
first look in more detail at the problem of symbol grounding.
Next, we discuss the question of word lists, these teaching tools
frequently used by language instructors. Subsequently, we
propose a formal learning model as well as related algorithms
used to evaluate the strategies efficiency, regarding their ability
to perform the task of “learning” all the words of a lexicon.
We outline in Section IV our experimental environment and
document the source of the digital dictionaries and psycholin-
guistic norms. Then we describe in detail the two types of
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learning strategies developed:

• the algorithmic strategies, built using graph theory algo-
rithms;

• the psycholinguistic strategies, based on psycholinguistic
norms, i.e., lists of words ordered according to specific
psycholinguistic properties.

Section V is devoted to the actual description of the exper-
iments carried out. We present how we collected data and
measured the performance of the strategies used to learn
whole dictionaries. Then we outline the results obtained in
the form of tables and graphs and offer a quick analysis of
the most significant observations. Section VI completes our
presentation by highlighting important findings and suggesting
other avenues for future research.

It should also be noted that this article is a free French
to English translation, with several modifications, of the first
author’s Master thesis [22].

II. DICTIONARIES, LEXICONS AND GRAPHS
In order to clearly position the subject of our study, let us

look at some common definitions of the word “dictionary”.

“Dictionary: a reference source in print or
electronic form containing words usually alphabet-
ically arranged along with information about their
forms, pronunciations, functions, etymologies, mean-
ings, and syntactic and idiomatic uses”

Merriam-Webster [3]

“Dictionary: a book that gives a list of words
in alphabetical order and explains their meanings in
the same language, or another language”

Longman [23]

These descriptions are consistent with the traditional view
that most people hold. However, if we study them in more
details, a central element of the definition stands out: the term
words. In the following example, we look at 2 sentences where
word is used with two different meanings.

Example 1.

a) “Parce que” is a French word that translates to “because”.
In this sentence word refers to the whole “Parce que”
group.

b) “Parce que” is written in two words.
In this case, word corresponds directly to the usual
definition of a word as suggested by Jackson [24]: “a
sequence of letters bounded by spaces”.

Here is another example, showing another aspect of the
ambivalence of word.

Example 2.

a) We found a cat on the porch.
b) There are many cats in the neighborhood.

Here the problem is a variant of the one in the previous
example. Are cat and cats two different words? If we apply
once again the definition from Jackson [24], we can infer that
they are different words. But the fact is that in both cases we
clearly refer to the same “small domestic animal known for

catching mice” [3]. In sentence 2 b), the plural form cats is
used to show that we are talking about several animals.

This kind of ambiguity thus represents an important prob-
lem for our intended automated dictionary processing: the term
word is not precise enough. We need to find a better way to
distinguish its various uses. This is the reason why we first
introduce a more precise linguistic terminology, allowing us
to mitigate the imprecision of the vocabulary. We then put
this terminology to work in order to propose a more formal
definition of a lexicon. Thereafter, after having recalled some
elementary notions of graph theory, we describe a way to
represent a lexicon as a directed graph.

A. Terminology
There is no consensus amongst the different schools of

linguistics as to which terminology is to be preferred. In
this section we therefore propose, in order to simplify the
understanding of our document, a list of the basic linguistic
terms needed to describe our formal model.

Lexicon:
From a linguistic point of view, what is the difference

between a lexicon and a dictionary? In English, the term
lexicon is a common synonym for dictionary. According to the
Merriam-Webster [25] or the Handbook of Linguistics [26], it
is a book containing a list of words, accompanied by their
definition, presented in alphabetical order. In our article, we
use the term lexicon in its strict linguistic sense, namely: “the
theoretical entity that corresponds to all the lexical items of a
language or of an individual, i.e., the mental lexicon” [27, p.
109]. Note that this definition refers to a “set of lexical items”,
and not to a “set of words”. To further highlight the difference
between a dictionary and a lexicon, let us add a few precisions:

1) A dictionary is a model, a particular representation of a
language’s lexicon It emphasizes the descriptive aspect,
the definition of the words.

2) A dictionary is usually presented in alphabetical order,
while there is no such imperative for a lexicon.

3) In a lexicon, the relationships between words are as im-
portant as the words themselves: it is not just a sequential
list of words. One can also see a lexicon as a web of
words linked together by a complex network of various
relationships.

Amongst the many different relationships that words can
have between them, let us look at a few examples:

Example 3.

a) In the sentence: “The cat is a domestic animal”, CAT
and ANIMAL are connected to each other by relations
of hyponymy and hyperonymy. CAT is a hyponym of
ANIMAL, while in the opposite direction, ANIMAL is a
hyperonym of CAT.

b) In the sentence “I saw a stray cat”, the words CAT and
STRAY are connected by another type of relationship.
STRAY is a quality that is commonly applied to a CAT.
However, the qualifier PURPLE, as in “I saw a purple cat”,
is mostly inappropriate for a cat, unless used in a very
specific context, like in a comic book.

c) If we define a CAT as a “small domestic animal known
for catching mice” [3], the words SMALL, DOMESTIC,
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ANIMAL, etc., have here a different relationship with CAT
They help to describe, to define what a CAT is.

Later on, we use this last type of relationship, termed a
“definitional relation”, to explore the structure of lexicons.

Words, lexemes and others:

Let us look now at the different elements that make
up our terminology. Figure 1 illustrates, in the form of an
entity-relationship diagram, the reciprocal links that unite the
linguistic terms required for our analysis. These terms, as well
as the associated writing conventions, are strongly inspired by
Polguère [27], [28].

word form: The Oxford Dictionary defines a word form as:
“a (particular) form of a word; especially each of the
possible forms taken by a given lexeme, distinguished by
their grammatical inflections” [29].
Without going further into linguistic theory, we simply
say that cat and cats are two different word forms
of the lexeme CAT, both of which refer to the same
lexical meaning <cat>. The terms “lexeme” and “lexical
meaning” are defined later on.
Writing convention:
A word form is noted in italics, for example cats.

lexical item: A lexical item - or headword - is the basic unit
of a lexicon, equivalent to an entry in a dictionary. “A
lexical item, also called a lexical unit, is either a lexeme
or a phrase. Each lexicon (lexeme or phrase) is associated
with a given meaning [...]” [27, p. 69]
For example, “seat belt” and “cat” are both lexical items.
“cat” is a simple lexical item consisting of a single word-
form, equivalent to the lexeme CAT. On the other hand,
“seat belt” is a compound lexical item comprising 2
associated word forms.
In our analysis however, we do not tackle the task of
deciding whether a group of words corresponds to a
compound lexical item or not. We believe that is a
different, quite difficult problem, worthy of consideration
on its own. We thus consider further on all word-forms
as candidate lexemes.

lexeme: Let us examine again the two sentences in example 2.
We understand that the two word-forms cat and cats both
make reference to the same concept or idea: the lexical
meaning <cat>. These word-forms are simply “inflected
forms” of the same lexeme CAT. Here, “inflected form”
refers to a morphological change, the addition of an
affix or special ending to the final of a word (noun,
pronoun, participle, adjective) according to its function
in the sentence or proposition [30].
Polguère [27] defines a lexeme as a generalization of
word-form linguistic signs: each lexeme of the language
is structured around a meaning that can be expressed
by a set of distinct word-forms. In other words, we can
think of a lexeme as a way of identifying a precise
lexical meaning, to which a series of grammatical
variations represented by the different word-forms
are associated. In the same manner, the word-forms
write, writes, written, ... are different grammatical
forms of the same lexeme WRITE (Spencer [31]).

Writing convention:
Lexemes are written in small capital letters, as in CAT.
They can also be tagged, as in CHAT1

N, where the
exponent “1” indicates the result of disambiguation and
the index “N” represents the part of speech.

lexical meaning: In this paper, we use the term lexical
meaning to refer to the idea, the mental representation,
to which a lexeme refers. “The lexical meaning refers
to a mental concept that is associated with a lexical
unit to express an idea” [32] The term lexical meaning
can, according to the disciplines and the authors, be
put in parallel with the related notions of concept:
“Between all the individuals thus connected by the
language, it will establish a kind of average: all will
reproduce [...] the same signs united to the same
concepts” [33], as well as category in philosophy
and cognitive psychology, and signified in semiotics.
Writing convention:
The lexical meaning of a lexeme is noted with chevrons.
For example, <cat> is the lexical meaning associated
with the lexeme CAT.

lemma: According to Polguère, a lemma is the
canonical word form used to designate a term
[27, p. 135]. In French for example, we use the
infinitive present to represent a verb, the masculine
singular to represent a noun, etc. According to our
nomenclature, we say that it is the word-form that
has been chosen to identify one or more lexemes.
Writing convention:
1. A lemma is written in non-proportional font, for
example CAT.
2. To distinguish the lexemes associated with the same
lemma, we use an exponent between 1 and n, for
example CHAT1, CHAT2, ..., CHATn.

In automatic language processing, lemmatization is the
operation consisting of identifying the lemma that cor-
responds to the different word-forms of a lexeme. For
example: the lemma GO is the result of the lemmatization
of the word-forms goes, went, ... The distinction between
the terms “lexeme” and “lemma” can sometimes seem
difficult to establish. To help make them stand out, one
only needs to remember that lexeme is rather related to
meaning, to semantics, whereas lemma is related to form,
to morphology.

part of speech: The parts of speech (POS) are classes that
group together lexical items according to their grammat-
ical properties [27]. For the purposes of our presentation,
we consider that all lexemes are part of exactly one of
the following 5 parts of speech: noun, verb, adjective,
adverb and stop word. The first four classes - noun, verb,
adjective and adverb - group the vast majority of lexemes.
The fifth class, stop word, groups all the other lexemes
whose semantic value is poorer.
Writing convention:
The part of speech of a lexeme or a lemma is represented
by a coding label: “N” for name, “V” for verb, “A”
for adjective, “R” for adverb and “S” for stop word.
For example, CATN indicates that the lexeme CAT is a
noun.

In natural language processing (NLP), the term “lemma-
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Figure 1. Entity-relationship diagram of linguistic terms
(simplified)

tization” is used to refer to this process of identifying the
part of speech to which the lexemes of a sentence or text
belong.

Polysemy and Disambiguation:
We previously mentioned that a given lemma can cor-

respond to more than one lexeme. In this regard, linguistic
researchers usually make the distinction between two different
situations [34] :

• homonymy, when the lexemes are of different etymolog-
ical origin.

• polysemy, when the lexemes refer to different meanings
of the same word

The next example, extracted from Jurafsky and Martin’s
work [35], illustrates in a classical way how a “word” can
have many different meanings:

Example 4.

(a) “Instead, a bank can hold the investments in a custodial
account in the client’s name.”

(b) “But as agriculture burgeons on the east bank, the river
will shrink even more.”

(c) “The bank is on the corner of Nassau and Witherspoon.”

To understand these sentences, one has to choose amongst
some possible meanings for the lexeme BANK which one is
the most appropriate, for example:

BANK1
N: “financial institution”,

BANK2
N: “building belonging to a financial institution”,

BANK3
N: “sloping mound”,

In sentences (a) and (c), the context is quite different. It
is relatively easy to disambiguate BANK. Sentence (a) is
about investment, account and client, so BANK1

N is the most
appropriate. In (b) however, BANK3

N is the most relevant since
we are in the context of agriculture, river, etc. Given that the
semantic domain is downright different, we can easily identify
them as homonyms. On the other hand, sentence (c) is more
difficult to analyze. We do not have many clues from the
context to guide our choice. One must know or figure out
that Nassau and Witherspoon are street names and then infer

that we are talking about a building, therefore the branch of a
bank. BANK2

N and BANK1
N are thus polysemous.

This complex process of discriminating the meaning of
words is called “Word Sense Disambiguation” (WSD) or
simply disambiguation. For a human, the distinction is made
naturally, without apparent effort. It is however much more
difficult for an algorithm or computer program: “The reason
that lexical polysemy causes so little actual ambiguity is that,
in actual use, context provides information that can be used to
select the intended sense. Although contextual disambiguation
is simple enough when people do it, it is not easy for a com-
puter to do” [36] According to Corrêa, Lopes and Amancio,
the question of lexical disambiguation in artificial intelligence
even remains an unresolved problem in 2018 [37]. For several
authors, it is considered an AI-complete problem. In other
words, by analogy with NP-complete problems in complexity
theory, it is a problem as difficult as the creation of a real
artificial intelligence [38], [39].

There is thus no cost-efficient and reliable way to disam-
biguate the meaning of words in a sentence. However, when
they build or revise dictionaries, lexicologists usually order
word senses according to their usage frequency, starting from
the most frequently used : CIDE: [7, p. ix], LDOCE: [40],
WORDSMYTH: [41]. Thus, by simply using the definitions
order, “the heuristic of the first sense” generally gives sat-
isfactory results. This method is still a baseline difficult to
surpass: “The first sense heuristic [...] outperforms many of
these systems which take surrounding context into account”
[42]. For these reasons, as well as for the sake of simplicity,
we use the first sense heuristic as a disambiguation method in
this work.

B. Formal definition of a lexicon
As we have seen above, a lexicon can be described from

a linguistic point of view as a set of lexemes accompanied by
their definitions and any other information necessary for their
use [26].

However, for our analysis, we need to go further in
terms of mathematical formalism. Proceeding by successive
refinements, we propose in this section the formal definition
of a complete lexicon.

Definition 1 (Lexicon). A lexicon is a quadruple X =
(A,P,L,D), where:
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(i) A is an alphabet, whose elements are called letters.

(ii) P = { N, V, A, R, S} is a non-empty set of elements
called part of speech (POS). The elements correspond to
the 5 parts of the speech described earlier.

(iii) L is a finite set of triplets ` = (w, i, p), called lexemes
and denoted ` = wi

p, where w ∈ A∗ is a word form, i ≥ 1
is an integer, and p ∈ P . We then say that (w, i, p) is the
i-th sense of the tagged word form (w, p):

- If there is no (w, i, p) ∈ L with i > 1, then w1
p ≡ wp

and (w, p) is monosemic. Moreover, if all (w, i, p) ∈ L
are monosemic, then we say that X is monosemic.

- If there exists a (w, i, p) ∈ L with i > 1, we say that
(w, p) and X are polysemic.

- To make the numbering consistent, we assume that if
(w, i, p) ∈ L and i > 1, then (w, i− 1, p) ∈ L is also
true.

- If p = S, then ` = wi
S is called a stop lexeme.

(iv) D is a function that associates with each lexeme ` ∈ L a
finite sequence D(`) = (d1, d2, . . . , dk), where di ∈ A∗

for i = 1, 2, . . . , k It is called the definition of `.

We can see in Example 5 a polysemic lexicon.

Example 5. Let X = (A,P,L,D) be a lexicon such that:

• A = {a, b, . . . , z}
• P = {N}, where N shows that the part of the speech is a

NOUN,

• L and D are as defined in Table I.

TABLE I. Lexemes and definitions of a polysemic lexicon

` D(`)

FRUIT1
N (plant, part, that, has, seed, and, edible, flesh)

FRUIT2
N (the, result, of, work, or, action)

FLESH1
N (the, edible, part, of, a, fruit, or, vegetable)

FLESH2
N (the, part, of, an, animal, used, as, food)

SEED1
N (the, small, part, of, a, plant, from, which, a, new, plant, can, develop)

Definition 2 (Lemmatized lexicon). Let lemma(w) be a
function that associates to a word-form w ∈ A∗ its lemma.
If we replace in Definition 1 (iv) D(`) = (d1, d2, . . . , dk) by
D(`) = (lemma(d1), lemma(d2), . . . , lemma(dk)), then
D(`) is called a lemmatized definition of `.

We then say that X is a lemmatized lexicon.

Definition 3 (Tagged Lexicon). If we replace in Defini-
tion 2 (iv) the condition di ∈ A∗ with di ∈ A∗ × P , then
D(`) is called a tagged definition of `.

We then say that X is a tagged lexicon. Example 6 shows
such a lexicon.

Example 6. Let X = (A,P,L,D) be a lexicon such that:

• A = {a, b, . . . , z}
• P = {N, V, S}, where N → NOUN, V → VERB, S → STOP

• L and D are as defined in Table II.

TABLE II. Lexemes and definitions for a tagged lexicon

` D(`)
HAVEV (toS, ownV, orS, possessV)

OWNV (toS, haveV, inS, yourS, possessionN)

POSSESSV (toS, haveV, inS, itsS, possessionN, toS, ownV)

POSSESSIONN (having/haveV, orS, owning/ownV, somethingS)

Definition 4 (Disambiguated lexicon). If we replace in Def-
inition 3 (iv) the condition by di ∈ L, then D(`) is called a
disambiguated definition of `.

We then say that X is a disambiguated lexicon.

Definition 5 (complete lexicon). Finally, if X is a disam-
biguated lexicon such that for every ` that is not a stop lexeme
there is a D(`), we then say that X is a complete lexicon.

Example 7. Let X = (A,P,L,D) be a lexicon such as:

• A = {a, b, . . . , z}
• P = {N, V, S}, where N → NOUN, V → VERB, S → STOP

• L and D are defined in Table III.

TABLE III. Lexemes and definitions for a complete lexicon

` D(`)
HAVEV (TOS, OWNV, ORS, POSSESSV)

OWNV (TOS, HAVEV, INS, YOURS, POSSESSIONN)

POSSESSV (TOS, HAVEV, INS, ITSS, POSSESSIONN, TOS, OWNV)

POSSESSIONN (having/HAVEV, ORS, owning/OWNV, SOMETHINGS)

C. Graphs
In this section, we give a brief overview of the mathemati-

cal model used for our analysis of the structure of lexicons: the
graph theory. But first, let us introduce the notion of semantic
network.

For many authors specializing in artificial intelligence, a
semantic network is an especially useful form of knowledge
representation [43]–[45]. Lehmann gives a very concise def-
inition: “A semantic network is a graph of the structure of
meaning” [46]. In its traditional form, a semantic network
represents objects in the form of nodes, connected to each
other by links, which are optionally labeled. Figure 2 provides
an example of a simple semantic network. Nodes and arrows
represent a subset of a database of free associations [47]. In
this study, the authors asked participants, after showing them a
word, to name the first word that spontaneously came to their
mind. For example, in the diagram in Figure 2, “volcano” is
connected to “explode” by an arrow. This means that several
participants spontaneously associated the word “explode” with
the word “volcano” when the latter was used as a primer.

Using the same type of representation, one can easily
imagine representing a lexicon as a graph where the lexemes
are displayed as nodes and the relations between the lexemes
are indicated by links between the nodes. As an example, let
us go back to the definition of the lexeme HAVEV in exemple 7:

D(HAVEV) = (TOS, OWNV, ORS, POSSESSV)
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Figure 2. Association network [8].

Figure 3 represents this same definition of HAVEV as a semantic
network.

This form of representation is quite similar to the way
Bondy and Murphy introduce the notion of graph [48, p. 1],
i.e., “[...] a diagram consisting of a set of points together with
lines joining certain pairs of these points”. But to properly
represent definitional relations between lexemes, we must be
more specific and introduce the notion of directed graph.

Definition 6 (Directed graph). A directed graph D – digraph –
is an ordered pair (V,A) where:

(i) V is a finite set of vertices,
(ii) A ⊆ V × V is a finite set of elements called arcs,

Note: If v1, v2 ∈ V , then (v1, v2) ∈ A does not imply that
(v2, v1) ∈ A.

Example 8. Let D = (V,A) be a directed graph with

V = {v1, v2, v3, v4},
A = {(v2, v1), (v3, v1), (v1, v2), (v3, v2), (v4, v3), (v2, v3),

(v2, v4), (v1, v4), (v3, v4)}

Figure 4 is a visual representation of the digraph D.

From this definition of a directed graph, we derive the
following related notions:

degree
Let D = (V,A) be a directed graph. For u, v ∈ V , u is
a predecessor of v if (u, v) ∈ A. The set of predecessors
of v is written N−(v). The number of predecessors of v
is called the in-degree of v, represented by deg−(v). In
the same manner, we say that v is a successor of u if
(u, v) ∈ A and that the set of successors of u is denoted
N+(u). In this case deg+(u) = |N+(u)| is called the
outer degree of u.

circuit
A finite sequence p = (v1, v2, . . . , vk) ∈ V k is called a

path of D if (vi, vi+1) ∈ A for i = 1, 2, . . . , k − 1. If in
addition v1 = vk, then p is called a circuit.

feedback vertex set
A feedback vertex of D is a subset U ⊆ V of vertices
such that, for any set of vertices c forming a circuit in D,
the set U ∩ c is non-empty [49]. That is, U covers all
circuits of D. The minimum feedback vertex set (MFVS)
problem consists in finding in a graph a feedback vertex
set of size as small as possible. For a general graph, it is
an NP-hard problem, namely that there is no algorithm to
solve this problem in polynomial time unless P = NP [50].
However, by using combinatorial operators and linear
programming techniques [51], [52], Vincent-Lamarre et
al. [15] have succeeded in solving the problem for the
smallest lexicons they considered and in finding a good
approximation for the other ones.

strongly connected component
For u, v ∈ V , we write u→ v if there exists a path from
u to v and we write u↔ if both u→ v and v → u hold.
A strongly connected component (SCC) is a subgraph of
D induced by an equivalence class of the relation↔ over
V . In other words, when it is possible to move from a
vertex u to a vertex v in a strongly connected component,
it is also possible to go in the opposite direction from
the vertex v to the vertex u. Moreover, since ↔ is
an equivalence relation and in particular, transitive, the
induced subgraph will be of maximal size [11].

D. Lexicons and Associated Graphs

Directed graphs are especially suitable for representing the
relations between the lexemes of a lexicon. For our analysis
of the structure of lexicons, we consider only the definitional
relations of the type: lexeme l “is part of the definition” of
lexeme l′.

We represent a lexicon using the following conventions:

• The vertices of the graph correspond to the lexemes.
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Figure 4. Digraph D

• The arcs between the vertices correspond to the relations
between the lexemes. For example, if an arc goes from
vertex l to vertex l′, it means that lexeme l is part of the
definition of l′.

• With regard to stop lexemes, we consider that their lexical
value is very low compared to lexemes of other parts
of speech (noun, verb, adjective and adverb). We do not
represent them in the associated graphs and we do not
take them into account in our analysis. This way of doing
things is used very often in NLP [35], in information
research (RI) [53], and in data mining [54].

More formally, we define an “associated graph”, as follows.

Definition 7 (Associated graph).
Let X = (A,P,L,D) be a complete lexicon. Then G(X)

is X’s associated graph if:

(i) G(X) = (V,A) is a directed graph
(ii) V = L

(iii) If ` ∈ D(`′) and ` is not a stop lexeme, then (`, `′) ∈ A

The following example 9 shows the graph associated with
the small lexicon Xsmall, containing 4 vertices – 4 lexemes –
and 9 arcs – 9 definitional relations –.

Example 9.
Let Xsmall = (A,P,L,D) be a complete lexicon where

L and D are shown in Table IV.
Figure 5 illustrates the graph corresponding to the lexicon

Xsmall.

Example 10.
Figure 6 shows the graph associated with the larger

Xlarge = (A,P,L,D) lexicon, comprising 40 vertices and

TABLE IV. Complete lexicon

` D(`)
HAVEV (TOS, OWNV, ORS, POSSESSV)

OWNV (TOS, HAVEV, INS, YOURS, POSSESSIONN)

POSSESSV (TOS, HAVEV, INS, ITSS, POSSESSIONN, TOS, OWNV)

POSSESSIONN (having/HAVEV, ORS, owning/OWNV, SOMETHINGS)

123 arcs.

III. LEARNING STRATEGIES

In this section, we examine the relationship between the
learning of new words and the structure of dictionaries.

First, we look into what is implied by the phrase “learning
new words”. We seek to understand how we learn to associate
a linguistic token, whether read or heard, with a meaning. For
this purpose, we reexamine the symbol grounding problem [16]
and the pedagogical approach traditionally used to mitigate this
difficulty: the construction of word lists.

In a second step, we propose a high-level model to repre-
sent the process of learning new words. After having formally
defined what “learning a new word” means in our context, we
propose different algorithms to simulate this behaviour.

A. Learning new words
In this section, we address the issue of vocabulary acqui-

sition, particularly in the context of second-language learning.
First, we seek to identify the main difficulties encountered
when using a monolingual dictionary to learn the meaning of
the new words encountered.
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Figure 5. Graph associated with the lexicon Xsmall

Symbol Grounding Problem:
In several articles dealing with this matter, Harnad ana-

lyzes the problem of grounding symbols, the famous Symbol
Grounding Problem [16], [55], [56]. Without going into the
details of linguistics and cognitive science, this question can
be summarized as follows: Where does the meaning of words
come from? How is it that a word we know usually conjures
up something specific? According to Harnad, this is because
the words are grounded in a sensorimotor way:

“How are word meanings grounded? Almost cer-
tainly in the sensorimotor capacity to pick out their
referents.” [56]

However, it is clear that the learning of new words does
not occur in the same way for a young child assimilating the
first basics of his mother tongue as for an adult studying a new
language.

When a second-language learner encounters a word he does
not know, one way around this difficulty may be to consult
a dictionary to find the definition of the unknown word. If
everything goes well, the definition allows him to “learn” the
new word and memorize it. Let us illustrate this situation with
an example from [16]:

(1) Suppose a learner already knows the word horse, which
is well grounded in his sensorimotor experience. He can
easily recognize a horse if he sees one.

(2) Let’s also suppose that striped is known in the same
manner

(3) He would then presumably be able to identify a zebra if he
sees one, using only a simple definition such as “striped
horse”. He could associate the symbol – the word zebra –
with the animal that looks like a horse and that is striped.

But things get more complicated if there are too much
words in the definition that he does not know. In the article of
Blondin Massé et al, the authors describe the uncomfortable
situation where one would endlessly run through the dictionary,
going from unknown words to other unknown words, without
hope of arriving at understanding of the words and of their
definitions [11]. Therefore, for the definition of a word in a
dictionary to be understandable and useful, a sufficient number

of words must already be “grounded”, that is, they must mean
something more than abstract forms on paper or on a screen.
We do not study further how words are actually grounded
in sensorimotor experience. We keep in mind that if enough
words in the definition are known and well grounded, one can
learn a new word and ground it in turn.

Minimum Grounding Set:
We now examine how our formal model for lexicons and

associated graphs reflects the symbol grounding issue.
First, assume that we can learn a new lexeme only if we

already know all the lexemes that appear in its definition. We
can then define a grounding set as a subset of lexemes allowing
us to learn all the other lexemes in this lexicon.

Definition 8 (Grounding set). Given

(a) X = (A,P,L,D) a complete lexicon,
(b) G(X) = (V,A) its associated graph,
(c) U ⊆ V a subset of V ,
(d) L a function defined by L(U) = U ∪ {v ∈ V | N−(v) ⊆

U}.,
if there is a k ∈ Z+ such that Lk(U) = V , we then say

that U is a grounding set of X and that L is k-reachable.

Looking again at lexicon Xlarge in Figure 6, we can use
this definition to validate if a subset of the vertices of Xlarge

is a grounding set.

Example 11.
Let us use a starting subset U = { HAVE1

V, PLACE1
N,

POSSESSION1
N, QUALIFY1

V, REFER1
V, STATE1

N, THING1
N }.

If we recursively apply the previously defined function L,
we get:

L0(U) = U

L1(U) = L0(U) ∪ {PARTICULAR1
A, POSITION1

N, OWN1
V}

L2(U) = L1(U) ∪ {POSSESS1V, SOMETHING1
N}

L3(U) = L2(U) ∪ {CONDITION1
N}

L4(U) = L3(U)
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Figure 6. Graph associated with lexicon Xlarge
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In Figure 7, the elements of the sets L0(U), L1(U), L2(U)
and L3(U) are respectively marked with the symbols , ,

and .
For example, we can see that the lexeme OWN1

V is
1-reachable since it can be learned from the lexemes
POSSESSION1

N and HAVE1
V. Similarly, the lexeme POSSESS1V

is 2-reachable since it can be learned from the lexemes
POSSESSION1

N and HAVE1
V, and OWN1

V. Moreover, since we
have L4(U) = L3(U), there is no way we can learn additional
lexemes and U is not a grounding set of the Xlarge lexicon.

Blondin Massé et al. have shown that there is also an exact
correspondence between the grounding sets of a lexicon X and
the feedback vertex sets of the associated graph G(X) [11].
So, if U is a grounding set of G(X), it means that we
can learn by definition all the other lexemes of X , that is
V \ U . As explained earlier in Section II-C, the calculation
of a minimum feedback vertex set is, in general, an NP-
hard problem. However, as the article by Vincent-Lamarre et
al. [15] demonstrates, it is possible to use algorithms and linear
programming techniques to calculate an exact solution or at
worst to find a close-enough approximation. To illustrate the
calculation of minimal grounding sets, let us look again at
examples of complete lexicons presented in Section II-D.

Example 12.
For the trivial lexicon Xsmall from Figure 8, one can easily

find by trial and error a minimum feedback vertex set, for
instance: {HAVE1

V, POSSESSION1
N}.

Example 13.
On the other hand, for the Xlarge lexicon, which is still

diminutive compared to a real-life dictionary, we find that
the “manual” method is not adequate for finding a minimum
grounding set. Figure 9 illustrates a minimum grounding set
obtained using the method described in Vincent-Lamarre et
al. [15].

{ACCOMPLISH1
V, HAVE1

V, IMPORTANT1
A, LIKE1

A,
MAKE1

V, PLACE1
N, POSSESSION1

N, QUALIFY1
V,

REFER1
V, STATE1

N, THING1
N, NOT1

R, ELSE1
R}

B. Word lists
Let us look at the connection that can be established be-

tween the notions of symbol grounding and minimal grounding
set, and the techniques used for teaching languages.

The importance given to vocabulary teaching in second
language classes has varied over the years, following the evo-
lution of theories and approaches in language didactics [57].
But the fact remains that for students, the acquisition of a large
vocabulary is essential for attaining proficiency in a language.
Teachers and researchers in applied linguistic have thus long
sought ways to facilitate the learning of new words for their
students. In this context, one can understand their interest in
word lists.

Word lists are of word groupings representative of a spe-
cialized field or a language that students must master as early
as possible to become autonomous in their study. They then
have a base of known words allowing them to independently
use dictionaries or other tools to help learning. According to
Nation, "Word lists lie at the heart of good vocabulary course
design" [58].

In the 1930s, Charles Ogden first introduced his "Basic
English", a version of English with simplified grammar and
vocabulary [59]. Basic English was to become, according to
Ogden, a universal language, somewhat like Esperanto. To
facilitate the learning of this basic English, several lists of
words - between 850 and 2000 words - were subsequently
built [60].

In the 1950s, West proposed its General Service List
(GSL), containing about 2000 words frequently used in English
[61]. The GSL has since become a key reference: “There has
been no comparable replacement for the GSL up to now” [62].

More recently, Brezina and Gablasova [63], as well as
Browne [64] both proposed an improved version of the GSL,
named in both cases the New General Service List (NGSL).
Browne also suggests 3 additional lists to complement the
NGSL [65]:

• The “New Academic Word List” (NAWL);
• The “TOEIC Service List” (TSL);
• The “Business Service Lists” (BSL).

But how are these lists constructed? The most commonly
used method is to count the relative frequency of words in a
collection of relevant documents and then classify those words

in a list according to their frequency and their importance
for the author. In a recent publication, Nation presents a de-
tailed description of list construction techniques using corpora
[58].

In this article we propose a different approach, never used
before as far as we know. With this new method, we use a
lexicon and simple graph theory algorithms to efficiently build
word lists. To accomplish this, we first represent the lexicon
as a directed graph and then use graph algorithms to identify
a list of words allowing us to effectively “learn” all the other
words of the lexicon.

C. Learning model
In an article by Picard et al. [13], the authors put forward

the hypothesis that there are two ways to learn new words or
new lexical meanings: verbal instruction and direct sensorimo-
tor induction.

We rely on this premise to build our formal model of
learning. We say that a new lexeme can be learned in two
different ways:

Direct learning: With this approach, lexeme and lexical
meaning are directly connected through sensorimotor ex-
perience. For example, during a visit to a farm, someone
could explain to a child that the animal in front of him
is called a “horse”.
To keep our model simple, we do not concern ourselves
about the way this link is established or what is going on
at the mental and sensorimotor levels. We stick to the fact
that it is a complex operation, which often requires the
intervention of a person or some other entity to clarify the
matter. We have to get out of the pure “world of words”,
so we consider it to be a relatively costly process.

Definition learning: In this case, some lexical information is
used to establish the link between the meaning and the
lexeme; for example, a student searches a dictionary to
find the definition of a zebra.
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Figure 7. Graph associated to lexicon Xlarge

(Lexemes are marked according to their k-reachability ffrom U ).
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Figure 8. Graph associated to lexicon Xsmall

(Lexemes in the minimum feedback vertex set are marked in red).

We assume that this form of learning is much less
expensive than direct learning. It does not require the
intervention of people, nor the participation of a third
party to provide explanations; we remain in the exclusive
sphere of words and meanings.
Nevertheless, in order to avoid falling into the trap of
symbol grounding, we need to assume that a lexeme can
only be learned by definition if it is completely defined,
that is all lexemes in its definition are already known.
In our model, we use a monolingual lexicon as our
external data source.

Within this model, our learning objective is stated as
follows. Starting from an initial situation where we do not
know the meaning of any lexeme, we aim to learn the meaning
of all the lexemes of a lexicon. To do this, the learning process
involves learning the lexemes one by one according to the
following rules:

1) If a lexeme in the lexicon is unknown, but all the
elements in its definition are known already, we learn it
by definition.

2) Otherwise, we learn directly the next lexeme indicated by
the learning strategy.

3) Repeat the previous steps until the entire lexicon is
learned.

Learning Strategy:
Let us now formally define a learning strategy.

Definition 9 (Learning Strategy). Let X = (A,P,L,D) be a
complete lexicon.

(i) A learning strategy S is an ordered sequence of elements
from L.

(ii) If the sequence S viewed as a set is a grounding set of
X , we say that S is exhaustive.

(iii) Otherwise, we say that S is non exhaustive.

In other words, a learning strategy for a lexicon is simply
a list of lexemes in that lexicon sorted in the order in which
they are to be learned. As we will see in the next section, this
list can be derived from an external word list, for example

the Brysbaert and New [66] usage frequency list, or it can be
determined using an algorithm. It is an exhaustive strategy if
it allows us to learn all the lexemes in the lexicon.

Taking into account the two learning ways described above,
we intuitively find that the learning effort for a strategy will
be minimized if it requires to learn directly as few lexemes
as possible. Without loss of generality, we further assume the
cost of learning directly a lexeme to be 1 and 0 for learning
by definition . We also say that a given strategy S1 is more
efficient than strategy S2 if S1 allows to fully learn the lexicon
at a lower cost than S1.

Learning Algorithms:
We now expose the 3 algorithms that will let us calculate

the cost of a learning strategy and determine if it is exhaustive.

Algorithm 1: Partial learning cost
The PARTIALCOST function computes the actual cost
attributed to a strategy. As we mentioned before, some
strategies, deemed non-exhaustive, fail to completely
learn a lexicon. If so, PARTIALCOST calculates the cost
so far and returns the portion of the lexicon that could
not be learned. Otherwise, if the strategy is exhaustive,
the cost returned corresponds to the total cost and there
are no more lexeme to learn. Incidentally, this also allows
us to verify if a strategy is exhaustive or not.
The function PARTIALCOST() accepts the following pa-
rameters:
• S, a learning strategy.
• X , a lexicon.
It returns as result the couple (cost, X ′), where:
• cost is the cost incurred by the strategy S for learning

lexicon X ,
• X ′ is the remaining portion of X that could not be

learned with S. X ′ can be used to determine if S is
exhaustive:
◦ If lexicon X ′ is empty, then the strategy S is

exhaustive and cost is equivalent to the total cost.
◦ If lexicon X ′ is not empty, then strategy S is non-

exhaustive. We must then use a fallback strategy to
completely learn the lexicon and get the total cost.
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Figure 9. Graph associated to lexicon Xlarge

(Lexemes in the minimum feedback vertex set are marked in red).
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The flow of Algorithm 1 is as follows:
line 4: Get next lexeme from strategy.
line 5: Make sure lexeme exists in lexicon.
line 7: Learn lexeme directly, at cost 1.
lines 8-10: Then learn by definition, at cost 0, all lexemes

completely defined.
line 12: Repeat the preceding steps until both the lexicon

and the strategy are empty.
line 13: The cost of the strategy is the sum of the

learning cost for all lexemes learnt directly.

Algorithm 1

1: function PARTIALCOST(S : strategy, X : lexicon)
: (cost, lexicon)

2: cost← 0
3: while S 6= ∅ and X 6= ∅ do
4: `← S.POP()
5: if ` ∈ X then
6: Remove ` from X
7: cost← cost + 1
8: while ∃`′ ∈ X with deg−(`′) = 0 do
9: Remove `′ from X

10: end while
11: end if
12: end while
13: return (cost, X)
14: end function

Algorithm 2: Dynamic Degree Learning Cost
The DYNAMICCOST algorithm calculates the cost to learn
all the lexemes in a lexicon. At each iteration, it choses the
node having the maximum out-degree amongst the ones
remaining in the graph. In other words, it directly learns
the lexeme appearing in the largest number of definitions.
The function DYNAMICCOST() accepts only one param-
eter:
• X , a lexicon.
The flow of Algorithm 2 is:
line 3: Get the lexeme that corresponds to the highest

out-degree node from associated graph.
line 6: Learn lexeme directly, at cost 1.
lines 7-9: Learn by definition, at no cost, all lexemes

completely defined.
line 10: Get next lexeme with highest out-degree.
line 11: Repeat preceding steps until the lexicon and the

strategy are empty.
line 12: The strategy’s cost is the sum of the learning

cost for all lexemes learnt directly.

Algorithm 2

1: function DYNAMICCOST(X : lexicon) : cost
2: cost← 0
3: `← lexeme whose out-degree is highest
4: while ` 6= ∅ do
5: Remove ` from X
6: cost ← cost + 1
7: while ∃`′ ∈ X with deg−(`′) = 0 do
8: Remove `′ from X
9: end while

10: ` ← lexeme whose out-degree is highest
11: end while
12: return cost
13: end function

Algorithm 3: Total Learning Cost
This algorithm calculates the total cost incurred for learn-
ing all lexemes in lexicon X using strategy S.
For exhaustive strategies, the total cost obtained with
this algorithm is identical to the one obtained with Al-
gorithm 1. For non-exhaustive strategies, the total cost
obtained is the sum of strategy S’s cost, plus the cost
incurred by applying to the remaining portion X ′ of the
lexicon a fallback strategy. It is theoretically possible
to devise different algorithms that could be used as a
fallback strategy. In our case, we use the DYNAMICCOST
dynamic out-degree computation method described in
Algorithm 2.
The parameters for the function TOTALCOST() are:
• S, a learning strategy.
• X , a lexicon.

It returns as result:
• total cost: the total cost incurred by learning all lex-

emes in X .

Algorithm 3

1: function TOTALCOST(S : strategy, X : lexicon)
: cost

2: (cost, X ′)← PARTIALCOST(S,X)
3: (total cost)← cost + DYNAMICCOST(X ′)
4: return total cost
5: end function

Complexity Analysis:
The algorithms described in the previous section are very

efficient and easy to implement. Here is an evaluation of their
complexity:

Algorithm 1 : If we take as hypotheses that:
(a) G is the graph associated with lexicon X .
(b) n is the number of vertices in G.
(c) m is the number of arcs in G.
(d) At line 6, vertex removal is done in O(1).
(e) At line 8, we only look at the neighbors of the deleted

vertices.
Then, the time complexity is O(n+m) and the space
complexity is O(n).



262

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Algorithm 2 : If we take as hypotheses that:
(a) G is the graph associated with lexicon X .
(b) n is the number of vertices in G.
(c) m is the number of arcs in G.
(d) At line 5, vertex removal is done in O(1).
(e) At line 7, we only look at the neighbors of the deleted

vertices.
(f) At lines 3 and 10 the list of candidates is managed

using a priority queue, in time O(log n).
(g) The priority queue is implemented using a heap

The total cost for line 3 is O(m log n), since each vertex
v is processed in O(log n) at most O(deg(v)) times. The
time complexity is therefore O(m log n) and the space
complexity O(n).

Algorithm 3 : The time complexity for Algorithm 3 is there-
fore O(m log n) and the space complexity is O(n).

IV. DATA SETS

In this section, we present the data we used to study of
the structure of the dictionaries. First of all, we describe the
digital dictionaries from which the lexicons and asssociated
graphs were built. All of them are works from professional
lexicographers and are published in electronic format. Then,
we look at the different learning strategies developed to “learn”
the words in the lexicons. They are of two types:

• psycholinguistic strategies, built from specially labeled
word lists, called psycholinguistic norms,

• algorithmic strategies, obtained by analyzing the structure
of graphs associated with the lexicons.

A. Digital Dictionaries
As a basis for the analysis of lexicon’s structure, we

used eight different monolingual English-language dictionaries
developed by professional linguists. Most of them are available
in digital or paper format, with the exception of Wordsmyth,
available only on the web.

The Cambridge International Dictionary of English (CIDE)
is an English-language dictionary developed for ESL – English
as a Second Language – students [7]. The version we used
comprises about 19,000 articles and 47,000 lexemes.

The Longman Dictionary of Contemporary English
(LDOCE) is an advanced dictionary also for ESL students.
It was first published in 1978 [6]. It includes about 29,000
articles and 70,000 lexemes.

These 2 dictionaries, CIDE and LDOCE, have a common
feature [67], [68]. They are both “monolingual learners dic-
tionaries” (MLD), that is dictionaries developed especially for
the needs of second language students, in this case English
[69, p. 739, Rundell]. Both of them were built from their
own control vocabulary. In other words, all definitions use
only words from a restricted vocabulary, making it easier
for novice users to understand definitions. In both cases, the
control vocabulary contains about 2000 lexemes.

The Merriam-Webster’s Collegiate Dictionary (MWC) is
the largest dictionary we studied [21]. The 11th edition
includes more than 250,000 lexemes, grouped into 70,000
articles.

WordNet (WN) is not a dictionary in the true sense of
the word. It is rather a lexical database of the English-
language [69, p. 665, Fellbaum]. The different lexemes are

regrouped into synonym sets or synsets. Each synset then
refers to a “meaning” and to a gloss – definition –. Synsets
are also connected to each other by different types of semantic
relations, such as hyponymy, hyperonymy, etc. The version we
used, WordNet 3.0, contains about 132,000 lexemes grouped
into 57,000 synsets.

According to its authors, Wordsmyth is at the same time
a dictionary and a thesaurus [41]. Unlike CIDE and LDOCE,
it does not use a control vocabulary. However it offers, in
addition to the definition of a given word, information about
its synonyms, antonyms and similar words [41]. It is available
in 4 versions:
• The “Wordsmyth Educational Dictionary-Thesaurus”

(WEDT) is the most comprehensive, comprising 73,000
lexemes. It was first developed in the 1980s.
• The “Wordsmyth Illustrated Learner’s Dictionary”

(WILD) is an illustrated dictionary for children. It
includes 4,200 lexemes.
• The “Wordsmyth Learner’s Dictionary-Thesaurus”

(WLDT) is an intermediate level dictionary. It comprises
6,000 lexemes.
• The “Wordsmyth Children’s Dictionary-Thesaurus”

(WCDT) is a beginners dictionary. It contains 20,000
lexemes.

Using a sequence of pre-treatments, we transformed all
these digital dictionaries into disambiguated and complete
lexicons. To do this, we first extracted from each dictionary
the words with the desired parts of the speech: noun, verb,
adjective and adverb. In addition, we did not considered the
compound lexical items in our analysis; they were ignored dur-
ing the transformation of dictionaries into lexeme graphs. We
then lemmatized and pos-tagged the lexemes in the definitions
with the “Stanford POS-tagger” [70], again ignoring the stop
words. Finally, we disambiguated the lexemes using the first
sense heuristic.

Table V presents some basic statistical data for the 8
lexicons considered:
• The number of lexemes in each dictionary (Lexemes).
• The number of lemmas (Lemmas).
• The average polysemy, being the average number of

lexemes per lemma.
• The number of lexemes used in the definitions (Lexemes

used).
• The ratio of the number of lexemes used vs the total

number of lexemes (Usage Ratio).

TABLE V. Basic statistical data on lexicons

Lexemes Lemmas Polysemy Lexemes Usage
Lexicon Used Ratio

WILD 4 244 3 081 1.377 2 995 0.972
WLDT 6 036 3 433 1.758 2 212 0.644
WCDT 20 128 9 303 2.164 6 597 0.709
CIDE 47 092 18 694 2.519 8 773 0.469
LDOCE 69 204 22 511 3.074 10 074 0.448
WEDT 73 091 28 986 2.522 18 197 0.628
WN 132 547 57 243 2.316 29 600 0.517
MWC 249 137 68 181 3.654 33 533 0.492

After building the graphs associated with the lexicons, we
then analyzed their structure. Many measures can be applied
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to networks or graphs. Among others, Batagelj et al., identify
a series of measures specifically aimed at dictionary graphs
[71]. For our analysis, we selected the numbers that present
a quick overview of the graphs. Table VI shows the results
obtained from the graphs associated with the 8 lexicons:

• The number of vertices (Nodes).
• The number of arcs (Arcs).
• The number of strongly related components (SCCs).
• The number of lexemes in the largest SCC (<SCC).
• The diameter of the largest SCC (Diameter), being “[...]

the largest number of vertices that must be traversed in
order to travel from one vertex to another” [72, ].

• The density of the graph (Density).
The density of a graph G = (V,E) is the ratio of the
number of arcs |E| in G over the maximum number of
arcs possible = (|V | · |V − 1|)/2 [73].

• The Characteristic Path Length (CPL) – the average
length of the shortest paths – is calculated for a graph
G = (V,E) using the following formula [74]:∑

u,v∈V

d(u, v)

|V |(|V | − 1)

TABLE VI. Associated graphs structural data

Nodes Arcs SCCs <SCC Diam. Dens. CPL
Lexicon

WILD 4 244 45 789 2 750 1 446 17 10.79 1.75
WLDT 6 036 28 623 5 088 858 25 4.74 1.10
WCDT 20 128 102 657 17 551 2 341 22 5.10 0.87
CIDE 47 092 334 888 45 306 1 702 16 7.11 0.21
LDOCE 69 204 415 052 67 224 1 770 16 6.00 0.16
WEDT 73 091 362 569 67 318 5 056 29 4.96 0.61
WN 132 547 694 067 124 589 7 079 30 5.24 0.50
MWC 249 137 1 155 085 239 478 8 842 29 4.64 0.31

B. Learning Strategies
There are a very large number of different strategies for

learning all the words of a dictionary or lexicon. One could
imagine trying them all. If a lexicon contains n lexemes, there
are then n! different ways to order them to specify a learning
order. Except for trivial cases, it is obviously impossible to
evaluate all those possibilities. We decided to restrict our study
to two kinds of strategies:

• Psycholinguistic Strategies: These strategies are based
on lists of words ordered according to psycholinguistic
properties.

• Algorithmic Strategies: These strategies are built using
algorithms from graph theory. Among these, one can dis-
tinguish the adapted strategies, built solely for a specific
lexicon, and the global strategies based on normalized
structural properties common to all lexicons.

Psycholinguistic Strategies:
Researchers interested in the cognitive aspects of language

have long used standardized databases, called psycholinguistic
norms, which group words according to their psycholinguistic
properties [75]–[78]. For example, the MRC database lists
150,837 English-Language words, for which 26 different psy-
cholinguistic properties are listed [78].

Among the recent psycholinguistic norms, we have selected
five of them, made available by their authors as a supplement
to their research work. They are lists of words based on
psycholinguistic variables frequently used by researchers in
language psychology: words usage frequency, age of acqui-
sition and degree of concreteness [79]. The usage frequency
measurement is probably the most commonly used norm for
psycholinguistic research [66]. It is a measure of the rate of
occurrence of words within a given corpus, normalized to 1
million. Age of acquisition is an estimation of the age at which
children are presumed, on average, to have learned a word. As
for the concreteness, it "[...] refers to the degree to which words
refer to individuals, places and objects that can be seen, heard,
touched, smelled or tasted" [80, cited by [75]].

Table VII presents the 5 data sources we used to construct
our learning psycholinguistic strategies, versus the psycholin-
guistic variables from which they were derived. It goes without
saying however that our analysis could easily be extended
to other databases or other variables, depending on data
availability.

TABLE VII. Psycholinguistic Variables and Learning Strategies

Variable Strategy Source # Words

Usage frequency FREQBrysbaert [66] 74 000
Usage frequency FREQNGSL+ [65], [81], 6 600

[82], [83]
Age of acquisition AOABrysbaert [84] 31 000
Age of acquisition AOAChildes [85] 13 000
Concreteness CONCBrysbaert [86] 37 000

To build our learning strategies, we first lemmatized and
disambiguated the words from the databases in order to
transform them into lexemes, and then ordered them according
to the psycholinguistic variable considered. For example, for
a strategy based on the age of acquisition, the first lexeme
proposed by the strategy corresponds to the word that the
authors consider to be learned the earliest in the development
of the child. Then the second lexeme suggested corresponds to
the second word learned and so on until we get to the lexeme
estimated to be learned the latest.

An additional alignment step between lexicons and strate-
gies is required. Since the psycholinguistic data used to
construct the strategies come from heterogeneous sources,
the lexemes they contain do not necessarily match with the
lexicons. When a lexeme proposed by a strategy does not
appear in a lexicon, we choose to simply ignore it. In particular,
we do not measure the degree alignment of psycholinguistic
strategies with lexicons, that is, the size of the intersections
between the strategies and the lexicons. This is one of the
limitations of our analysis. If we were to tackle it in the future,
this could possibly allow a more refined assessment of the
quality of the strategies.

Let us now look at how the different learning strategies
were developed.

The first strategy in table VII, FREQBrysbaert is derived from
the norm described in [66]. The authors assembled it from
SUBTLEXUS, a corpus of film subtitles in American English.
It includes 74,000 unlemmatized words.

The FREQNGSL+ strategy comes from lists of words used
to learn English as a second language. Although word lists
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are not based solely on psycholinguistic criteria, they are still
an important domain of research since the works of Ogden
[59] and West [61]. For this paper, we selected the “New
General Service List” (NGSL) from Browne, Culligan and
Phillips [65]. This is an improved version of West’s original
list, containing 2,800 words selected from the Cambridge
English Corpus (CEC). To enable the NGSL to be more easily
compared to other psycholinguistic strategies, we developed
an augmented version: the NGSL+. The latter is obtained by
concatenating to the NGSL three other lists of complementary
words developed by the authors of the NGSL from specialized
corpora:
• The New Academic Word List (NAWL) is constructed

from a body of academic texts [81]. It contains 963 words.
• The Business Service List (BSL) is a list of 1700 words

related to business and commerce [82].
• The "TOEIC Service List" (TSL) is intended for students

wishing to attain the "Test of English for International
Communication" (TOEIC) certification. It is a list of 1200
words that complement the NGSL [83].

To build the AOABrysbaert strategy, we used the norm based
on the age acquisition norm from Kuperman et al. [84].
Since it is not possible to get this information directly from
the children themselves, the most frequently used method
is to interview adults and ask them to assess the age at
which they have learned certain words. For their research,
Kuperman, Stadthagen-Gonzalez and Brysbaert used a crowd-
sourcing technique based on the Amazon Mechanical Turk.
Adult participants were asked to estimate how old they were
when they learned the words from a list. From their responses,
the authors constructed a list of 31,000 words tagged with their
estimated age of acquisition, ranging from 1 to 21 years old.

The other age-based acquisition strategy, AOAChildes, uses
data from another source: the project “Child Language Data
Exchange System” (CHILDES) [85]. In this case, a different
method was used to collect the data. The age of acquisition
was estimated from recorded conversations of children aged 1
to 11 years. The resulting list, noisier than the previous one,
contains 13,000 words.

For the CONCBrysbaert strategy, we used Brysbaert, War-
riner and Kuperman’s norm [86]. As with their study on the
age of acquisition, the authors used crowdsourcing to recruit
participants. The adults chosen had to classify words on a
concreteness scale ranging from 1 to 5, 1 being completely
abstract and 5 corresponding to the most concrete words. For
example, the concrete words banana, apple and baby are of
degree 5, while belief and although are respectively of degree
1.19 and 1.07. The list thus created contains 37,000 words.

Algorithmic Strategies:
Algorithmic strategies are lists of lexemes derived from the

structural properties of graphs, which means that lexemes are
ordered according to the results of graph theory algorithms.

Table VIII summarizes the algorithmic strategies we have
experimented with. It should be noted that all these strategies
directly use the COST or DYNAMICCOST algorithms without
resorting to a fallback strategy. In contrast to psycholinguistic
strategies, the techniques used ensure that lexicons are fully
“learned” when the algorithms terminate.

With the first 3 strategies, MFVS<lex>, DD<lex> and
SD<lex>, we get as many different strategies as lexicons,

TABLE VIII. Algorithmic learning strategies

Strategy Property Algorithm Number

MFVS<lex> Min. Grounding Set COST 8
(1 per lexicon)

DD<lex> Dynamic Degree DYNAMICCOST 8
(1 per lexicon)

SD<lex> Static Degree COST 8
(1 per lexicon)

MFVSmixed Min. Grounding Set COST 1
DDmixed Dynamic Degree COST 1
SDmixed Static Degree COST 1

each one of them being adapted to a specific lexicon. Here
the <lex> index represents the lexicon. For instance, SDLDOCE

corresponds to the static degree strategy for the LDOCE
lexicon.

The MFVS<lex> strategies are assembled individually for
each lexicon <lex> from the minimum grounding set calculated
with the method described in definition 8. Although the prob-
lem of calculating a MFVS is NP-hard in general, it was still
possible to obtain an optimal solution for 6 of the 8 lexicons
and a good approximation for the 2 others. In this specific case,
the order of the lexemes in the strategy is not considered.

With the DD<lex> Dynamic Degree strategies, the next
lexeme to be learned is not chosen from a predetermined
list. As described in Algorithm 2, it is calculated dynamically
at each step by selecting the vertex whose out-degree is the
highest. Since “learned” lexemes are systematically removed
at each step, it is equivalent to selecting each time the lexeme
that appears in the greatest number of definitions.

For the SD<lex> Static Degree strategies, the next lexeme
to learn comes from a list containing all the lexicons of the
lexicon. The lexemes are ordered in descending order of the
out-degree of their corresponding vertices. Unlike the DD<lex>

strategies, the degree of vertices is computed statically when
the graph is initially built. Thus, one begins to learn the
lexemes from the one that is used in most definitions, going
to the least used.

In order to evaluate whether the use of strategies uniquely
built for each lexicon could distort the results, we also de-
veloped global strategies, based on structural data common
to all the lexicons. Those strategies, called mixed strategies,
are assembled by merging into one global list all the lexemes
coming from the strategies adapted to each lexicon. For exam-
ple, the lexemes from the 8 DD<lex> strategies are merged to
form the DDmixed list. It is built by randomly choosing one
of the 8 lexicons, and then selecting the next lexeme from the
corresponding strategy. If the lexeme is already in the global
list, it is ignored. We then repeat this process until all the lists
are exhausted. For example, the DDmixed strategy was built
by concatenating the lexemes in the order shown in Table IX.

V. RESULTS AND DISCUSSION

In this section, we present the results obtained during our
experiments. First, we explain the different measures collected
during the execution of the algorithms on the lexicons. We then
show comparative results for the various learning strategies
and the 8 lexicons analyzed. We conclude the section with a
discussion of the results.
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TABLE IX. Mixed learning strategies

Number Lexeme Origin

1. BE;V DDWILD
2. HAVE;V DDWN
3. PERSON;N DDWLDT
4. USE;N DDWN
... ... ...
5990. DEALFISH;N DDMWC
5991. PHENYTOIN;N DDMWC

A. Measurements

To allow for the combinations of strategies and lexicons to
be compared, different performance indicators were recorded
during the tests.

Detailed Learning Measurements:

When learning a lexicon with a strategy, a series of values
is recorded each time a lexeme is learned directly. This makes
it possible to evaluate the pace of the learning process. Table X
shows an overview of the data recorded during one learning
cycle of the MWC lexicon using the AOABrysbaert strategy.

TABLE X. Learning progress (partial)

Cost Nodes Arcs Degree Lexeme Fallb.
1 249 056 1 152 896 2 mama;n 0
2 249 054 1 152 894 2 mom;n 0
3 249 053 1 152 892 8 potty;n 0
4 249 051 1 152 884 17 yes;n 0
5 249 047 1 152 867 1 522 water;n 0
6 249 039 1 151 337 130 wet;a 0
7 249 037 1 151 208 33 spoon;n 0
8 249 036 1 151 175 51 nap;n 0
9 249 030 1 151 121 2 daddy;n 0

10 249 028 1 151 119 18 hug;n 0
11 249 026 1 151 101 212 shoe;n 0
10 249 028 1 151 119 18 hug;n 0
11 249 026 1 151 101 212 shoe;n 0

... ... ... ... ... ...

10113 14 14 1 kakemono;n 484
10114 12 12 1 stilbestrol;n 485
10115 10 10 1 ciphertext;n 486
10116 8 8 1 banderilla;n 487
10117 6 6 1 amphitryon;n 488
10118 4 4 1 mannose;n 489
10119 2 2 1 phenytoin;n 490

We can see the following measures:

Cost: Number of lexemes learned directly since the beginning
of the cycle

Nodes: Number of vertices remaining in the graph (before
learning the lexeme)

Arcs: Number of arcs remaining in the graph (before learning
the lexeme)

Degree: Out-degree of the lexeme
Lexeme: Lexeme learned
Fallb.: Cumulative cost of the fallback strategy

Global Performance Measurements:

At the end of a learning cycle, global performance indica-
tors are also recorded. Table XI shows, for each combination
of lexicons and learning strategies, their performance in terms
of cost, efficiency, percentage of words learned directly, and
coverage (if applicable).

The counters shown are:

Cost: Indicates the total learning cost for the strategy, i.e.,
the total number of lexemes that had to be learned
directly in order to successfully learn the full lexicon (see
algorithms 1 and 2). For example, the cost for the DDWILD

strategy and the WILD lexicon is 574. Thus represents the
total number of lexemes that had to be learned directly.

Efficiency: Efficiency is the ratio of the total number of
lexemes over the cost of learning. We see that the WILD
lexicon contains 4,244 lexemes and that 1,260 lexemes
had to be learned directly with the FREQNGSL+ strategy.
The efficiency of the FREQNGSL+ for the WILD lexicon
is therefore 4,244/1,260 or 3.37. We can interpret this
measure as the average number of lexemes that can be
learned by definition for each lexeme learned directly. In
other words, we learn on average 2.37 additional lexemes
by definition every time we learn a lexeme directly.

Pct: Percentage of words learned directly for a given strategy
and lexicon. This corresponds to the proportion of the
number of lexemes learned directly, relative to the total
number of lexemes in the lexicon. For example, for
the WEDT lexicon and the FREQNGSL+ strategy, the
percentage of lexemes learned directly is 3 238 over 73
091 or 4.43%.

Coverage: Valid for non-exhaustive strategies only, this num-
ber measures the efficiency of the strategy, as a percentage
of the total cost, vs the fallback strategy. For example,
for the WCDT lexicon and the FREQNGSL+ strategy, the
coverage is 82.9%. This means that out of a total learning
cost of 1,354, 1,122 lexemes, or 82.9%, were learned
with the FREQNGSL+ strategy. The remaining 232 (17.1%)
were learned with DD, our fallback strategy. On the other
hand, for this same WCDT lexicon and the FREQBrysbaert
strategy, the coverage reaches 99.8%.

It turns out that, unsurprisingly, the most efficient strategies
are those that take advantage of the minimal grounding set:
the MFVS<lex>. Coming right after, the strategies optimized
according to the vertices out-degree - DD<lex> and DS<lex> -
are also very efficient. We also remark that for some lexicons -
MWC, WN, WEDT, WCDT - the FREQNGSL+ and AOAChildes
strategies have a low coverage rate of less than 90%.

B. Discussion
Global Performance Measurements:
The Figures in this section (Best viewed in colors) compare

different aspects of the learning process for the 8 lexicons
studied. Each of the sub-figures is produced using the detailed
performance measurements recorded while lexemes are being
learned.

The first series of graphs in Figure 10 compare the learning
rate of algorithmic strategies versus psycholinguistic strategies.

To facilitate comprehension, let us examine Figure 10a for
the CIDE lexicon. It shows the learning rate for the algorithmic
strategies MFVSCIDE and DDCIDE in comparison with the
FREQNGSL+ and FREQBrysbaert psycholinguistic strategies.
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TABLE XI. Cost, efficiency, percentage and coverage

CIDE LDOCE MWC WN WEDT WCDT WLDT WILD
Strategy Measure

# Lex 47 092 69 204 249 137 132 547 73 091 20 128 6 036 4 244
MFVS Cost 349 484 1 544 1 251 1 365 570 231 340

Eff. 134.93 142.98 161.36 105.95 53.55 35.31 26.13 12.48
Pct 0,74% 0,70% 0,62% 0,94% 1,87% 2,83% 3,83% 8,01%
Cov. s. o. s. o. s. o. s. o. s. o. s. o. s. o. s. o.

DD Cost 684 843 3 095 2 566 2 389 897 394 574
Eff. 68.85 82.09 80.50 51.66 30.59 22.44 15.32 7.39
Pct 1,45% 1,22% 1,24% 1,94% 3,27% 4,46% 6,53% 13,52%
Cov. s. o. s. o. s. o. s. o. s. o. s. o. s. o. s. o.

DS Cost 687 838 3 081 2 558 2 386 899 394 577
Eff. 68.55 82.58 80.86 51.82 30.63 22.39 15.32 7.36
Pct 1,46% 1,21% 1,24% 1,93% 3,26% 4,47% 6,53% 13,60%
Cov. s. o. s. o. s. o. s. o. s. o. s. o. s. o. s. o.

MFVSmixed Cost 704 966 3 077 2 835 2 348 957 398 612
Eff. 66.85 71.64 80.96 46.75 31.13 21.03 15.17 6.93
Pct 1,49% 1,40% 1,24% 2,14% 3,21% 4,75% 6,59% 14,42%
Cov. s. o. s. o. s. o. s. o. s. o. s. o. s. o. s. o.

DDmixed Cost 768 963 3 466 3 002 2 574 987 448 645
Eff. 61.32 71.82 71.88 44.15 28.39 20.39 13.47 6.57
Pct 1,63% 1,39% 1,39% 2,26% 3,52% 4,90% 7,42% 15,20%
Cov. s. o. s. o. s. o. s. o. s. o. s. o. s. o. s. o.

DSmixed Cost 793 988 3 776 3 021 2 721 1 024 454 678
Eff. 59.32 70.00 65.98 43.87 26.86 19.65 13.30 6.25
Pct 1,68% 1,43% 1,52% 2,28% 3,72% 5,09% 7,52% 15,98%
Cov. s. o. s. o. s. o. s. o. s. o. s. o. s. o. s. o.

FREQNGSL+ Cost 2 813 1 954 5 008 4 127 3 238 1 354 712 1 260
Eff. 16.74 35.42 49.75 32.12 22.57 14.87 8.48 3.37
Pct 5,97% 2,82% 2,01% 3,11% 4,43% 6,73% 11,80% 29,69%
Cov. 97.0% 90.4% 71.2% 73.4% 67.7% 82.9% 97.9% 92.8%

FREQBrysb Cost 6 751 2 170 8 217 7 204 6 555 1 999 960 1 193
Eff. 6.98 31.89 30.32 18.40 11.15 10.07 6.29 3.56
Pct 14,34% 3,14% 3,30% 5,44% 8,97% 9,93% 15,90% 28,11%
Cov. 99.9% 99.3% 96.1% 94.8% 98.7% 99.8% 99.7% 99.6%

AOAChil Cost 4 971 5 010 7 729 7 284 5 586 3 409 1 585 2 016
Eff. 9.47 13.81 32.23 18.20 13.08 5.90 3.81 2.11
Pct 10,56% 7,24% 3,10% 5,50% 7,64% 16,94% 26,26% 47,50%
Cov. 99.4% 97.7% 82.9% 86.3% 84.3% 97.3% 99.7% 98.3%

AOABrysb Cost 7 105 4 851 10 119 10 340 8 278 2 950 1 284 1 430
Eff. 6.63 14.27 24.62 12.82 8.83 6.82 4.70 2.97
Pct 15,09% 7,01% 4,06% 7,80% 11,33% 14,66% 21,27% 33,69%
Cov. 99.6% 99.2% 95.2% 94.0% 96.7% 97.6% 99.5% 95.7%

CONCBrysb Cost 8 900 11 669 16 580 17 037 12 792 6 042 2 373 2 477
Eff. 5.29 5.93 15.03 7.78 5.71 3.33 2.54 1.71
Pct 18,90% 16,86% 6,65% 12,85% 17,50% 30,02% 39,31% 58,36%
Cov. 99.7% 99.6% 96.4% 96.0% 97.5% 98.9% 99.7% 97.6%

We can see:
• The curves illustrating the learning rate, identified by a

different color for each lexicon:

• A tile of the same color as the curve, showing for each
strategy the total cost incurred:

• Another tile showing, for each non-exhaustive strategy,
the point where it was required to resort to the fallback
strategy:

For the CIDE lexicon (Figure 10a) as well as for all the
lexicons in Figure 10, we see that the MFVS strategy is the
most efficient one. This confirms the hypothesis that learning
the minimal grounding set lexemes allows to quickly break the
definition loops.

The graphs in Figure 11 show the learning rate for dynamic
degree strategies versus those based on the static degree. We
note that these two algorithmic strategies, DD <LEX> and SD
<LEX> give in practice equivalent results.

The graphs in Figure 12 compare the learning rate for
the algorithmic strategy DD<LEX> versus the psycholinguis-
tic strategies FREQNGSL+, FREQBrysbaert, AOABrysbaert and
CONCBrysbaert. We see that psycholinguistic strategies are
much less effective in breaking the definition loops. Since
the lexemes order is decided according to psycholinguistic
criteria, many lexemes are learned directly and increase the
cost of the strategy, whereas they could have been learned by
definition - at zero cost - later in the learning cycle. Among the
psycholinguistic strategies, the two frequency-based strategies,
FREQNGSL+ and FREQBrysbaert, are the most effective, whereas
the CONCBrysbaert strategy is clearly less efficient. Intuitively,
we see that it is not possible to succeed in learning all the
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(a) CIDE (b) LDOCE

(c) MWC (d) WN

(e) WEDT (f) WCDT

(g) WLDT (h) WILD

Figure 10. Learning: Algorithmic vs Psycholinguistic Strategies
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(a) CIDE (b) LDOCE

(c) MWC (d) WN

(e) WEDT (f) WCDT

(g) WLDT (h) WILD

Figure 11. Learning: Dynamic vs Static Strategies
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words of a dictionary by using only concrete words. One must
combine two kinds of words, abstract and concrete, to build
definitions that properly translate the lexical meaning.

Figure 13 compares the learning rate of age-based strate-
gies. At first glance, AOAChildes seems to offer a better ef-
ficiency than AOABrysbaert. However, since OAChildes contains
far fewer lexemes than AOABrysbaert, its coverage is lower. The
fallback point is reached very soon, before having learned
40% of the lexemes. In this case, the use of a fallback
strategy makes direct comparison between AOAChildes and
AOABrysbaert difficult. That being said, although the AOAChildes
and AOABrysbaert strategies are not the most successful ones,
they show that in most cases it is is sufficient to know less
than 15% of the lexemes to learn the rest by definition.

The graphs in Figure 14 compare the mixed algorithms
learning rate against the most effective psycholinguistic strate-
gies. Since they are optimized to use as few lexemes as possi-
ble, algorithmic strategies are clearly more efficient. Lexemes
ordering is the key factor making one strategy more efficient
than the other. We notice large differences in this regard
when comparing strategies based on the same psycholinguistic
criteria. For example, the word dog appears at 485th rank in
AOAChildes, while it is ranked 25th in AOABrysbaert.

Efficiency:
Table XI presents overall performance measurements for

learning strategies. Figure 15 (best viewed in colors) plots
efficiency for each evaluated lexicon and strategy. Each lexicon
is each represented by a color coded curve. The strategies are
shown on the X axis, from left to right in descending order of
efficiency.

We can distinguish 3 different groups of strategies:

1) The 1st group comprises only one strategy: the algorith-
mic MFVS<lex>. For every lexicon, it is clearly the most
efficient.

2) The second group gathers the other graph algorithmic
strategies. DD<lex> and SD<lex> are uniquely optimized
for each lexicon, while MFVSmixte, DDmixte and SDmixte
are global strategies common to all lexicons. They are
less efficient than MFVS<lex>, but still very good.

3) Finally, the third group brings together the psycholin-
guistic strategies FREQNGSL+, FREQBrysbaert, AOAChildes,
AOABrysbaert and CONCBrysbaert. Their performance is
clearly inferior comparer to algorithmic strategies.

In summary, the uniquely optimized strategies,
MFVS<lex>, DD<lex> and SD<lex>, are the most efficient
ones. As for the question of whether it is possible to develop
“general” strategies as efficient as “lexicon specific” strategies,
the mixed strategies show that this is possible. The 3 mixed
strategies, MFVSmixte, DDmixte and SDmixte are almost
as efficient as the “lexicon specific” strategies. For each
lexicon, they perform much better than strategies based on
psycholinguistic variables.

VI. CONCLUDING REMARKS

By definition, a traditional dictionary is a closed world.
According to Amsler, “[...] the dictionary is a closed system,
i.e., words used in definitions are defined elsewhere in the
dictionary” [87, p. vii]. It is therefore possible to build a graph
structure from the words of a dictionary and the definitions

that link them together. In this article, our goal was to use
graph theory and algorithms to study these dictionary graph
structure.

Although the terms dictionary and word may seem a priori
clear and unambiguous, their imprecision makes them unsuited
for rigorous mathematical analysis. We decided to replace
them in our discussion by more precise terms: lexicons and
lexemes. We also established a linguistic terminology allowing
to formally define the notions of lexicon and associated graph.

In order to explore the structure of lexicons, we have shown
the interest of using a formal word learning process as an
analytical tool. We considered that a word - a lexeme - can
be learned in two ways: by definition, when all the lexemes
in its definition are already known, and by direct learning,
when one needs to invest significant effort to ground it through
some sensorimotor perception. We also described our learning
model, as well as related strategies and algorithms aiming to
minimize the effort and cost required to learn all the lexicons
of a lexicon.

Subsequently, we described the source data used to carry
out our analyzes: monolingual digital dictionaries and psy-
cholinguistic norms.

Finally we exposed our results in two different ways:

• in terms of learning rate, which is a measure of how
quickly a strategy progresses toward its goal of learning
all lexemes;
• in terms of efficiency, being the ratio between the number

of lexemes learned by definition and the number of
lexemes learned directly.

Our analysis confirmed the results of other researchs ( [15],
[16], [55]). Circular relationships between words play a key
role in the organization and structure of dictionaries.

If we consider a dictionary from the strict point of view
of its utility for the reader, the definition of a word will be
relevant insofar as the latter already knows all the words that
make up this definition, or at least enough words to understand
the intended meaning.

“The usefulness of a dictionary definition de-
pends on its ability to explain a meaning using words
the reader already knows” [88].

If this is not the case, the reader must look for unknown
words. And in all dictionnaries, there are necessarily many
circular definitions:

“In a typical dictionary, more than a quarter of all
definitions are written using words whose definitions
ultimately refer back to the word being defined” [88]

A reader who does not know enough of the language will
inevitably encounter intractable definition loops. Our analysis
has shown that the most efficient learning strategies are those
that break those definition loops as quickly as possible. In this
regard, those who use the minimum grounding set - feedback
vertex set of the associated graph - work best. However,
the problem of finding a feedback vertex set is NP-hard.
Even using advanced approximation techniques, this remains
a complex calculation.

Our results show that alternative strategies, built using sim-
ple graph properties, can also be very efficient. For example,
with a strategy ordering lexemes according to the out-degree
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(a) CIDE (b) LDOCE

(c) MWC (d) WN

(e) WEDT (f) WCDT

(g) WLDT (h) WILD

Figure 12. Learning: Frequency



271

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

(a) CIDE (b) LDOCE

(c) MWC (d) WN

(e) WEDT (f) WCDT

(g) WLDT (h) WILD

Figure 13. Learning: AOA based Strategies
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(a) CIDE (b) LDOCE

(c) MWC (d) WN

(e) WEDT (f) WCDT

(g) WLDT (h) WILD

Figure 14. Learning: Optimized Strategies vs Mixed
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1st group: MFVS

2nd group:
Graph based

3rd group:
Psycholinguistic

Figure 15. Lexicons: Efficiency vs Strategies

of their corresponding nodes, one can learn rapidly all the
lexemes of a lexicon. In practical terms, this corresponds to a
list of words ordered according to the number of times words
appear in the definition of other words. Such a method by far
outperforms psycholinguistic strategies .

In addition to their use as a dictionary analysis tool, the
algorithmic strategies examined present additional advantages.
To our knowledge, they represent a new approach for the
development of word lists similar to those used in language
teaching.

The word lists used by ESL teachers have traditionally been
corpus-based, that is mainly built according to words frequency
in a corpus. As an alternative, we propose a simple algorithmic
strategy, based on the out-degree of vertices.

Although it is not possible to claim that the value of a
word list is limited to its “efficiency”, we believe that this new
approach could be used with profit, especially in cases where it
is not possible to use existing word lists. In this case, or in the
absence of an established corpus, the use of a digital lexicon
or specialized dictionary would allow to establish easily a list
of the relevant words or concepts, as well as the order in which
they should be learned.

Future perspectives
A few words about the many research tracks left unex-

plored will conclude this article.
One might first think of extending the field of experimen-

tation to new sources of data. Whether using new dictionaries,
different digital lexicons, other algorithms for graph analysis,
or new psycholinguistic norms, the possibilities are numerous.
Similarly, one could explore dictionaries in fields such as
medicine, mathematics, music or other specialized domains.

In addition, although resources in this area are often quite
difficult to obtain, other languages would definitely offer
rewarding research avenues. The analysis of monolingual dic-
tionaries for languages other than English, or even of bilingual
dictionaries, would for sure present many challenges.

Finally, the use of more advanced techniques to lexically
disambiguate the definitions would offer a significant improve-
ment to our methodology. Although the first sense heuristic
usually gives satisfactory results and constitutes a strong
baseline, newer techniques using neural networks and deep
learning would certainly be worthwhile to explore. Improved
word sense disambiguation as well as handling of compound
lexical items would allow to build associated graphs more
representative of underlying dictionaries and lexicons.
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Abstract— It is only a decade ago that smartphones appeared on 

the market. However, the market has since grown rapidly, and 

people of all ages now use smartphones. In many cases, people 

read text on their smartphones, but depending on the design of 

a website, it may be difficult to read its text. By improving the 

resolution of the text, the readability of the text can be improved. 

One research area for increasing the resolution is Super 

Resolution (SR), which includes Non-Linear Signal Processing 

Super- Resolution SR (NLSP), a method that can be 

implemented on smartphones. However, NLSP has never been 

applied to text to improve readability. Text has many kinds of 

characters, such as Chinese characters, and alphabets of 

different languages. Features of these characters are different. 

We applied NLSP to Japanese text including Chinese characters, 

katakana and numbers, displayed on Liquid Crystal Display 

(LCD), and verified its effectiveness using a subjective 

assessment. In addition, we applied NLSP to English text and 

compared the difference between image quality text with and 

without NLSP. The subjective assessment results show that 

NLSP can increase the resolution of Japanese and English text. 

Thus, the assessment results for text on LCD are discussed in 

this paper. 

Keywords- Nonlinear signal processing; Super-Resolution; 

Subjective assessment; Smartphone. 

I.  INTRODUCTION 

Smartphones have become daily necessities in modern 
society. In addition to processing communication functions, 
such as telephone and e-mail, it is possible to obtain 
information in real time via the Internet. When used for the 
above functions, text must often be read, in the form of 
operation buttons or explanatory text. Support functions to 
make text easier to read, such as changing the font size, are set 
in the application that is preinstalled in the operating system 
(such as mail, smartphone settings, etc.). However, there are 
websites that do not have a font size larger than a certain size 
even if the text is enlarged, and sites where the color of the 
background and the text is very similar. Therefore, problems, 
such as these can make it difficult to read the text.  

Improving the resolution of the images can make it easier 
to read a text. One method to improve resolution is Super-
Resolution (SR) technology [1]. Most 4K Televisions (TV) 
are equipped with SR. Non-Linear Signal Processing SR 
(NLSP) is an SR technology that can be embedded into 
smartphones [2]. The algorithm is simple and fast: hence, 

processing with software is possible, and smartphones with 
NLSP are already being sold on the market [3]. The 
effectiveness of NLSP is higher than that of other SR 
technologies [4][5], and NLSP is effective even in smartphone 
videos [6].  

However, the effectiveness of NLSP for text on 
smartphone display has not been verified. In this study, we 
verify the effectiveness of using a smartphone with NLSP 
compared to one without NLSP.  

Images processed with NLSP are introduced only to the 
display of the smartphone and there is no electric output of the 
processed image. Therefore, it is impossible to use an 
objective assessment because the objective assessment 
requires electric image signal with and without NLSP. 
Subjective assessment is the only way to assess the difference 
between the displays. However, subjective assessment is only 
a reflection of how we feel. It is difficult to ensure the 
reproducibility of subjective assessments. In addition the 
subjective assessments require observers and time to assess 
the image quality. 

Although there are issues with the subjective assessment, 
the ITU-R has standardized subjective assessment methods. 
ITU-R BT.710 recommends experimental conditions to 
obtain reproducible results in subjective assessment 
experiments [7]. However, BT.710 does not mention practical 
quantitative scoring assessment, which is defined in BT.500. 
They are the Double Stimulus Continuous Quality Scale 
(DSCQS) and the Double Stimulus Impairment Scale (DSIS). 
In this experiment, we need to compare five smartphones and 
they are different manufactures products, and BT.500 and 
BT.710 do not meet our requirements. One of our authors 
developed a subjective assessment for multiple displays [7][8]. 
It applies best–worst method, and statistical analysis is 
introduced to analyze reproducibility. It shows good results if 
the images/videos are selected appropriately.  

This paper is organized as follows. In Section Ⅱ, the 
subjective assessment for multiple displays is explained. In 
Section Ⅲ, NLSP is explained. In Section Ⅳ, the test images 
are presented and the experiments are explained. In Section Ⅴ, 
the statistical analysis is adapted to the assessment results and 
in Section Ⅵ the analyzed result is discussed. Section Ⅶ is 
the conclusion of the paper. 
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II. QUANTITATIVE ASSESSMENT OF DIFFERENT 

SMARTPHONE DISPLAYS 

Smartphone displays show us images as optical signal. It 
is difficult to compare image quality between different types 
of smartphones. It is very difficult to conduct objective 
quantitative assessments between optical images. Until now, 
objective comparison of the image quality using different 
types of smartphone displays has not been reported. In this 
study, we introduced subjective assessment, and made it 
possible to quantitatively asses the image quality between 
different displays. 

Objective assessment and subjective assessment are 
evaluation methods. Objective assessments analyze the signal 
and express high and low image quality by a numerical value. 
However, the results of an objective assessment do not always 
match with how we feel. For example, an original image is 
given in Figure 1(a), and the degraded image is given in Figure 
1(b). The Peak Signal to Noise Ratio (PSNR) of the degraded 
image in Figure 1(b) is 40.1112dB. A PSNR 40dB is generally 
said to be a high image quality [9]; however, Figure 1(b) 
contains degradation in the form of a black square in the center 
of the image. When images include local degradation, the 
results of PSNR sometimes deviate from our feeling.  

Thus, objective assessments cannot reflect image quality 
accurately. In addition, objective assessments require a 
comparison of the assessment image with the original image. 
As discussed in the previous section, signals processed inside 
the smartphone cannot be output anywhere outside the display. 
Therefore, assessment by signal analysis is impossible, and 
thus the experiment is conducted using subjective assessment.  

The best–worst method was adopted as the assessment 
method using multiple displays. Normalized ranking method 
and paired comparison method are other assessment methods. 
Experimental stimuli are ranked at once in the normalized 
ranking method. The process of the method is simple; 
however, when differences between the stimuli are small, 
sometimes the differences cannot be detected because of large 
differences between stimuli influences. In the paired 
comparison method, stimuli are compared one on one and 
ranked. Two stimuli are selected, and the observers evaluate 
the stimuli based on the other. Thus, differences between 
stimuli can be obtained in detail. However, evaluation is 
performed for all the stimulus combinations, which places a 
heavy burden on the observers. In the best–worst method, 
observers select the best stimuli and the worst stimuli. After 
excluding the selected stimuli, the observers again select the 
best and the worst from the remaining stimuli.  

Although normalized ranking method is common, the 
best-worst method can detect small differences more 
accurately than the normalized ranking method. Accuracy of 
the best-worst method is lower than the paired comparison. 
However, the time consumption of the best-worst method is 
shorter than that of the paired comparison. It means that 
observers’ burden of the best-worst method is lower than that 
of the paired comparison. Therefore, in this paper, the best–
worst method is adopted.  

  

(a) Original image 
(b) Degraded image 
(PSNR: 40.1112dB) 

Figure 1. Objective assessment by PSNR 

 
In this study, an assessment experiment was conducted 

using five smartphones. The test images are screenshots of a 
website containing text. 

III. SUPER RESOLUTION 

      Super resolution technology is a method to improve 

image/video resolution, and mounted on most 4K TVs. 

Although smartphones that has 4K resolution display are for 

sale, images/videos that have 4K resolution are insufficient. 

Therefore, it is necessary to improve the image/video 

resolution. However, it is impossible to mount current 

mainstream SR technologies to smartphones due to the tech-

nical reason. In this section, problems of the conventional SR 

technologies if they are mounted to smartphones, and NLSP, 

which can solve the issue are explained. 

A. Super resolution for smartphones 

The purposes of TV and smartphone are different; 
therefore, performance difference, such as display size and 
processing speed, is great.  
      If conventional SR are mounted to smartphones, issues 

will occur. For example, image quality difference cannot be 

understood on small smartphone displays, and processing 

will be slow because processing works on software. Although 

designed hardware for implementation SR is mounted in TVs, 

smartphones have no space to mount new hardware.  

      Therefore, it is impossible to implement SR for TVs to 

smartphones. The size of the monitor becomes an important 

factor in seeing an SR processed image [10]. Much research 

on SR has been conducted. However, it does not discuss the 

difference in clarity of the image depending on the display 

size. Even if images are processed with SR, whether SR is 

effective or not on small smartphone displays has not been 

reported. SR studies freely select their processed image sizes 

to recognize the resolution improvement. Personal Computer 

(PC) monitors have been used to check image resolution. 

Although commercial HDTV sets with SR technology can be 

used (Tos, 2009 [11]), the screen sizes of HDTVs are 40 

inches or larger.  On the other hand, the display sizes of 

commercial smartphones are approximately 5 to 6 inches. It 

is difficult to recognize improvement with SR on a small 

display. Even if we can recognize resolution improvement on 

a large display, such as a PC monitor or HDTV, it is not 
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always recognizable on smartphone displays. Therefore, if 

we are to implement SR technology, it is meaningless to 

implement the SR function unless resolution improvement is 

recognized.  Smartphones are developed on the assumption 

that they are portable; therefore, the small devices are used to 

carry out many functions. Thus, it is impossible to add 

devices to a smartphone to use SR. There are two difficulties 

in implementing SR on a smartphone with limited resources. 

The first is the complexity of the SR algorithm. Many SR 

algorithms have been proposed (Farsiu et al. [10], Park et al. 

[12], Katsaggelos et al. [13], van Eekeren et al.[14], Panda et 

al. [15], Glasner et al. [16], Sun et al. [17], Dong et al. [18]). 

Super Resolution image Reconstruction (SRR) and Learning-

Based Super Resolution (LBSR) are typical SR technologies, 

though many others have been proposed. However, all SR 

algorithms, including SRR and LBSR are difficult to use in 

real time for video because they require iteration to create a 

high-resolution image. Iteration is very time consuming and 

difficult to execute on the CPU/GPU of a smartphone. 

Although a non-iteration SRR algorithm for HDTV has been 

proposed (Matsumoto and Ida, 2010), the resolution is lower 

than that of a conventional HDTV and an additional device 

for implementation SRR is required.  

      The second difficulty is SR on smartphones must work on 

the CPU/GPU of a smartphone. Due to the space and power 

consumption, it is difficult to add a device for SR 

implementation to a smartphone. If we add a new device to a 

smartphone, the new parts will shorten battery duration 

owing to higher power consumption. Thus, to use SR on a 

smart-phone, it is necessary to work with the limited 

resources, such as the CPU/GPU, of a smartphone. The 

CPU/GPU executes many tasks, and resources, such as the 

memory bandwidth are limited. If sufficient CPU/GPU 

power and resources are not provided for the SR process, a 

video cannot be processed in real time, and frame drops can 

occur. In the worst case, the video will freeze. To overcome 

these difficulties, an SR algorithm for a smartphone must be 

simple and sufficiently light to work on CPU/GPU power and 

limited resources. 

B. NLSP 

      NLSP is a simple and fast SR technique, which made it 
possible to implement SR to smartphones for the first time in 
the world.  
      The process is similar to enhancer that it increases 
resolution by emphasizing edges; however, NLSP emphasizes 
high-frequency components extracted from the input image 
using a nonlinear function [2]. Figure 2 shows the signal flow 
of NLSP. The input signal has two paths. The first path 
consists of a High-Pass Filter (HPF), Non-Linear Function 
(NLF), and a Limiter (LMT). This path generates high-
frequency components that the original video does not have. 
High-frequency components include the edges and details of 
an image/video. HPF detects the edges of the input signal. 
Then, the detected edges are processed with the NLF. It can 
create high-frequency components not included the  

 
Figure 2. Block diagram of NLSP 

 

input video. An example of an NLF is a cubic function (f(x) =
𝑥3). The function can amplify the high-frequency components 
by as many as three times. We explain the NLF using the cubic 
function f(x) = 𝑥3. It is well known that images and videos 
can be expressed by sine and cosine waves with Fourier series. 
If f(x) is assigned sinθ, it is changed to (sin 𝜃)3  using the 
cubic function. Similarly, if f(x)  is assigned cosθ , it is 
changed to (cos 𝜃)3. (sin 𝜃)3 can be changed to sin(3θ) and 
(cos 𝜃)3  can be changed to cos(3θ) . sin(3θ)  and 
cos(3θ)are harmonic waves, and the frequency is higher than 
the original video. The cubic function is just an example of a 
nonlinear function, and the NLF is used to create the high-
frequency components by harmonic waves. The harmonic 
waves are generated only from the edges detected with the 
HPF. Flat areas do not have edges; therefore, there are no 
harmonic waves. The LMT saturates these large values to fit 
the harmonic waves to the video. 
      The second path is from the input, and it is directly 
connected to the Adder (ADD). The ADD adds the harmonic 
waves processed by the LMT to the original video. The 
process is conducted pixel by pixel.  

Therefore, the output of the ADD has high-frequency 
components not included the original video. This processing 
method can improve the resolution, and even generate high-
frequency components that exceed the Nyquist frequency of 
the original video. This simple and fast algorithm has led to 
the development of real-time NLSP hardware.  
      Figure 3 shows an image processed with NLSP hardware. 

Figure 3(a) is an enlarged image from HDTV to 4K. Figure 

3(b) is the NLSP processed result of Figure 3(a). Although 

Figure 3(a) is blurry, Figure 3(b) more clearly expresses the 

edge and details than Figure 3(a). Figures 3(c) and (d) are the 

two-Dimensional Fast Fourier Transform (2D-FFT) results of 

Figures 3(a) and (b) respectively.  

      Figures 3(c) and (d) show the frequency characteristics in 

the frequency domain. The horizontal and vertical axis are the 

horizontal and vertical frequencies of the image. The center 

of the image shows low-frequency. The frequency is higher 

with distance from the center. Figure 3(d) has horizontal and 

vertical high-frequency components that are  
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(a) 4K image enlarged from HD (b) 4K image enlarged with NLSP 

  
(c) 2D-FFT result of Figure 3(a) (d) 2D-FFT result of Figure 3(b) 

Figure 3. Image processed with real-time NLSP hardware 

 

  
(a) Input image (b) Image processed with smartphone emulator 

  

  
(c) 2D-FFT result of Figure 4(a) (d) 2D-FFT result of Figure 4(b) 

Figure 4. Image processed with an NLSP smartphone 
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not present in Figure 3(c). This means that NLSP creates high-
frequency components, and increases the resolution.  
      Although Super-Resolution image Reconstruction (SRR) 
and Learning-Based Super Resolution (LBSR) are the current 
mainstream SR technologies, they cannot be mounted to a 
smartphone. SRR is a technology that generates a high-
resolution image from multiple degraded images [10]; 
however, the processing requires iteration. When the input 
image and output image have the same resolution, the 
technique is not very effective [19]. LBSR is a method that 
increases resolution using a database [20]. The effectiveness 
is affected by the database, and the processing requires both 
an expensive database and iteration. Thus, both of the above 
technologies require complex processing. In addition, their 
effectiveness is lower than that of NLSP [5][8]. 
      Although the NLSP algorithm is very simple, whether 
NLSP can process videos in real-time on CPU/GPU of a 
smartphone has not been verified. One of the authors used a 
smartphone emulator to prove that NLSP can work normally 
on a smartphone [2]. Figure 4 shows the NLSP processed 
result with a smartphone emulator. Figure 4(a) shows a frame 
of an input video. Figure 4(b) shows the NLSP processed 
result of Figure 4(a) on a smartphone. Figure 4(a) more clearly 
expresses the edge and the details than Figure 4(a) does. 
Figures 4(c) and (d) show the 2D-FFT results of Figures 4(a) 
and (b) respectively. Figure 4(d) has horizontal and vertical 
high-frequency components not included Figure 4(c). The 
results show that NLSP can process in real-time and improve 
the resolution on a smartphone. A smartphone with NLSP has 
already been sold on the markets (Figure 5) [3]. 

IV. EXPERIMENT 

The effect of image processing differs, depending on the 
image. We adjusted NLSP for text; hence, it was necessary to 
verify the effect of NLSP for text. When a new technology is 
developed, it is necessary to compare a processed image with 
an unprocessed image. Thus, in this experiment, a smartphone 
with NLSP and one without NLSP were compared. The result 
of the comparison indicates the effects of using NLSP. In 
addition, the experiment was conducted using smartphones 
from different manufacturers and verified the effect of NLSP 
in comparison with other technologies. 

Text includes many types of characters, such as Chinese 
characters, hiragana, and alphabets. Each character has 
different features. Most Chinese characters consist of straight 
lines. Hiragana and alphabets consist of straight and curved 
lines. Therefore, even if NLSP is effective when applied to 
Chinese characters, we do not know whether NLSP is 
effective or not for characters that have different features. 
Thus, in this study, we conducted a subjective assessment to 
evaluate the image quality of Japanese text including Chinese 
characters, katakana, and hiragana. After, a similarly 
subjective assessment was conducted using English text. 

A. Experimental Condition 

The observers were instructed on the experimental 
procedure, the meaning of resolution and the point of 
evaluation. Explanation of the resolution was conducted  

 
Figure 5. Developed Smartphone with NLSP 

 

using training images to make the observers understand 
correctly. In addition, the observers were instructed not to 
consider the color, brightness, or noise of the image. When the 
observers purchase a smartphone, the viewing distance is 
different for each observer. Thus, observers could freely 
adjust the viewing distance. After evaluation, we investigated 
points where the observers gazed to judge whether the 
observers correctly evaluated differences in resolution. 

B. Test Images 

      Nine screenshots of websites containing text were used as 
experimental images. Five images were Japanese text, and the 
others were English text. Japanese text images included  
hiragana, katakana, and Chinese characters. The images are 
shown in Figure 5. The resolution of all the images is WQHD. 
Figure 5 [a]-[e] shows the Japanese text images. Figure 5 [f]- 
[i] shows the English text images. The Japanese text images 
are of websites browsed by many people (a site for 
smartphones, a PC, a map). The site for smartphones is 
enlarged and viewed when the site has small text; therefore, 
an un-enlarged site image and two enlarged site images were 
used. One of the two enlarged images contained text with only 
small differences in color from the background color. 
Similarly, the three English text images are screenshots of 
websites for a smartphone and a map. When web articles 
written on PDF are browsed, the resolution is often low. Thus, 
one of the website screenshots for smartphones is a PDF 
article page. 

C. Observers 

At least 20 observers are required for adequate statistical 
analysis. In this experiment, 23 observers participated in the 
experiment and had normal visual acuity and color vision. 
Non-experts who do not work in the image industry cannot 
always distinguish image quality differences, even if experts 
can distinguish them. If there is a significant difference in the 
experiment using non-experts, the difference of image quality 
is great. Therefore, all the observers were non-experts. 
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[a] Map [b] Route [c] TV [d] Airport [e] Ticket 

     

    
[f] Station [g] Company [h] Article [i] News 

Figure 6. Test images 

 

D. Experiment 1 

In Experiment 1, NLSP was applied to Japanese text, and 
the subjective assessment to evaluate the image quality of  
NLSP for text was conducted. A smartphone with NLSP and 
a smartphone without NLSP, and different manufacturer’s 
smartphones were used. This experiment shows that NLSP is 
more effective than the conventional SR technologies. 

1) Experimental Equipment 
      Five smartphones were used in this experiment. To ensure 
that the results were not caused by display differences, two of 
the five smartphones featured the same terminal. One was a 
smartphone with NLSP (smartphone A), and the other was 
one without NLSP (smartphone B). The remaining three 
smartphones were smartphones from different manufacturers 
(smartphone C–E). The display resolution of smartphones A 
and B was WQHD (2560 × 1440), whereas that of the others 
was full HD (1920 × 1080). The brightness was adjusted to be 
close to the same brightness. 

2) Experimental Method 
      The observers evaluated the image quality of the test 
image and ranked the five smartphones by resolution. The 

best-worst method was used in the experiment. First, the 
observers selected the best (1st rank) and the worst (5th rank) 
smartphones from the five smartphones. Second, the next best 
(2nd rank) and the next worst (4th rank) smartphones were 
selected in the same way from the remaining three 
smartphones. The remaining smartphone was ranked 3rd. 

E. Experiment 2 

      In Experiment 2, English text images with and without 
NLSP were compared and evaluated.  

1) Experimental equipment 
      Two smartphones were used to evaluate the image quality. 
These were the same terminal smartphones. One smartphone 
output images processed with NLSP to a display. The other 
output unprocessed images. When the image quality 
assessments were conducted using multiple displays, it was 
proven that an individual difference of displays did not affect 
the results [21].  
      The smartphones have 5.4 inch display, and the resolution 
is WQHD. The brightness was adjusted to be close to the same 
brightness on both devices.  
      The observers compared images displayed on 
smartphones, and chose the smartphone, which had the higher  
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TABLE  I. Analysis result (Map) 

 
 

resolution. To prevent prejudice from affecting the results, 

the state of NLSP (ON/OFF) was not revealed to the 

observers. 

V. RESULTS 

In this section, the results of the two experiments in the 

previous section are explained.  

1) Experiment 1 results 
      The assessment results were analyzed, and the presence 
or absence of significant differences was identified. The 
assessment results were quantified, and the average scores 
representing the image quality of each stimulus were 
calculated [22]. The calculation requires a normalized score 
𝐾𝜀𝑙 , which can be calculated using 𝑃𝑙  and 𝜀𝑙. 𝑃𝑙  is the average 
of each segment of the range from 0 to 100 separated into the 
number of stimuli. In this experiment, the number of stimuli, 
i.e., the number of smartphones (n), equals 5. The value 𝜀𝑙 is 
the median of each segment of the standard normal 
distribution separated into n segments. 𝐾𝜀𝑙  is the percentile of 
the standard normal distribution. Thus, 𝐾𝜀𝑙  is the distance 
from the average of the standard normal distribution. The 
values of 𝐾𝜀𝑙  were given as a normalized score according to 
rank. The average scores of the total score are the evaluation 
values for each stimulus. 
      The aggregate results of “Map” (Figure 3(a)) are shown 
in Table 1. The rows represent rank, and the columns 
represent stimuli (smartphones A–E). The values of 
intersection (𝑓𝑘𝑙) are the number of observers for stimulus k 
for rank l. Thus, 𝑓1𝐴 indicates that 22 observers ranked the 
smartphone with NLSP (smartphone A) 1st.  
      First, rank is converted to a value. The higher the ranking, 
the higher the 𝑟𝑙  value of the smartphone, where 𝑟𝑙  is 
calculated as follows:  

 𝑟𝑙 = 𝑛 − 𝑙 + 1 (1) 

      The percentile values 𝑃𝑙  are calculated using 𝑟𝑙 as follows: 

 𝑃𝑙 = 
𝑟𝑙 − 0.5

𝑛
100 (2) 

      The calculation results are shown in each row 𝑟𝑙 , 𝑃𝑙  of 
Table 1. Next, 𝜀𝑙 is calculated using (3) or (4). If the value of 
𝑃𝑙  is larger than 50, formula (3) is used. If the value of 𝑃𝑙  is 
50 or less, formula (4) is used. This is because the values of 
𝜀𝑙 are calculated based on the point of the variance 0 of the 
standard normal distribution.  

 

𝜀𝑙 = 

1 −
𝑃𝑙
100

  (𝑃𝑙 > 50) (3) 

 
𝑃𝑙
100

  (𝑃𝑙 ≤ 50) (4) 

      The calculation results are shown in row 𝜀𝑙 of Table Ⅰ.  
𝐾𝜀𝑙  is calculated using 𝜀𝑙 from the normal distribution table. 
The values of 𝐾𝜀𝑙  shown in Table Ⅰ were given to each 
stimulus according to the ranking. The average scores (𝑅𝑙) of 
the total scores (∑(𝑓𝑘𝑙 × 𝐾𝜀𝑙)) are the evaluation values of the 
stimulus. For example, the average score 𝑅𝐴 is calculated as 
follows: 𝑅𝐴 = 28.72 23⁄ ≒ 1.25 . The average scores and 
total scores are shown in Table 1. The average scores of “Map” 
(Figure 3(a)) are shown in the yardstick graph in Figure 4. 
The horizontal axis indicates the average score. The marks on 
the axis (oval, triangle, square, rhombus, and x) indicate the 
average scores of each stimulus (smartphone A, smartphone 
B, smartphone C, smartphone D, and smartphone E, 
respectively). The higher the average score, the higher the 
evaluation. In Table 1, the average score of smartphone A is 
the highest, indicating that smartphone A has the highest 
resolution.  
      A t-test was used to verify the significant difference 

between the stimuli. The variance of the average score (𝑆𝑘
2) 

and the statistical quantity 𝑡0 are calculated as follows:  

 𝑆𝑘
2 =  

𝛴{𝑓𝑘𝑙 × (𝐾𝜀𝑙)
2}

√𝛴(𝑓𝑘𝑙)
− 𝑅𝑘

2 (5) 
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 𝑡0 =
𝑅𝑥 − 𝑅𝑦

√∑(𝑓𝑘𝑙) (𝑆𝑥
2 + 𝑆𝑦

2)
√∑(𝑓𝑘𝑙)∑{(𝑓𝑘𝑙) − 1} (6) 

      The value ∑(𝑓𝑘𝑙) indicates the number of observers. x 
and y are stimuli. The calculation results are shown in Table 
1. The values of t are calculated using the Degree of Freedom 
(DoF) from t distribution. In this experiment, the DoF is 
DoF = 2 ∗ ∑(𝑓𝑘𝑙) − 2 = 46 − 2 = 44 . The t value of 1% 
significant level is 𝑡1% = 2.414134 and that corresponding 
to a 5% significant level is 𝑡5% = 1.68023. If the value of 𝑡0 

is larger than the value of 𝑡5%, there is a significant difference 
between stimuli.  
      Here, smartphone A is the highest, and smartphone D is 
the second highest. The 𝑡0 value between smartphones A and 
D (𝑡0(𝐴, 𝐷)) and the result of the t-test is as follows:  

 𝑡0(A, D) = 10.33 >  𝑡1% (7) 

      In (7), 𝑡0(𝐴, 𝐷) is larger than 𝑡1%. This result indicates 
that smartphone A has a higher resolution than smartphone D 
and has a significance value of 1%. The results of the 3rd rank 
(smartphone C), 4th rank (smartphone B), and 5th rank 
(smartphone E) are as follows:  

 𝑡0(D, C) = 4.13 >  𝑡1% (8) 

 𝑡0(C, B) = 0.53 >  𝑡1% (9) 

 𝑡0(B, E) = 2.77 <  𝑡5% (10) 

      𝑡0(𝐷, 𝐶)  and 𝑡0(𝐶, 𝐵)  are larger than 𝑡1% . Therefore, 
there are significant differences of 1% between smartphones 
D and C, and smartphones C and B. 𝑡0(𝐵, 𝐸) is less than 𝑡1% 
and 𝑡5% , indicating that there is no significant difference 
between smartphones B and E. The arrows indicate significant 
differences in the graph in Figure 4. The asterisks represent 
the level of significant difference between stimuli. “**” 
represents a significant difference of 1%, and “*” represents a 
significant difference of 5%. The analysis results of images 
[b–e] are shown in Figure 3 (b–e). Smartphone A has the 
highest resolution and significant differences of 1% between 
other smartphones in all the images. On the other hand, 
smartphone E has the worst resolution for all of the images 
and significant differences for four out of five images with the 
other smartphones. 

2) Experiment 2 results 
      In Experiment 2, the observers compared the images 
processed with and without NLSP, and chose the smartphone, 
which had the higher resolution. We calculated ratio of each 
smartphones selected, and evaluated the statistical significant 
differences between the stimuli. In statistics, there are two 
important criteria about the significant difference. They are 
95% and 99%. To obtain the 95% significant difference, at 
least 20 observers are required. If one out of twenty observers 
selects the smartphone with NLSP, the 95% significant 
difference between the stimuli is obtained. In contrast, if two 
observers select the smartphone with NLSP, the probability is 
90%. In statistics, 90% does not indicate a significant 
difference. In this experiment, more than 20 observers 
participated. Thus, if 95% of the observers assess that the 
smartphone with NLSP has a higher resolution than the 
smartphone without NLSP, there is a significant difference of 
95%.  

●A   ▲B   ■C   🔶D   ×E 

 
[a] Map 

 
●A   ▲B   ■C   🔶D   ×E 

 
[b] Route 

 

●A   ▲B   ■C   🔶D   ×E 

 
[c] Schedule 

 

●A   ▲B   ■C   🔶D   ×E 

 
[d] Airport 

 

●A   ▲B   ■C   🔶D   ×E 

 
[e] Ticket 

Figure 7. Assessment results (Experiment 1) 

 

        Figure 7 shows the results. The vertical axis represents 
the stimuli, the horizontal axis represents the number of 
observers. Here, the smartphone with NLSP is represented as 
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“NLSP,” and the smartphone without NLSP is represented as 
“OFF.” 
      The results are explained using the result of “Station” 
(Figure 7[a]) and that of “Company” (Figure 7[b]). The graph 
of Figure 7[a] indicates that 23 observers selected NLSP as 
having high resolution, and no one selected OFF. The results 
show that all the observers, that is, 100% observers assessed 
that NLSP has a higher resolution than OFF. Therefore, NLSP 
has a higher resolution, and there is a significant difference of 
99% between the stimuli. In Figure 7[b], 22 observers selected 
NLSP, and one observer selected OFF. More than 95% of 
observers selected NLSP, which indicates that the result has 
reproducibility of more than 95%. Figure 7 [c], [d] show the 
results of the other test images. The results show that NLSP 
has a higher resolution than OFF, and there are significant 
differences of more than 95% between the stimuli for all of 
the images. 

VI. DISCUSSION 

      In Experiment 1, smartphone A (with NLSP) has the 
highest score and a significant difference of 1% between the 
other smartphones (which are either without NLSP or from 
different manufacturers) in all the images. The results indicate 
that NLSP is valid for text on smartphone displays. The same 
results were obtained for all the images. Thus, NLSP is valid 
for images other than the five images used in this paper. There 
are significant differences between smartphones without 
NLSP. It is assumed that the results were influenced by the 
internal processing differences.  
      In Experiment 2, the smartphone with NLSP has a higher 
resolution than the smartphone without NLSP, and there are 
statistical significant differences of 1% or 5% between the 
stimuli for all scenes. Significant differences were obtained in 
both Japanese and English texts containing characters with 
different features. Therefore, it is assumed that NLSP can 
improve the resolution of text on smartphone displays.  
      In this experiment, a gazing point was not specified for the 
observers. In addition, there were significant differences in all 
of the images when all the observers were non-experts. From 
the above, there are clear differences of image quality between 
the images with NLSP and those without NLSP. 
      The same results were obtained in Experiments 1 and 2. 
Therefore, different of effect according to language cannot be 
found. Although we cannot technically specify the font type 
of test images, bold letters may affect the subjective 
assessment results. However, it can be adjusted by parameter 
controls. 

VII. CONCLUSIONS AND FUTURE WORK 

      Subjective assessments using smartphones with NLSP and 
smartphones without NLSP were conducted to verify the 
effectiveness of NLSP for texts. In Experiment 1, Japanese 
text including hiragana, katakana, and Chinese characters was 
used as test images. In Experiment 2, test images included 
English text images.  
      The results of Experiments 1 using five smartphones 
indicated that the image quality of a smartphone with NLSP 
is the highest, and there are significant differences between 
the other smartphones. In Experiment 2, the images with and  

 

 
[a] Station 

 

 
[b] Company 

 

 

 

 
[c] Article 

 

 
[d] News 

Figure 8. Assessment results (Experiment 2) 

 

      without NLSP were compared using two smartphones. 
The results show that the smartphone with NLSP has a higher 
resolution than the smartphone without NLSP does, and there 
were significant differences for all test images.  
      From the above, it was proven that NLSP can improve the 
resolution of texts on smartphone displays.  
      The statistical analyses indicate that the experimental 
results are reproducible. The conclusion that a smartphone 
with NLSP has the highest image quality was obtained for all 
the images; therefore, both the assessment method and the 
analysis method in this experiment were valid as subjective 
assessment methods. 
      In future work, we will apply to more characters and type 
of fonts, such as bold letters, and verify the general 
performance. Although the NLSP has been implemented only 
to one model of smartphone, its processing can work 
regardless of the operating system. Therefore, our final target 
is to implement the NLSP on as many smartphone models as 
we can. 
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Abstract—The extended research presented in this paper focusses
on advanced context creation as practicable in knowledge based
disciplines. This extended research presents methods for multi-
dimensional context creation based on the new methodology of
Knowledge Mapping. The methodology of Knowledge Mapping
allows the knowledge based mapping of objects and entities
for purpose of context creation. The mapping to new context
can improve complex knowledge mining, discovery, and decision
making results. The new context increases the potential for
creating new insights. The paper presents implemented methods
and case studies along with an extended introduction of the
new methodology used with advanced knowledge mining and
provides the latest results of the present research. The different
methodology based knowledge mining method implementations
deploy various spatial representations for illustration. All method
implementations utilise commonly available unstructured data
and create new multi-disciplinary knowledge context. Resulting
entities are spatially mapped. The results can be used for
further analysis in integration with data and advanced tools,
e.g., automated and visual analysis. The methodology can employ
integrated knowledge resources and services for mapping support
and can be applied to any content from arbitrary disciplines. The
results of the mapping to new context can be used for knowledge
mining workflows, for gaining new insight, and for creating
and further improving long-term knowledge resources. The
methodology also supports automated learning processes. This
extended research aims on illustrating the flexibility of possible
methods for new practical mining procedures and algorithms
from the knowledge perspective.

Keywords–Methodology of Knowledge Mapping; Data-centric
Knowledge Mining; Multi-dimensional Context Creation; Spatial
Knowledge Mapping Methods; High End Computing based on
Knowledge Resources.

I. INTRODUCTION

Knowledge Mining is a goal, which is required for a large
number of application scenarios but which is nevertheless in
practice widely based on plain methods of data mining.

This extended research is based on the new Methodology
of Knowledge Mapping, which was presented at the GEOPro-
cessing 2018 conference in Rome, Italy [1]. The paper goes
beyond plain methods and the limited view of ‘data’.

The research presented here illuminates the superordinate
knowledge view [2] and is therefore not restricted to a
simple data view and focusses on advanced context creation
for arbitrary knowledge. This paper presents context-methods
for multi-dimensional context creation based on the new

methodology of Knowledge Mapping. The methodology of
Knowledge Mapping allows the knowledge based mapping
of arbitrary objects and entities for purpose of context cre-
ation. The mapping to new context can improve complex
knowledge mining, discovery, and decision making results.
The new, multi-dimensional context increases the potential for
creating new insights. In terms of knowledge, context creation
is a multi-disciplinary effort however limited and strict the
discipline focus is defined.

The implemented context-methods and case studies along
with of the illustrated case studies based on the new method-
ology are used with based on advanced knowledge mining and
provide the latest results of the present research. The different
methodology based knowledge mining method implementa-
tions deploy various spatial representations.

All the context-method implementations utilise commonly
available unstructured data and create new multi-disciplinary
knowledge context. Resulting entities are spatially mapped.
The results can be used for further analysis in integration with
data and advanced tools, e.g., automated and visual analysis.

The rest of this paper is organised as follows. Sections II
and III introduce to the state of the art from previous work,
fundaments and motivation. Section IV introduces the new
methodology of knowledge mapping. Section V discusses
fundaments, components, and used resources. Section VI
presents the principles of multi-dimensional context creation
based on knowledge mapping. Section VII illustrates imple-
mented methods, generated for interactive dynamical context
examples. Sections VIII and IX discuss the multi-dimensional
features of methodology and implementation and summarise
the lessons learned, conclusions, and future work.

II. STATE OF THE ART OF PREVIOUS WORK

It is a truth universally acknowledged, that any knowledge,
e.g., based on unstructured and structured data, can contain
parts, which may refer to other knowledge but which are
not explicitely linked. Further, existing methods promising
to deal with lexical and term mapping or ontologies showed
deficient and inadequate for coping with challenges of arbitrary
knowledge mapping and multi-dimensional context. Methods
[3] and implementations for automated mapping [4] are not
sufficient, the more as approaches do not span disciplines [5].
Term identification [6] is not suitable for mapping beyond
simple context like bibliographic data, too. Available mapping
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approaches are very limited to non-general knowledge related
tasks [7], even when dealing with context [8].

Regarding managerial aspects, modern knowledge organisa-
tion systems [9] can support the processes [10], nevertheless,
they are just components — besides knowledge. If system
components are not specialised on knowledge itself but more
or less on functional processes, e.g., tool components for
collaboration [11], collaborative knowledge [12], and ‘knowl-
edge based collaboration’ [13]. An approach with historical
data from many multi-disciplinary sources is the Venice Time
Machine (VTM) [14] project. However, there is no general
methodological approach associated with the project.

The essential fundament for knowledge mapping is the
knowledge. The methodology employed here was developed
in order to create methods for the identification of entities
inside of or referenced with data and create new context for
knowledge objects and entities. Besides the context relevant for
this research, further basic terms and definitions are explained
in the referenced publications, e.g., for data entities, mapping,
and computing [15] as well as for entities and references [16].

The principle of this approach is superior to data and
information based approaches as the methodology takes benefit
of knowledge complements [17]. Knowledge is an excellent
integrator as it can complement, e.g., from [18]

• factual,
• conceptual,
• procedural,
• and metacognitive knowledge.

Data and information can be associated with all the comple-
ments. In consequence, this methodology allows to deploy a
knowledge based level, e.g., creating knowledge mining where
information can result from information peeling processes [17].

Knowledge mapping is the process of creating mappings
between two data objects. In that way knowledge mapping
contributes significantly to data integration and data sciences
methods [19]. The means of referring objects and sub-objects,
“entities”, with a new context is considered as “knowledge
mapping”. Objects, e.g., a document, a part of a text, or an
image may be associated with other objects, by its knowledge,
e.g., its factual or conceptual knowledge. For example, creating
new spatial context for textual entities in knowledge objects
requires to build non-fixed associations, apply a fuzzy spatial
locate, and implement a text location to map-mapping. The
procedure enables to automatically create a spatial mapping
for possible locations in a document, e.g., Points Of Interest
(POI) or other places in a data set or file.

III. FUNDAMENTS AND MOTIVATION

The fundaments of terminology and understanding knowl-
edge are layed out by Aristotle [20], being an essential part of
‘Ethics’ [21], which makes Aristotle probably most the primar-
ily relevant knowledge reference. Information science can very
much benefit from Aristotle’s fundaments and a knowledge-
centric approach [18] but information science needs to go
beyond the available technology-based approaches for build-
ing holistic and sustainable solutions, supporting a modern
definition of knowledge [22]. Triggered by the results of a

systems cases study, it is obvious that superordinate systematic
principles are still widely missing. Making a distinction and
creating interfaces between methods and the implementation
applications [23], the results of this research are illustrated
here along with the practical example of the Knowledge
Mapping methodology [1] enabling the creation of new object
and entity context environments, e.g., implementing methods
for knowledge mining context. This motivating background
allows to build methods for knowledge mapping on a general
methodological fundament.

The Organisation for Economic Co-operation and Devel-
opment (OECD) has published principles and guidelines for
access to research data from public funding [24]. The princi-
ples and guidelines are meant to apply to research data that
are gathered using public funds for the purposes of producing
publicly accessible knowledge. Anyhow, from the knowledge
management point of view they have much wider importance
as they
• address the protection of intellectual property,
• deal with knowledge generated from the re-use of exist-

ing data, and
• describe important aspects when establishing evaluation

criteria.
The guidelines recommend the following items should be
considered in establishing evaluation criteria:
• Overall public investments in the production and man-

agement of research data.
• Management performance of data collection and archival

agencies.
• Extent of re-use of existing data sets.
• Knowledge generated from the re-use of existing data.
• The use of targeted foresight exercises to determine the

nature and scope of data preservation activities and the
types of data most likely to be needed in the future.

The means to achieve such recommendations even for complex
scenarios is to use the principles of Superordinate Knowledge,
which integrate arbitrary knowledge over theory and practice.
Core assembly elements of Superordinate Knowledge [2] are:
• Methodology.
• Implementation.
• Realisation.

Separation and integration of assemblies have proven beneficial
for building solutions with different disciplines, different levels
of expertise.

IV. METHODOLOGY OF KNOWLEDGE MAPPING

The methodology can be used for creating new object
and entity context environments, e.g., in knowledge mining
context. The following steps describe the methodology.

1) Start is an arbitrary object.
2) Object / entity analysis.
3) Object / entity mapping.
4) Context creation.
5) Result is an object and / or entity with a new context

environment.
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Objects can be arbitrary objects, unstructured or structured,
unreferenced or referenced, e.g., containing different entities
of content. The methodology is not limited to any possibly
restricted implementation or platform. In case of textual objects
and entities, the object can, e.g., be a text document. In
case the mapping targets on geo-referencing otherwise non
geo-referenced objects or entities, then the mapping can be
considered a spatial mapping. With the latter target the context
creation can be considered a spatial visualisation.

The methodology of knowledge mapping for arbitrary ob-
jects and entities can be schematically summarised (Figure 1).

For example (Figure 2): When the object is a plain text-
object and creating spatial visual context is the target, then
the steps can be implemented with object and entity analysis,
spatial object / entity mapping, and spatial visualisation for
creating an object / entity spatial mapping in a new context.

The targets for the case study are spatial visualisation and
context. The implementation architecture of mapping arbitrary
objects and entities to a new object context environment
is shown in Figure 3. Data and modules are provided by
Knowledge Resources. The originary resources deliver the data
objects and entities, which can be unstructured or structured.
The application resources and components contain appropriate
modules for the required steps:

• The object is retrieved,
• possible object entities are extracted,
• object data resources are being analysed,
• objects are being compared,
• a conceptual mapping is performed on objects,
• spatial mapping is performed on objects,
• appropriate spatial media is generated,
• including media formats and colourisation, and
• a spatial visualisation is performed.
• The result is an object / entity instance in a new context

environment.
The modules and filters perform the analysis and handle the
objects and entities, e.g.,

• entities in different context inside an object,
• transcriptions, transliterations, translations,
• abbreviations, acronyms, . . .

In many cases, additional handling of data will be desired, even
if not essential for the procedure of a method or the operation
of a service. For example, in case of textual objects and entities
a number of aspects exist, which contribute to the attainment
of a certain quality:

• Differently organised or structured entities per object.
• Sub-entities, multiple entities in a pseudo-entity.
• Inconsistencies in data.
• Errors in data.
• Typographic differences.
• Ambiguous or plurivalent entities.
• Multi-lingual entities.
• Different diction.
• Different syntax.
• Different element ordering in entities.
• Different structures.
• Time dependencies of aspects, mapping, and meaning.

OriginaryApplications

and

Referenced Resources

Integrated Resources

Containers

Resources Resources

Sources,

and

Components

Comparative Mapping

Spatial Mapping

Spatial Visualisation

Object

Collections

Knowledge Resources

Spatial Visualisation Media Generator

Conceptual Mapping

Sources

Data

Data Object

(unstructured or structured)

Check Module
Configuration

Get Object Entity
Data Object Entity

(unstructured or structured)Configuration

Get Module

Object Data Resources

(c) Rückemann 2017

Data Join Module
Configuration

pre−filters

post−filters

Resolver Module
Configuration

Conceptual Module
Configuration

Spatial Module
Configuration

Vis. Module
Configuration

Object

Object Entity Context Creation

Object Entity Mapping

Object Entity Analysis

New Object Context Environment

Figure 3. Architecture for implementation of mapping arbitrary objects and
entities to new context environments, e.g., spatial visualisation and context.

Data and modules are provided by Knowledge Resources, originary
resources, and application resources and components.

• Different character sets.
• Different formatting.

Any of these and comparable aspects are handled by the
modules and appropriate pre- and post-filters. With the case
study, for the above aspects respective research was conducted
gathering various data and developing suitable methods over
several years, data which can be deployed to create filters,
which were used for holding the results presented here.

It is required to abstract certain information in many appli-
cation scenarios, e.g., for generalisation or privacy. Besides any
kind of filter, the method also allows to implement fuzziness
in a flexible and wide range of ways. For example, on the
one hand a precise location can be reduced to city, region, or
country. Comparable but different locations can be unified to
one different location representing a larger area. On the other
hand, location coordinates can be automatically or manually
reduced in precision and/or equipped with an offset. With these
means, workflows can deliver kind of “Fuzzy Context”, e.g., a
fuzzy location, providing a precision level of a public region
instead of showing a certain building in a result.
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steps of object / entity analysis, mapping, and context creation. Depending of the object, the steps can be implemented using different tools.������������������������
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Figure 2. Plain text to spatial mapping context: Mapping arbitrary text objects and entities to new spatial mapping and context. In this case the object is plain
text, analysis is conducted with knowledge-mining-in-text algorithms, mapping is spatial mapping, and context creation is spatial visualisation context.

V. PREVIOUS WORK, COMPONENTS, AND RESOURCES

For the implementation of case studies, the modules are built
by support of a number of major components and resources,
which can be used for a wide range of applications, e.g.,
creation of resources and extraction of entities.

The facility for consistently describing knowledge is a
valuable quality, especially conceptual knowledge, e.g., using
the Universal Decimal Classification (UDC). The knowledge
resources objects can refer to main UDC-based classes, which
for this publication are taken from the Multilingual Universal
Decimal Classification Summary (UDCC Publication No. 088)
[25] released by the UDC Consortium under the Creative
Commons Attribution Share Alike 3.0 license [26] (first release
2009, subsequent update 2012).

UDC provides auxiliary signs [27], shown in Table I, which
represent kinds of standardised “operations”.

TABLE I. UDC COMMON AUXILIARY SIGNS USED WITH CLASSIFICATION
REFERENCES (ENGLISH VERSION).

Sign Description (English)

+ Coordination. Addition (plus sign).
/ Consecutive extension (oblique stroke sign).
: Simple relation (colon sign).
:: Order-fixing (double colon sign).
[] Subgrouping (square brackets).
∗ Introduces non-UDC notation (asterisk).
A/Z Direct alphabetical specification.

Using these features UDC allows the creation of facetted
knowledge. UDC code references based on the main tables of
the UDC [28] are shown in Table II. “UDC:” is the designated
notation of references for knowledge resources used with
references in ongoing projects. The UDC illustrates the width
and depth of knowledge dimensions, multi-disciplinary content

and context, and facets. The full details of organisation are
available from UDC.

TABLE II. CLASSIFICATION CODE REFERENCES TO UDC MAIN TABLES
USED FOR KNOWLEDGE MAPPING (EXCERPT, ENGLISH VERSION).

UDC Code Description (English)

UDC:0 Science and Knowledge. Organization. Computer Science.
Information Science. Documentation. Librarianship.
Institutions. Publications

UDC:1 Philosophy. Psychology
UDC:2 Religion. Theology
UDC:3 Social Sciences
UDC:5 Mathematics. Natural Sciences
UDC:6 Applied Sciences. Medicine, Technology
UDC:7 The Arts. Entertainment. Sport
UDC:8 Linguistics. Literature
UDC:9 Geography. Biography. History

Data and objects result from public, commonly available,
and specialised Knowledge Resources. The Knowledge Re-
sources are containing factual and conceptual knowledge
as well as documentation and instances of procedural and
metacognitive knowledge. These resources contain multi-
disciplinary and multi-lingual data and context.

The fundament to create mining methods based on this
methodology of knowledge mapping is presented with an
illustrative scenario. All disciplines, e.g., in the UDC knowl-
edge spectrum, can contribute to this application scenario.
Context data for calculations and visualisation also requires
cartographic thematic context data. The knowledge resources
were integrated with data based on the gridded ETOPO1 1-arc-
minute global relief model data [29]. Data can be composed
from various sources, e.g., adding Shuttle Radar Topography
Mission (SRTM) data [30] from the Consultative Group on
International Agricultural Research (CGIAR) [31].

The Network Common Data Form (NetCDF) [32] devel-
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oped by the University Corporation for Atmospheric Research
(UCAR/Unidata), [33], National Center for Atmospheric Re-
search (NCAR) [34] is used for spatial context data. NetCDF
is an array based data structure for storing multi-dimensional
data. A NetCDF file is written with an ASCII header and stores
the data in a binary format, e.g., with a mapping suite.

The Generic Mapping Tools (GMT) [35] suite application
components are used for handling the spatial data, applying
the related criteria, and for the visualisation.

The visualisation files generated from the mapping results
are using the Keyhole Markup Language (KML), an eXtended
Markup Language (XML) based format for specifying spatial
data and content. KML is considered an official standard of
the Open Geospatial Consortium (OGC). The KML description
can be used with many spatial components and purposes, e.g.,
with a Google Earth or Google Maps presentation [36], with a
Marble representation [37], using OpenStreetMap (OSM) [38]
and national data, e.g., [39].

Modules are employing Perl Compatible Regular Expres-
sions (PCRE) for specifying common string patterns and Perl
[40] for component wrapping purposes with this case study.

VI. MULTI-DIMENSIONAL CONTEXT CREATION

The following sections provide information regarding im-
plemented components (lxloccoord, module for location
coordinates) and a practical case study, which was done
for demonstrating the methodology of mapping objects and
entities, creating new context environments. The case study
shows components, which were built for mapping scenarios
creating spatial context (Figure 3) and illustrates new insights
and relevance for knowledge creation and advanced mining.

A. The components
All the components and modules required for the architec-

ture (Figure 3) were implemented. The following components
were created for the practical implementation of the three
major central modules, object / entity analysis, mapping, and
context creation, demonstrating all steps of the methodology.

• The object / entity analysis modules process objects for
entities, which can be fed into a mapping mechanism.

• The pre-filters change, mark, and remove entities before
the mapping modules try to create entity mappings.

• The mapping modules do have the task to deliver spatial
coordinates for appropriate entities.

• The post-filters change, mark or remove entities after the
resolver worked on entities for a spatial mapping.

• The context creation modules deliver the geo-referencing
for a spatial application.

The modules can be centralised or distributed, e.g., imple-
mented as a local directory of comparable and resolved entities
or an online service. Appropriate directories can be provided
by knowledge resources as well as by spatial mapping services.

Change processes in pre- and post-filters can include unifi-
cation, improvements for resolvability, mapping and so on.

Different application components with different features can
be deployed for dynamical and interactive use and visualisa-
tion, e.g., GMT, Marble, and Google Maps.

B. Case study: From plain text to spatially linked context
The following passages show some major steps for creating

spatially linked context from plain text (Figure 4), which were
used in the workflows required for the case studies.
1 <!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" ... <title>

GEOProcessing 2018 ...</title>
2 ..., Leibniz Universit&auml;t Hannover / Westf&auml;lische

Wilhelms-Universit&auml;t M&uuml;nster / North-German Supercomputing Alliance
(HLRN), Germany ...

3 ..., Technion - Israel Institute of Technology, Haifa, Israel<br />
4 ..., Consiglio Nazionale delle Ricerche - Genova, Italy <br />
5 ..., Centre for Research in Geomatics - Laval University, Quebec, Canada <

br />
6 ..., Curtin University, Australia <br />
7 ..., Lomonosov Moscow State University, Russia&nbsp; <br />
8 ..., FH Aachen, Germany</p> ...
9 <p>..., Universiti Tun Hussein Onm Malaysia, Malaysia<br />

10 ..., Cardiff University, Wales, UK<br />
11 ..., Universidade Federal do Rio Grande, Brazil<br />
12 ..., GIS unit Kuwait Oil Company, Kuwait<br />
13 ..., Middle East Technical University, Turkey<br />
14 ..., University of Sharjah, UAE<br />
15 ..., Georgia State University, USA<br />
16 ..., Centre for Research in Geomatics - Laval University, Quebec,

Canada<br />
17 ..., Environmental Systems Research Institute (ESRI), USA<br />
18 ..., ORT University - Montevideo, Uruguay<br /> ...

Figure 4. Mapping target: Single object, unstructured text (excerpt).

The single data object contains mostly unstructured text
[41] (status of November 2017), markup, and formatting
instructions. Passages not relevant for demonstration were
shortened to ellipses. Figure 5 shows the object content after
automatically integrated with the Knowledge Resources via a
join module.

1 GEOProcessing 2018 [...]: ...
2 ..., Leibniz Universität Hannover / Westfälische Wilhelms-Universität Münster

/ North-German Supercomputing Alliance (HLRN), Germany ...
3 ..., Technion - Israel Institute of Technology, Haifa, Israel
4 ..., Consiglio Nazionale delle Ricerche - Genova, Italy
5 ..., Centre for Research in Geomatics - Laval University, Quebec, Canada
6 ..., Curtin University, Australia
7 ..., Lomonosov Moscow State University, Russia
8 ..., FH Aachen, Germany ...
9 ..., Universiti Tun Hussein Onm Malaysia, Malaysia

10 ..., Cardiff University, Wales, UK
11 ..., Universidade Federal do Rio Grande, Brazil
12 ..., GIS unit Kuwait Oil Company, Kuwait
13 ..., Middle East Technical University, Turkey
14 ..., University of Sharjah, UAE
15 ..., Georgia State University, USA
16 ..., Centre for Research in Geomatics - Laval University, Quebec, Canada
17 ..., Environmental Systems Research Institute (ESRI), USA
18 ..., ORT University - Montevideo, Uruguay ...

Figure 5. Object instance representation after integration (excerpt).

The Object Entity Mapping can associate relevant objects, e.g.,
via conceptual knowledge and comparative methods. Table III
shows an excerpt of the conceptual data (UDC) used for
characteristics and place classification, creating spatial context.

TABLE III. CLASSIFICATION REFERENCES, OBJECT/ENTITY
ANALYSIS AND MAPPING: CHARACTERISTICS & PLACE (LX [17]).

UDC Code Description (English, excerpt)

UDC:(1) Place and space in general. Localization. Orientation
UDC:(100) Universal as to place. International. All countries in general
UDC:-05 Common auxiliaries of persons and personal characteristics
UDC:-057.4 Professional or academic workers
UDC:378 Higher education. Universities. Academic study

The codes especially reflect the common auxiliaries of general
characteristics and place with the analysis of the object and
entities, e.g., affiliation and spatial location.

Figure 6 shows an excerpt with possible entities of locations
after an object entity analysis and mapping.



291

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

1 ...
2 Centre for Research in Geomatics, Laval University, Quebec, Canada
3 Curtin University, Australia
4 Lomonosov Moscow State University, Russia ...
5 Universiti Tun Hussein Onm Malaysia, Malaysia ...
6 Environmental Systems Research Institute (ESRI), USA ...

Figure 6. Possible place entities after object / entity analysis (excerpt).

After object entity analysis, filters, and mapping, a resolver
module can equip the entities with geo-references (Figure 7).

1 ...
2 -71.2747424,46.7817463,Centre for Research in Geomatics, Laval University,

Quebec, Canada
3 115.8944182,-32.0061951,Curtin University, Australia
4 37.5286696,55.7039349,Moscow State University, Russia ...
5 103.0855782,1.858626,Universiti Tun Hussein Onm Malaysia, Malaysia ...
6 -117.195686,34.056077,Environmental Systems Research Institute (ESRI), USA ...

Figure 7. Resolver module result: Resulting entities equipped with
geo-references after object entity analysis, filters, and mapping (excerpt).

For this result, the pre- and post filters handled all issues
as described. The entries are shown in a special 3 column
Comma Separated Value (CSV) format. The GMT format for
the geo-referenced CSV is straight forward (Figure 8).

1 ...
2 -71.2747424 46.7817463 Centre for Research in Geomatics, Laval University,

Quebec, Canada
3 115.8944182 -32.0061951 Curtin University, Australia
4 37.5286696 55.7039349 Moscow State University, Russia ...
5 103.0855782 1.858626 Universiti Tun Hussein Onm Malaysia, Malaysia ...
6 -117.195686 34.056077 Environmental Systems Research Institute (ESRI), USA ...

Figure 8. Geo-references object entity in GMT format (excerpt).

The context creation includes the media generation. Figure 9
excerpts a KML representation of the above geo-referenced
entities, resulting from the original mapping.

1 <?xml version="1.0" encoding="UTF-8"?>
2 <kml xmlns="http://www.opengis.net/kml/2.2">
3 <Document>
4 <name>Locations</name>
5 <Folder><name>Conferences</name><Style id="locationsconferences"><BalloonStyle>
6 <text><![CDATA[<b><font color="#0000CC" size="+2">$[name]</font></b><br/><br/><

font face="Courier">$[description]</font><br/><br/>$[address]
7 $[id]
8 $[Snippet]
9 $[geDirections]

10 ]]></text></BalloonStyle>
11 <IconStyle><Icon><href>http://maps.google.com/mapfiles/kml/pushpin/grn-pushpin.

png</href></Icon></IconStyle></Style> ...
12 <Placemark><name>Centre for Research in Geomatics</name>
13 <description>Centre for Research in Geomatics, Laval University Quebec Canada</

description>
14 <styleUrl>#locationsconferences</styleUrl>
15 <Point><coordinates>-71.2747424,46.7817463,0</coordinates></Point></Placemark>
16 <Placemark><name>Curtin University</name>
17 <description>Curtin University, Australia</description>
18 <styleUrl>#locationsconferences</styleUrl>
19 <Point><coordinates>115.8944182,-32.0061951,0</coordinates></Point></Placemark>
20 <Placemark><name>Moscow State University</name>
21 <description>Moscow State University, Russia</description>
22 <styleUrl>#locationsconferences</styleUrl>
23 <Point><coordinates>37.5286696,55.7039349,0</coordinates></Point></Placemark>

...
24 <Placemark><name>Universiti Tun Hussein Onm Malaysia</name>
25 <description>Universiti Tun Hussein Onm Malaysia, Malaysia</description>
26 <styleUrl>#locationsconferences</styleUrl>
27 <Point><coordinates>103.0855782,1.858626,0</coordinates></Point></Placemark> ...
28 <Placemark><name>Environmental Systems Research Institute (ESRI)</name>
29 <description>Environmental Systems Research Institute (ESRI), USA</description>
30 <styleUrl>#locationsconferences</styleUrl>
31 <Point><coordinates>-117.195686,34.056077,0</coordinates></Point></Placemark>

...
32 </Folder>
33 </Document>
34 </kml>

Figure 9. Media representation (KML) of geo-referenced object entities,
resulting from original mapping (excerpt).

A global view of all resulting entities automatically anal-
ysed and mapped from the single object [41] is shown in

Figure 10. The single-object-view integrates the new spatial
context of the object entities with a high precision topographic-
oceanographic thematic view. The bullets are very much over-
sized for this illustration.

The respective components are provided by GMT suite
applications, especially pscoast and gmtselect [17], which
allow a multitude of spatial operations and criteria in context
with the entities. Further, KML can be used with many spatial
applications, e.g., with Marble and Google Maps. Generators
can be configured to mark different types of locations with
different markers. It is also possible to automatically mark
locations with thumbnail photos being associated with the
respective location and so on.

With a general approach, on knowledge side, the universal
classification can classify any location and context, the more,
it allows to integrate any multi-dimensional context with the
full conceptual knowledge. On application component side,
GMT provides many functional features, e.g., spatial math,
map material assembly, and any map projections.

Therefore, the integration of just two but very powerful com-
ponents like UDC and GMT, can provide a huge spectrum of
flexibility and fuzzyness of expressing location and context. As
any documents, e.g., plain texts, Hypertext Markup Language
(HTML), and LATEX documents can be handled for affiliation
matching can base on fuzzy algorithms based on matching
knowledge (e.g., item libraries and classification).

The knowledge resources and data sets are used for demon-
stration purposes only and, as far as shown here, are pub-
licly available. The used conceptual knowledge framework is
publicly available to the given extent. Further licenses can be
obtained, e.g., from the authors of UDC, for further and wider
use. Adopters are further free to create their own conceptual
knowledge framework to be used with the methodology. The
methodology and resulting method frameworks can then be
used accordingly.

When interactivity in the results is a desired target, then
components like Marble and Google Earth can provide dynam-
ical features in order to create special cognostic features, e.g.,
with focus of special details appearing in cognostic context.

The following implementations show case studies for dif-
ferent context and the resulting output, especially including
context of the necessary topography (longitude, latitude, eleva-
tion), data, and information used, after the result was visualised
via GMT. The examples show automatic spatial mappings
of potential POI locations generated for a simple single text
object.

VII. IMPLEMENTED METHODS: DYNAMICAL CONTEXT

Dynamical application components are focussing on targets,
which are dynamic. From this point of view, the components
themselves are not a matter of change. These components
and their contexts are dynamical as the targets are primarily
refering to dynamics, to something variable.

A. Creating context by knowledge mapping and context data
Context data can be any data, which show a reference with

the knowledge, with which the case is dealing with. This can
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Figure 10. Spatial visualisation result for mapping entities in the text of a single object to a new spatial context and topographic-oceanographic thematic view:
Entities resulting from automated analysis and affiliation mapping (red bullets). Sample object: Committee page [41], GEOProcessing 2018 conference, Rome.

be visual context, e.g., concentrations on a thematic mapping,
for example with topographic, climatic or political mapping.
This can also be mathematical background, e.g., mathematical
algorithms being able to describe context and references, e.g.,
GMT math context or spatial tools context. In case of the above
example, such supportive context data can, e.g., be

• climate data,
• weather data,
• political data,
• historical data,
• planetary data (eclipse, areas of visibility, . . .),
• routing / navigation data.

Such context, e.g., data allows
• spatial mapping and
• spatial operations.

In consequence, sample facilities are
• location context,
• altitude,
• sea / land / island / . . .,
• temperature,
• precipitation,
• satellite data context,
• location / POI context.
We can create context-methods for arbitrary knowledge

mapping and context strictly based on the Methodology of
Knowledge Mapping. The following implemented context-
methods directly refer to the above case study and the given
knowledge samples.

B. Political context
If the target is a context creation of possible political context

of object/entities then the steps are:
1) Start: Unstructured object/entities (e.g., from text).

2) Analysis of object/entities. Analysis of references, e.g.,
classifications, concordances, and associations.

3) Knowledge Mapping for object/entities. Mapping ob-
ject/entities with available knowledge.

4) Creation of politically referenced context (e.g., political
mapping). Referencing with supportive context data
(e.g., spatial political maps)

5) Result: Object/entities mapped on a dynamical political
context map (e.g., Marble, political map).

Figure 11 is a screenshot of an dynamical, interactive view
(Marble), a political map context for above created context.

Figure 11. New context for automatically created analysis and mapping of
resulting entities of a single object: Political context for labeled entities.

A consecutive mapping allows to analyse the entities in com-
pletely new context. For example, parts of an unstructured doc-
ument can be put into context with any type of n-dimensional
information, e.g., historical and climatological context by using
spatial information [42] and mapping for finding links. In this
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case, data entities can be spatially mapped and associated with
multi-dimensional data from many disciplines, and data entities
can not only be associated in space but also in time. The data
allows to do detailed knowledge mining analysis as well as
visual analysis.

The following method implementations create varying con-
texts and cognostic levels of detail in order to show a small
subset of knowledge dimensions for application with spatial
targets. Some of the features, e.g., interactive and dynamical
features, cannot be illustrated in the figures but will be dis-
cussed afterwards.

C. Climate context

If the target is a context creation of possible climate context
of object/entities then the steps are:

1) Start: Unstructured object/entities (e.g., from text).
2) Analysis of object/entities. Analysis of references, e.g.,

classifications, concordances, and associations.
3) Knowledge Mapping for object/entities. Mapping ob-

ject/entities with available knowledge.
4) Creation of climate referenced context (e.g., climato-

logical mapping). Referencing with supportive context
data (e.g., spatial climate maps)

5) Result: Object/entities mapped on a dynamical climate
context map (e.g., Marble, climate map).

For the created context, Figure 12 shows a screenshot of an
interactive globe-view (Marble) with climate zone context.

Figure 12. New context for automatically created analysis and mapping of
resulting entities of a single object: Climate zones context in 3D.

D. Topographic context

If the target is a context creation of possible global topo-
graphic earth context of object/entities then the steps are:

1) Start: Unstructured object/entities (e.g., from text).
2) Analysis of object/entities. Analysis of references, e.g.,

classifications, concordances, and associations.
3) Knowledge Mapping for object/entities. Mapping ob-

ject/entities with available knowledge.

4) Creation of topographically referenced context (e.g.,
global topographical mapping). Referencing with sup-
portive context data (e.g., spatial earth topography
maps)

5) Result: Object/entities mapped on a dynamical topo-
graphic context map (e.g., Google Earth, Earth view).

For the created context, Figure 13 shows a screenshot of an
interactive view (Google Earth) with Earth view context.

Figure 13. New context for automatically created analysis and mapping of
resulting entities of a single object: Google Earth context, labeled entities.

Besides the new context of spatial distribution and according
algorithms and math, the new context environments build links
in order to associate entities with knowledge from arbitrary
disciplines and proceed with further analysis.

Due to conceptual attributes of knowledge mapping and
spatial algorithms, the implementation allows high grades of
scalability and fuzziness. New context can also be kept and
used in learning systems components. This, e.g., can provide
conditional object / entity aggregation and time sequences.

E. Super zoom object context
If the target is a context creation of possible super zoom

context of object/entities, including context POI and local
objects, then the steps are:

1) Start: Unstructured object/entities (e.g., from text).
2) Analysis of object/entities. Analysis of references, e.g.,

classifications, concordances, and associations.
3) Knowledge Mapping for object/entities. Mapping ob-

ject/entities with available knowledge.
4) Creation of referenced context (e.g., topographical map-

ping, integration of POI). Referencing with supportive
context data (e.g., topic maps)

5) Result: Object/entities mapped on a dynamical, zoom-
able POI context map (e.g., Google Earth).

For the created context, Figure 14 shows a screenshot of an
interactive context zoom (Google Earth) of a single entity.
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Figure 14. New context for automatically created analysis and mapping of
resulting entities of a single object: Google Earth context, super zoom.

This way, any knowledge mapped entity can be made auto-
matically available in its new context. Context can be statical
and dynamical as well as it can consist of combinations.
Many consecutive analysis can be performed as a plethora of
algorithms is available to deal with spatial data. Examples are
Points of Interest in a certain area or distances to other objects.

F. Public transport context
Figure 15 shows a screenshot of an interactive context

view (Marble) of the public transport. The target leading to
this application component is the context creation of possible
public transport context of object/entities.

Figure 15. New context for automatically created analysis and mapping of
resulting entities of a single object: Public transport.

For this target of context creation of possible public transport
context of object/entities the steps are:

1) Start: Unstructured object/entities (e.g., from text).
2) Analysis of object/entities. Analysis of references, e.g.,

classifications, concordances, and associations.

3) Knowledge Mapping for object/entities. Mapping ob-
ject/entities with available knowledge.

4) Creation of transport referenced context (e.g., public
transport mapping). Referencing with supportive con-
text data (e.g., spatial road/rail maps)

5) Result: Object/entities mapped on a dynamical transport
context map (e.g., Marble).

Questions can be addressed, for example, if there is a
correlation between entities referred in an object and the
available public transport facilities.

G. Street map context
If the target is a context creation of possible street map

context of object/entities then the steps are:
1) Start: Unstructured object/entities (e.g., from text).
2) Analysis of object/entities. Analysis of references, e.g.,

classifications, concordances, and associations.
3) Knowledge Mapping for object/entities. Mapping ob-

ject/entities with available knowledge.
4) Creation of transport referenced context (e.g., street

mapping). Referencing with supportive context data
(e.g., spatial road/rail maps)

5) Result: Object/entities mapped on a dynamical street
context map (e.g., Marble, OSM).

For the created context, Figure 16 shows a screenshot of an
interactive context view (Marble, OSM) for Open Street Map.

Figure 16. New context for automatically created analysis and mapping of
resulting entities of a single object: Open Street Map.

Analysis addressed with navigational context can provide in-
formation on relations between entities and their infrastructure
based environments.

VIII. DISCUSSION OF MULTI-DIMENSIONAL CONTEXT
FEATURES OF METHODOLOGY AND IMPLEMENTATIONS

A. Integration of Context
As the same objects/entities can be brought into different

context views, an integration of contexts can deliver new
knowledge and insight.
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In the above cases, contexts have been created for the entities
of a single object, using various dimensions, especially spa-
tial knowledge, time, and other associated knowledge. These
contexts, e.g., global distribution, climate, state affiliation,
topography, traffic, and navigation in near environment and
so on can reveal different insights regarding different object
entities.

Even with practical implementations based on publicly
available universal conceptual knowledge it is nevertheless
only possible to demonstrate a very small range of scenarios
of multi-dimensional knowledge context.

Using different spatial framework components, like GMT
and Marble, we illustrated some features and what these
features can provide for text objects and entities. The method-
ology allows an overlay and integration of knowledge dimen-
sions. The methods can integrate important data, e.g., raster
and vector data, basic spatial object types (esp., points, lines,
polygons), and other non spatial data. The implementations
allow various types of calculation, e.g., object distance rela-
tions and geo-statistics. The methods of analysis range from
automated analysis to visual analysis.

A solution integrating GMT can provide practical access to
spatial and non-spatial knowledge dimensions, for example:

• Categories of arbitrary land data,
• elevation data, height and depth,
• colourisation of data,
• shading of data,
• borders, political boundaries,
• coastlines,
• water bodies, lakes, permanent rivers, categories of in-

termittent rivers, categories of canals,
• POI (e.g., cities, sites, locations), and
• context labels.

The individual data can be composed from different sources,
different time intervals. Therefore it is possible to compose
context from an infinite number of possible combinations.

A solution integrating Marble/KML can provide practical
access to spatial and non-spatial knowledge dimensions, for
example:

• Categories of arbitrary topic data,
• dynamical changes (e.g., traffic, public transport, POI),
• interactive features,
• environmental and disaster analysis,
• fly-over perspectives,
• time zones,
• lighting (e.g., dawn/dusk areas, daylight/night).
Besides referencing in various dimensions, as illustrated,

the methodology allows to create methods for generating time
series and animation sequences as well as to handle scala-
bility targets and learning system components. The following
features were implemented with the above scenarios.

B. Time series and animation context
All the implementations of methods creating dynamical and

statical context, which are based on knowledge mapping –like
the above– include features to further create knowledge and
knowledge-based implementations on top.

On the one hand, for example, the knowledge and implemen-
tations allow to aggregate knowledge, e.g., for creating time
series of data. Aggregated knowledge can be used to create
secondary and consecutive knowledge and to build and choose
appropriate secondary data and applications, e.g., generating
KML data and applying it with appropriate application com-
ponents. The above examples allow animations, e.g., FlyTo
views (fly to a certain point of interest) and Tour views (fly to
a sequence of points on interests).

On the other hand, the context can be variable over time.
This may, for example, be resulting from historical background
data like historical satellite data or by integrating real time data.

To this account, aggregated knowledge is a discrete value.
For many scenarios, aggregated knowledge otherwise cannot
be recreated by other means or at other times. For example,
in the above scenario, it is a common case that affiliations
are existing for a certain interval in time. Institutions and
organisations get founded, and can get renamed, relocated or
terminated.

The knowledge to create references is therefore only avail-
able in certain time intervals and will change. If creating
the same mapping, for example, ten years later may show
that references are then missing or having been changed.
Aggregating and persistently keeping the knowledge at a time
can therefore preserve knowledge, which cannot be created at
other times later.

C. Object-entity aggregation
The above object scenario illustrates the multi-dimensional

context of one object. The methods can handle arbitrary
knowledge objects in any context, e.g., refer to multiple objects
and entities in one view, e.g., object instances over an interval
of years or different objects within one year, as well as different
object instances over an interval of years.

Any precomputed or intermediate result that might be in-
teresting for reuse, either from knowledge or from imple-
mentation point of view. There is no general implementation
for arbitrary long-term knowledge objects, which means the
organisation and management may have to include database
components as well as distributed access and interfaces.

Holistic views should also take into consideration that it can
be reasonable to also gather and aggregate supportive context
data, like old map data, historical POI descriptions and so on.

D. Learning system components
Creating learning system components is just one possible

subset within the range of the methodology.
Implementation components and realisations can make use

of learning system components for arbitrary scenarios. Learn-
ing system components can provide modules in scenarios like
the above and reuse knowledge as well as contribute to new
knowledge and insight, which allow to collect knowledge
developing in terms of time, application, and context.

As an example, learning system components can be built to
use aggregated knowledge over long periods of time in order
to extend dimensions in knowledge, e.g., in space and time.
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Entities in objects may require older context, which cannot
created from present objects, independent of the date of the
object. For example, the context of entities in online data does
not need to correspond with the date of the hosting file. Lost
or missed context may not be possible to be recreated from
present data. Long-term application and archiving learning
components’ results can therefore contribute to a significant
quality improvement in many application cases.

E. Checkpointing and knowledge gathering
The methodology allows to create methods, which save

checkpointing information for the mapping process.
It can also be reasonable to save resolved references and

geolocations persistently because of changes over time, which
may not be resolvable later.

When implementing and realising methods, these consider-
ations should be considered with the creation of the modules.

Checkpointing can make use of the mechanisms of knowl-
edge gathering from knowledge as well as from implemen-
tation point of view, e.g., collecting time dependent data,
data aggregation, and inter module checkpointing data during
workflows.

F. Compute resources outline
Depending on the details of resources and scenarios, the

computational characteristics can vary. For the case studies
some typical numbers are shown in Table IV.

TABLE IV. CASE STUDY COMPUTE AND MAPPING OUTLINE (LX).

Count Number of

≈10,000,000 Objects addressed in Knowledge Resources
≈100 Corrective patterns for a single entity
≈100 Entities per object
≈100 Entity mappings

≈10,000,000 Comparisons
— 100×100×.... Calculations

As with the implemented methods in the demonstrated case
studies it is not uncommon to have millions of comparisons per
object and consecutive large numbers of calculations and oper-
ations. Multi-dimensional contexts can be much more complex
than simple computational frameworks without a knowledge-
centric focus. Therefore, a certain computational framework
or solution, e.g., parallelisation and linear behaviour related
characteristics, can only fit a context to a certain extent.

G. Scalability
The scalability of solutions is most important for any

assemblies, the more as the implementations of any methods,
which are handling complex context very much correlate with
the complexity involved. Due die the complex conditions nd
dependencies of knowledge, knowledge mapping methods rely
very much on the data delivered by knowledge resources. In
many cases this is increasingly significant for realisations after
an implementation. Realisations mean, for example, building

services based on implementations. In the above case study
implementations can handle locations in many ways. Common
targets for realisations may be
• precise locations,
• fuzzy locations,
• location precision restricted by criteria, . . .

The precision is depending on the associated knowledge and
supportive knowledge but also on the intended realisation. The
differences of knowledge involved and the consequences on
algorithmic and computational efforts may be remarkable.

Within each method, it is possible to take advantage of
modifying the contributing factors of scalability when methods
are implemented and realised.

IX. CONCLUSION

This paper introduces to multi-dimensional context creation
based on the new methodology of Knowledge Mapping and
presents the results of the present research. The methodology
provides knowledge based mapping of arbitrary objects and en-
tities and creating new multi-dimensional context. The research
presented a number of successfully implemented methods, the
fundaments of the theoretical background of the methodology,
and the results of the implementation case studies. Analysis
and case studies implemented advanced context generation,
e.g., with spatial visualisation, 2D, 3D, route mapping, public
transport, the prerequisites of context related animation and fly-
over tours as well as analysing computational requirements,
which are widely scalable, depending on implementation of
components and computing architectures.

The methodology fulfills the goals of successfully creat-
ing new multi-dimensional context. The Knowledge Mapping
methodology can improve complex knowledge mining and
associated tasks as well as it can be beneficial for the develop-
ment of knowledge resources. Practical case studies, evaluated
by groups of independent researchers, showed that applying
the methodology can create relevant new context for entities
in commonly available unstructured data. Regarding the case
studies, mapping to spatial context is just one of an arbitrary
number of possible mappings, which can be created with the
methodology.

The quality of results can significantly benefit from a
training and learning phase, depending on context. Here, with
resolving nearly all possible place entities with the used new
resources, the creation and learning phase of the modules
accumulates to several years. The methodology allowed to
implement a data-centric checkpointing with the methods. The
checkpointing corresponds to associated learning processes.

As shown, in most cases it may be advisable for flexibility to
create modular architectures of components instead of mono-
lithic applications. It can further be convenient to consider
robustness and reliability of service modules, depending on
the architecture of an overall implementation. One means of
dealing with infrastructure can be a failure correction, e.g.,
multiple task runs and check modules.

Future work will concentrate on further developing and
improving the mapping modules and features for closer inte-
gration with and fostering an even wider range of application
of multi-disciplinary knowledge resources.
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Abstract— Opinions differ on the relative costs and benefits of 
personas as used in Interaction design (IxD) and User 
Experience (UX). And yet there has been little research to 
systematically elicit attitudes towards them held by IxD and UX 
professionals. We report a ‘state-of-practice’ survey conducted 
with IxD/UX professionals called ‘What’s Hot in Interaction 
Design’ and focus here on 20 items from the survey that elicited 
usage of and opinions about personas. The survey items were 
derived from opinions and reports collated from the academic 
and professional literature. We use factor analysis to reduce the 
items to a fundamental set of areas or concerns (factors), and 
use significance testing to test for agreement on each item 
including an analysis of the strength of opinion using odds ratio. 
According to the findings, 64% of respondents use personas 
with usage during research, design & evaluation phases. The 
factor analysis shows that opinions fall into three broad areas: 
benefits, resource demands, and pitfalls. Practitioners tend to 
agree that personas have a range of benefits, but that they make 
demands on specific kinds of resources and there are some 
specific pitfalls—all of which we report. We discuss implications 
for improving personas through enhanced methods and tools, 
and curricula. 
 

Keywords-persona usage; persona factors; prioritising persona 

attitudes; interaction design; theory and practice; tools and 
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I.  INTRODUCTION  

This paper presents findings from a survey of Interaction 
Design (IxD) and User Experience (UX) professionals 
concerning their views about personas, presented initially in 
[1] and extended using exploratory factor analysis, which 
reveals three factors: benefits, resource demands and pitfalls. 
In 1999, Cooper [2] introduced the idea of personas as a way 
of anchoring design within a vision of intended users. A 
persona is a kind of user-model—a composite archetype [3] 
drawn from behavioral data from users of an existing or 
intended digital product. A set of personas can be created 
where each represents a group of users with similar behaviors, 
attitudes, aptitudes, and needs. Methods for creating personas 
have been suggested by Cooper [3], Pruitt and Adlin [4], and 
Nielsen [4][5] with semi-automated methods also being 
proposed [7]–[9].  

Personas can have a role in the three phases of the User 
Centered Design (UCD): User Research & Requirements, 
Designing & Prototyping and Evaluation. Advocates argue 
that they promote empathy and help focus design on the goals 
and characteristics of users. Despite the enthusiasm that some 

hold for personas, however, concerns have been raised about 
issues such as the resources required to create them [4][10]–
[13] and their value to the design process [12]–[16].  

A review of practitioners’ attitudes towards personas via a 
selection of articles on professional websites revealed views 
ranging from strong advocacy to skepticism. Although it has 
been 18 years since the publication of The Inmates are 
Running the Asylum [2], there has been little research to 
systematically elicit attitudes towards personas held by the 
people who might use them—Interaction Design and User 
Experience professionals.  

We conducted an online survey called ‘What’s Hot in 
Interaction Design’ to elicit details of current practices and 
attitudes of industry professionals. The survey spanned many 
topics, of which personas was one. Our motivation was to 
provide stimulus for considering new methods and tools, to 
inform university syllabus development, and simply to record 
and report current trends. The survey was in two parts: (1) an 
initial part about Interaction Design/User Experience practice 
in general (‘main survey’), which included 4 questions about 
personas, and (2) an optional additional part (‘persona 
survey’), with 16 items (hereafter referred to as ‘A1’ to ‘A16’ 
see Table I) focused on personas. Items were derived from a 
review of issues raised in the academic literature. The main 
survey was completed by 173 practitioners. 76 practitioners 
went on to complete the persona survey.  

In this paper, we report results relating to persona use from 
both the main survey and the persona survey. We also report 
an exploratory factor analysis that was used to organize the 
results in terms of a set of more abstract, latent variables. This 
provides an organizing principle for attitudes towards 
personas reducing them into to a set of more fundamental 
factors. We also report an analysis of each item using 
significance testing and prioritize items using effect size (odds 
ratio) as a measure of relative strength of feeling.  

In Section II, we review background literature that 
provided the basis for the persona survey items. In Section III, 
we discuss the survey and analysis method, and in Section IV 
we report the findings. In the final section, we summarize the 
results and discuss implications of our findings for interaction 
design practice. 

II. LITERATURE REVIEW 

A. Overview on Personas  

Cooper introduced the idea of personas in 1999 [2]. 
Although a method for creating personas was not clearly 
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articulated at that point, the idea attracted a good deal of 
attention. According to Cooper, personas offer a balance 
between formality and informality that carries more nuance 
than diagrammatic models through capturing users' goals, 
tasks, characteristics, and environments. The belief was that 
they could allow design teams from different disciplines and 
stakeholders to communicate about and empathize with the 
users and develop more focused designs. Methods for creating 
personas were subsequently offered that provided a structured 
approached to the development of personas. These included 
Pruitt, Grudin and Adlins’ ‘role-based perspective’ [4][10]; 
Cooper, Reimann and Cronin’s ‘goal-directed perspective’ 
[2]; and Nielsen’s ‘engaging perspective’ [5]. Cooper, 
Reimann and Cronins’ [2] method is a 7-step approach 
representing user-goals and including activities, attitudes, 
aptitudes, motivations, and skills towards a product. Pruitt, 
Grudin, and Adlin [4][10] agreed on the benefits of personas 
suggested earlier, but proposed personas as a complementary 
tool. Their method is a 5-step approach that looks into massive 
data and attempts to verify the quality and adequacy of 
persona representation. Nielsen [4][5], who observed 
variations in persona use, criticized some practitioners for 
failing to fully appreciate the potential of personas and for 
adopting marketing archetypes as personas. She offered the 
‘Engaging Persona’ process, which is a 10-step approach 
aimed at establishing common ground on gathering data 
related to user needs, attitudes and aptitudes and includes 
details such as social background, psychological 
characteristics, and emotional relationship to invoke empathy 
and avoid stereotyping [17]. The method also included some 
steps that focus on how to make personas accepted and used 
by team members.  

B. Studies on Personas 

Some studies have explored experiences and outcomes of 
persona creation and use. Blomquist and Arvola [14], for 
example, observed a design team’s first experience with 
personas. Methods for creating personas were relatively 
under-developed at that time and the authors found designers 
lacked confidence in using them for communication or design, 
concluding a need for expertise and integrating personas 
within existing knowledge and practice. Chang et al. [18] 
reported a small study with practitioners comparing attitudes 
of some who used personas and some of who didn’t. The study 
found more positive attitudes towards personas from those 
who use personas who found it an essential tool for design. 
The study also found practitioners experimenting with new 
approaches. Later, Miaskiewicz and Kozar [19] elicited 
perceived benefits of personas from 19 experts (practitioners 
who created and used them) and derived a ranked list of 22 
benefits, including: providing audience focus, helping to 
guide decisions, supporting collaboration, acting as a 
communication aid and guiding evaluation. Mathews et al. 
[16] reported a study of 14 practitioners and observed that 
those trained on Cooper’s method tended to champion 
personas, whereas those trained in Engineering and Computer 
Science were  ‘moderate’ persona users, and those trained in 
HCI and Design were pessimistic. The study also indicated 

benefits of personas in helping understand users' needs and 
context and establishing common ground.   

A number of literature sources draw attention to the cost 
implications of personas creation. LeRouge [20] argued that 
despite their cost implications, when personas are successfully 
integrated into a design process by trained team members, the 
benefits outweigh the costs.  Billestrup et al. [21] designed a 
questionnaire survey to investigate the knowledge and use of 
personas across 60 software development companies within a 
specific geographical region. The results revealed that more 
than half of the respondents had not heard of personas while 
the other respondents stated that personas were not well 
integrated into the development process. In addition, some 
problems related to time and budget constraints, limited 
knowledge with persona methods and inadequacy/ 
shallowness of persona descriptions were reported. 

Based on an observational study of design team 
conversations, Friess [12] questioned the benefits of personas 
as a tool for communication. Fries’ study showed that despite 
time and resources spent on developing and refining personas, 
they were only referred to briefly in designers’ conversations. 
Fries, however, resists the conclusion that personas are not 
useful with the observation that members of the design team 
who created personas invoked them in conversations much 
more often than other team members and stakeholders. Tharon 
[13] commented on the result that,  “Leaving the development 
of the personas to a select few on the team seems likely to 
ensure that those few are the only members of your team who 
will benefit from the time and money invested in the personas 
development.”  

C. Personas and Empirical Methods of User Research 

It is argued across the several methods of creating 
personas [3]–[5][7]–[9][11] that personas should be derived 
from user research. The approach suggested by Cooper [2][3] 
was solely qualitative, involving informal manual clustering 
of users (based on ‘behavioral variables'). Such an approach 
has raised questions about possibilities of exploiting 
quantitative data [4][9]–[11], as well as issues of sample size 
[4][7][9]–[11][15], adequacy of personas in terms of validity 
and human bias [8][9][11][15], and time and budget 
implications [4][7][9]–[11][13][15][16][22]. In response to 
such issues, some have proposed the integration of 
quantitative research and/or automating clustering methods.   

Pruitt, Adlin, and Grudin [4][10] were the first to combine 
quantitative and qualitative methods based on existing data 
about users. Their clustering method remained manual and 
was performed by experts in user research. They suggested 
validating personas through “sanity checks” and “foundation 
documents” to link them with the original gathered data. 
Later, Chapman’s and Milham’s [15] discussed the 
unexplored limitations of the former persona methods in terms 
of significance, accuracy, validity, human bias, and relation to 
the design of the product. These authors focused on bringing 
some automation to the process to increase objectivity, 
improve validity by increasing sample size, whilst also 
improving the efficiency of the method and making it less 
dependent on research expertise.  
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Mulder and Yaar [11] proposed a mixed method for web 
design personas starting with a quantitative analysis of large-
scale market research and website log data and using semi-
automated clustering techniques to create market 
segmentation/user profiles, followed by qualitative analysis 
such as interviews, field studies or usability tests. Following 
this, McGinn and Kotamraju [9] suggested designing a survey 
with agreed attributes to collect large-samples of customer 
data. Factor Analysis (FA) was used from the initial 
groupings, followed by interviews with selected users to 
reveal the goals and motivation and to validate group 
membership.  

Maikenzie et al. [8] proposed Latent Semantic Analysis 
(LSA) for semi-automated clustering of qualitative interview 
transcripts data, proposing this method to be “more efficient, 
less subjective, and less reliant on specialized skills”. Brikey, 
Walczak, and Burgess [7] reported a study that classified the 
methods of creating personas in terms of manual qualitative 
techniques and semi-automated techniques (LSA, FA, 
principal component analysis (PCA) and multivariate cluster 
analysis (CA)). The findings indicated that LSA semi-
automated method, when compared to the manual qualitative 
method, is not affected by the quantity of data, requires less 
expertise in clustering, is faster and cheaper, and minimizes 
human bias. The study also showed that the three automated 
clustering techniques didn't agree with the cluster assignment 
done by experts. 

In her 10-step approach, Nielsen [5] applies quantitative 
and qualitative research methods and considers manual 
clustering techniques (affinity diagrams and empathy maps) 
to be performed by qualified team members. These 
approaches each in its own capacity have exploited at least one 
of the following: sample size, adequacy of persona, time and 
budget; yet all of them need the expertise in 
quantitative/qualitative data analysis for clustering users. 

D. Professional Literature 

We also conducted a review of professional magazines 
and association websites for articles on personas. Here, mixed 
opinions can be found along with specific concerns that in 
many cases echo those expressed in the academic literature. 
For example, Sholmo [23][24] remarks, “For every designer 
who uses personas, I have found even more who strongly 
oppose the technique.” He reflects on his own conversion 
from negative attitude to positive once he started to develop 
and use personas “properly” in his work. He attempts to 
convince detractors to change their perceptions and promotes 
the use of personas for those who are unfamiliar with the 
process. Similarly Kellingley [25], another advocate for the 
development of personas, agreed with many of the criticisms 
under three headings: “Personas are time-consuming”, 
“Personas are expensive”, and “Personas need time to show 
ROI”. However, he argues that more time and money would 
be spent on building and rebuilding products without 
considering user requirements and personas. Accordingly, the 
attempt to reduce cost and time by cutting back on user 
research and abandoning the use of personas does not hold.  In 
the same way, Bryan [26] discusses three reasons that lead 
some peers to adverse personas as a design tool. First, the use 

of “Analytics”, which he argues can reveal many insights 
about the design components based on users’ interactions, 
overlooks how UX designers work and merely specifies user 
behaviors, which is essential to the UX strategy. Second, A/B 
and multivariate testing assesses alternative designs in terms 
of quantitative results, but do not suggest how to reach the best 
design. Third, in an agile environment UX practitioners feel a 
burden when creating and designing personas because of time 
constraints, which again reveals that there is a need for better 
ways of fitting personas in the UX process. 

III. METHOD 

A. Survey Design 

The main survey contained 29 questions distributed across 
sections on: (1) demographics; (2) user research; (3) design 
and prototyping; (4) product development; and (5) evaluation. 
Section (1) contained questions about respondents’ 
professional experience, the answers to which determined 
subsequent sections they were asked to complete. There were 
four questions about personas in the main survey across the 
remaining sections.  

The persona survey contained 16 items. Each elicited 
agreement with a series of propositions on a five-point Likert 
scale. Each proposition represents a possible attitude towards 
personas. These were derived from the literature by collating 
opinions and making observations of work reported by 
relevant academic sources (most appear in the literature 
review above) and a selection of industry blogs. The 
propositions are itemized in Table I and each is mapped 
against its sources.  

The studies we used to generate the propositions were 
typically qualitative and/or longitudinal and based on a small 
sample drawn from a specific context. In this sense, the survey 
can be seen as corroborating their findings against a larger and 
more widely drawn sample. In some cases, sources 
contradicted each other. Here the survey can be seen as 
helping to resolve such conflicts. Thus, we believed we 
converged on a set of concerns that were relevant and might 
be profitably tested with reference to the experience of a larger 
sample of practitioners.  

It is not uncommon for surveys to use both forward and 
reverse-keyed versions of items to control for possible 
acquiescence bias. However, Sonderen et al. [28] and 
Schriesheim & Hill [29] argue that there is little  empirical 
evidence to support this recommendation and demonstrate 
that it can increase respondent confusion and introduce 
difficulties in interpretation. Since reverse-keying effectively 
doubles the size of a survey, which would have a negatively 
effect on sample size, it was not used here. Hence, we opted 
for one item per proposition.  

B. Participants and recruitment 

The target population for the survey was UX/IxD 
practitioners. Respondents were recruited by non-
probabilistic convenience sampling via invitations to online 
interest groups, and by snowball sampling via the researchers’ 
professional networks. The requirement of working as a 
UX/IxD practitioner was included in invitations. Respondents 
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were asked to give job titles as part of the survey and these 
were subsequently reviewed for relevance prior to analysis.  

TABLE I.  THE 16 STATEMENTS USED AS ATTITUDINAL MEASURES 

TOWARDS PERSONAS. (SUPPORTIVE/UN-SUPPORTIVE INDICATES OPINION 

ELICITIED FROM OR OBSERVATION MADE OF REPORTED WORK) 

A1: Personas are time consuming to create/use. 
Supportive: [4][9]–[11][13][20][21]. Unsupportive: 
[7][8]  

A2: Personas are expensive to create/use. Supportive: 
[4][9]–[11][20][21] Unsupportive: [7][8]   

A3: Representative personas require a lot of data. 
Supportive [4][9]–[11][20]. Unsupportive: [18][27] 

A4: Personas require expertise in qualitative research to 
create. Supportive: [3][4][10][11][14][18][20]. 
Unsupportive: [7][8]  

A5: Personas require training in persona methods. 
Supportive: [3]–[5][9]–[11][16][20]  
A6: Collaborating around personas is difficult.  
Supportive: [4][10][14]. Unsupportive: [15] 

A7: Personas are often not properly used by teams. 
Supportive: [12][13]. Unsupportive: [4][8][14]  

A8: Personas often represent extreme archetypes 
Supportive: [3][11][22] 

A9: Personas often lack important information related to 
goals, needs, behaviors, and attitudes. Supportive: [21]. 
Unsupportive: [2]–[6][10][11]  

A10: Persona sets often incorporate redundancy 
(multiple personas referring to the same characteristics). 
Supportive: [3][4] 

A11: Personas are helpful for understanding users' needs 
and context. Supportive: [2]–[7][10][11][20][22]. 
Unsupportive: [14] 

A12: Personas are helpful for making design decisions. 
Supportive: [3][4][6][8][10][11][22]. Unsupportive: 
[14]–[16] 

A13: Personas are helpful  for implementing and 
building Supportive: [3][4][6][10][11][20][22] 

A14: Personas are helpful for evaluation. Supportive: 
[11][19][20][22]. Unsupportive: [21]  

A15: Personas are helpful for communicating with 
stakeholders and team members. Supportive: [2]–
[6][8][10][11][20][22]. Unsupportive: [12]–[14]  

A16: The personas I use are usually well formed and 
adequate. Unsupportive: [21] 

 

C. Data Analysis 

Responses to each Likert item were coded on a scale of 1 
to 5 where 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 
= agree, 5 = strongly agree. For each item, a lower bound one-
sample, one-tailed sign test was performed to assess 
agreement according to the following hypotheses: 

 
H0: The population median response is equal to or 
less than ‘neutral’ (η<=3) (i.e., non-agreement) 
 

H1: The population median response is greater than 
‘neutral’ (η> 3) (i.e., agreement) 

Given the multiple tests, Benjamini and Hochberg [30] 
was used to control for inflated type I error rate (αadjusted 
=.040625). The odds ratio (OR) (an unstandardized effect size 
statistic) was also computed for each item and used to 
organize the responses in terms of strength of expressed 
opinion.  

IV. FINDINGS 

A. Demographics 

The main survey and the persona survey were completed 
by 173 and 76 practitioners respectively, with the following 
self-reported demographics (number in main survey/number 
in persona survey):  

• Job Titles: UX Designers (52/21), UX Researchers 
(27/13), Senior User Experience Designers (23/13), 
User Interface Designer / Information Architect (7/2), 
and others (64/27); 

• Years of experience: > 5 yrs (79/36), 3 to 5 yrs(45/17), 
1 to 2 yrs (26/11), < 1 year (23/12); 

• Countries: UK (56/30), USA (35/13), Sweden (12/7), 
India (11/2), Norway (8/3), UAE (8/3) and 43/18 
others; 

• Organization size: 20-99 employees (34/14), 1000-
4999 employees (31/13), 10000+ employees (24/13), 
100 to 499 employees (24/6), 5000-9999 employees 
(20/8), 1 to 4 employees (12/3), 10 to 19 employees 
(9/5), 500 to 999 employees (8/8), 5 to 9 employees 
(6/6). 

Respondents worked with digital products in the areas: 
websites (134/63); mobile solutions/applications (121/52); 
consumer technology (73/35); enterprise solutions (67/33); 
accessibility (62/24); visualization of big data (44/25); smart 
objects/devices (IOT)(31/10); tabletops/multi-touch surfaces 
(24/8); wearable technology (19/5); Robotics & AI (16/4); 
A/R (14/3); VR (11/2); others (35/14). 

B. Persona Use  

Of the 173 practitioners who completed the main survey 
111 (64%) reported using personas in some capacity. Of 105 
respondents involved in user research, 78 (74%) reported 
using personas to represent/communicate user needs based on 
research studies. Of 109 respondents involved in design and 
prototyping, 69 (63%) reported using personas for motivating 
design ideas/decisions and 44 (40%) reported using persona-
based inspection for creating/refining the concepts of design. 
Of 113 respondents involved in evaluation, 34 (30%) reported 
using persona-based inspection methods.  

C. Results from the Personas Survey  

Of the practitioners who completed the ‘What’s Hot in 

Interaction Design?’ survey, 76 went on to complete the 

optional persona survey.  

1) Exploratory Factor Analysis 

We wanted to understand the results of the persona survey 
in terms of a reduced set of underlying factors to use as an 
organizing principle for attitudes towards personas.  
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TABLE II.  FACTOR LOADINGS AND COMMUNALITIES BASED ON A PAF WITH OBLIMIN ROTATION FOR THE RESPONSE ITEM 

 
We used an EFA with Principal Axis Factoring (PAF) 

since PAF holds no assumption about the distribution of the 
data. The following steps were followed to ensure that validity 
and reliability of the final solution. 

The survey data fulfilled the following suitability criteria:  

1. Data on each item showed a correlation of at least 0.3 with 

at least one other item; 

2. The Kaiser-Meyer-Olkin measure was 0.746 (greater that 

0.6), and Bartlett’s test of sphericity was significant (χ2 

(120) = 435.131, p < .001);  

3. The anti-image correlation matrix diagonals were all 

greater than 0.5;  

4. The communalities were all above 0.3 except for A16, 

confirming that each Ak except k=16 shared some 

common variance with other items. 

The second step was to decide the number of factors and 
rotation method. Initial eigen values were examined indicating 
that the first three factors explained 29%, 15%, and 10% of 
the variance respectively whilst the fourth and fifth factors had 
eigen values of just over 1, explaining 7% and 6% of the 
variance respectively. Also, the solutions for 3, 4 and 5 factors 
were each examined using varimax and oblimin of the factor 
loading matrix to interpret any correlation between the factors.  

A three-factor solution, explaining 54% of the variance 
and using the oblimin rotation, was chosen given: ‘leveling 
off’ of eigen values on the Scree Plot after three factors; an 
inadequate number of primary loadings; difficulty in 

interpreting the fourth and fifth factor; and correlations 
between factors (0.3) i.e. F1, F3 (r=.39) and F2, F3 (r=.312).  
A16 (‘Personas I use are usually well formed and adequate.’) 
was eliminated since it failed to meet criterion of a min 
primary factor loading of .35 or above. A6 and A1 were 
retained even though both contributed to two factors. A6 
(‘Collaborating around personas is difficult’) had a factor 
loading of 0.412 on F2 (resources for creating personas) and -
0.366 on F1 (benefits of personas). One explanation for this is 
that practitioners see collaboration as a needed resource that 
presents a challenge from the perspective of persona creation. 
And from the perspective of practitioners’ use, collaboration 
is not a persona benefit because it is difficult to apply. A1 
(‘Personas I create/use are time consuming’) had a factor 
loading of 0.382 on F2 (relating to creating personas) and 0.38 
on F3 (relating to the representation of personas. This was 
explained given that the question asked about “create/use” and 
the percentage of practitioners who create personas was 46% 
versus 54% who use them.  

A PAF of the remaining 15 items using oblimin rotations 
was conducted, with three factors explaining 56% of the 
variance. Most items had primary loadings above 0.5 except 
for A7 and A15. A1 and A6 had cross-loadings into two 
factors (as explained above). The pattern loading matrix is 
presented in Table II with items presented in descending order 
of factor loading to indicate strength and direction with respect 
to factor. The 3 persona factors were named as follows:  

 

• F1: Personas benefits, defined by 5 items positively and 1 

item (A7) negatively. The descending order of the factor 

 Persona 

benefits 

Persona 

resources 

Persona 

pitfalls 

Communalities 

A12 - Personas are helpful for making design decisions. 0.818   0.662 

A11 - Personas are helpful for understanding users' needs and 

context. 

0.757   0.587 

A13 - Personas are helpful for implementing and building. 0.708   0.507 

A14 - Personas are helpful for evaluation. 0.565   0.382 

A15 - Personas are helpful for communicating with 

stakeholders and team members. 

0.457   0.245 

A4 - Personas require expertise in qualitative research to 

create. 

 0.832  0.64 

A2- Personas are expensive to create/use.  0.605  0.462 

A3 - Representative personas require a lot of data.  0.599  0.424 

A5- Personas require training in persona methods.  0.583  0.336 

A6- Collaborating around personas is difficult. -0.376 0.418  0.456 

A10 - Persona sets often incorporate redundancy (multiple 

personas referring to the same characteristics). 

  0.956 0.781 

A8 - Personas often represent extreme archetypes.   0.555 0.322 

A9 - Personas often lack important information related to 

goals, needs, behaviors, and attitudes. 

  0.501 0.413 

A7 - Personas are often not properly used by teams.   0.399 0.271 

A1- Personas are time consuming to create/ use.  0.392 0.385 0.474 
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loading A12, A11, A13, A14, A15, A7 indicated their 

strength within their factor. 

• F2: Persona resources, defined by 6 items positively. The 

descending order of the factor loading A4, A2, A3, A5, A6, 

A1 indicated their respective within their factor. 

• F3: Persona pitfalls, defined by 5 items positively. The 

descending order of the factor loading A10, A8, A9, A7, 

A1 indicated their respective within their factor. 

TABLE III.  FACTOR CORRELATION MATRIX 

Factor 
Persona 

benefits 

Persona 

resources 

Persona 

pitfalls 

Persona benefits 1.000 -.151 -.366 

Persona resources -.151 1.000 .290 

Persona pitfalls -.366 .290 1.000 

TABLE IV.  COMPOSITE SCORES FOR PERSONA FACTORS 
 

Persona 

benefits 

Persona 

resources 

Persona 

pitfalls 

Mean Std. 10.9247 11.6937 9.6429 

Deviation 2.35362 2.56391 2.02689 

Skewness -1 -0.41 0.071 

Kurtosis 1.729 0.861 -0.677 

 
      The reliability of the solution was tested by checking 
internal consistency of items in each factor. Cronbach’s alpha 

of the 3 factors was good: personas benefits (6 items, =.788), 

persona resources (6 items, =.765), and persona pitfalls (5 

items, =.743). For the first factor, A6 was recoded to remove 
negative correlation. No substantial increases in alpha for 

factors could be achieved by eliminating more items.  The 

fourth step computed the composite scores (Table IV) for each 
factor based on weight sum score of the items and loadings on 
each factor according to the following equation: 

 

   

where it = items in each factor, FL = Factor Loading, S = 
Score. 

     The results of the correlation matrix in TABLE III. along 
the composite scores in Table IV showed that UX/ID 
practitioners feel more strongly about the following factors. 

1. Persona resources was the highest factor, had a left-

skewed distribution (Table IV), and was positively 

correlated (r0.3) with Persona pitfalls (Table III). This 

indicates that practitioners tend to think that persona 

resources are ranked first, and an increase in negative 

attitude towards persona pitfalls is likely to occur with an 

increase in negative attitude towards of Persona 

resources. 

2. Personas benefits was the second highest factor, had a left-

skewed distribution (Table IV) and was negatively 

correlated (r=-0.39) with persona pitfalls (Table III). This 

indicates that practitioners tend to think that benefits of 

personas come a close second, and an increase in negative 

attitude towards persona pitfalls is likely to occur with the 

decrease in positive attitudes to persona benefits. 

3. Persona pitfalls was the third with normal distribution 

(Table IV), indicating that practitioners tend to think last 

about the pitfalls which tends to correlate with the 

previous two factors. 

2) Attitudes towards Personas 

We report responses to the items in the persona survey, 
including results of a one-sample sign test used to assess 
agreement with each proposition. In each of the bar charts 
(Figure 1─16), the left end of the red arrow indicates the lower 
bound of the 95% confidence interval and the dot indicates the 
estimated population median (note that in a number of cases 
these coincide).  
 
A1: Personas are time-consuming to create/use  

Figure 1 shows that the attitudes to this item were mostly 
positive with median and mode of 4. 62% responded on the 
'agree' side of neutral (4 or 5) and 25% responded on the 
'disagree' side of neutral (1 or 2). A one-tailed sign test was 
highly significant (p=.0004 and p-adjusted=0.03125) 
supporting H1 (agreement). The odds ratio was 2.5.  

Conclusion: Practitioners tend to agree that personas are  
time-consuming to create/use. 
 
A2: Personas are expensive to create/use 

Figure 2 shows that the attitudes to this item were fairly 
even around neutral with a median of 3 and mode of 4. 34% 
responded on the 'agree' side of neutral (4 or 5) and 25% 
responded on the 'disagree' side of neutral (1 or 2). A one-
tailed sign test was non-significant (1-tailed p=.7052 and p-
adjusted=0.046875) supporting H0 (non-agreement). The 
odds ratio was 0.9. 

Figure 1. Personas are time-consuming to create/use 
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Conclusion: Practitioners tend not to agree that personas 
are expensive to create/use. 

 
A3: Representative personas require a lot of data 

 Figure 3 shows that the attitudes to this item had a median 
and mode of 4. 54% responded on the 'agree' side of neutral (4 
or 5) and 16% responded on the 'disagree' side (1 or 2). A one-
tailed sign test was highly significant (1-tailed p <.0001 and 
p-adjusted=.003125) supporting H1 (agreement). The odds 
ratio was 3.4.  

Conclusion: Practitioners tend to agree that representative 
personas require a lot of data.  

 
A4: Personas require expertise in qualitative research to 
create. 

Figure 4 shows that the attitudes to this item had a median 
and mode of 4. 72% responded on the 'agree' side of neutral (4 
or 5) and 14% responded on the 'disagree' side (1 or 2). A one-
tailed sign test was highly significant (1-tailed p <.0001 and 
p-adjusted=.00625) supporting H1 (agreement). The odds 
ratio was 5.  

Conclusion: Practitioners tend to agree that personas 
require expertise in qualitative research to create. 
 
A5: Personas require training in personas methods 

Figure 5 shows that the attitudes to this item had a median 
and mode of 4. 66% responded on the 'agree' side of neutral (4 
or 5) and 13% responded on the 'disagree' side (1 or 2). A one-
tailed sign test was highly significant (Z = 3.846, 1-tailed 
p<.0001 and p-adjusted =.00937) supporting H1 (agreement). 
The odds ratio was 5.  

Conclusion: Practitioners tend to agree that personas 
require training in personas methods.  

 
A6: Collaborating around personas is difficult 

Figure 6 shows that the attitudes to this item had a median 
of 3 and mode of 2. 34% responded on the 'agree' side of 
neutral (i.e., 4 or 5) and 39% responded on the 'disagree' side 
(1 or 2). A one-tailed sign test was non-significant (1-tailed 
p=.748 and p-adjusted=.05) supporting H0 (neutral or 

disagree) with an odds ratio (OR0.9).  

Conclusion: Practitioners tend not to agree that 
collaborating around personas is difficult.  

 
A7: Personas are often not properly used by teams 

Figure 7 shows that the attitudes to this item had a median 
of 4 and mode of 5. 78% responded on the 'agree' side of 
neutral (i.e., 4 or 5) and 4% responded on the 'disagree' side (1 
or 2). A one-tailed sign test was highly significant (1- tailed 
p<.0001 and p-adjusted=.00125) supporting H1 (agreement). 
The odds ratio was 19.7.  

Figure 5. Personas require training in personas methods 

Figure 6. Collaborating around personas is difficult 

Figure 2.  Personas are expensive to create/use  

Figure 3. Representative personas require a lot of data 

Figure 4. Personas require expertise in qualitative research to create 
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Conclusion: Practitioners tend to agree that personas are 
often not properly used by teams. 

 
A8: Personas often represent extreme archetypes 

Figure 8 shows that the attitudes to this item had a median 

and mode of 3. 43% responded on the 'agree' side of neutral 

(4 or 5) and 22% responded on the 'disagree' side (1 or 2). A 

one-tailed sign test was found to be significant (1-tailed 

p=.025 and p-adjusted=.0344) supporting H1 (agreement) 

with an odds ratio of 1.9. 

Conclusion: Practitioners tend to agree that personas often 
represent extreme archetypes. 

 
A9: Personas often lack important information related to 
goals, needs, behaviors, and attitudes. 

Figure 9 shows that the attitudes to item had a median and 
mode of 3.       42% responded on the 'agree' side of neutral (4 
or 5) and 26% responded on the 'disagree' side (1 or 2). A one-
tailed sign test was found to be non-significant (1-tailed 
p=.064 and p-adjusted=.0438) supporting H0 (neutral or 
disagree) with an odds ratio of 1.6.  

Conclusion: Practitioners tend not to agree that personas 
often lack important information related to goals, needs, 
behaviors, attitudes.  
 
A10: Persona sets often incorporate redundancy  

Figure 10 shows that the attitudes to this item had a median 
and mode of 3. 42% responded on the 'agree' side of neutral (4 
or 5) and 26% responded on the 'disagree' side (1 or 2). A one-
tailed sign test was found to be significant (1-tailed p=.064 
and p-adjusted=.0438) supporting H1 (agreement). The odds 
ratio was 1.8.  

Conclusion: Practitioners tend to agree that personas often 
incorporate redundancy. 

 
A11: Personas are helpful for understanding users' needs 
and context 

Figure 11 shows that the attitudes to this item had a median 
and mode of 4. 83% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 8% responded on the 'disagree' side. A one-
tailed sign test was highly significant (1- tailed p<.0001 and 
p-adjusted=.015625) supporting H1 (agreement). The odds 
ratio was 10.5. 

Conclusion: Practitioners tend to agree that personas are 
helpful for understanding users’ needs and context. 

 
A12: Personas are helpful for making design decisions 

Figure 12 shows that the attitudes to this item had a median 
and mode of 4. 72% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 11% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was highly significant (1-tailed  p<.0001 

Figure 7. Personas are often not properly used by  teams 

Figure 10. Persona sets often incorporate redundancy 

Figure 8. Personas often represent extreme archetypes  

Figure 11. Personas are helpful for understanding users' needs and 

context 

Figure 9. Personas often lack important information related to 
goals, needs, behaviors, and attitudes. 
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and p-adjusted=.01875) supporting H1 (agreement). The odds 
ratio was 6.9. 

Conclusion: Practitioners tend to agree that personas are 
helpful for making design decisions.  

 
A13: Personas are helpful for implementing and building 

Figure 13 shows that the attitudes to this item had a median 
of 3 and mode of 4. 47% responded on the 'agree' side of 
neutral (4 or 5) and 28% responded on the 'disagree' side (1 or 
2). A one-tailed sign test was highly significant (1-tailed p= 
.0318 and p-adjusted= .040625) supporting H1 (agreement). 
The odds ratio was 1.7. 

Conclusion: Practitioners tend to agree that personas are 
helpful for implementing and building. 

 
A14: Personas are helpful for evaluation 

Figure 14 shows that the attitudes to this item had a median 
and mode of 4. 68% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 12% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was highly significant (1-tailed p= .0318 
and p-adjusted= .021875) supporting H1 (agreement). The 
odds ratio was 5.8.  

Conclusion: Practitioners tend to agree that personas are 
helpful for evaluation. 
 
A15: Personas are helpful for communicating with 
stakeholders and team members  

Figure 15 shows that the attitudes to this item had a median 
and mode of 4. 75% responded on the 'agree' side of neutral (4 
or 5) whilst 11% responded on the 'disagree' side (1 or 2). A 
one-tailed sign test was highly significant (1- tailed p<0.001 
and p-adjusted= .025) supporting H1 (agreement). The odds 
ratio was 7.1.  

Conclusion: Practitioners tend to agree that personas are 
helpful for communicating with stakeholders and team 
members.  
 
A16: Personas I use are usually well formed and adequate 

Figure 16 shows that the attitudes to this item had a median 
of 3 and mode of 4. 49% responded on the 'agree' side of 
neutral (4 or 5) and 16% responded on the 'disagree' side (1 or 
2). A one-tailed sign test was highly significant (1-tailed 
p=0.003 and p-adjusted= .028125) supporting H1 
(agreement). The odds ratio was 3.  

Conclusion: Practitioners tend to agree that the personas 
they use are usually well formed and adequate. 

 
We use the odds ratio to judge relative strength of 

opinion. Table V shows the items ordered by odds ratio. We 
use descending order (most strongly held view at the top). 
The 13 significant items are displayed first followed by the 3 
non-significant items (A9, A2, A6).   

 

Figure 13. Personas are helpful for implementing and building 

Figure 12. Personas are helpful for making design decisions 

Figure 14. Personas are helpful for evaluation 

Figure 16. Personas I use are usually well formed and adequate. 

Figure 15. Personas are helpful for communicating with 

stakeholders and team members 
 



308

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

TABLE V.  PRIORITY OF ATTITUDES TOWARDS PERSONAS BASED ON THE 

DESCENDING ORDER OF OR RATIOS. 

 

V. CONCLUSION 

Existing studies on personas are typically 
qualitative/ethnographic or case studies. They tend to involve 
small samples of practitioners with findings developed 
inductively. These studies are valuable for raising issues, but 
generalization can be difficult. Also, the claims in the 
literature are diffused, uncorroborated, and cannot be 
prioritized. The study reported here addresses these issues by 
providing a quantitative analysis of the views of a large 
number of practitioners. 

The results show that persona use is quite prevalent 
amongst IxD/UX practitioners, particularly to capture the 
results of user research, but also to support design activities 
and to some extent, to support evaluation. We group attitudes 
into 3 dimensions (in order of importance): persona resources, 

persona benefits, and persona pitfalls. There was a weak 
negative correlation between persona resources and persona 
benefits, an acceptable negative correlation between persona 
benefits and persona pitfalls and an acceptable positive 
correlation between persona resources and persona pitfalls. 

The survey showed that IxD/UX practitioners saw six 
kinds of resources as being consumed by personas with their 
order of importance indicated in Table VI. These findings 
provide a foundation for issues that might have the most 
impact when considering things like training needs, the design 
of persona creation methods and the design of persona support 
tools. Financial costs have also been considered a significant 
resource costs in the literature, and yet practitioners had an 
overall neutral opinion towards it. This might be explained by 
the fact that practitioners are more directly affected by time 
implications than they are by decisions about budgets. 

In terms of persona benefits, practitioners tend to perceive 
six items with their order of importance indicated in  
Table VI and collaboration (although not significant for 
reasons explained earlier) affecting benefits negatively. Our 
findings on benefits of personas are similar to others and 
subset of the findings in [8]. Yet, our three highest ranked 
benefits did not show a difference in opinions between 
creators and users of personas as suggested by [12][14][18]. 
These findings indicate that personas are perceived as 
beneficial for practitioners (creators and users) despite 
resource concerns and this could provide implications for the 
priority of benefits that we need our future approaches to focus 
on. 

Practitioners often had strong opinions about challenges 
that they face with personas. They tend to perceive five kinds 
of persona pitfalls. The literature has briefly addressed and 
introduced these (Table VI), but we wanted to explore if these 
pitfalls are common among practitioners. Our results show 
that there is one remarkably high ranked pitfall, which is that 
personas and often not properly used by teams, followed by 
time required to create them (also found under resources) and 
other relatively low ranked attitudes in terms of importance. 
As noted, time was also found under resources and this could 
be due to ambiguity in the stated term “time consuming to 
create/ use”, which may have been perceived as a resource for 
the creator, but a pitfall among persona users. This major 
finding indicates a need for design team members to work 
together around personas and for this to be addressed in 
methods and tools. Although collaboration was not explicitly 
addressed in literature, it was evident in some of the suggested 
persona development methods and practitioners had an overall 
neutral opinion towards it. This might be explained, not by a 
lack of collaboration difficulties, but by a lack of 
collaboration. 

In future work, we plan to follow up on the findings 
reported here by exploring them more deeply in an interview 
study with IxD/UX practitioners and to use the findings to 
support the identification of requirements for persona creation 
tools. And as educators, given that personas are usually 
perceived as beneficial in the UCD, we would do well to 
continue to include personas in our university syllabi but to 
find approaches that overcome or at least educate students 
about the challenges of resources and common pitfalls.

Priority Attitude 
OR 

ratio 

1 A7: Personas are often not properly 

used by teams. 
19.6 

2 A11: Personas are helpful for 

understanding users' needs and 

context 10.5 

3 A15: Personas are helpful for 

communicating with stakeholders 

and team members 7.1 

4 A12: Personas are helpful for 

making design decisions 6.9 

5 A14: Personas are helpful for 

evaluation 5.8 

6 A5: Personas require training in 

persona methods. 5 

7 A4: Personas require expertise in 

qualitative research to create. 5 

8 A3: Representative personas require 

a lot of data. 3.4 

9 A16: The personas I use are usually 

well formed and adequate. 3.1 

10 A1: Personas are time consuming to 

create/use. 2.5 

11 A8: Personas often represent 

extreme archetypes 1.9 

12 A10: Persona sets often incorporate 

redundancy (multiple personas 

referring to the same characteristics) 1.8 

13 A13: Personas are helpful for 

implementing and building 1.7 

14 A9: Personas often lack important 

information related to goals, needs, 

behaviors, and attitudes 1.6 
15 A2: Personas are expensive to 

create/use. 0.9 

16 A6: Collaborating around personas 

is difficult. 0.9 
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TABLE VI.  .  SUMMARY OF OUR FINDINGS IN COMPARISON WITH LITERATURE (SUPPORTIVE/UN-SUPPORTIVE INDICATES OPINION ELICITED FROM OR 

OBSERVATION MADE OF REPORTED WORK).  

Priority Factors Attitude OR Supportive Unsupportive 

6 

P
e
r
so

n
a
 r

e
so

u
r
ce

s 
(1

) 
 

 
Personas require training in persona 

methods.  

5 [3]–[5][9]–[11][16][20]   

7 Personas require expertise in qualitative 

research to create. 

5 [3][4][10][11][14][18][20

] 

[7] [8] 

8 Representative personas require a lot of 

data.  

3.4 [4][9]–[11][20] [18][27] 

10 Personas are time consuming to create/use.  2.5 [3][8]–[10][12][19][20] [7][8] 

15 Personas are expensive to create/use.  0.9 [4][9]–[11][20][21] [7][8] 

16 Collaborating around personas is difficult 0.9 [4][10][14] [15] 

2 

P
e
r
so

n
a
 b

e
n

e
fi

ts
  

(2
)  

Personas are helpful for understanding 

users' needs and context.  

10.5 [2]–[7][10][11][20][22] [14] 

3 Personas are helpful for communicating 

with stakeholders and team members.  

7.1 [2]–

[6][8][10][11][20][22] 

[12]–[14]  

4 Personas are helpful for making design 

decisions. 

6.9 [3][4][6][8][10][11][22] [14]–[16] 

5 Personas are helpful for evaluation. 5.8 [11][19][20][22] [21] 

13 Personas are helpful for implementing and 

building. 

1.7 [3][4][6][10][11][20][22] 
 

16 Collaborating around personas is difficult 0.9 [4][10][14] [15] 

1 

P
e
r
so

n
a

 p
it

fa
ll

s 

 (
3
) 

Personas are often not properly used by 

teams. 

19.6 [12][13] [4][8][14] 

10 Personas are time consuming to create/use.  2.5 [4][9]–[11][13][20][21] [7][8] 

11 Personas often represent extreme 

archetypes 

1.9 [3][11][22] 
 

12 Persona sets often incorporate redundancy 1.8 [3] [4] 
 

14 Personas often lack important information 

related to goals, needs, behaviors, and 

attitudes.  

1.6 [20] [2]–

[6][10][11] 

9   My personas are usually well formed and 

adequate. 

3.1   [21] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



310

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

REFERENCES 

[1] E. Bashir and S. Attfield, “What’s Hot in Interaction Design? 
An International Survey of Practitioners’ Views on 
Personas,” in IARIA, ACHI, 2018, pp. 66-74. 

[2] A. Cooper, The inmates are running the asylum. Sams, 1999. 

[3] A. Cooper, R. Reimann, D. Cronin, and A. Cooper, About 
face 3 : the essentials of interaction design. Wiley Pub, 2007. 

[4] J. Pruitt and T. Adlin, The persona lifecycle : keeping people 
in mind throughout product design. Elsevier, 2006. 

[5] L. Nielsen, “Personas,” in The Encyclopedia of Human-
Computer Interaction, 2nd ed., Aarhus: The Interaction 
Design Foundation, 2014. 

[6] L. Nielsen, K. S. Nielsen, J. Stage, and J. Billestrup, “Going 
Global with Personas,” 2013, pp. 350–357. 

[7] J. Brickey, S. Walczak, and T. Burgess, “Comparing Semi-
Automated Clustering Methods for Persona Development,” 
IEEE Trans. Softw. Eng., vol. 38, no. 3, pp. 537–546, May 
2012. 

[8] T. Miaskiewicz, T. Sumner, and K. A. Kozar, “A latent 
semantic analysis methodology for the identification and 
creation of personas,” in Proceedings of the 26th SIGCHI 
Conference on Human Factors in Computing Systems, 2008, 
pp. 1501–1510. 

[9] J. McGinn and N. Kotamraju, “Data-Driven Persona 
Development,” in SIGCHI Conference on Human Factors in 
Computing Systems, 2008, pp. 1521–1524. 

[10] J. Pruitt and J. Grudin, “Personas: practice and theory,” in 
Proceedings of the 2003 conference on Designing for user 
experiences - DUX ’03, 2003, p. 1. 

[11] S. Mulder and Z. Yaar, The user is always right : a practical 
guide to creating and using personas for the Web. New 
Riders, 2007. 

[12] E. Friess, “Personas and Decision Making in the Design 
Process: An Ethnographic Case Study,” in CHI, 2012. 

[13] T. W. Howard, “Are personas really usable?,” Commun. 
Des. Q. Rev., vol. 3, no. 2, pp. 20–26, Mar. 2015. 

[14] Å. Blomquist and M. Arvola, “Personas in Action: 
Ethnography in an Interaction Design Team,” 2002. 

[15] C. N. Chapman and R. P. Milham, “The Personas’ New 
Clothes: Methodological and Practical Arguments against a 
Popular Method,” Proc. Hum. Factors Ergon. Soc. Annu. 
Meet., vol. 50, no. 5, pp. 634–636, Oct. 2006. 

[16] T. Matthews, T. Judge, and S. Whittaker, “How do designers 
and user experience professionals actually perceive and use 
personas?,” in Proceedings of the 2012 ACM annual 
conference on Human Factors in Computing Systems - CHI 
’12, 2012, p. 1219. 

[17] P. Turner and S. Turner, “Is stereotyping inevitable when 
designing with personas?,” Des. Stud., vol. 32, no. 1, pp. 30–
44, 2011. 

[18] Y. Chang, Y. Lim, and E. Stolterman, “Personas: From 
Theory to Practices,” in Proceedings of the 5th Nordic 

conference on Human-computer interaction building bridges 
- NordiCHI ’08, 2008, p. 439. 

[19] T. Miaskiewicz and K. A. Kozar, “Personas and user-
centered design: How can personas benefit product design 
processes?,” Des. Stud., vol. 32, no. 5, pp. 417–430, 2011. 

[20] C. LeRouge, J. Ma, S. Sneha, and K. Tolle, “User profiles 
and personas in the design and development of consumer 
health technologies,” Int. J. Med. Inform., vol. 82, no. 11, pp. 
e251–e268, 2013. 

[21] J. Billestrup, J. Stage, L. Nielsen, and K. S. Hansen, “Persona 
Usage in Software Development: Advantages and 
Obstacles,” in The Seventh International Conference on 
Advances in Computer-Human Interactions Persona, 2014. 

[22] F. Long, “Real or Imaginary: The effectiveness of using 
personas in product design | Frontend,” in Proceedings of the 
IES Conference, 2009. 

[23] G. Sholmo, “A Closer Look At Personas: A Guide To 
Developing The Right Ones (Part 2) — Smashing 
Magazine,” smashingmagazine, 2014. [Online]. Available: 
https://www.smashingmagazine.com/2014/08/a-closer-
look-at-personas-part-2/. [Accessed: 02-Feb-2018]. 

[24] G. Sholmo, “A Closer Look At Personas: What They Are 
And How They Work | 1 — Smashing Magazine,” 
smashingmagazine, 2014. [Online]. Available: 
https://www.smashingmagazine.com/2014/08/a-closer-
look-at-personas-part-1/. [Accessed: 02-Feb-2018]. 

[25] N. Kellingley, “Common Problems with User Personas | 
Interaction Design Foundation,” 2015. [Online]. Available: 
https://www.interaction-
design.org/literature/article/common-problems-with-user-
personas. [Accessed: 10-Nov-2018]. 

[26] P. Bryan, “Are Personas Still Relevant to UX Strategy? :: 
UXmatters,” UXmatters, 2013. [Online]. Available: 
https://www.uxmatters.com/mt/archives/2013/01/are-
personas-still-relevant-to-ux-strategy.php. [Accessed: 10-
Nov-2018]. 

[27] D. Norman, “Ad-Hoc Personas &amp; Empathetic Focus - 
jnd.org,” jnd.org, 2004. [Online]. Available: 
http://jnd.org/dn.mss/adhoc_personas_empathetic_focus.ht
ml. [Accessed: 10-Nov-2018]. 

[28] E. Sonderen, R. Sanderman, and J. C. Coyne, 
“Ineffectiveness of Reverse Wording of Questionnaire Items: 
Let’s Learn from Cows in the Rain,” PLoS One, vol. 8, no. 
7, p. e68967, Jul. 2013. 

[29] C. A. Schriesheim and K. D. Hill, “Educational and 
Psychological Measurement Controlling Acquiescence 
Response Bias by Item Reversals: the Effect on 
Questionnaire Validity,” Sociol. Methods Res., vol. 21, no. 
1, pp. 52–88. 

[30] J. A. Ferreira, J. A. Ferreira, and A. H. Zwinderman, “On the 
Benjamini-Hochberg method,” ANN. Stat., pp. 1827-1849, 
2006. 

 



311

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Context-aware Storage and Retrieval of Digital Content 
Database Model and Schema Considerations for Content Persistence 

 

Hans-Werner Sehring 
Namics 

Hamburg, Germany 
e-mail: hans-werner.sehring@namics.com

 
 

Abstract—In increasingly many information systems that 
publish digital content, the documents that are generated for 
publication are tailored for and delivered to users working in 
different and varying contexts. To this end, the content from 
which an actual document is created is dynamically selected 
with respect to a specific context. The task of content selection 
incorporates queries to an underlying database that hosts data 
representing content. Such queries are parameterized with a 
description of the context at hand. This is particularly true for 
content management applications, e.g., for websites that are 
targeted at a user’s context. The notion of context comprises 
various dimensions of parameters like language, location, time, 
user, and user’s device. Most data modeling languages, 
including programming languages, are not well prepared to 
cope with variants of content, though. They are designed to 
manage universal, consistent, and complete sets of data. The 
Minimalistic Meta Modeling Language (M3L) can be applied as 
a language for content representation. M3L has proven 
particularly useful for modeling content in context. Towards an 
operational M3L execution environment, we are researching 
mappings to databases of different data models, and for each 
data model schemas to efficiently store and utilize M3L models. 
This article discusses such schemas for context-aware data 
representation and retrieval. The main focus lies on efficiency of 
queries used for M3L evaluation with the goal of context-
dependent content selection. This is achieved by expressing 
context-aware models, in particular M3L statements, by means 
of existing persistence technology. 

Keywords-data modeling; data schema; databases; content 
modeling; context-aware data modeling; content; content 
management; content management systems; context. 

I. INTRODUCTION 
In many information systems, e.g., web-based ones, data 

represents content to be incorporated into documents that are 
generated on purpose. More often than not content is required 
to be queried dynamically on document access, calling for 
adequate content storage and retrieval. First studies on such 
content persistence have been reported [1]. This article 
extends the report on the current state of these database 
schema investigations. 

In the digital society [2], data is required to represent all 
kinds of content, ranging from structured content of text 
documents to unstructured, typically binary representations of 

video and audio content. Content is used for many purposes, 
the most obvious ones being information and commerce. 
Content is published by means of documents, often 
multimedia documents incorporating different media that are 
interrelated to form hypermedia networks. So-called 
publication channels offer the medium for one kind of 
publication, e.g., a website, a document file, or a mobile app. 
Content is typically represented in a channel-agnostic way in 
order to support multi- or even omni-channel publishing. 

It is quite common to deliver content to users in a way that 
addresses the context in which they are when requesting the 
content. This may include the channel they are using, the 
working mode they are in, the history of previous usage 
scenarios, etc. Targeting content to users’ contexts can range 
from simply arranging content in a specific way, over 
specifically assembled documents, to content that is 
synthesized for the current requests. Examples are a 
prominent display of teasers for content that is assumed to be 
of interest to the user, the production of documents matching 
a user’s native language, adjustment of document quality 
based on the current network bandwidth and the receiving 
device, and creating content that represents some base data in 
knowledgeable form. 

For such content targeting scenarios, data needs to be 
stored in a way that allows generating different views on the 
content, mainly by selecting content relevant in a certain 
context. Data representing all forms of content in such a 
system, therefore, needs to be attributed with the contexts in 
which it is applicable or preferred. Obviously, some notion of 
context is required for such representations [3]. 

Data modeling and programming languages typically do 
not exhibit features to represent context and to include it in 
evaluations. Database management systems, being the 
backbone of practically every information system, are 
particularly optimized for one connected set of data that is 
supposed to be consistent and complete. This means that they 
are not well equipped for dynamic content production, neither 
regarding content representation nor efficient context-
dependent retrieval. 

Data retrieval needs particular attention when content is 
dynamically assembled depending on some context in which 
it is requested. For the tasks of context-aware content 
management, complex collections of data to be used as 
content are requested frequently. A context-aware schema has 
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to efficiently support the underlying queries that are employed 
to identify relevant content. 

For the discussion of data models, we consider content in 
contexts as it is expressible using the Minimalistic Meta 
Modeling Language (M3L). This language allows expressing 
content in a straightforward way. Being a modeling language, 
there is no obvious mapping to established data structures, 
though. 

The rest of this paper is organized as follows. Section II 
reviews related work in the area of context-aware data and 
content models. Sections III and IV give a brief overview over 
the M3L and describe those parts of the language that are 
required for the discussion in this paper. Section III describes 
the static aspects of the M3L used to define application 
models. Section IV focuses on the dynamic evaluation of such 
models. The architecture of a current M3L implementation is 
discussed in Section V in order to clarify the scope of M3L 
persistence. Section VI presents a first conceptual model of an 
internal representation of M3L concepts. Section VII makes 
this model more concrete by means of logical representations, 
comparable to the logical view on databases. Aspects of M3L 
persistence implementations based on different data models 
are touched in Section VIII. The conclusion and 
acknowledgment close the paper in Section IX. 

II. RELATED WORK 
Context is important in the area of content management, 

but also in other modeling domains. This section names some 
existing modeling approaches to contextual information. 

A. Content Management Products 
Most commercial content management products have 

introduced some notion of context in their models and 
processes. They utilize context information to target content 
to users. Some use the term personalization, which is similar 
to, but different from contextualization [4]. 

In most cases, there are publication rules associated with 
content, similar as discussed in [5]. These rules are based on 
so-called segments. Every user is assigned one or more 
segments. When requesting content, the rules are evaluated 
for the actual segment(s) in order to select suitable content. 

Content authors and editors maintain the content rules. 
Segments are assigned to users automatically by the systems 
based on the users’ behavior (user interactions), the user 
journey (e.g., previously visited sites and search terms used 
for finding the current website), and context information (e.g., 
device used and location of the user). 

Segments offer a rather universal notion of context, though 
there is no explicit context model. 

B. Context-aware Data Models 
Parallel to the notion of context used for content, there 

exists some work on the influence of environments on running 
applications. In mobile usage scenarios, context refers mainly 
to such environmental considerations, e.g., network 
availability, network bandwidth, device, or location. 

Context changes are incorporated dynamically into 
evaluations in these scenarios [6]. 

Context-awareness is not limited to data models. It is also 
used for adaptable or adaptive software systems, e.g., to map 
software configurations to execution environments [7], or to 
control the behavior of a generic solution [8]. 

C. Concept-oriented Content Management 
Concept-oriented Content Management (CCM) [9] is an 

approach to manage content reflecting knowledge. Such 
content does not represent simple facts, but instead is subject 
to interpretation. Furthermore, the history of things is 
described by content, not just their latest state. 

CCM is not directly concerned about modeling context. 
Instead, it aims to introduce a form of pragmatics into content 
modeling that allows users on the one hand to express 
differing views by means of individual content models, and 
on the other hand to still communicate by exchanging content 
between individualized models. 

CCM uses a notion of personalization that goes far beyond 
the one of content management systems (see above). 

It is similar to contextualized content usage, although the 
system does not know about the context of a user. Instead, 
users carry out personalization (in CCM terms) manually. 

A CCM system reacts to model changes and relates model 
variants to each other. The basis for this ability is systems 
generation: based on the definitions of users, schemas, APIs, 
and software modules are generated. 

Some aspects of the considerations presented in 
Section VIII were gained from the research on the generation 
of CCM modules that map content to external data, e.g., 
content representations stored in databases. 

III. THE MINIMALISTIC META MODELING LANGUAGE 
The Minimalistic Meta Modeling Language (M3L, 

pronounced “mel”) is a modeling language that is applicable 
to a range of modeling tasks. It proved particularly useful for 
context-aware content modeling [10]. 

For the purpose of this paper, we only introduce the static 
aspects of the M3L in this section. Dynamic evaluations that 
are defined by means of different rules are presented in the 
subsequent section. 

The descriptive power of M3L lies in the fact that the 
formal semantics is rather abstract. There is no fixed domain 
semantics connected to M3L definitions. There is also no 
formal distinction between typical conceptual relationships 
(specialization, instantiation, entity-attribute, aggregation, 
materialization, contextualization, etc.). 

A. Concept Definitions and References 
A M3L definition consists of a series of definitions or 

references. Each definition starts with a previously unused 
identifier that is introduced by the definition and may end with 
a semicolon, e.g.: 
Person; 

A reference has the same syntax, but it names an identifier 
that has already been introduced. 

We call the entity named by such an identifier a concept. 
The keyword is introduces an optional reference to a base 

concept, making the newly defined concept a refinement of it. 
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A specialization relationship as known from object-
oriented modeling is established between the base concept and 
the newly defined derived concept. This relationship leads to 
the concepts defined in the context (see below) of the base 
concept to be visible in the derived concept. 

The keyword is always has to be followed by either a, an, 
or the. The keywords a and an are synonyms for indicating 
that a classification allows multiple sub-concepts of the base 
concept: 
Peter is a Person; John is a Person; 

There may be more than one base concept. Base concepts 
can be enumerated in a comma-separated list: 
PeterTheEmployee is a Person, an Employee; 

The keyword the indicates a closed refinement: there may 
be only one refinement of the base concept (the currently 
defined one), e.g.: 
Peter is the FatherOfJohn; 

Any further refinement of the base concept(s) leads to the 
redefinition (“unbinding”) of the existing refinements. 

Statements about already existing concepts lead to their 
redefinition. For example, the following expressions define 
the concept Peter in a way equivalent to the above variant: 
Peter is a Person; 
Peter is an Employee; 

B. Content and Context Definitions 
Concept definitions as introduced in the preceding section 

are valid in a context. Definitions like the ones seen so far add 
concepts to the top of a tree of contexts. Curly brackets open 
a new context, e.g.: 
Person { Name is a String; } 
Peter is a Person{"Peter Smith" is the Name;} 
Employee { Salary is a Number; } 
Programmer is an Employee; 
PeterTheEmployee is a Peter, a Programmer { 
 30000 is the Salary; 
} 

We call the outer concepts the context of the inner, and we 
call the set of inner concepts the content of the outer. 

In this example, we assume that concepts String and 
Number are already defined. The sub-concepts created in 
context are unique specializations in that context only. 

As indicated above, concepts from the context of a concept 
are inherited by refinements. For example, Peter inherits the 
concept Name from Person. 

M3L has visibility rules that correlate to both contexts and 
refinements. Each context defines a scope in which defined 
identifiers are valid. Concepts from outer contexts are visible 
in inner scopes. For example, in the above example the 
concept String is visible in Person because it is defined in 
the topmost scope. Salary is visible in PeterTheEmployee 
because it is defined in Employee and the context is inherited. 
Salary is not valid in the topmost context and in Peter. 

C. Contextual Amendments 
Concepts can be redefined in contexts. This happens by 

definitions as those shown above. For example, in the context 
of Peter, the concept Name receives a new refinement. 

Different aspects of concepts can explicitly be redefined 
in a context, e.g.: 
AlternateWorld { 
 Peter is a Musician { 
  "Peter Miller" is the Name; 
 } 
} 

We call a redefinition performed in a context different 
from that of the original definition a conceptual amendment. 

In the above example, the contextual variant of Peter in 
the context of AlternateWorld is both a Person (initial 
definition) and a Musician (additionally defined). The Name 
of the contextual Peter has a different refinement. 

A redefinition is valid in the context it is defined in, in sub-
contexts, and in the context of refinements of the context 
(since the redefinition is inherited as part of the content). 

D. Concept Narrowing 
There are three important relationships between concepts 

in M3L. 
M3L concept definitions are passed along two axes: 

through visibility along the nested contexts, and through 
inheritance along the refinement relationships. 

A third form of concept relationship, called narrowing, is 
established by dynamic analysis rather than by static 
definitions like content and refinement. 

For a concept c1 to be a narrowing of a concept c2, c1 and 
c2 need to have a common ancestor, and they have to have 
equal content. Equality in this case means that for each content 
concept of c2 there needs to be a concept in c1’s content that 
has an equal name and the same base classes. 

For an example, assume definitions like: 
Person { Sex; Status; } 
MarriedFemalePerson is a Person { 
 Female is the Sex; 
 Married is the Status; 
} 
MarriedMalePerson is a Person { 
 Male is the Sex; 
 Married is the Status; 
} 

With these definitions, a concept 
Mary is a Person { 
 Female is the Sex; 
 Married is the Status; 
} 

is a narrowing of MarriedFemalePerson, even though it is 
not a refinement of that concept, and though it introduces 
separate nested concepts Female and Married. 

E. Semantic Rule Definitions 
For each concept, one semantic rule may be defined. 
The syntax for semantic rule definitions is a double 

turnstile (“|=”) followed by a concept definition. A semantic 
rule follows the content part of a concept definition, if such 
exists. 

A rule’s concept definition is not made effective directly, 
but is used as a prototype for a concept to be created later. 

The following example redefines concepts 
MarriedFemalePerson and MarriedMalePerson: 
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MarriedFemalePerson is a Person { 
 Female is the Sex; 
 Married is the Status; 
} |= Wife 
MarriedMalePerson is a Person { 
 Male is the Sex; 
 Married is the Status; 
} |= Husband 

The concepts Wife and Husband are not added directly, 
but at the time when the parent concept is evaluated. 
Evaluation is covered by the subsequent section. 

Concepts from semantic rules are created and evaluated in 
different contexts. The concept is instantiated in the same 
context in which the concept carrying the rule is defined. The 
context for the evaluation of a rule (evaluation of the newly 
instantiated concept, that is) is that of the concept for which 
the rule was defined. 

In the example above, the concept Wife is created in the 
root context and is then further evaluated in the context of 
MarriedFemalePerson. 

Rules are passed from one concept to another by means of 
inheritance. They are passed to a concept from (1) concepts 
the concept is a narrowing of, and (2) from base classes. 
Inheritance happens in this order: Only if the concept is not a 
narrowing of a concept with a semantic rule then rules are 
passed from base concepts. 

E.g., Mary as defined above evaluates to Wife. 

F. Syntactic Rule Definitions 
Additionally, for each concept one syntactic rule may be 

defined. 
Such a rule, like a grammar definition, can be used in two 

ways: to produce a textual representation from a concept, or 
to recognize a concept from a textual representation. 

A semantic rule consists of a sequence of string literals, 
concept references, and the name expressions that evaluate 
to the current concept’s name. 

During evaluation of a syntactic rule, rules of referenced 
concepts are applied recursively. Concepts without a defined 
syntactic rule are evaluated to/recognized from their name. 

E.g., from definitions 
WordList { 
 Word; Remainder is a WordList; 
} |- Word " " Remainder; 
OneWordWordList is a WordList |- Word; 
Sentence { WordList; } |- WordList "." 
HelloWorld is a Sentence { 
 Words is the WordList { 
  Hello is the Word; 
  OneWordWordList is the Remainder { 
   World is the Word; 
} } } 

the textual representation 
Hello World. 

is produced. 
Syntactic rule evaluation is not covered in this article. 

IV. CONCEPT EVALUATION 
As pointed out, there is no fixed generic semantic of M3L 

constructs. Nevertheless, concrete models receive semantics 

by means of semantic rules and their evaluation. After 
definition, each concept (in the root context) is evaluated in a 
way described in this section. 

Concept evaluation is based on (a) narrowing (see 
Section III.D) and (b) semantic rules (Section III.E). 

This section gives a semi-formal description of these 
means to assign semantics to M3L models. We present as 
many definitions as are required to derive the main database 
operations that drive the evaluation process in database-driven 
M3L implementations. 

Throughout this section, let ℂ be the set of concepts, 𝕊 be 
the set of sets of concepts, and ℝ be the set of semantic rules. 
Let 𝕋 be the set of root concepts (concepts that do not have 
another concept as their explicit context). 

A. Concept Relationship Access Functions 
First, we define typical access functions to the components 

of a M3L model. 
The function context returns the context of a concept as 

defined by a concept definition, or ^, if the given concept is a 
root concept: 

 context: ℂ→ℂ. (1) 

The reverse relation, content, returns the content of a 
concept: 

 content: ℂ→𝕊: c↦{c’∈ℂ | context(c’)=c}, c≠^, 
 content: ℂ→𝕊: ^↦𝕋. (2) 

The base relationship maps a concept to its base concepts: 

 base: ℂ´ℂ→𝕊. (3) 

Since the set of base concepts may be extended by 
contextual concept amendments, the relation is evaluated 
relative to a context, given by the context-defining concept 
(second parameter), or by ^ if base concepts as defined in the 
root context are requested. 

The inverse, the refine relationship, maps concepts to the 
concepts derived from them in a given context x: 

 refine: ℂ´ℂ→ℂ: (c,x)↦{c’∈ℂ | c’∈base(c,x)}. (4) 

Let semanticRule be a projection function that returns the 
semantic rule defined for a concept in a given context x. If 
none is defined in x or any parent context, the function 
returns ^. 

 semanticRule: ℂ´ℂ→ℝ (5) 

Likewise, let concept be the function that returns the 
concept that is defined by a rule definition: 

 concept: ℝ→ℂ. (6) 

E.g., for a concept Concept in the root context defined as 
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Concept |= NewConcept {Content;} 

the function application concept(semanticRule(Concept,^)) 
returns NewConcept. 

B. Computed Relationships 
On the basis of the accessor functions defined in the 

previous subsection, some computed relationships can be 
defined. In this subsection we define helper functions required 
to define narrowing in the subsequent subsection, and to 
finally define evaluation in Section IV.D: the set of transitive 
base concepts baseT, the set of transitive refinements refineT, 
and the bottom of a concept set. 

Chained base relationships are retrieved by 

baseT: ℂ´ℂ→𝕊,	
	 baseT: (c,x)↦base(c,x) ∪ {baseT(c’,x) | c’∈base(c,x)}. (7) 

Likewise, transitive refinement is defined by: 

refineT: ℂ´ℂ®𝕊,	
	 refineT: (c,x)↦{c} ∪ {refineT(c’,x) | c’∈refine(c,x)}. (8) 

The function bottom removes concepts from a concept set 
if these are already subsumed by other contained concepts. 
These are concepts that are refined by a concept in the set and 
are themselves not refining that concept: 

bottom: 𝕊´ℂ®𝕊,	
bottom: (S,x)↦S \ {c∈S | $c2∈S: c2∈refineT(c,x) 

  Ù cÏrefineT(c2,x)}. (9) 

C. Concept Narrowing 
One central point in the process of evaluating concepts is 

to compute their narrowing. In order to define narrowings, we 
first introduce some helper functions. 

Let Rc be the set of root concepts that (transitively) are 
base concepts of a concept c, Rc = 𝕋 ∩ baseT(c,x). A superset 
of c’s narrowing is easily computed using 

narrowCandiateList: ℂ´ℂ®𝕊 
 narrowCandiateList: (c,x)↦{refineT(c’,x)|c’ÎRc}, (10) 

meaning that all narrowings are found in the set consisting of 
all concepts from all content hierarchies to which the concept 
belongs. 

In order to remove candidates for narrowings, helper 
functions to examine a concept’s “type” are required. Two 
functions help analyzing whether a concept c is a refinement 
of a base concept b, (interpreted in the context of concept x): 

hasType: ℂ´ℂ´ℂ→Bool 
 hasType:	(c,b,x)↦baseT(c,x)ÊbaseT(b,x), (11) 

and whether two concepts c1 and c2 are the same with respect 
to their set of base concepts: 

sameType: ℂ´ℂ´ℂ→Bool: (c1,c2,x)↦c2ÎbaseT(c1,x) Ú c1=c2 
  Ú hasType(c1,c2,x). (12) 

Besides these static type checks, we also need structural 
matching of concepts (sometimes called “duck typing” [11]): 

hasWholeContent:	ℂ´ℂ´ℂ→Bool 
hasWholeContent:	(c,candidateBaseConcept,x)↦ 

"c1∈content(candidateBaseConcept): $c2∈content(c): 
  sameType(c2,c1,x). (13) 

The function hasWholeContent determines for two 
concepts c and candidateBaseConcept whether (interpreted 
w.r.t. the context of concept x) the whole content of c is also 
part of the context of candiateBaseConcept, meaning that 
there is a concept with an equal set of base classes. 

With the helper functions (10)-(13) we define the 
narrowing of a concept c in the context of a concept x as: 

narrowing: ℂ´ℂ®𝕊: (c,x)↦refineT(c,x) 
∪ {c’Î narrowCandiateList(c,x) | hasType(c,c’,x) 

 Ù hasWholeContent(c,c’,x)}. (14) 

D. Semantic Rule Application and Concept Evaluation 
At the core of the concept evaluation lies the productive 

application of semantic rules as described in Section III.E. 
During the evaluation process, semantic rules are applied 

by instantiating the concept named in a rule. We express this 
by a function apply as 

apply: ℝ´ℂ®	ℂ:	
apply: (r,x)↦concept(r) in context(x), if it exists,	

apply: (r,x)↦deep copy of concept(r) in context(x), 
 interpreted in x, else. (15) 

With narrowing and rule application we can define M3L 
concept evaluation as 

evaluate: ℂ´ℂ®𝕊,	
evaluate: (c,x)↦bottom(evaluate(apply(semanticRule( 

                                                      narrowing(c,x),x),x),x),x), 
                        if some concept in narrowing(c,x) has a rule, 

evaluate: (c,x)↦bottom(evaluate(refineT(c,x),x),x), 
              if some concept in refineT(c,x) has a semantic rule 
 evaluate: (c,x)↦bottom(refineT(c,x),x), else. (16) 

For the sake of brevity, we use extensions to set-valued 
parameters to relationships (5), (15), and (16). 

V. ANATOMY OF THE M3L ENVIRONMENT 
This section outlines the architecture of a first M3L 

implementation. It is studied here in order to determine base 
functions that require an efficient implementation for concept 
evaluation. This leads to the requirements on the persistence 
layer that is the subject of this article. 
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Figure 1.  Architecture of the current M3L implementation. 

When implementing concept evaluation (16) and all 
supporting functions (1)-(15), one notices that there are the 
basic accessor functions (1)-(6). Other functions are defined 
on top of these basic functions. Therefore, an efficient 
implementation will place the accessor functions (1)-(6) and 
those making heaviest use of them, (7) and (8), close to the 
data layer, while the others can be implemented in a storage-
agnostic way. These assumptions lead to an architecture as the 
one presented in this section. 

The current M3L runtime environment is an application 
that is based on several components. These components are 
interchangeable in order to be applicable in a wide range of 
configurations, namely different M3L syntaxes (compact or 
verbose), interpretation of files or interactive input, or 
compilation to different target languages and different 
persistence technology for concept storage and retrieval. 

The UML class diagram in Fig. 1 illustrates this M3L 
implementation. For the method signatures shown in the 
diagram assume M3LConcept to be an interface for concept 
representations and M3LConceptSet to be a set of those. 

For brevity, the types of method arguments are omitted. In 
the figure, c denotes a M3LConcept to perform an operation 
on, ctx a M3LConcept giving the context of the operation, 
name a String giving a concept name, and r a semantic rule. 

At the frontend, a Parser recognizes M3L statements and 
creates an abstract syntax tree (AST) for further processing. 
The parser is based on a parser generated by the ANTLR 
(ANother Tool for Language Recognition) parser 
generator [12]. The grammar of the M3L is quite simple. Still, 
this powerful parser generator is employed because it plays an 
important role for the handling of syntactic rules (see 
Section III.F) at runtime and thus is part of the setup anyway. 

In fact, there are different parsers and listeners for different 
syntaxes of the M3L we are experimenting with. Fig. 1 shows 
the M3LVerboseParser for the syntax used in this article. 

In the next stage of M3L processing, a Builder creates an 
internal representation of the parsed M3L definitions. 

Using the AntLR framework, a Parser and a Builder are 
connected by an observer, here the M3LVerboseListener, that 
receives callbacks whenever the parser recognized a syntactic 
construct. 

In order to receive notifications, the observer implements 
methods defined by the AntLR API in the interface 
ParseTreeListener. The interfaces are not shown in detail but 
illustrated in UML by the “lollipop”. In turn an observer uses 
an interface provided by Builder implementations (again 
represented by a lollipop) to pass information to them. 

These interfaces allow different Builder implementations. 
Most notably, there are interpreters and compilers. The 
Interpreter acts directly. It contains generic code for the 
creation and evaluation of concepts. This code is based on 
operations provided by a M3LStore (see below). The inner 
working of the Interpreter is outlined by the private methods 
shown on the diagram in Fig. 1. The methods implement those 
functions from Section. IV that are expressed using the more 
basic functions. 

A compiler creates equivalent code for the creation and 
evaluation of concepts that can (repeatedly) be executed. 

Every concrete Builder implements the methods defined 
in the Builder interface that decorate the AST and pass the 
intermediate representation to a M3LStore. These methods are 
omitted in Fig. 1 in the shown Interpreter. Additionally, 
concrete builder implementations typically define methods for 
the functions (9)-(16) for concept evaluation. In Fig. 1 such 
methods are listed as private methods of Interpreter. 

Analysis of these functions unveils the functionality to be 
provided by a M3LStore. According to this design, M3LStore 
implementations deliver the base functionality required for the 
builders, namely the required access functions as well as 
computed relationships that use them most (1)-(8). 

org.antlr.v4.runtime

org.antlr.v4.runtime.tree

Builder
<<interface>>

M3LStore
<<interface>>

M3L Runtime

M3L Verbose 
Recognizer Listener

<<interface>>

+ addBaseConcept(c, name, ctx):void
+ addSingletonBaseConcept(c, name, ctx):void
+ baseConcepts(c, ctx):M3LConceptSet
+ baseConceptsTransitive(c, ctx):M3LConceptSet
+ concept(r):M3LConcept
+ content(c, ctx):M3LConceptSet
+ context(c):M3LConcept
+ deepCopy(c, targetCtx, ctx):M3LConcept
+ find(name, ctx):M3LConcept
+ findOrCreate(cPath, ctx):M3LConcept
+ refinement(c, ctx):M3LConceptSet
+ refinementTransitive(c, ctx):M3LConceptSet
+ semanticRule(c, ctx):SemanticRule
+ setSemanticRule(c, ruleC):void

Interpreter

- applyRule(rule, ctx): M3LConcept
- bottom(results, ctx):M3LConceptSet
- evaluate(c, ctx):M3LConceptSet
- hasType(c1, c2, ctx):boolean
- hasWholeContent(c1, c2, ctx):boolean
- isOfSameTypeAs(c1, c2, ctx):boolean
- narrowCandiateList(c, ctx):M3LConceptSet
- narrowing(c, ctx):M3LConceptSet

M3L Verbose 
Listener

<<implements>>

ParseTreeListenerParser

M3L Verbose Parser
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Figure 2.  M3L concept refinements and contexts. 

The M3LStore interface shown in Fig. 1 consists of 
methods used by a Builder to build up a model during parsing, 
and the abovementioned methods that implement the base 
functions used during concept evaluation (1)-(8). 

For an efficient implementation, we lay an emphasis on 
the responsibilities of the M3LStore. The remainder of this 
article discusses mappings to some established persistence 
technologies that can be used as a basis of M3LStore 
implementations. 

VI. A CONCEPTUAL MODEL FOR CONTENT 
REPRESENTATIONS 

A conceptual model, as known from database modeling, 
serves as a first step towards data models for context-aware 
content. The notion of “concept” is ambiguous here: The aim 
is a model of (M3L) concepts. A conceptual model for this 
allows us to abstract from the M3L as a language. The model 
is not supposed to address practical properties such as 
operational complexity. 

A set of M3L concept definitions can be viewed as a graph 
with each node representing a concept, labeled with the name 
of the concept. There are two kinds of edges to represent 
specialization and contextualization. In fact, such a graph 
forms a hypergraph to account for contextualization. Every 
node can contain a graph reflecting definitions as the 
concept’s content. 

The following subsections detail specialization and 
contextualization relationships, as well as contextual 
redefinitions. 

A. Representing Specialization 
Conceptually, a specialization/generalization relationship 

can straightforward be seen as a many-to-many relationship 
between concepts. Fig. 2 shows an example. 

Arrows with filled heads, directed from a concept to its 
base concepts, represent specialization relationships in the 
figure. For example, Concept 4 is a refinement of Concept 1 
and Concept 2. 

Fig. 2 furthermore indicates an amendment in a context, 
namely Concept 9. While Concept 7 is a refinement of 
Concept 4 and Concept 5 in the default context, it is 
additionally a refinement of Concept 6 in the context of 
Concept 9 (if it is an is a/is an definition; otherwise, 
Concept 7 would only be a refinement of Concept 6 in the 
context of Concept 9). 

 
Figure 3.  M3L concept definitions in contexts. 

B. Representing Context 
Since contexts form a hierarchy, contextualization can be 

represented by a one-to-many relationship between concepts 
in the roles of context and content. 

Fig. 3 represents such a hierarchy by nested boxes shown 
for concepts. The contextualization relationship is thus 
visually represented by containment. For example, Concept 2 
is part of the content of Concept 1, or Concept 2 is defined in 
the context of Concept 1. 

The outermost context is the default context. There is no 
corresponding concept for this context. 

C. Representing Contextual Information 
Specialization and contextualization act together. 

Refinements of a concept inherit its content; concepts from 
that content are valid also in the context of the refinement. 
Each context allows concept amendments. These are a second 
way to add variations of concepts. 

In order to represent contextualized redefinitions, we 
introduce two kinds of context definitions: Initial Concept 
Definition and Contextual Concept Amendment. Both can be 
placed in any context. 

An initial concept definition is placed in the topmost 
context in which a concept is defined. Redefinitions of 
concepts are represented by contextual amendments inside the 
concept in whose context the redefinition is performed. 

 
Figure 4.  M3L concept amendments in contexts. 
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Figure 5.  Representation of refinements using materialized transitive refinement relationships. 

Fig. 4 illustrates such a concept redefinition scenario. As 
before, contexts are depicted as nested boxes. There is one 
Context and a Sub-Context. Both show a Concept that has 
originally been defined as a refinement of Base Concept and 
is itself refined to Refinement. In the context on Sub-Context, 
the concept gets the additional base concept Base Concept 2, 
and there is another refinement Refinement 2. These additions 
are recorded in the contextual amendment of Concept in Sub-
Context. This is, of course, transparent on model level. 

Amendments have a reference to the next higher 
definition. This reference is called Original. In Fig. 4, it is 
shown by the dotted line. 

Traversal of the original references allows collecting all 
definitions in order to determine the effective definition. 

VII. LOGICAL CONTENT REPRESENTATION 
This section refines contextual content representation 

models to a level similar to that of a logical data model. This 
way it discusses properties of data representations without 
taking implementation details into account. 

The complexity of lookups is of major importance for the 
schema design. During the evaluation of M3L statements, 
many graph traversals are required to find all valid contexts, 
all base concepts (to determine content sets) and all 
refinements (to narrow down concepts before applying rules; 
this evaluation process is not laid out in this paper). 

The most important design decision is the degree of 
(de)normalization of the schema. The basic assumption is that 
content is mainly queried, so that creation and update cost is 
less important than lookup cost. 

We consider two designs of denormalized schemas: 
materialization of reference sets and storage of relationships 
in a way that allows efficient queries. Efficient storage is 
based on the usage of numeric IDs to reference concepts and 
computing relationships based on ID sets. An example of such 
an approach is the BIRD numbering scheme for trees [13] that 
allows range queries to determine subtrees. 

A. Storing Refinements 
Compared to the straightforward conceptual model, the 

logical schema is denormalized in order to avoid repeated 

navigation of specialization relationships when collecting the 
set of (transitive) base concepts or refinements of a concept. 

Two approaches are investigated: aggregated data and 
transitive refinement relationships. 

Aggregated data collects necessary information to avoid 
nested queries for refinements. All base concepts and all 
refinements are stored in an object representing the concept 
definition in a certain context. Context-dependent content is 
added in contextual concept amendments (s.a.) that are stored 
as part of the context hierarchy. These aggregate the 
definitions effective in all parent contexts. 

The description objects additionally reference each other 
via original references. 

Alternatively, just transitive refinement relationships are 
materialized for every concept in every context. This way, 
transitive refinements are directly available, and base concepts 
can be collected using a simple query. 

Fig. 5 shows an example for the sample from Fig. 2. The 
dashed boxes show the transitive refinements per relevant 
context. Base concepts can be determined by queries. 

For example, the (transitive) base concepts of Concept 4 
are those concepts that have this concept as a 
refinement. Specifically, these are Concept 1 and Concept 2 
(in both the default context and in the context of Concept 9). 

Storing the context together with the refinement 
relationships is vital for handling singleton (is the) 
relationships, in particular the unbinding of concepts. 

B. Storing Context Hierarchies 
Performance is particularly important for the retrieval of 

the hierarchy of contexts a concept is defined or amended in. 
The effective definition of a concept (including aggregated 
base concepts and content) relies on this concept hierarchy. 

By blending in the context information into the transitive 
refinements, as shown in the previous subsection, the situation 
is leveraged to a large degree. Still, the content that a concept 
has in a certain context is also relevant to concept evaluations. 

As for the specialization/generalization relationships, two 
approaches are discussed here: materialized content 
collections in all contexts and information about paths in the 
context hierarchy. 
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Figure 6.  Representation of context hierarchies my materializing paths. 

The materialization of contextual definitions works the 
same way as that of refinements: with every concept definition 
amendment, we store the effective content in the respective 
context. This has to be computed on definition. 

For the second approach, Fig. 6 illustrates the attribution 
of paths to the schematic example of Fig. 3. For each concept, 
we note down the concepts lying on the path in the context 
hierarchy from the default context to a specific context. For 
example, Concept 1 lies on the paths from the default context 
to itself, to Concept 2, and to Concept 3. 

We used numeric IDs to reference the concept (with the 
ID 0 given to the pseudo-concept for the default concept). IDs 
have to be ordered from the default context to sub-contexts. 
By querying for all concepts on the path of a concept, ordered 
by ID, we retrieve the path to that concept. 

VIII. PHYSICAL CONTENT STORAGE MODELS 
This section briefly discusses some implementation 

approaches to context-aware content models using different 
data models. Specifically, we present the basics of a mapping 
to relational databases, to a document-oriented database, a 
content repository, and a graph database. 

A. Mapping M3L to a Relational Database 
There is a range of approaches to storing trees and graphs 

in relational databases [14]. On the basis of these, we add 
materialized transitive relationships as described above. 

Relational tables for the transitive context hierarchy can 
be defined by statements like (with numeric type INT): 
CREATE TABLE concept (id INT PRIMARY KEY); 
CREATE TABLE paths ( 
 concept_id       INT REFERENCES concept(id), 
 terminal_concept INT REFERENCES concept(id), 
 PRIMARY KEY (concept_id, terminal_concept)); 

The table concept holds concepts (both initial definitions 
and amendments) with artificial IDs (other data is omitted 
here). The second table holds the path information as indicated 
in Fig. 6. concept_id refers to the concept, terminal_concept 
refers to the concept on whose path the concept lies. 

Data stored this way can be queried by, e.g., 
SELECT c.* FROM concept c, paths p 
 WHERE c.id = p.concept_id 
 AND p.terminal_concept = i 
 ORDER BY p.concept_id DESC; 

to retrieve the path to concept i. 

Transitive refinements can be stored in a table: 
CREATE TABLE transitive_refinements ( 
 base_concept_id INT REFERENCES concept(id), 
 refinement_id   INT REFERENCES concept(id), 
 context_id      INT REFERENCES concept(id), 
 PRIMARY KEY (base_concept_id, refinement_id, 
              context_id)); 

The base concepts of, e.g., Concept 4 can be queried by: 
SELECT base_concept_id 
 FROM transitive_refinements 
 WHERE refinement_id = 4 AND context_id = 0; 

in the default context (with ID 0), or by: 
SELECT base_concept_id 
 FROM transitive_refinements 
 WHERE refinement_id = 4 AND context_id = 9; 

for the context of Concept 9. 

B. MongoDB 
As an example of so-called NoSQL approaches, we 

conduct ongoing experiments with MongoDB [15], a widely 
used document-oriented database management system. 

The definition of concept relationships is done in a similar 
way as in relational databases: records have IDs, and records 
store IDs for references. There are no distinct relation 
structures, though. References are stored as document fields. 

In contrast to a purely relational structure, documents 
allow representing nested contexts in a natural manner by 
embedded documents. 

As an example of a schema, the insert statement shown in 
Fig. 7 stores the whole graph of Fig. 2. 

This structure can be queried as required. For example, to 
find concepts with base concept Concept 6 in the context of 
Concept 9, the aggregate statement in Fig. 7 can be applied. 

C. Content Repository for Java Technology API (JCR) 
In an attempt to define a content-specific database, the 

Content Repository for Java Technology API (JCR) standard 
has been set up in Java Specification Requests JSR-170 [16] 
and JSR-283 [17]. The standard is employed by some 
commercial content management system products. 

The API implies a content model to be supported by JCR 
implementations. The data model behind JCR is similar to 
XML: It features hierarchies of nodes, where each node can 
have properties, attributes of one out of a set of predefined 
base types. 
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Figure 7.  Document definitions to map M3L to MongoDB and a sample query. 

With these characteristics, M3L concept models can be 
mapped to JCR in a straightforward manner: nodes represent 
concepts, and concept relationships are expressed in the node 
hierarchy as well as by properties of type reference. 

Context hierarchy in M3L is reflected by the node 
hierarchy in JCR. This way, the API allows direct access to 
context by Node#getParent() and access to content by 
Node#getNodes(). 

Relationships to base concepts are represented by a (multi-
valued) reference property base-ref. 

Contextual concept amendments are represented as nodes 
on their own as outlined in Section VI.C. Nodes for 
amendments link to the node representing the definition they 
add to by a reference property original. 

A semantic rule is represented by a reference from a 
concept to the one that is defined by its rule. To this end, rule 
concepts that are instantiated on rule application are stored 
outside of concept hierarchy. 

With this mapping, a M3LStore can be expressed easily 
using the JCR API. Functions regarding the context hierarchy 
are directly reflected in the node hierarchy, base concept 
references are expressed by reference properties of nodes. 

Only refinement relationships require special 
consideration for navigating base concept references against 
their direction. E.g., for transitive refinements, Java code like 
the following is included (with c a node representing the 
concept for which to compute the transitive refinement, ctx a 
node representing the context in which to evaluate it, 
refinement a set in which to collect nodes): 
outer: for (Node c2 : allConcepts()) { 
  Node[] baseConcepts 
  = baseConceptsTransitive(session, c2, ctx); 
  for (Node bC : baseConcepts) 
    if (bC.getPath().equals(c.getPath())) { 
      refinement.add(c2); 
      continue outer; 
    } 
} 

This code is the core of the refinementTransitive() method 
of a M3LStore for JCR. 

D. Mapping M3L to a Graph Database 
Graph database management systems [18] organize data 

as graphs of different types. 

In this section, the DMBS Neo4J [19] is considered as a 
representative of graph database management systems. It 
allows data modelling using directed colored graphs with 
labelled nodes. Data manipulation and querying is performed 
using the language Cypher [20]. 

In Neo4j, we model M3L concepts as nodes. Following 
the conceptual model from Section VI, we introduce types 
(labels) CONCEPT and CONCEPTAMENDMENT for initial 
concept definitions and for conceptual content amendments. 
For each contextual definition, an explicit node with a label is 
created. Edges representing concept relationships are set to 
and from nodes representing concepts in specific contexts. 

For the different concept relationships occurring in M3L 
models, we add edges of different types. To express context, 
we use an edge of kind CONTEXT from a node representing a 
concept to a node representing the context of that concept. The 
relationship between a refinement and its base concept is 
represented by an edge of kind BASE. We record a reference 
from a contextual concept amendment to the concept it is 
redefining using an ORIGINAL edge. The semantic rule of a 
concept is expressed by a SEMANTICRULE edge from the 
concept to the new concept the rule defines. 

Fig. 8 shows a database resulting from the concept 
definitions in the example of Person entities from Section III. 
It is a screen shot taken from the tool Neo4j Browser. 

The node color shows the label assigned to a node: green 
for initial concept definition, blue for conceptual amendment. 

Cypher allows expressing transitivity directly, e.g., using 
the path ()-[:BASE*]-() for (7) (baseT). Therefore, the 
basic concept definitions and access functions can be mapped 
to Cypher in a straightforward way. 

Root level concepts are defined by a simple CREATE 
directive: 
CREATE (c:CONCEPT) SET c.name='concept name' 

In the mapping examples in this section, italicized terms 
are placeholders for parameter values. In the create directive 
this is the name of the concept to be created. 

Nested concepts are defined in a given context by: 
MATCH (ctx{name: 'context’s concept name'}) 
      -[:CONTEXT]->...(t) 
WHERE NOT (t)-[:CONTEXT]->() 
CREATE (c:CONCEPT) SET c.name='concept name' 
CREATE (c)-[:CONTEXT]->(ctx) 

db.concept.insert({ name: "Default Context", content: [ 
 { name: "Concept 1", baseConcepts: null,                                    content: null }, 
 { name: "Concept 2", baseConcepts: null,                                    content: null }, 
 { name: "Concept 3", baseConcepts: null,                                    content: null }, 
 { name: "Concept 4", baseConcepts: ["Concept 1", "Concept 2"],              content: null }, 
 { name: "Concept 5", baseConcepts: ["Concept 2"],                           content: null }, 
 { name: "Concept 6", baseConcepts: ["Concept 3"],                           content: null }, 
 { name: "Concept 7", baseConcepts: ["Concept 4", "Concept 5"],              content: null }, 
 { name: "Concept 8", baseConcepts: ["Concept 4", "Concept 5", "Concept 6"], content: null }, 
 { name: "Concept 9", baseConcepts: null,                                    content: [ 
  {name: "Concept 7", baseConcepts: ["Concept 4", "Concept 5", "Concept 6"], content: null, 
   original: "Concept 7" } ] } ] }) 
db.concept.aggregate([ 
{$unwind:"$content"},{$replaceRoot:{newRoot:"$content"}},{$match:{name:"Concept 9"}}, 
{$unwind:"$content"},{$replaceRoot:{newRoot:"$content"}},{$match:{baseConcepts:"Concept 6"}}]) 
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Figure 8.  Representation of M3L definitions in a graph database. 

The MATCH selects the node representing the concept in 
whose content to create the new concept. In order to select the 
right node, the complete path to that node is given. The path 
has to be generated for the context concept at hand, 
exemplified by the ellipsis. The WHERE clause constrains the 
match to paths whose end node does not have any further 
outgoing edges of kind CONTEXT (which are the root nodes). 

A concept refinement is defined by: 
MATCH (c{name: 'concept name'}) 
      -[:CONTEXT]->...(t) 
WHERE NOT (t)-[:CONTEXT]->() 
MATCH (b{name: 'base concept name'}) 
      -[:CONTEXT]->...(t) 
WHERE NOT (t)-[:CONTEXT]->() 
CREATE (c)-[:BASE]->(b) 

Here, c matches the refinement and b matches the base 
concept using generated paths. 

Concept amendments are defined by creating a node and 
relating it to the redefined node with an ORIGINAL edge as 
described in Section III.C. This is done by: 
MATCH (ctx{name: 'context’s concept name'}) 
      -[:CONTEXT]->...(t) 
WHERE NOT (t)-[:CONTEXT]->() 
MATCH (o{name: 'concept name'}) 
      -[:CONTEXT]->() 
      <-[:CONTEXT|:BASE*]-(ctx) 
CREATE (c:CONCEPTAMENDMENT) 
SET c.name='concept name' 
CREATE (c)-[:CONTEXT]->(ctx) 
CREATE (c)-[:ORIGINAL]->(o) 

The node ctx representing the context is found by 
matching a path as in the above statements. The concept 
definition o to be amended is found by the second MATCH 
directive. It looks for a node with the right name in the context 
of a node that is reachable from the context via context 
(following CONTEXT edges) or via refinement (following 
BASE edges) relationships, meaning that o it is either visible 
in an outer context or is inherited. 

A new node is created with the same name as the original 
node o, labelled with type CONCEPTAMENDMENT, put in 
the context ctx, and related to the original. 

Semantic rules are set using: 
MATCH (c{name: 'concept name'}) 
      -[:CONTEXT]->...(t) 
WHERE NOT (t)-[:CONTEXT]->() 
CREATE (r:CONCEPT) 
SET r.name='rule concept name' 
CREATE (c)-[:SEMANTICRULE]->(r) 

The concept c to which the rule is assigned is matched by 
name and context path again. The concept r that is instantiated 
on rule application is created like any concept and then related 
using SEMANTICRULE. 

Interpreting the concept definitions from Sections III.B 
and III.E on a M3LStore with this kind of mapping from M3L 
to Cypher leads to a graph database as shown in Fig. 8. 

IX. CONCLUSION 
This section sums up the paper and gives an outlook on 

future work towards M3L concept persistence and querying. 
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A. Summary 
This article lays out approaches to context-aware content 

management, in particular using the Minimalistic Meta 
Modeling Language (M3L). Semantics is given to content by 
rules that allow M3L concept evaluation. 

The architecture of a current testbed implementation is 
presented. The architecture description concentrates on basic 
functions required for M3L concept evaluation in a data layer. 
Since content bases typically become large in data volume, 
persistency has to be provided by this data layer. 

Though it is easily possible to map context representations 
to existing data management approaches, care has to be taken 
to enable efficient querying for M3L concept evaluation. 

A logical schema for the representation of contextual 
content is presented that introduces first optimizations that are 
independent of the target data model and the database 
management systems used. 

First sketches of implementations using different data 
models are conducted. These demonstrate the feasibility of 
concept persistence using these data models. 

Representative technologies for each data model are used 
to present schemas that can serve as a starting point of the 
discussion and evaluation of M3L implementations. 

B. Outlook 
The work on data model mappings for M3L concept 

definitions is ongoing work. There is ample room for further 
optimizations of the relational database schema with respect 
to query execution. The mappings to other data models, 
document-oriented, tree, and graph databases, need 
elaboration before significant comparisons between these can 
be conducted. 

The utilization of databases to support M3L concept 
evaluation is an open issue. Currently, base functions are 
implemented by database queries while the overall evaluation 
process is performed in a generic way by application code. 
Other functions required for concept evaluation may be 
implemented efficiently in certain database models. One 
example is the computation of candidate lists for 
narrowings (10) that may be formulated using database-
specific queries. 

Experiments with different implementations are ongoing. 
Data models have yet to be rated based on practical results. To 
this end, implementations need to be optimized. 

For comparison, a kind of test suite needs to be defined. 
Models and rule sets that address realistic scenarios will guide 
the investigations in the future. Data of significant volume has 
to be generated as concept instances according to such models. 
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Abstract—This paper describes a novel algorithm based on
Limited-memory quasi-Newton method incorporating Nesterov’s
accelerated gradient for faster training of neural networks.
Limited-memory quasi-Newton is one of the most efficient and
practical algorithms for solving large-scale optimization prob-
lems. Limited-memory quasi-Newton is also the gradient-based
algorithm using the limited curvature information without the ap-
proximated Hessian such as the normal quasi-Newton. Therefore,
Limited-memory quasi-Newton attracts attention as the training
algorithm for large-scale and complicated neural networks. On
the other hand, Nesterov’s accelerated gradient method has
been widely utilized as the first-order training algorithm for
neural networks. This method accelerated the steepest gradient
method using the inertia term for the gradient vector. In this
paper, it is confirmed that the inertia term is effective for the
acceleration of Limited-memory quasi-Newton based training of
neural networks. The acceleration of the proposed algorithm is
demonstrated through the computer simulations compared with
the conventional training algorithms for a benchmark problem
and a real-world problem of the microwave circuit modeling.

Keywords–Neural networks; training algorithm; Limited-
memory quasi-Newton method; Nesterov’s accelerated gradient
method; highly-nonlinear function modeling.

I. INTRODUCTION

This paper extends our previous work [1], presented at
the IARIA FUTURE COMPUTING 2018, on acceleration
of Limited-memory quasi-Newton based training of neural
networks.

Neural networks have been recognized as a useful tool for
function approximation problems. Especially, neural networks
can efficiently approximate functions with highly-nonlinear
input-output properties [2]. For example, neural networks can
be utilized as the microwave circuit modeling in which the
network is trained from Electro-Magnetic (EM) data over a
range of geometrical parameters and trained networks become
models providing fast solutions of the EM behavior it learned
[3]-[6]. Generally, EM behaviors for geometrical behaviors are
highly-nonlinear [3]. This is useful for modeling where formu-
las are not available or original models are computationally too
expensive.

Training is the most important step in developing a neural
network model. Gradient-based algorithms are popularly used
for the training and can be divided into two categories: first-
order methods and second or approximated second order
methods [2]. The formers are popularly used for this purpose
[8]-[14]. The typical first-order training is the steepest gradient
descant method so-called Backpropagation (BP) [2]. BP was
accelerated by the momentum (inertia) term [8]. This technique

was referred to as Classical Momentum method (CM). A
simple modification to improve the performance of CM was
introduced as Nesterov’s Accelerated Gradient method (NAG)
[7][8]. On the other hand, the training algorithms need strate-
gies to determine stepsize or learning rate and the efficiency
of training is highly dependent on the stepsize. Adaptive
gradient method (AdaGrad) [9] and Resilient Mean Square
backpropagation (RMSprop) [12] were introduced for the
neural network training with the adaptive stepsize. Moreover,
the combination algorithm of the momentum acceleration and
the adaptive stepsize was Adam [14]. The recent developments
of training were mostly based on the stochastic strategies
such as the minibatch methods in which the gradients were
calculated using the portion of all training samples. However,
stochastic strategies are not suitable for the neural network
training with highly-nonlinear properties [15]. Therefore, the
full batch strategies are focused on this paper. Note that to
the best of author’s knowledge, the convergence for the non-
convex problems such as the neural network training was only
discussed for Adam of full batch strategies [16].

Adam is the most popular and effective first-order algo-
rithm. With the progress of AI and IoT technologies, how-
ever, the characteristics between inputs and desired outputs
of the training samples have become more complex. For
such scenarios, neural networks need to deal with highly-
nonlinear functions. Under such circumstances, the first order
methods converge too slowly and optimization error cannot be
effectively reduced within finite time in spite of its advantage
[17]. The second and approximated second order methods
are represented by Newton and quasi-Newton (QN) methods,
respectively. Particularly, the QN training, which is one of
the most effective optimization [18] is widely utilized as
the robust training algorithm for highly-nonlinear function
approximations [3]-[6]. However, the QN iteration includes
the product matrix (the approximated Hessian) and vector, that
is QN needs the massive computer resources of memories as
the scale of neural network becomes larger. QN incorporat-
ing Limited-memory scheme so-called Limited-memory QN
(LQN) is effective for solving large-scale problems whose
Hessian matrices cannot be computed at a reasonable cost or is
not sparse [18][19]. Furthermore, the momentum acceleration
of QN was introduced as Nesterov’s accelerated quasi-Newton
method (NAQ) [17]. It was shown that the inertia term was
effective to reduce the number of iterations of QN and to
accelerate its convergence speed.

In this paper, the acceleration technique of LQN is pro-
posed using Nesterov’s accelerated gradient [1]. First of all,
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a novel algorithm is derived from the detailed consideration
of the derivation process of NAQ. The proposed algorithm,
which is referred to as Limited-memory NAQ (LNAQ), is
accelerated incorporating the momentum acceleration scheme
of NAQ into LQN. The proposed training is demonstrated
through the computer simulations. The effectiveness of the
inertia term is confirmed by the comparison of LNAQ with
LQN using a benchmark problem of highly-nonlinear function
approximation. Finally, it is shown that the proposed algo-
rithm is efficient and practical for the real-world problem of
microwave circuit modeling.

The contents of this paper is structured as follows: Section
II shows the related works. Section III Introduces the formu-
lation of training and conventional gradient-based algorithms
such as BP, CM, NAG, AdaGrad, RMSprop, Adam and LQN.
Section VI proposes the novel algorithm - LNAQ, which is
the acceleration method of LQN by introducing momentum
coefficient. Section V provides simulation results in order to
demonstrate the validity of the proposed LNAQ. Section VI
concludes this paper and describes the future works.

II. RELATED WORK

Recently, the neural networks having deep and huge stric-
tures have attracted enormous research attentions in pattern
recognition, computer vision, and speech recognition [20].
First-order techniques such as CM, NAG, Adagrad, RMSprop,
and Adam [7]-[9][12][14], have been used mostly for training
of deep neural networks. On the other hand, neural network
techniques have been recognized as useful tool for modeling
and design optimaization problems in analog and microwave
circuits design of CAD [3]-[6][21]-[43] in which their I/O
characteristics are strongly nonlinear. For example, EM be-
havior modeling [3]-[6], analog integrated circuits (IC) [23]-
[26], oscillation [27][28], antenna applications [29], nonlinear
microwave circuit optimization [30]-[32], waveguide filters
[33]-[36], low-pass filters [17][36]-[38][49], power amplifier
modeling [39]-[42], vias and interconnects [43], have been
studied. Neural networks can be used for developing new
models whose formula are not available or original models
are computationally too expensive. In these studies, the neural
networks with deep structure are not necessarily utilized. Suit-
able training algorithms for these purposes are approximated
second-order methods such as QN and Levenberg-Marquardt
method (LM). These methods produce models with lower
training error and have faster speed of training than first-
order methods [5]. LM method is a modified version of the
Gauss-Newton method (GN). Particularly, LM can be thought
of as a combination of the strong convergence ability of
Steepest Gradient method and the rapid convergence speed
of GN [44]-[46]. However, LM needs to solve the system of
linear equations in each iteration [19]. On the contrary QN
iterates approximating the inverse matrix of Hessian [18][19].
Therefore, QN did not need the matrix solution in each
iteration, but had to handle the variable-metric matrix. As a
result, these algorithms were unsuitable for training large-scale
neural networks with much small errors. That is, for modeling
of large-scale problems with highly-nonlinearity, the matrix
handing has not reasonable cost [18]. Therefore, LQN was
used for the training [18][19]. The main idea of LQN is to use
curvature information from only the most recent iterations to
construct the Hessian approximation. Curvature information

from earlier iteration, which is less likely to be relevant to
the actual behavior of the Hessian at the current iteration, is
discarded in the interest of saving memory [18].

On the other hand, the acceleration algorithm of QN was
proposed as NAQ in [17]. This method can have realized
introducing momentum coefficient into QN and drastically im-
proved the convergence speed of the QN. As far as the author’s
best knowledge, NAQ was the first acceleration technique of
QN using the momentum term.

III. FORMULATION OF TRAINING AND GRADIENT-BASED
TRAINING METHODS

A. Formulation of training
Let dp, op, and w ∈ RD be the p-th desired, output,

and weight vectors, respectively. The error function E(w) is
defined as the mean squared error (MSE) of

E(w) =
1

|Tr|
∑
p∈Tr

Ep(w), Ep(w) =
1

2
∥dp − op∥2, (1)

where T r denotes a training data set {xp,dp}, p ∈ Tr and |Tr|
is the number of training samples. Among the gradient-based
algorithms, (1) is minimized by

wk+1 = wk + vk+1, (2)

where k is the iteration count and vk+1 is the update vector. A
simple gradient descent algorithm that is the original BP [2]
has

vk+1 = −αk∇E(wk), (3)

where αk is the stepsize and ∇E(wk) is the gradient vector
at wk.

B. First-order training methods
This section introduces the conventional first-order training

methods.

1) Classical Momentum method (CM)

CM is a technique for accelerating BP that accumulates a
previous update vector in directions of persistent reduction in
the training [8]. The update vector of CM is given by

vk+1 = µvk − αk∇E(wk), (4)

where 0 ≤ µ ≤ 1 denotes the momentum coefficient.

2) Nesterov’s Accelerated Gradient method (NAG)

NAG has been the subject of much recent studies in
machine learning [7][8][17]. Arguing that NAG can be viewed
as a simple modification of CM, and can sometimes provide a
distinct improvement in performance for acceleration of neural
network training [8]. CM computes the gradient vector from
the current position wk, whereas NAG first performs a partial
update to wk, computing wk + µvk, and then computes the
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gradient at wk +µvk. NAG have better convergence rate than
CM [7]. NAG update can be written as

vk+1 = µkvk − αk∇E(wk + µvk), (5)

where ∇E(wk + µvk) means the gradient of E(w) at
wk+µvk and is referred to as Nesterov’s accelerated gradient
vector.

3) Adaptive Gradient method (AdaGrad)

AdaGrad [9] is the first-order gradient-based training al-
gorithms with an adaptive stepsize. The update vector of
AdaGrad is given by

vk+1,i = − α√∑k
s=1(∇E(ws)i)2

∇E(wk)i. (6)

Here vk+1,i and ∇E(wk)i are the i-th elements of vk+1

and ∇E(wk), respectively. α is a global stepsize shared by
all dimensions. The recommended value of α is α = 0.01
[9][10][11].

4) Resilient Mean Square backpropagation method (RMSprop)

RMSprop [12] was a mini-batch version of Rprop [10].
The update vector of RMSprop is

vk+1,i = − α√
θk,i + λ

∇E(wk)i, (7)

where λ = 10−8 and

θk,i = γθk−1,i + (1− γ)(∇E(wk)i)
2. (8)

θk,i is the parameter of k-th iteration and i-th element. γ and
the global stepsize of α are set to 0.9 and 0.001, respectively
in [12].

5) Adam

Adam is the most popular and effective gradient-based
training algorithm with less memory requirement [14]. Adam
was realized by combining RMSprop with CM. The update
vector of Adam can be written as

vk+1,i = −α m̂k,i

(
√
θ̂i,k + λ)

, (9)

where

m̂k,i =
mi,k

(1− γk1 )
, (10)

and

θ̂k,i =
θk,i

(1− γk2 )
. (11)

Here, mk,i and θk,i are given by

mk,i = γ1mk−1,i + (1− γ1)∇E(wk)i, (12)

and

θk,i = γ2θk−1,i + (1− γ2)(∇E(wk)i)
2, (13)

where λ = 10−8 and γk1 and γk2 denote the k-th power
of γ1 and γ2, respectively. α is the global stepsize and the
recommended value is α = 0.001 [14]. mk,i and θk,i are i-th
elements of the gradient and the squared gradient, respectively.
The hyper-parameters 0 ≤ γ1, γ2 < 1 control the exponential
decay rates of these running averages. The running average
themselves are estimates of the first (the mean) moment and the
second raw (the uncentered variance) moment of the gradient.
γ1 and γ2 are chosen to be 0.9 and 0.999, respectively in [14].
All operations on vectors are element-wise.

Note that the recent developments of the training algorithm
such as AdaGrad, RMSprop and Adam were based on the
stochastic strategies. These strategies are not suitable for the
training of highly-nonlinear function modeling [5][15]. There-
fore, we focus on the methods using the curvature information
and the full batch strategy in this paper.

C. Limited-memory quasi-Newton method (LQN)
QN method is the efficient optimization algorithm using the

curvature information and commonly used as training method
for highly-nonlinear function problems. The update vector of
QN is defined as

vk+1 = αkck, (14)

where

ck = −Hk∇E(wk), (15)

ck is the direction vector and Hk is a symmetric positive def-
inite matrix. Hk is iteratively given by the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) formula of (16) as the approximated
inverse matrix of Hessian [18][19].

Hk+1 = Hk − (Hkyk)s
T
k + sk(Hkyk)

T

sTk yk

+

(
1 +

yT
kHkyk

sTk yk

)
sks

T
k

sTk yk
,

(16)

where

sk = wk+1 −wk, (17)

yk = ∇E(wk+1)−∇E(wk) + ξksk = ϵk + ξksk, (18)

and ξk is defined as

ξk = ω ∥ ∇E(wk) ∥ +max{−ϵTk sk/∥ sk ∥2, 0}, (19)

{
ω = 2 if ∥ ∇E(wk) ∥2> 10−2,

ω = 100 if ∥ ∇E(wk) ∥2< 10−2.
(20)
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Here, ξk was introduced to guarantee the numerical stability
and the global convergence [47]. For the purpose of reducing
the amount of computer resources used in QN, a sophisticated
technique incorporating the limited-memory scheme is widely
utilized for the calculation of vk+1 as LQN. Specifically, this
method is useful for solving problems whose Hk in (16) cannot
be computed at a reasonable cost. That is, instead of storing
D×D matrix of Hk, only 2×t×D elements have to be stored.
Furthermore, the product of the matrix and vector can be
changed to only the inner product of stored vectors. Here, D is
the dimension of w and t(≪ D) is a hyper-parameter defined
by user. That is, si and yi vectors between i = k and i = k−t
are stored in LQN. As a result, the computational resources
of memory and calculation costs are drastically reduced when
t ≪ D [18]. The LQN scheme is illustrated in Algorithms 1
and 2. In Algorithm 1, αk is derived using the line search in
which Armijo’s condition of (21) is utilized.

E(wk + αkck) ≤ E(wk) + χαk∇E(wk)
Tck, (21)

where 0 < χ < 1 and χ = 0.001 in this paper.

Algorithm 1: Limited-memory quasi-Newton (LQN)
1. k = 1;

2. w1 = rand[−0.5, 0.5](uniform random numbers);
3. Calculate ∇E(w1);
4. While(k < kmax)

(a) Calculate the direction vector ck using Algorithm 2;
(b) Calculate stepsize αk using Armijo’s condition;
(c) Update wk+1 = wk + αkck;
(d) Calculate ∇E(wk+1);
(e) k = k + 1;

5. return wk;

Algorithm 2: Direction Vector of LQN

1. ck = −∇E(wk);

2. for i : k, k − 1, . . . , k −min(k, (t− 1));
(a) βi = sTi ck/s

T
i yi;

(b) ck = ck − βiyi;

3. if k > 1, ck = (sTk yk/y
T
k yk)ck;

4. for i : k −min(k, (t− 1)), . . . , k − 1, k;
(a) τ = yT

i ck/y
T
i si;

(b) ck = ck − (βi − τ)si;

5. return ck;

IV. PROPOSED ALGORITHM - LIMITED-MEMORY
NESTEROV’S ACCELERATED QUASI-NEWTON METHOD

(LNAQ)
NAQ training was derived from the quadratic approxima-

tion of (1) around wk + µvk whereas QN used the approx-
imation of (1) around wk [17]. NAQ drastically improved
the convergence speed of QN using the gradient vector at
wk + µvk of ∇E(wk + µvk) called Nesterov’s accelerated

gradient vector [7][17]. This means that the inertia term of µvk

was effective to accelerate the QN. First of all, the derivation
of NAQ is briefly introduced as follows:

Let ∆w be the vector ∆w = w − (wk + µkvk), the
quadratic approximation of (1) around wk + µkvk is defined
as

E (w) ≃ E (wk + µkvk) +∇E (wk + µkvk)
T
∆w

+
1

2
∆wT∇2E (wk + µkvk)∆w,

(22)

where ∇2E (wk + µkvk) is Hessian of E(w). The minimizer
of this quadratic function is explicitly given by

∆w = −∇2E (wk + µkvk)
−1 ∇E (wk + µkvk) . (23)

Then the new iterate is defined as

wk+1 = (wk + µkvk)

−∇2E (wk + µkvk)
−1 ∇E (wk + µkvk) .

(24)

This iteration is considered as Newton method with the mo-
mentum term µvk. Here Hessian ∇2E (wk + µvk) is approxi-
mated by B̂k+1 and the rank-2 updating formula of this matrix
is derived. Let pk and qk be

pk = wk+1 − (wk + µvk), (25)

qk = ∇E(wk+1)−∇E(wk + µvk), (26)

and the secant condition is defined as

qk = B̂k+1pk. (27)

The suitable rank-2 updating formula for B̂k+1 is derived as
follows. The matrix B̂k+1 is defined using arbitrary vectors t
and u and constants a and b as

B̂k+1 = B̂k + attT + buuT. (28)

Substitute (28) into the secant condition (27),

qk =
(
B̂k + attT + buuT

)
pk =

B̂kpk + at
(
tTpk

)
+ bu

(
uTpk

)
.

(29)

Since tTpk and uTpk are scalars, both of conditions t = qk

and u = −B̂kpk are necessary to the secant condition of (27).
Furthermore scalars a and b are given by a

(
tTpk

)
= 1 and

b
(
uTpk

)
= 1, respectively. As a result, the rank-2 updating

formula for NAQ is defined as

B̂k+1 = B̂k +
qkq

T
k

qT
k pk

− B̂kpkp
T
k B̂k

pT
k B̂kpk

. (30)
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Next, it is shown that B̂k+1 of (30) is the symmetric positive
definite matrix under the Definition: B̂k is the symmetric
positive definite matrix. Here the following conditions are
guaranteed for the above:
(a): B̂k+1 of (30) satisfies the secant condition qk = B̂k+1pk.
(b): If B̂k is symmetry, B̂k+1 is also symmetry.
(c): If B̂k is the positive definite matrix, B̂k+1 is also the
positive definite matrix.
Proof of (a):

From (30) the secant condition qk = B̂k+1pk:

B̂k+1pk =

(
B̂k +

qkq
T
k

qT
k pk

− B̂kpkp
T
k B̂k

pT
k B̂kpk

)
pk

= B̂kpk +
qkq

T
k

qT
k pk

pk − B̂kpkp
T
k B̂k

pT
k B̂kpk

pk = qk

(31)

2

Proof of (b): This is clear from (30).

2

Proof of (c):
First, qT

k pk > 0 will be shown. When the stepsize αk is
calculated by the exact line search, that is,

dE (wk+1) /dαk = −∇E (wk+1)
T
Ĥk∇E (wk + µvk) = 0.

(32)

As a result,

qT
k pk = αk∇E (wk + µvk)

T
Ĥk∇E (wk + µvk) > 0,

(33)

is derived. It is guaranteed in (33) that Ĥk is the positive
definite matrix because it is the inverse matrix of B̂k, and
∇E (wk + µvk) ̸= 0.

Second, the positive definiteness of B̂k+1, that is, let
r ̸= 0 be an arbitrary vector, rTB̂k+1r > 0 will be shown.
Because B̂k is the positive definite matrix, it can be divided
as B̂k = CCT using an arbitrary non-singular matrix C. Let
t = CTr (̸= 0) and u = CTpk (̸= 0), it is shown that

rTB̂k+1r =

(
tTt
) (

uTu
)
−
(
tTu

)2
uTu

+

(
rTqk

)2
qT
k pk

≥ 0, (34)

with the Cauchy-Schwarz inequality [18] and the condition
of (33). In (34) the equal condition is satisfied, if and only
if
(
tTt
) (

uTu
)
−
(
tTu

)2
= 0 and rTqk = 0. The former

equation holds when t = ψu with the arbitrary scalar ψ (̸= 0).
When t = ψu, then r = ψpk. Therefore, the later equation
is transformed as rTqk = ψpT

k qk = 0. This contradicts (33).
Then the equal condition of (34) is not satisfied. As a result,
B̂k+1 holds rTB̂k+1r > 0, namely positive definiteness.

2

Applying the Sherman-Morrison-Woodbury formula [18] to
(30), the update formula of the inverse Hessian approximation
Ĥk+1

(
= B̂−1

k+1

)
is given by

Ĥk+1 = Ĥk − (Ĥkqk)p
T
k + pk(Ĥkqk)

T

pT
k qk

+

(
1 +

qT
k Ĥkqk

pT
k qk

)
pkp

T
k

pT
k qk

.

(35)

From the above, it is confirmed that the NAQ has a similar
convergence property with QN because B̂k+1 updated by (35)
holds symmetry and positive definiteness and Ĥk+1 is the
inverse matrix of B̂k+1. The update vector vk+1 of NAQ can
be obtained as follow.

vk+1 = µkvk + αkĉk, (36)

ĉk = −Ĥk∇E(wk + µkvk). (37)

The momentum coefficient of µ was usually selected from
value close to 1 such as {0.8, 0.85, 0.9, 0.95} and fixed during
iteration [8][17].

The limited-memory scheme can be straightly applied to
the update of (36) in NAQ. The detail of the limited memory
scheme is derived as follows. In the first, the update formula
of (35) is transformed as

Ĥk+1 = Ĥk − (Ĥkqk)p
T
k + pk(Ĥkqk)

T

pT
k qk

+

(
1 +

qT
k Ĥkqk

pT
k qk

)
pkp

T
k

pT
k qk

=

(
I− qkp

T
k

pT
k qk

)T

Ĥk

(
I− qkp

T
k

pT
k qk

)
+

pkq
T
k

pT
k qk

(38)

= ĜT
k ĤkĜk +

pkp
T
k

pT
k qk

, (39)

where

Ĝk =

(
I− pkp

T
k

pT
k qk

)
. (40)

Then Ĥk is given by

Ĥk = ĜT
k−1Ĥk−1Ĝk−1 +

pk−1p
T
k−1

pT
k−1qk−1

. (41)

Substitute (41) into (39),

Ĥk+1 = ĜT
k Ĝ

T
k−1Ĥk−1Ĝk−1ĜkĜ

T
k

pk−1p
T
k−1

pT
k−1qk−1

Ĝ

+
pkp

T
k

pT
k qk

.

(42)
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By repeating this operation until k = 1, the update formula of
Ĥk+1 is retransformed as

Ĥk+1 = (Ĝ1 . . . Ĝk−1Ĝk)
TĤ1(Ĝ1 . . . Ĝk−1Ĝk)

+(Ĝ2 . . . Ĝk−1Ĝk)
Tp1p

T
1

pT
1 q1

(Ĝ2 . . . Ĝk−1Ĝk) + . . .

+(Ĝk−1Ĝk)
Tpk−2p

T
k−2

pT
k−2qk−2

(Ĝk−1Ĝk)+

ĜT
k

pk−1p
T
k−1

pT
k−1qk−1

Ĝk +
pkp

T
k

pT
k qk

,

(43)

where Ĥ1 is an initial positive definite symmetric matrix. Since
the inverse Hessian approximation Ĥk will generally be dense,
so that the cost of storing and manipulating it is prohibitive
when the number of variables is large [18]. To circumvent this
problem, we apply the limited-memory scheme of LQN with
the user defined parameter of t to (43). The limited-memory
formula of (43) between k − th and (k − t) − th iteration is
derived as

Ĥk+1 = (Ĝk−t+1 . . . Ĝk−1Ĝk)
TĤ0

k(Ĝk−t+1 . . . Ĝk−1Ĝk)

+(Ĝk−t+2 . . . Ĝk−1Ĝk)
Tpk−t+1p

T
k−t+1

pT
k−t+1qk−t+1

(Ĝ2 . . . Ĝk−t+2Ĝk)

+ . . .+ (Ĝk−1Ĝk)
Tpk−2p

T
k−2

pT
k−2qk−2

(Ĝk−1Ĝk)+

ĜT
k

pk−1p
T
k−1

pT
k−1qk−1

Ĝk +
pkp

T
k

pT
k qk

.

(44)

By substituting (44) into (37), the search vector ĉk of proposed
LNAQ is calculated [1]. Here, Ĝk is defined by the identity
matrix and the inner products. Therefore, the search vector
of LNAQ can be obtained by performing a sequence of inner
products and vector summations of pairs {pi,qi| i : k − t +
1, . . . , k − 1, k}. After the new iterate wk+1 is computed, the
oldest vector pair in the set of pairs {pi,qi} is deleted and
replaced by the new pairs {pk,qk}. As a result, we can derive
a recursive procedure to compute ĉk. The LNAQ scheme is
illustrated in Algorithms 3 and 4. Here, Armijo’s condition of
(45) for LNAQ is used for the line search.

E(wk+µvk+αkĉk) ≤ E(wk+µvk)+χ̂αk∇E(wk+µvk)
Tĉk,
(45)

where 0 < χ̂ < 1 and χ̂ = 0.001 in this paper. Furthermore,
in order to guarantees the numerical stability and the global
convergence of LNAQ, (46) and (47) are added to qk similarly
to LQN [47].

ξ̂k = ω ∥ ∇E(wk + µvk) ∥ +max{−ϵTk pk/∥ pk ∥2, 0},
(46)

and

{
ω = 2 if ∥ ∇E(wk + µvk) ∥2> 10−2,

ω = 100 if ∥ ∇E(wk + µvk) ∥2< 10−2.
(47)

As a result, qk is rewritten as

qk = ∇E(wk+1)−∇E(wk+µvk)+ξ̂kpk = ϵk+ξ̂kpk. (48)

Algorithm 3: The proposed LNAQ
1. k = 1;

2. w1 = rand[−0.5, 0.5](uniform random numbers);
3. While(k < kmax)

(a) Calculate ∇E(wk + µvk);
(b) Calculate the direction vector ĉk using Algorithm 4;
(c) Calculate stepsize αk using Armijo’s condition;
(d) Update wk+1 = wk + µvk + αkĉk;
(e) Calculate ∇E(wk+1);
(f) k = k + 1;

4. return wk;

Algorithm 4: Direction Vector of LNAQ

1. ĉk = −∇E(wk + µvk);

2. for i : k, k − 1, . . . , k −min(k, (t− 1));
(a) β̂i = pT

i ĉk/p
T
i qi;

(b) ĉk = ĉk − β̂iqi;

3. if k > 1, ĉk = (pT
k qk/q

T
k qk)ĉk;

4. for i : k −min(k, (t− 1)), . . . , k − 1, k;
(a) τ̂ = qT

i ĉk/q
T
i pi;

(b) ĉk = ĉk − (β̂i − τ̂)pi;

5. return ĉk;

In Algorithm 3, two times calculations of the gradient vectors
of ∇E(wk+µvk) and ∇E(wk+1) were needed within a train-
ing loop whereas LQN needs one derivation of the gradient.
This is a disadvantage of LNAQ, but the algorithm can further
shorten the iteration counts to cancel out the effect of this
shortcoming [1]. The simulation results will show the above
fact.

V. SIMULATION RESULTS

Computer simulations are conducted in order to demon-
strate the validity of the proposed LNAQ. In the simulations
the feedforward neural networks with a hidden layer and an
arbitrary number of hidden layer’s neurons were used. Each
neuron has a sigmoid function as sig(x) = 1/(1 + exp(−x)).
The performance of LNAQ is compared with conventional
algorithms such as BP [2], CM [8], NAG [8], AdaGrad [9],
RMSprop [12], Adam [14] and LQN [18] for two benchmark
problems. Benchmark problems used here are a function
approximation problem of Levy function [48] and a microwave
circuit modeling problem of low-pass filter [17][36]-[38][49].
Ten independent runs were performed with different starting
values of w, which are initialized by uniform random numbers
within [−0.5, 0.5]. Each hyper-parameter of AdaGrad, RM-
Sprop and Adam is set to the default value of each original



329

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

paper, respectively. These adaptive methods are mainly utilized
in the stochastic (mini-batch) mode. However, the problems
in this paper need the full batch method [15]. Therefore, the
full batch scheme is applied to all algorithms. The momentum
coefficient of µ used in CM, NAG and LNAQ are 0.8, 0.85,
0.9 and 0.95 as [8][17]. The simulations were performed on
the computer, which has Intel Core i7-8700 3.2GHz processor
and 8GB memory. Each trained neural network was estimated
by the average, best and worst of E (w), the average of
computational time (s) and the average of iteration counts
(k). Each element of the input and desired vectors of Tr is
normalized within [−1.0, 1.0] in the simulations.

A. Levy function approximation problem
Levy function (Rn → R1) shown in (49) is used for

the first function approximation problem. The Lavy function
is a multimodal function with highly-nonlinear characteristic.
Therefore, the function usually used as a benchmark problem
for the multimodal function optimization [48].

f(x1 . . . xn) =
π

n

{
n−1∑
i=1

[(xi − 1)2(1 + 10 sin2(πxi+1))]

+10 sin2(πx1) + (xn − 1)2

}
, xi ∈ [−4, 4], ∀i,

(49)

Figure 1. Levy Function f(x1, x2).

where n denotes the input dimension. In Figure 1, Levy
function with n = 2 dimensions of (49) is shown. From the
figure, we can obtain the highly-nonlinear characteristic of the
function. In this simulation the dimension of input vector x
is set to n = 5. The inputs and an output are x1, · · · , x5
and f(x1, · · · , x5), respectively. The trained network has a
hidden layer with 50 hidden neurons. Therefore, the structure
of neural network is 5-50-1 and the dimension of w is 351.
The number of training data is |Tr| = 5000, which are
generated by uniformly random number in xi ∈ [−4, 4].
Maximum number of iteration is set to kmax = 2 × 104.
Here, we verified LNAQ from the viewpoints of two kinds
of comparisons. First one is the comparison with LQN for
iteration and computer time. Second, the proposed LNAQ is
compared with the conventional algorithms for the training

errors.

1) Comparison of LQN and LNAQ

Here, we compare LNAQ and LQN with respect to iteration
count (k) and the computational time (s) for several memories.
The range of storage memory t is from 10 to 100 at intervals
of 10. The terminate conditions are set to E(w) ≤ 1.0×10−4.
For function approximation problems, the small MSE of E(w)
is very important, because the trained network with the small
E(w) can become an accurate neural network model. There-
fore, the average iteration counts and computational times until
E(w) ≤ 1.0 × 10−4 within kmax = 2 × 104 are obtained
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Figure 2. The average of iteration count vs memories.
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Figure 3. The average of calculation time vs memories.

in this comparison. Figure 2 shows the average of iteration
count (k) vs memories (t) for LQN and LNAQ. From this
figure, it can be seen that LNAQ converges with less iteration
count than LQN regardless of µ. Therefore, LNAQ has the
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TABLE I. Summary of Levy function.

Algorithm µ Memory E(w)(×10−3) Time Time / Iteration
Ave/Best/Worst (s) (ms)

BP - - 38.8 / 30.6 / 52.0 487 24.35
CM 0.9 - 32.4 / 0.31 / 54.8 806 40.30

0.95 - 47.5 / 13.4 / 54.8 854 42.70
NAG 0.9 - 55.0 / 54.8 / 55.7 802 40.10

0.95 - 55.0 / 54.8 / 56.2 738 36.90
AdaGrad - - 52.5 / 52.3 / 53.1 488 24.40
RMSprop - - 43.0 / 33.2 / 54.1 487 24.35

Adam - - 1.20 / 0.16 / 10.2 487 24.35
LQN - 30 0.0710 / 0.0338 / 0.167 732 36.60

- 40 0.0679 / 0.0302 / 0.143 732 36.60
LNAQ 0.9 30 0.0174 / 0.00517 / 0.0448 1,210 60.50

0.95 30 0.0295 / 0.00578 / 0.145 1,230 61.50
LNAQ 0.9 40 0.0205 / 0.00529 / 0.0407 1,220 61.00

0.95 40 0.0256 / 0.00585 / 0.0583 1,250 62.50
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Figure 4. The average training errors vs iteration count of Levy function.

ability to significantly reduce the iteration counts compared to
LQN. Furthermore, it is shown that the decrease of iteration is
hardly seen in memory (t) larger than 40 and the momentum
coefficients µ closer to 1, that is µ = 0.9 and 0.95 converge
faster. However, LNAQ requires two calculations of gradient in
one iteration. That is, it takes time to compare with LQN in one
iteration. Therefore, it is necessary to compare the calculation
time until the training end. Figure 3 shows the average of
calculation times (s) vs memories (t) for LQN and LNAQ.
From Figure 3, it can be seen that LNAQ is inferior to LQN
in terms of calculation time, when the storage memory of (t)
is small. However, when t increases, it is easy to conclude that
LNAQ is faster than LQN. From these figures, it is confirmed
that memories of t = 30 or 40 and coefficients of µ = 0.9 and
0.95 are recommended.

2) Comparison of LNAQ and conventional algorithms

In these simulations, the proposed LNAQ is compared with
BP, CM, NAG, AdaGrad, RMSprop, Adam and LQN. The
storage amount of memories is experimentally set to t = 30
and 40 from the above results. The momentum coefficients µ
of CM, NAG and LNAQ are set to µ = 0.9 and 0.95. Here, the
terminate condition is set to kmax = 2× 104. This means that
the iteration continues after E(w) ≤ 1.0×10−4. The summary
of results is shown in Table 1 and the average of training
errors of BP, CM, NAG, AdaGrad, RMSprop, Adam, LQN and
LNAQ for the iteration count is illustrated in Figure 4. From
Figure 4 and Table 1, The conventional algorithms based on
the first order methods such as BP, CM, NAG, AdaGrad and
RMSprop could not converge to small training errors. From
Table 1, it is confirmed that Adam, LQN and LNAQ converge
to small errors depending on the initial value. In comparing
of the average training errors, LQN and LNAQ can obtain
the small average errors compared with Adam. Especially,
the average error of LNAQ (t = 30, µ = 0.9) is smallest
and almost the same as the worst error. These results show
the robustness with respect to the initial value. On the other
hand, the calculation time of LQN is faster than the one of
LNAQ for the same iteration count (kmax = 2 × 104). This
is caused by the drawback namely two times calculations of
the gradients of LNAQ. However, LNAQ can reach the small
training error (E(w) ≤ 1.0×10−4) faster than LQN. This fact
can be confirmed in Figure 4.

B. Microwave circuit modeling of low-pass filter
Neural networks can be trained using measured or simu-

lated microwave device data such as EM and physical data
[3]-[6]. The trained neural networks can be used as models
of microwave devices in place of CPU-intensive EM/physics
models to significantly speed up circuit design while maintain-
ing EM/physics-level accuracies [3][5]. Neural network based
modeling has been used to model a variety of microwave
circuit components at both device and circuit levels. In this
simulation, we applied LNAQ to develop a neural network
model of the microstrip low-pass filter (LPF) [17][36]-[38]
illustrated in Figure 5. The dielectric constant and height of
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TABLE II. Summary of LPF.

Algorithm µ Memory E(w)(×10−3) Time Time/ Iteration
Ave/Best/Worst (s) (ms)

BP - - 22.4 / 19.6 / 24.3 143 2.86
CM 0.9 - 23.7 / 9.56 / 29.2 264 5.28

0.95 - 24.0 / 6.41 / 29.2 277 5.54
NAG 0.9 - 106 / 16.3 / 832 248 4.96

0.95 - 26.2 / 15.5 / 29.2 247 4.94
AdaGrad - - 25.3 / 24.8/ 25.6 142 2.84
RMSprop - - 26.6 / 26.2 / 27.0 144 2.88

Adam - - 5.54 / 4.66 / 6.35 142 2.84
LQN - 30 6.89 / 5.81 / 7.68 246 4.92

- 40 7.08 / 6.42 / 7.81 247 4.94
LNAQ 0.9 30 2.15 / 1.59 / 3.13 378 7.56

0.95 30 1.63 / 1.36 / 2.06 377 7.54
LNAQ 0.9 40 1.97 / 1.57 / 2.80 380 7.60

0.95 40 1.49 / 1.23 / 1.93 377 7.54

the substrate of LPF are 9.3mm and 1mm, respectively. The
length D ranges 12-20mm at intervals of 1mm. The frequency
range was 0.1 to 4.5GHz. Each set of contains 221 samples.
The inputs of the neural network, x1 and x2 are frequency f
and length D in which training data Tr and test data Te are
set to D = [12, 14, 16, 18, 20] mm and [13, 15, 17, 19] mm,
respectively. The outputs, o1 and o2 are the magnitudes of
S-parameters, |S11| and |S21|, respectively. These data are
obtaining by the standard software of sonnet [49]. Training
data is illustrated in Figure 6. As shown in Figure 6, there
are many irregularly aligned poles in S-parameters and the
modeling of the poles is the most important in microwave
circuit problems. Therefore the microwave circuit modeling
is a strong nonlinear problem and needs very small training
and testing errors. The number of hidden neurons is 45.
Therefore, the structure of neural network is 2-45-2 and the
dimension of w is 227. The maximum iteration count is set
to kmax = 5 × 104. The purposed LNAQ is also compared
with BP, CM, NAG, AdaGrad, RMSprop, ADAM and LQN.
Memories (t) are selected 30 and 40 for both of LQN and
LNAQ. The coefficients of µ for CM, NAG and LNAQ are
set to 0.9 and 0.95. The summary of results is shown in Table
2 and the training errors for iteration counts are illustrated in
Figure 7. From Table 2 and Figure 7, the first-order methods
such as BP, CM, NAG, AdaGrad and RMSprop could not
obtain the small training errors for the practical methods.
Adam can obtain the small training errors compared with
LQN for this problem. In comparison of Adam with LNAQ,
LNAQ need more computational time than Adam because of
two calculations of gradient and the complex procedure for
the calculation of the direction. However, the proposed LNAQ
can converge to smaller value of training error than Adam and
LQN. Especially, the average training error of LNAQ (t = 40
and µ = 0.95) can converge to 1.49 × 10−3. Furthermore,
LNAQ can obtain the small difference between the best and
the worst errors. This means that LNAQ is also robust with
respect to the initial value for this problem.

For measuring accuracy of modeling, the outputs of the

D

Figure 5. Layout of LPF.

Figure 6. Training data set for LPF.

trained neural model for D = [13, 15, 17, 19] mm, which are
not included in training are compared with the test data of
|S11| and |S21|. The trained models are selected from neural
networks trained by Adam and LNAQ (t = 40 and µ = 0.95)
with the smallest training errors 4.66×10−3 and 1.23×10−3,
respectively. The test errors Etest(w) obtained by Adam and
LNAQ are 3.15×10−3 and 0.656×10−3, respectively. Figure
8 and 9 shows the comparison of the test data of D = 13
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Figure 7. The average training errors vs iteration count of LPF.

mm and 17 mm with the model outputs trained by Adam and
LNAQ, respectively. It can be seen from Figure 8 of the model
trained by Adam that there are multiple large gaps between the
model outputs and test data. They are prominent in places of
pole. On the other hand, it can be confirmed that the neural
model trained by LNAQ and the test data are showing good
match between them from Figure 9.

VI. CONCLUSION

In this paper, we proposed a novel training algorithm
called LNAQ, which was developed based on Limited-memory
method of QN incorporating the momentum acceleration
scheme and Nesterov’s accelerated gradients vector. The effec-
tiveness of the proposed LNAQ was demonstrated through the
computer simulations compared with the conventional algo-
rithms such as BP, CM, NAG, AdaGrad, RMSprop, Adam and
LQN. For highly-nonlinear problem, the first-order methods
such as BP, CM, NAG, AdaGrad and RMSprop could not
obtain desired small training errors for the function approxima-
tion and the microwave circuit modeling problems. Only Adam
could get small errors depending on the problem and the initial
value of w. On the other hand, the curvature information-
based method such as LQN and LNAQ could obtain the
small errors for a function approximation problem. For a real-
world problem of microwave circuit modeling the efficient and
practical models could be trained by only LNAQ. Furthermore,
the effectiveness of the momentum coefficient for QN with the
limited memory scheme was demonstrated through the results
of the training errors for iteration. This means that LNAQ
can reduce training errors earlier than other method. LNAQ
may take time to obtain a solution compared to other methods
because of its drawback. Depending on the problem, however,
it may be the only algorithm that can get a practical model
that cannot be obtained by the other methods. This is very
important issue for modeling of highly-nonlinear problems.

In the future the momentum parameters µ will be studied.
This parameter was analytically determined for the first-order
method of NAG in [7] for the convex problems whereas
the fixed values were used in [8][16] for the neural training
problems of the non-convex problems in the same way as

Figure 8. Example of comparison between test data and neural model
trained by Adam.

Figure 9. Example of comparison between test data and neural model
trained by LNAQ.

this paper. Therefore, the analytical studies of the momentum
parameter for the second-order method of LNAQ will be
done in the future. Furthermore, the validity of the proposed
algorithm for more highly-nonlinear function approximation
problems and the much huge scale problems including deep
networks will be demonstrated.
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Abstract—In computer-supported collaborative learning 

research, it may be a significantly important task to figure out 

guidelines for carrying out an appropriate scaffolding by 

extracting indicators for distinguishing groups with poor 

progress in collaborative process upon analyzing the mechanism 

of interactive activation. And for this collaborative process 

analysis, labelling for appropriately representing properties of 

each contribution (coding) and statistical analysis are often 

adopted as a method. But as far as this paper is concerned, it 

tries to automate this huge laborious coding work with deep 

learning technology. In its previous research, supervised data 

was prepared for deep learning based on a coding scheme 

consisting of 16 labels according to speech acts. In this paper, 

with a multi-dimensional coding scheme with five dimensions 

newly designed aiming at analyzing collaborative learning 

process more comprehensively and multilaterally, an automatic 

coding is performed by deep learning methods and its accuracy 

is verified. The results indicate with certainty that we can 

introduce this model to authentic educational settings and that 

even for large classes with many students, we can perform real-

time monitoring of learning process or ex-post analysis of big 

educational data. However, presenting raw results of automatic 

coding on each dimension is not enough to indicate the 

collaborative process quality to teachers and students. 

Therefore, a new rating model that can assess and visualize the 

quality of collaborative process is proposed. 

  

Keywords-CSCL; coding scheme; deep learning methods, 

automatic coding 

I.  INTRODUCTION  

This article is an extended version of a conference paper 
presented at eLmL 2018, the Tenth International Conference 
on Mobile, Hybrid and On-line Learning [1]. It introduces 
more information on the related work of this study and 
especially a new proposal for visualization of results realized 
by our automatic coding method. 

A. Analysis on Collaborative Process 

One of the greatest research topics in the actual Computer 
Supported Collaborative Learning (CSCL) research is to 

analyze its social and cognitive processes in detail in order to 
clarify what kinds of knowledge and meanings were shared 
within a group as well as how and by what arguments 
knowledge construction was performed. In addition, it is also 
required to develop CSCL system and tools with scaffolding 
function which may activate collaborative process by utilizing 
such knowledge.  

However, because main data for the collaborative process 
analysis include contributions over chatting, images and 
voices on tools such as Skype, and various outputs prepared 
in the course of collaborative learning, it is totally inadequate 
to perform just quantitative analysis in order to analyze such 
data. Therefore, CSCL research changed direction more or 
less to qualitative research [2]-[5]. 

As these qualitative studies often result in in-depth case 
study, however, they have a downside that it is not easy at all 
to derive guidelines with generality, which are applicable also 
to other contexts. Therefore, studies have been conducted in 
recent years based on an approach of verbal analysis in which 
labeling for appropriately representing properties (hereinafter 
referred to as coding) is performed to each contribution in 
linguistic data of certain volume generated over the 
collaborative learning from perspectives of linguistics and 
collaborative learning activities [6]. On the other hand, an 
advantage of the approach is its capability of quantitative 
processing for significantly large scale data while keeping 
qualitative perspective. However, it is a task requiring 
significant time and labor to perform coding manually and it 
is expected to become impossible to perform coding 
manually in a case that data becomes further bigger in size.  

In our research project, we have achieved certain results in 
a series of previous studies reported last year in eLmL 2017 
and the like, using deep learning technique for automatic 
coding of vast amount of collaborative learning data [7][8[[9]. 
In this paper, while verification is performed for accuracy of 
the automatic coding based on deep learning technique 
similarly to last year, supervised data has been constructed by 
conducting coding manually depending on adopted multi-
dimensional coding scheme in order to newly analyze 
collaborative learning process in a more multilateral and 
comprehensive manner.  
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B. Purpose of  This Study 

The final goal of our research project is to implement 
support at authentic learning and educational settings such as 
real time monitoring of collaborative process and scaffolding 
for inactive groups based on analyses of large scale 
collaborative learning data as mentioned above.  

As a further development of our previous research, a 
technique for automatizing coding of chat data is developed 
based on a multi-dimensional coding scheme capable of 
expressing collaborative learning process more 
comprehensively and its accuracy is verified in this study.     

  Specifically, after newly performing coding manually for 
substantial amount of the same chat data, which was used in 
the previous studies, a part of it is learned as training data by 
deep learning methods and then automatic coding is 
conducted for the test data.  For accuracy verification, we try 
to verify the accuracy of automatic coding by calculating 
precision and recall of automatic coding of test data in each 
dimension. We also evaluate what type of misclassification 
occurred frequently in each dimension. 

C. Structure of This Paper 

This paper is structured as follows. In Section II, we 
present the related work. The outline and results of our 
previous work are shown in Section III. Our coding scheme 
newly developed this time is described in Section IV. Section 
V presents the dataset with the statistics of the new coding 
labels assigned by the human coders. Our experiments and 
results of the study are shown in subsequent Section VI. 
Section VII proposes an assessment model of the quality of 
collaborative processes and envisage a possible visualization 
of this model. Finally, in Section VIII, we present the 
conclusion and future work to complete the paper. 

II. RELATED WORK 

Deep neural networks [10] often has been applied in the 

field of natural language processing. Text classification is an 

important task in natural learning processing, for which 

various deep learning methods have been exploited 

extensively in recent studies. There are various modifications 

using convolutional neural networks (CNNs) that are applied 

for text classification [11][12][13]. In usual methods, texts 

are basically fed into CNNs with word-level embedding. 

Recent studies [14][15] show that character-level embedding 

is also promising method especially when datasets is 

sufficiently large. Using recurrent neural network (RNN) is 

another promising approach to achieve highly accurate 

results in text classification tasks. Long short-term memory 

units (LSTMs) [16] and gated recurrent units (GRUs) [17] are 

sophisticated architecture developed recently to overcome 

the drawbacks of RNNs. The language models used those 

RNNs can significantly outperform statistical language 

models, such as n-grams. RNNs are applied to text 

classification in various ways [17][18][19][20]. For instance, 

Yang et al. used a bidirectional GRU with attention modeling 

by setting two hierarchical layers that consist of the word and 

sentence encoders [21]. 

In the field of CSCL, some researchers have tried to apply 
text classification technology to chat logs. The most 
representative studies would be Rosé and her colleagues’ 
works [22][23][24]. For example, they applied text 
classification technology to a relatively large CSCL corpus 
that had been coded by human coders using the coding 
scheme with multiple dimensions, developed by Weinbeger 
and Fisher [23][25]. McLaren’s Argunaut project took a 
similar approach: he used online discussions coded manually 
to train machine-learning classifiers in order to predict the 
appearance of these discussions characteristics in the new e-
discussion [26]. However, it should be pointed out that all 
these prior studies rely on the machine learning techniques 
before deep learning studies emerge. 

III. PREVIOUS WORK OF THIS STUDY 

Outline of our previous work [7] is shown below. 

A. Conversation Dataset 

Dataset for the study conducted last year is based on 
conversations among students participating in online 
collaborative learning. This data set is obtained from chat 
function of CSCL systeme originally developed by the authors 
for lectures in the university [27]. By the way, we will add that 
this data is also used in this paper. Usage situation of CSCL 
as the source of the dataset is shown in Table I. Since students 
participated in multiple classes, number of participant students 
is less than the number obtained by multiplying number of 
groups and that of group members. 

TABLE I.  CONTRIBUTIONS DATA USED IN THIS STUDY 

 

B. Coding Scheme 

According to a manual for coding prepared by the authors, 
a label was assigned to each contribution of chat. Any of the 
16 types of labels as shown in Table II was assigned. The ratio 
of each label is shown in Figure 1.  

C. Automatic Coding Approach Based on Deep Learning 

In the previous study, we adopted three types of Deep 
Neural Network (DNN) structures: 1) Convolutional Neural 
Networks (CNN), 2) Long-Short Term Memory (LSTM) and 
3) Sequence to Sequence (Seq2Seq). Of the three models, 
Seq2Seq model is a deep neural network consisting of two 
LSTM units called encoder and decoder, and learning of 
classification problem and sentence generation is performed 
by entering pairs of strings of words to each part [28][29]. For 
example, the pair corresponds to a sentence in certain 
language and its translated sentence in case of translation 

Number of Lectures 7 Lectures

Member of Groups 3-4 people

Learning Time 45-90 mintutes

Number of Groups 202 groups

Number of Students 426 students

Dataset 11504 contributions
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system as well as to question sentence and response sentence 
in case of question and answer system, respectively. 

In addition, a model based on Support Vector Machine 
(SVM), which is a traditional machine learning approach is 
used as a baseline. Accuracy of each model is verified by 
comparing automatic coding concordance rate and Kappa 
coefficient. About technology and experiment results in detail 
for each classification model, please refer to existing 
literatures of the authors [7][8[[9]. 

 
TABLE II.  LIST OF LABELS 

 
 

Agreement
22%

Proposal
16%

Question
11%

Report
10%

Greeting
10%

Reply
10%

Outside 
comments

5%

Confirmation
4%

Gratitude…

Others
9%

 
Figure 1.  Ratio of each conversational coding labels  

D. Experiment and Assessment 

1) Outline of experiment 
For the data set with manually prepared coding labels as 

described above, we compared the prediction accuracy of 
automatic coding for each model.   

With separation of sentences into morpheme using MeCab 
conducted at first as a preprocessing of data, words with low 
use frequency were substituted by “unknown”. Subsequently, 
just 8,015 contributions were extracted and 90% and 10% of 
them were sorted into data for training and test, respectively.  

Naive Bayes, Linear SVM, and SVM based on RBF 
Kernel were applied as baseline approaches. 

2) Experiment Results 
Table III shows prediction accuracy (concordance rate) of 

models proposed in the previous study and those adopted as 
baseline for test data. The concordance rate here refers to a 
proportion that manually assigned label conforms with 
predicted label output by a model.  It is proved, as Table III 
shows, that accuracy of the proposed model’s result is higher 
than that of baseline model. Among the three models as 
described above, it is found that there is almost no difference 
in concordance rate between the approaches based on CNN 
with word vectors trained using the Wikipedia data slightly 
enhanced accuracy and LSTM (0.67-0.68). These approaches 
show concordance rates a little bit higher (around 2 to 3%) 
compared with SMV as a baseline approach (0.64-0.66).  

On the other hand, a model based on Seq2Seq showed the 
highest concordance rate among all of the models (0.718), 
higher by 5 to 7% and 3 to 4% compared with SVM and other 
models, respectively.  

TABLE III. PREDICTIVE ACCURACIES FOR BASELINES AND DEEP-
NEURAL-NETWORK MODELS 

 
 

Then, results as described above are discussed using 
Kappa coefficient, which is a measure of agreement between 
the two individuals (human and model in this case). At first, it 
may be said that LSTM model has achieved sufficiently 
higher result as the Kappa coefficient for the model shows 
0.63. In general, Kappa coefficient of 0.8 or higher is believed 
to be preferable for utilizing automatic coding discrimination 
result by a machine in a reliable manner, however, further 
higher concordance rate is required. In case of Seq2Seq model, 
on the other hand, Kappa coefficient is 0.723 with great 
improvement, if not reaching 0.8. 

  The experiment results above have suggested that 
Seq2Seq model is superior to other approaches due to 
consideration for context information. Since Seq2Seq is a 
model with reply sources entered, it is believed that the 
improvement in the accuracy has been partly caused by not 
separate capturing of each contribution but consideration of 
the context information.  

IV. NEW CODING SCHEME  

As our previous studies mentioned some cases that Replay 
may include a meaning of Agree in the coding scheme, the 
fact that the definition of one label may sometimes overlap the 
definition of another label has become a factor making it 
difficult to assign a label always with accuracy and reliability. 
In addition to these technical problems, more importantly, 
labels based on speech acts, which express the linguistic 
characteristics of the conversation are insufficient for the 
analysis of the learning process. With this single linguistic 
scheme, it is almost impossible to realize whether members of 

Label Meaning of label Contribution example

Agreement Affirmative reply I think that’s good

Proposal Conveying opinion, or yes/no question
How about five of us here make the

submission?

Question Other than yes/no question What shall we do with the title?

Report Reporting own status I corrected the complicated one

Greeting Greeting to other members I’m looking forward to working with you

Reply Other replies It looks that way!

Outside

comments

Contribution on matters other than assignment

contents /  Opinions on systems and such

My contribution is disappearing already; so

fast! / A bug

Confirmatio

n
Confirm the assignment and how to proceed Would you like to submit it now?

Gratitude Gratitude to other members Thanks!

Request Requesting somebody to do some task Can either of you reply?

Correction Correcting past contribution Sorry, I meant children

Disagreemen

t
Negative reply I think 30 minute is too long

Complaint Dissatisfactions towards assignments or systems I must say the theme isn’t great

Switchover
A contribution to change event being handled,

such as moving on to the next assignment
Shall we give it a try?

Joke Joke to other members You should, like, learn it physically?　: )

Noise Contribution that does not make sense ?meet? day???

unigram uni+bigram unigram uni+bigram unigram uni+bigram

0.554 0.598 0.642 0.659 0.664 0.659

with wikipedia w.o. wikipedia single-direction bidirection bidirection bidir. w. interm.

0.686 0.677 0.676 0.678 0.718 0.717

Naïve Bayes SVM(Linear) SVM(RBF Kernel)

CNN LSTM Seq2Seq
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a group engage in activities to solve the task, how members 
coordinate each other in terms of task division, time 
management, etc. during their collaboration, how each 
member constructs his argument, how members discuss and 
negotiate each other. From those described above, we propose 
a new coding scheme so that the automated coding accuracy 
will improve and that we may understand more accurately and 
globally collaborative process.  

Our new coding scheme is constructed based on the multi-
dimensional coding scheme proposed by Weinberger et 
Fischer [25]. As shown in Table IV, our scheme consists of 
five dimensions, while Weinberger and Fischer's one has four 
dimensions without Coordination dimension. We provide 
labels basically regarding a contribution as a unit similarly to 
way we used in the previous studies. In addition, while such 
values as number of contributions are provided as 
Participation dimension labels, those in other four dimensions 
are provided by selecting one label from among multiple 
labels. In other words, since one label is given for each 
dimension for one contribution, a plurality of labels will be 
assigned to one contribution. Therefore, the coding work with 
this scheme is extremely complicated and takes a lot of time, 
but the merit of automated coding is even greater. Each 
dimension is described in detail below.  

TABLE IV. NEW CODING SCHEME 

 

A. Participation Dimension 

Participation dimension is for measuring degree of 
participation in arguments. As this dimension is defined as   
quantitative data including mainly number of contributions 
and its letters, time of contributions, and interval of 
contributions, coding is performed by statistical processing on 
the database while requiring neither manual nor artificial 
intelligent coding. The list is shown in Table V. 

TABLE V.  PARTICIPATION DIMENSION 

 
 

Since Participation dimension labels handle number of 
specific contributions, it is possible to analyze quantitatively 
different aspects of participation in conversations but 
impossible to perform qualitative analysis such as whether the 
conversation contributed to problem solving. 

B. Epistemic Dimension 

This dimension shows whether each contribution is 
directly associated with problem solving as a task and the 
labels are classified depending on contents of the 
contributions as shown in Table VI. This dimension’s labels 
are assigned to all contributions. 

TABLE VI. LABELS IN EPISTEMIC DIMENSION 

 
 

Weinberger and Fischer’s scheme has 6 categories to 
code epistemic activities, which consist in applying the 
theoretical concepts to case information. But, as shown in 
Table VII, we set only two categories here, because we want 
to give generality by which we can handle as many problem-
solving types as possible. “On Task” here refers to 
contributions directly related to problem solving and such 
contributions with contents as shown below belong to “Off 
Trask”. 

・Contributions to ask meaning of problems and how to 

proceed with them 

・Contributions to allocate different tasks to members 

・Contributions regarding the system 

Since Epistemic dimension represents whether directly 
related to problem solving, it works as the most basic code for 

qualitative analysis. In case of less “On Task” labels, for 

example, it is believed that almost no effort has been made for 
the task. 

Besides, labels of Argument and Social dimensions are 
assigned when Epistemic dimension is “On Task”, whereas 
those of Coordination dimension are assigned only when it is 
“Off Task”. Coordination Dimension 

Coordination dimension code is assigned only when 
Epistemic code is “Off Task” and it is also assigned to such 
contributions that relate to problem solving not directly but 
indirectly. A list of Coordination dimension labels is shown in 
Table VII but the labels are assigned not to all contributions 
of “Off Task” but just one label is assigned to such 
contributions that correspond to these labels. In addition, in 
case of replies to contributions with Coordination dimension 
labels assigned, labels of the same Coordination dimension 
are assigned.   

"Task division" here refers to a contribution to decide who 
to work on which task requiring division of tasks for 
advancing problem solving. "Time management" is a 
contribution to coordinate degree of progress in problem 
solving, and for example, such contributions fall under the 
definition that "let's check it until 13 o'clock," and "how has it 
been in progress?" "Meta contribution" refers to a contribution 
for clarifying what the problem is when intention and meaning 
of the problem is not understood. "Technical coordination" 
refers to questions and opinions about how to use the CSCL 
System. “Proceedings” refer to contributions for coordinating 
the progress of the discussion. 

Dimension Description

Participation Frequency of participation in argumentation

Epistemic How to be directly involved in problem solving

Argumentation Ideal assertion in argumentation

Social How to cope with others’ statements

Coordination How to coordinate to  advance discussion smoothly

Category Description

Number of contributions Number of contributions of each member during sessions

Number of letters of a

contribution
Number of letters during a single speech

Time for contribution Time used for a contribution

Interval of contributions Time elapsed since last contribution

contributions distribution Standard deviation of each member within a group

Label Description

On Task contributions directly related to problm solving

Off Task
contributions without any relationship with problem

solving

No Sense contributions with nonsensical contents
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Since Coordination dimension labels are assigned to such 
contributions that intend to problems smoothly, it is believed 
to be possible to predict progress in arguments by analyzing 
timing when the code was assigned. Further, in case of less 
labels of Coordination dimension, it may be predicted that 
smooth relationship has not been created within the group.     

  On the other hand, if a large number of these labels were 
assigned in many groups, it may be understood that there 
exists any defect in contents of the task or system.  

 
TABLE VII. LABELS OF COORDINATION DIMENSION 

 

 

C. Argument Dimension 

Labels of Argument dimension are provided to all 
contributions, indicating attributes such as whether each 
contribution includes the speaker’s opinion and whether the 
opinion is based on any ground. Labels of this dimension are 
provided to just one contribution content without considering 
whether any ground was described in other contribution. 

A list of Argument dimension labels is shown in Table 
VIII. Here, presence/absence of grounds is determined 
whether any ground to support the opinion is presented or not 
but it does not matter whether the presented ground is reliable 
or not. A qualified claim represents whether it is asserted that 
presented opinion is applied to all or part of situations to be 
worked on as a task. "Non-Argumentative moves" refer to 
contributions without including any opinion and simple 
questions are also included in this tag. Also, as a logical 
consequence, this label is assigned to all off-task contribution 
in the Epistemic dimension. 

TABLE VIII. LABELS IN ARGUMENT DIMENSION 

 
 

Labels in Argument dimension are capable of analyzing the 
logical consistency of contribution contents. For example, if a 
contribution is filled just with "Simple Claim" it is assumed as 
a superficial argument. 

In comparison with Weinberger and Fischer’s scheme, we 
do not set for now the categories of macro-level dimension in 
which single arguments are arranged in a line of 
argumentation such as arguments, counterarguments, reply, 
for the reason that it seems difficult that the automatic coding 
by deep learning methods for this macro dimension works 
correctly. Social Dimension 

Labels in Social dimension are provided when Epistemic 
code is "On task" but they are provided not to all contributions 
"On task" but to a contribution which conforms to Epistemic 
code. This dimension represents how each contribution is 
related to those of other members within the group. Therefore, 
it is required to understand not only a contribution but also the 
previous context. Table IX shows a list of labels of the 
dimension. 

“Externalization” refers to contributions without reference 
to other’s contributions and it is assigned to contributions to 
be an origin of arguments mainly at the start of argument on a 
topic. “Elicitation” is assigned to such contributions that 
request others for extracting information including question. 
“Consensus building” refers to contributions that express 
certain opinion in response to other’s contribution and they are 
classified into the three labels below. “Quick consensus 
building” is assigned to such contributions that aim to form 
prompt consensus with other’s opinion. It is assigned to a case 
to give consent without any specific opinion. “Integration-
oriented consensus building” is assigned to such contributions 
that intend to form consensus with other’s opinion while 
adding one’s own opinion. “Conflict-oriented consensus 
building” is assigned to such contributions that confront with 
other’s opinion or request revision of the opinion. “Summary” 
is assigned to contributions that list or quote contributions that 
have been posted. 

Since Social dimension code represents involvement with 
others, it may be understood how actively the argument was 
developed or whose opinion within the group was respected 
by analyzing Social dimension labels. For example, it may be 
assumed that arguments with frequent “Quick consensus 
building” result in accepting all opinions provided with almost 
no deep discussion.   

TABLE IX. CODE OF SOCIAL DIMENSION 

 

D. Learning for each code granting and artificial 

intelligence 

In the new coding scheme, "Participation" dimension 
labels are automatically generated from contribution logs, 
whereas other labels require manual coding by human coders 
in order to build up training data for deep learning and test 
data. Further, labels to be provided are decided by selecting 
from any of the dimensions of "Argument", "Social" and 
"Coordination" depending on a result of "Epistemic" labels. 
"Argument" and "Social" dimension labels are provided if the 
"Epistemic labels are "On task." In a case that "Epistemic" 
labels are "Off task", those in "Coordination" dimension are 
provided. 

Label Description

Task division Splitting work among members

Time management Check of temporal and degree of progress

Technical coordination How to use the system, etc.

Proceedings  Coordinating the progress of the discussion.

Label Description

Simple Claim Simple opinion without any ground

Qualified Claim Opinion based on a limiting condition  without any ground

Grounded Claim Opinion based on grounds

Grounded and Qualified

claim
Opinion with limitation based on grounds

Non-argumentative moves
contribution without containing opinion

（including questions）

Label Description

Externalization No reference to other’s opinion

Elicitation
Questionning the learning parner or proviking a reacion

from the learning partner

Quick consensus building Prompt consensus  formation

Integration-oriented

consensus building
Consensus formation in an integrated manner

Conflict-oriented consensus

building
Consensus forming based on a confrontational stance

Summary Statment listing or quoting  contributions
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V. DATASET AND STATISTICS 

A. Target Dataset 

The raw dataset is taken from the real conversation log of 

the CSCL system, which is the same one as that of previous 

study (Table I). On this dataset, the coding labels were newly 

annotated based on the new coding scheme. Labeling was 

manually carried out by several people in parallel. The human 

coders were lectured about the new coding scheme by a 

professional in advance in order to code labels as accurately 

as possible. To evaluate the accuracy of the manual coding, 

we had each contribution annotated by two annotators and 

measured the coincidence rate for each dimension of the new 

coding scheme.  

B. Manual Coding and Preprocessing  

While 9,962 contributions were manually coded in all, 
some contributions do not make sense as a text of CLSL. For 
instance, the duplicated posts, the blank posts, and the 
contributions that consist of only ASCII art can be mentioned. 
Such kinds of contributions were marked as "non-sense" 
when the annotators labeled, and removed or simplify 
ignored when the computer read them. After that, 9,197 
contributions were remained as the useful data, on which the 
substantial jobs such as learning and classification are 
feasible. 

The coincidence rates of the coding labels given by two 

human coders are significant for understanding the difficulty 

of the prediction, as well as to see the correctness of the 

manually coded labels. Table X shows the coincidence rate, 

the number of the valid contributions, and that of the 

coincidence contributions for each dimension. For the 

Epistemic dimension, since the coincidence rate is high for 

human coders, we can expect that it is also easy for machines 

to classify them. On the other hand, for the Social dimension, 

since the coincidence rate is low for human coders and the 

valid samples are sparse, the opposite result is expected. 

TABLE X . THE VALID CONTRIBUTIONS AND THE COINCIDENT 

CONTRIBUTIONS  

 

C. Statistics of the New Coding Labels 

In this subsection, we describe the statistics of the new 
coding labels assigned by the human coders with respect to 
each dimension.  As we have multiple coders classify them, 
the statistics depend on the coders. When making a dataset 
for machines, we limit the contributions so as to have the 
same label assigned by the human coders. Thus, we describe 
the statistics of such contributions.  

The ratios of “On task” and “Off task” in the Epistemic 
dimension are shown in Figure 2. In our dataset, the ‘On task’ 
contributions were a bit fewer than the ‘Off task.’ This 
implies that, at least from the view point of the conversation 

log, the cost of the communication was more than the cost of 
discussion in group work. Although this result is just an 
instance obtained by applying our CSCL system to the actual 
group works for limited lectures, we can at least conclude that 
the communication cost is not small in a group work. 

 

 

Figure 2.    Ratio in the Epistemic dimension  

Figure 3 shows the ratios of the labels in the Social 
dimension. Recall that its domain is On-task contributions. 
The label “Externalization” accounted half of the On-task 
contributions. The “Quick consensus building” followed it. 
Meanwhile, the ratios of the “Summary” and the “Consensus 
Buildings” except for the “Quick” one were small. These 
statistics show that the actual discussion mainly consisted of 
expressions of their opinions. Although we found that the 
contributions building consensus rarely come up in a real 
group work, we believe that they are the important keys for 
the discussion. Thus, we may can weight them when we 
assess the contribution to the discussion by students. 

 

  
Figure 3.    Ratio in the Social dimension  

With respect to the "Coordination" dimension, the 
domain of which is the Off-task contributions, the most of 
them are assigned to "Other" as Figure 4 shows. The 
contributions labeled "Other" consist of short sentences that 
are not significant for neither discussion nor coordination of 
the group work. The representative examples are greetings 
and kidding. Meanwhile, the statistics show that the 
contributions except for "Other" also occupies more than a 
quarter. Since these kinds of contributions are related to 
coordinating tasks in the group work, they can be thought as 
important contributions for the assessment. 
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Figure 4.    Ratio in the Coodination dimension  

The labels in the "Argument" dimension are assigned 
independently of other dimensions. Thus, its domain spans 
both the On-task and the Off-task contributions. As shown in 
Figure 5, the label "Non-Argumentative moves" occupied 
more than 60 % of all.  The label "Simple Claim" occupied 
the second percentage. To assess the discussion of the group 
work, at least it is necessary to remove the "Non-
Argumentative" contributions and pay attention to which 
kind of claim is presented, even if almost every claim can be 
classified into the "Simple Claim". Therefore, the automatic 
coding for this dimension is as valuable as for the other three 
dimensions. 

 

  
Figure 5.    Ratio in the Argument dimension  

VI. EXPERIMENTS  

A. Approach to Learning and Classifcation 

As described in Section II, deep neural networks (DNNs) 
outperform other machine learning methods significantly at 
least for the coding labels proposed by our previous studies 
[6][7][8]. Their results of the experiments show that the 
Seq2Seq-based model achieves the highest accuracy among 
several DNN structures. Thus, we apply the Seq2seq-based 
model to classify our new coding labels in this paper.  

The new coding scheme has four axes to be labeled as 
discussed in Section III; the Epistemic, the Coordination, the 
Argument, and the Social dimension. In the following 
experiments, the labels in each axis, or the dimensions, are 
learned and classified. There are solid dependencies among 
the Epistemic, the Coordination and the Social dimensions, 
while the Argument dimension is independent of the other 
dimensions. As shown in Figure 6, there is a dependency tree 

among the former three dimensions. For instance, the label of 
the Social dimension is assigned only if that of the Epistemic 
is “On task.” Therefore, the number of available 
contributions for learning is different for each classification 
task. In the following experiments, since we use the samples 
that have the coincidence labels only, the number of the 
available contribution was 8,460 for the Epistemic, 7,795 for 
the Augmentation, 3,510 for the Coordination, and 2,619 for 
the Social. 
  

 

Figure 6.    Dependency of Dimesions 

B. Parameter Settings 

We set the parameters for learning to the same values as 
in our previous study. They include the various kinds of the 
parameters such as the number of layers, the vector sizes of 
layers, the option of the optimization algorithms, learning 
rate, etc. The details can be referred to our previous studies 
[6][7][8]. 

C. Results for the Epistemic Dimension 

The results of the experiments show that the On and Off 
tasks can be classified correctly with sufficiently high 
accuracy (Figure 7). The Seq2seq-based model achieves 
more than 90 % in both precision and recall (Table XI). Since 
the coincidence ratio by two human coders is 91%, we can 
say that the accuracy of automatic coding, which is 
comparable to human beings was obtained for the Epistemic 
dimension. 

  
Figure 7.    Confusion matrix for the Epstemic dimension 

•Externalization
•Elicitation

•Quick consensus

• Integration consensus

•Conflict consensus

•Summary

•Simple claim
•Qualified claim

•Grounded claim

•Grounded and

Qualified claim

•Non-argumentative• Task division
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• Technical coordination
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TABLE XI. PRECISION AND RECALL FOR THE EPSTEMIC 

DIMENTION 

 

D. Results for the Argument Dimension 

The classification accuracy is also high for the Argument 
dimension. The micro-averaged F1 score is 87 % (Table XII).  
Especially, the F1 score for the label "Non-argumentative 
Moves" is high sufficiently (92 %), which means that our 
model can surely recognize whether the contribution has any 
substantial meaning as a claim or not. On the other hand, 
while the precision for the "Simple Claim" is high (89 %), the 
recall for it is low (72 %). According to the confusion matrix 
shown in Figure 8, a quarter of the Simple Claim is 
misclassified into the Non-argumentative. This is because it 
is difficult to distinguish contributions that have a very small 
opinion from that have no opinions. 

 

Figure 8.    Confusion matrix for the Argument dimension  

TABLE XII. PRECISION AND RECALL FOR THE ARGUMENT 

DEMENTIONFFIGU 

 

E. Results for the Coordination Dimension 

Regarding the Coordination dimension, our model also 
achieved high classification accuracy. Seeing that the number 
of supports varies greatly among the labels, we should 
evaluate the classification ability of the model by the micro-
averaged accuracies over all coding labels. As Table XIII 
shows, the micro-averaged F1 score was 85 %.  

According to the results for each label (Figure 9), the 
following is observed. The major labels such as "Other" and 

"Technical coordination" are classified correctly with high 
precisions, while the minor labels such as "Time 
Management", "Quote" and "Task Division" are not. Because 
the data for those minor labels are very limited, which have 
less than 50 contributions, it is quite difficult to learn them 
accurately. One of our future issues is to find some way to 
deal with those sparse labels.  

TABLE XIII. PRECISION AND RECALL FOR THE COORDINATION 

DIMENTION 

 

 
Figure 9.    Confusion matrix for the Coodination dimension  

F. Results for the Social Dimension 

Comparing to the other dimensions, the accuracy was 
relatively low for the Social dimension. The F1 score was 
70 % (Table XIV). Since labeling the Social sometimes needs 
understanding the deep meaning of the contribution and the 
background story of the discussion, it seems to be difficult for 
machines to learn them correctly with limited data.  

According to Figure 10, the recall of the label 
“Externalization” is especially low (61 %), while those of 
“Quick Consensus” and “Elicitation” are high sufficiently 
(93 % and 97 %, respectively). According to the confusion 
matrix in Figure 10, there is a major reason that worsen the 
accuracy; the Externalization labels are easily misclassified 
to the Quick Consensus and to the Elicitation, but not vice 
versa. This fact also explains the reason why the precisions 
for the Quick Consensus and the Elicitation are low though 
the recalls for them are high. To improve the result, it is 
necessary to pursue the causes of these two types.  
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TABLE XIV. PRESCISION AND RECALL FOR THE SOCIAL 

DIMENSION 

 

 
Figure 10.    Confusion matrix for the Social dimension  

VII. ASSESSMENT MODEL 

The method of automating multi-dimensional coding 
proposed in this study shows the technical possibility to 
clarify the situation of collaborative learning in real time from 
various perspectives even if it targets big educational data. 
However, as mentioned in the introduction, one of the 
ultimate goals of this research is to automatically analyze the 
collaborative learning process in real time and show the 
results to teachers and learners in an easy-to-understand 
manner. To that end, it is not enough to merely automate and 
speed up coding, and these coding data needs to be 
reintegrated and visualized in some form into a "readable" 
format.  

So, we refer to the rating scheme for collaborative 
process assessment proposed by Meir, Spada, Rummel and 
we propose a model that adapts this scheme to the context of 
our research [30][31]. There are two reasons for choosing this 
scheme. First, in the empirical assessment, it is shown that 
positive findings exist for inter-rater reliability, consistency, 
and validity of this scheme. Second, as these authors have 
already recommended, this rating scheme is designed 
assuming that it will be customized according to various 
collaborative learning situations. 

When designing the rating scheme, they define five 
aspects as factors of successful collaborative learning from 
the content analysis of empirical data and theoretical 
consideration based on the survey of the learning theory 

literature. That is, Communication, Joint information 
processing, Coordination, Interpersonal relationship, 
Motivation. In addition, as shown in Table XV, nine 
assessment dimensions are set for these five aspects. In these 
assessment dimensions, quantitative assessment is performed 
on a five point grade scale respectively.  

TABLE XV. FIVE ASPECTS OF THE COLLABORATIVE PROCESS AND 

THERESULTING NINE DIMENSIONS OF MEIR, SPADA AND RUMMEL’S RATING 

SCHEME 

 
 

Since this paper is not a place to discuss the details of this 
original rating scheme, we will briefly describe the aspects 
and dimensions proposed in our research below. Regarding 
the aspects, it follows the original scheme. About the 
definition of “assessment targets” (we use this term to avoid 
confusion with dimensions of coding scheme), considering 
the fact that the major fields of our research are lectures at 
large university classrooms and the fact that there is no 
significant difference between students in knowledge level 
before class, some customizations are done. Also, in each 
assessment target, which coding data is referred to is also 
described. All of the nine assessment targets shown below are 
assumed to be quantified on a five-point grade scale, and the 
eight targets other than the last Individual task orientation can 
be easily visualized with an octagonal radar chart as shown 
in Fig.11. 

 

 
 

Figure 11.    Example of visualization of collaborative process assessment 
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A. Communication 

In order to facilitate the discussion within the group, it is 
necessary that the basic concepts of the task and the 
hypotheses and problems that have appeared in discussions 
are shared. To that end, it is very important to repeatedly 
confirm that discussions are progressing on a common 
ground.  Especially in conversation in chat, unlike face to 
face, members have to confirm mutual understanding more 
explicitly and frequently. We propose the following two as 
assessment targets of this smooth and "grounded" 
conversation. 

1) Consistency of Discussion 
For consistency of discussion, we evaluate whether 

discussions between members progress in a smooth flow. 
In a smoothly advancing discussion, other members should 
pay attention to others’ contributions and return replay. 

The reaction to the contribution by others is mainly 
expressed by the labels of Social dimension. To evaluate 
this target, it is good to refer to the following data and 
quantify it:   

 Number of contributions in Social dimension and 
their frequency in On Task statements in Epistemic 
dimension; 

  Number of contributions belonging to Social 
Dimension immediately after Social dimension's 
label “Externalization” and their frequency. 

2) Sustaining mutual understanding 
 In maintaining mutual understanding, it is required to 

confirm in the process of discussion whether the 
understanding about basic concepts and problem 
awareness are shared between the members. Therefore, it 
is necessary to question each other, obtain answers, and 
confirm mutual understanding. Also, if there is a 
misunderstanding, it is necessary to resolve this. 

For the assessment of this target, we will refer to the 
following data and quantify it:  

 Number of contributions labeled as Elicitation in 
Social Dimension and frequency of contributions 
belonging to Social Dimension immediately after the 
Elicitation contribution. 

However, the assessment of this target is insufficient in 
the current coding scheme and we will need to set a new 
coding label. 

B. Joint Information Processing 

In problem solving for collaborative learning, it is 
required that each member provides his own knowledge, or 
obtains knowledge that he does not have from others to reach 
a more advanced solution. Therefore, the learner needs to 
explain knowledge in such a way that other members can 
understand. Also, in the process of problem solving, it is 
necessary to make questions and counterarguments to each 
other's opinions, and also to consider alternative solutions to 
make final decision making. The following two assessment 
targets are proposed as assessment targets of this aspect. 

1) Knowledge Exchange 

In this target, we assess to what extent members 
provided each other's knowledge in such a way that other 
members can understand their own knowledge. 

For the assessment of this target, we will refer to the 
following data and quantify it:  

 Number of contributions labeled as Grounded, 
Qualified, Grounded and Qualified in the Argument 
dimension and their frequency. 

2) Critical Discussion 
This target assesses if easy compromise is avoided and 

to what extent counterarguments and integrations to each 
other's views are effectuated. 

For the assessment of this target, we will refer to the 
following data and quantify it:  

 Number of contributions labeled as Conflict-oriented 
consensus building and Integration-oriented 
consensus building in the Social dimension and their 
frequency. 

C. Coordination 

In order to succeed in collaborative learning, it is 
extremely important to plan ahead in advance of the whole 
work, to share subtasks with members, and to effectively 
manage time. In CSCL, not only chat but also interfaces such 
as file sharing and common workspace are generally prepared, 
so that technical coordination of these work environments 
also needs to be done successfully. As the assessment targets 
of this aspects, the following three assessment targets are 
adopted. In these three assessment targets, the small number 
of contributions is an indicator that coordination is 
insufficient. But if the number of contributions is too 
numerous, the problem solving activities (On task) may be 
not sufficiently carried out. Therefore, there is room for 
discussion about determining the appropriate number of 
contributions and their frequency. 

1) Task Division 
In this target, it is evaluated whether work division 

between members is done well. 
For the assessment of this target, we will refer to the 

following data and quantify it:  

 Number of contributions labeled as Task division in 
the Coordination dimension and their frequency. 

2) Time Management 
In this target, we evaluate how the members manage 

the time constraints and work. 
For the assessment of this target, we will refer to the 

following data and quantify it:  

 Number of contributions and frequency of Time 
management label in the Coordination dimension. 

3) Technical Coordination 
 In this target, we evaluate whether effective use of 

technical resources is realized. 
For the assessment of this target, we will refer to the 

following data and quantify it:  

 Number of contributions labelled as Technical 
coordination in the Coordination dimension and their 
frequency. 
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D. Interpersonal Relationship 

 In order for collaborative learning to succeed, it is 
necessary to exchange frankly opinions among participants; 
even if opinions are conflicting, it should be avoided that 
human relationship itself between members becomes 
confrontational. Participants must respect each other and 
behave in a friendly manner. 

For the assessment of this aspect, the following 
assessment target is adopted. But it seems that it is 
insufficient to accurately capture this aspect in the current 
coding scheme. However, it is easy to automatically identify 
contributions such as greetings or thanks. 

1) Reciprocal Interaction 
In this target, we evaluate whether members are 

speaking equally or whether each participates evenly in 
problem solving and decision making. 

For the evaluation of this target, we will refer to the 
following data and quantify it:  

 Number of contribution and contribution distribution 
in Participation dimension. 

E. Motivation 

 In order to animate the group as a whole, it is necessary 
for each member to act positively on problem solving and 
encourage other members to actively participate. However, 
there are significant differences between members such as 
efforts to solve problems, participation in discussions, and 
encouragement to other group members. In order to evaluate 
the aspect of this individual contribution, the following 
assessment target is adopted. 

1) Individual Task Orientation 
 In this target, the contribution degree of each group 

member is individually assessed. 
For the assessment of this target, we will refer to the 

following data and quantify it:  

 Number of contributions labelled as On task in the 
Epistemic dimension of each member. 

VIII. CONCLUSION AND FUTURE WORK 

A. Conclusion 

In this study, we proposed a newly designed coding 

scheme with which we tried to automate time-consuming 

coding task by using deep learning technology. 

We have constructed a new coding scheme with five 

dimensions to analyze different aspects of the collaboration 

process. After manually coding a large volume dataset, we 

proceeded to the machine learning of this dataset using 

Seq2seq model. Then, we evaluated the accuracy of this 

automatic coding in each dimension. Except some typical 

types of the misclassifications, the results were overall 

positive. If this misclassification is resolved to a considerable 

extent, it will also come into view to apply this technique  in 

real educational settings and for large classes with many 

students in order to perform real-time monitoring of learning 

process or ex-post analysis of big educational data. 

Finally, at the end of the paper, we propose a new 

assessment model that can assess and visualize the quality of 

collaborative process. 

B. Future Work 

As for the future research directions, we may have three 

areas to pursue.  

The first area is about some typical misclassifications in 

the Social Dimension. To improve prediction accuracy, one 

could make more explicit and comprehensible the referential 

relation between a contribution and others even for the 

machines, if one indicates contributions to which a 

contribution refers. For example, with regard to the typical 

misclassification mentioned above between “Externalization” 

and “Quick Consensus” or “Elicitation”, since contributions 

labeled “Externalization” have no reference to other 

contributions, we can hope to effectively reduce these 

misclassifications with this kind of indicator. In addition, as 

the next step of this paper, it seems to be worth trying to 

compare the accuracy using DNN models other than Seq2seq 

and other network structures such as memory networks [32]. 

The second area concerns the intrinsic structure of   our 

coding scheme. Since the scheme contains different 

dimensions and under each dimension different labels are 

hierarchically organized, it is very interesting to discover not 

only correlations among dimensions, but also among labels 

belonging to different dimensions [33]. If we can input the 

information about the correlation between such labels in 

some form at the time of automatic classification, the 

accuracy of automatic coding can be further improved. 

The third area relates to the assessment method and its 

visualization of collaborative process. In this paper, the 

method of calculating the rating of assessment targets is not 

defined yet, which is an urgent task. Furthermore, we will 

have to reconsider which data should be referenced for each 

target. Also, it may be necessary to partially modify the 

scheme itself to fit the assessment model. For visualization, 

we should consider not only visualization of real-time 

collaborative situation but also design method to intuitively 

visualize transition on time axis and comparison between 

different groups.  
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Abstract - In this paper, we present as far as we know for the 

first time, a unique method combining visibility analysis in 3D 

environments with dynamic motion planning algorithm, 

named Visibility Velocity Obstacles (VVO). Our method is 

based on two major steps. The first step is based on analytic 

visibility boundaries calculation in 3D environments, taking 

into account sensors' capabilities including probabilistic 

consideration. In the second stage, we generate VVO 

transferring visibility boundaries from the position space to the 

velocity space, for each object. Each VVO represents velocity's 

set of possible future collision and visibility boundaries. Based 

on our analysis in velocity space, we plan our trajectory by 

selecting future robot's velocity at each time step, tracking 

after specific target considering visibility constraints as 

integral part of the velocities space. We formulate the tracked 

target in the environment as part of our planner and include 

visibility analysis for the next time step as part of our planning 

in the same search space. For the first time, we define visibility 

aspects as part of velocity space, where all the objects are 

modeled from visibility point of view. We introduce potential 

trajectory planner combining unified 3D visibility analysis for 

target tracking as part of dynamic motion planning.   

 
 

Keywords - Visibility; Motion planning; 3D; Urban 

environment; Spatial analysis.  

I.  INTRODUCTION 

Trajectory planning has developed alongside the 

increasing numbers of Unmanned Aerial Vehicles (UAVs), 

drones unmanned ground vehicles all over the world, with a 

wide range of applications such as surveillance, information 

gathering, suppression of enemy defenses, air to air combat, 

mapping buildings and facilities, etc. 

Most of these applications are involved in very 

complicated environments (e.g., urban), with complex terrain 

for civil and military domains [1].  

With these growing needs, several basic capabilities must 

be achieved. One of these capabilities is the need to avoid 

obstacles such as buildings or other moving objects, while 

autonomously navigating in 3D urban environments. 

Path planning problems have been extensively studied in 

the robotics community, finding a collision-free path in static 

or dynamic environments, i.e., moving or static obstacles. 

Over the past twenty years, many methods have been 

proposed, such as starting roadmap, cell decomposition, and 

potential field [6]. 

In this paper, we present visibility aspects as part of 

velocity space, where all the objects are modeled from 

visibility point of view. We introduce potential trajectory 

planner combining unified 3D visibility analysis for target 

tracking as part of dynamic motion planning. In the first part, 

we formulate visibility boundaries problem and introduce 

analytic solution that in the following sub-section integrated 

with sensor's limitations. Later on, we present the VVO 

method, demonstrated with visibility boundaries with cars, 

pedestrians and buildings visibility boundaries. In the last 

part, we suggest pursuer planner using VVO for UAV test 

case.  

II. RELATED WORK 

Path planning becomes trajectory planning when a time 

dimension is added for dynamic obstacles [7][8]. Later on, a 

vehicle's dynamic and kinematic constraints have been taken 

into account, in a process called kinodynamic planning [9]. 

All of these methods focus solely on obstacle avoidance. 

Trajectory planning for air traffic control and ground 

vehicles has been well studied [10], based on short path 

algorithms using 2D polygons, 3D surfaces [11]. UAVs 

navigation has also been explored with vision-based methods 

[12], with local planning or a predefined global path [13]. 

UAV path planning is different from simple robot path 

planning, due to the fact that a UAV cannot stop, and must 

maintain its velocity above the minimum, as well as not 

being able to make sharp turns. 

UAV path planning methods usually decompose the path 

planning into two steps: first, using some common path 

planning method in a polygonal environment [6], then, 

considering UAV dynamic and kinematic constraints into the 

trajectory [14]. These methods assume decoupling, which 

affects the trajectory, as stated by all authors.  

However, most of the effort focused on UAV trajectory 

planning is related to obstacle avoidance with kinodynamic 

constraints, without taking into account visibility analysis as 

part of the nature of the trajectory in urban environments. 
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The visibility problem has been extensively studied over 

the last twenty years, due to the importance of visibility in 

GIS and Geomatics, computer graphics and computer vision, 

and robotics. Accurate visibility computation in 3D 

environments is a very complicated task demanding a high 

computational effort, which could hardly have been done in 

a very short time using traditional well-known visibility 

methods [15]. The exact visibility methods are highly 

complex, and cannot be used for fast applications due to their 

long computation time. Previous research in visibility 

computation has been devoted to open environments using 

DEM models, representing raster data in 2.5D (Polyhedral 

model), and do not address, or suggest solutions for, dense 

built-up areas. Most of these works have focused on 

approximate visibility computation, enabling fast results 

using interpolations of visibility values between points, 

calculating point visibility with the Line of Sight (LOS) 

method [16]. Other fast algorithms are based on the 

conservative Potentially Visible Set (PVS) [17]. These 

methods are not always completely accurate, as they may 

render hidden objects' parts as visible due to various 

simplifications and heuristics. 

A vast number of algorithms have been suggested for 

speeding up the process and reducing computation time. 

Franklin [18] evaluated and approximated visibility for each 

cell in a DEM model based on greedy algorithms. Wang et 

al. [19] introduced a Grid-based DEM method using 

viewshed horizon, saving computation time based on 

relations between surfaces and the LOS method. Later on, an 

extended method for viewshed computation was presented, 

using reference planes rather than sightlines [20].  

One of the most efficient methods for DEM visibility 

computation is based on shadow-casting routine. The routine 

cast shadowed volumes in the DEM, like a light bubble [21]. 

Extensive research treated Digital Terrain Models (DTM) in 

open terrains, mainly Triangulated Irregular Network (TIN) 

and Regular Square Grid (RSG) structures. Visibility 

analysis in terrain was classified into point, line and region 

visibility, and several algorithms were introduced, based on 

horizon computation describing visibility boundary [22]. 

Only a few works have treated visibility analysis in urban 

environments. A mathematical model of an urban scene, 

calculating probabilistic visibility for a given object from a 

specific viewcell in the scene, has been presented by [23]. 

This is a very interesting concept, which extends the 

traditional deterministic visibility concept. Nevertheless, the 

buildings are modeled as cylinders, and the main challenges 

of spatial analysis and building model were not tackled. 

Other methods were developed, subject to computer graphics 

and vision fields, dealing with exact visibility in 3D scenes, 

without considering environmental constraints. Plantinga and 

Dyer [15] used the aspect graph – a graph with all the 

different views of an object. Due to their computational 

complexity, all of these works are not applicable to a large 

scene with near real-time demands, such as UAV trajectory 

planning.  

III. VISIBILITY BOUNDARIES ANALYSIS 

A. Problem Statement 

We consider visibility problem in a 3D urban 

environment, consisting of static constant objects and 

dynamic objects. 

Given: 

• Static objects:  

3D buildings modeled as 3D cubic parameterization
_

max

min

1

( , , )
of buildN

h

i h

i

C x y z
=

=
 

• Dynamic objects:  

     Moving cars modeled as 3D cubic parameterization, 

     
( , , )carC x y z

 
• Pedestrian modeled as cylinder parameterization, 

     
( , , )pedsC x y z

 
• Trees modeled with two cylinder parameterization, 

( , , )treeC x y z
 

• Wind profile vw(z). 

• Viewpoint V(x0, y0,z0), in 3D coordinates. 

 

Computes: 

Set of all visible points from  𝑉(𝑥0, 𝑦0,𝑧0 , 

 1

[ , , , ]
i i i i

N

building car tree peds

i

C C C C
=
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We extend our previous work [2], developed for a fast 

and efficient visibility analysis for buildings in urban 

environments, and consider also a basic structure of 

cylinders, which allows us to model pedestrians and trees. 

Based on our probabilistic visibility computation of dynamic 

objects, we test the effect of these by using data gathered 

from web-oriented GIS sources to update our estimation and 

prediction on these entities. 

B. Dynamic Objects – Modeling and Probabilistic Visibility 

Dynamic objects such as moving cars and pedestrians, 

directly affect visibility in urban environments. 

Due to modeling limitations, these entities are usually 

neglected in spatial analysis aspects. We focus on three 

major dynamic objects in an urban case: moving cars and 

pedestrians. Each object is modeled with 3D boxes or 3D 

cylinders, which allow us to extend the use of our previous 

visibility analysis in urban environments presented for static 

objects [2]. 

 

1) Moving Car 

 

3D Modeling: As we mentioned earlier, web-cameras in 

urban environments can record the moving cars at any 
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specific time. Image sources such as web cameras, like other 

similar sensors sources, demand an additional stage of 

Automatic Target Detection (ATD) algorithms to extract 

these objects from the image [31]. In this research we do not 

focus on ATD, which must be implemented when shifting 

from the research described in the paper toward an 

applicable system. 

The common car structure can be easily modeled by two 

3D boxes, as can be seen in Fig. 1(b), which is similar to the 

original car structure presented in Fig. 1(a). 

 

 

 
(a) 

                                                
(b) 

Fig. 1. Car Modeling Using 3D Boxes: (a) the Original Car, (b) the 

Modeled Car  

We define the Car Boundary Points (CBP) as the set of 

visible surfaces' boundary points of 3D boxes modeling the 

car presented in Fig. 1(b). Each box is modeled as 3D cubic 

Ccar(x, y, z)  as presented extensively in [2] for a building 

model case: 
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Car Boundary Points (CBP) - we define CBP of the object 

i as a set of boundary points  j = 1. . NCBP_bound  of the 

visible surfaces of the car object, from viewpoint 

V(x0, y0,z0), where the maximum surface's number is six and 

each surface defined by four points, NCBP_bound ≤ 24. 

In Fig. 2, the car is modeled by using two 3D boxes. 

Visible surfaces colored in red, CBP marked with yellow 

points. 

 

_
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Fig. 2. Modeling Car Using 3D Boxes (CBP Marked with Yellow 

Points) 

Probabilistic Visibility Analysis  

 

Visibility has been treated as Boolean values. Due to 

incomplete information and the uncertainties of predicting 

the car's location at future times, visibility becomes much 

more complicated. 

As it is well known from basic kinematics, CBP can be 

estimated in future time t + ∆t as: 

 

CBPi(t + ∆t) = CBPi(t) + V(t)∆t + A(t)∆t2

2
                              

 

Where V(t) is the car velocity vector V(t) = (vxvy  )
T, and 

the acceleration vector  A(t) = (axay  )
T . Estimation of a 

car's location in the future based on a web camera is not a 

simple task. Driver behavior generates multi-decision 

modeling, such as car-following behavior, gap acceptance 

behavior, or lane-change cases including traffic flow, speed 

etc. [32]. 
Our probabilistic car model is based on microscopic 

simulation models that were properly calibrated and 

validated using VISSIM simulation. VISSIM is a time-based 

microscopic simulation tool that uses various driver 

behaviors and vehicle performances to accurately represent 
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an urban traffic model. The VISSIM simulation model has 

been validated when compared to the data from various real-

world situations [33] and used for the test-bed network by 

[34][35], and on driver behavior research defining average 

speed and acceleration [32]. 

The average speed in urban environments is about 45 

[km/hr], from a minimum of 40 [km/hr] up to a maximum of 

50 [km/hr]. In the situation of a free driving case, which is 

the common mode in urban environments [36], the 

acceleration of family car can change 

between 1 to 3.5 [m
sec2⁄ ], and on average 2.5 [m

sec2⁄ ], as 

seen in Fig. 3. 

 

Fig. 3. Average Acceleration Rate of a Family Car in an Urban 

Environment [32] 

As can be seen from several validations of car and driver 

estimation, velocity and acceleration are distributed as 

normal ones, and lead to normal location distribution: 

V(t)~N(μ = 45, σ2 = 10) 

A(t)~N(μ = 2.5, σ2 = 1) 

CBP(t + ∆t)~ ∑ N 

 

 

In time step t, where the car's location is taken from a 

web-camera, visibility analysis from CBP(t)is an exact one, 

based on our previous visibility analysis [2], as seen in Fig. 2 

Visibility analysis becomes probabilistic for future time t +
∆t , applying the same visibility analysis for CBP(t + ∆t) 

presented in Fig. 4. 

 

Fig. 4. Probabilistic Visibility Analysis for CBP 

In Fig. 4, the car's location from a web-camera appears in 

the bottom left side. For ∆t = 2[sec], the car's location is 

marked by two 3D boxes, where CBP for each of them is the 

boundary of visible surfaces marked in red. The probability 

that the visible surfaces, which are bounded by CBP, will be 

visible in future time is based on the last update taken from 

the web application (depicted with arrows in Fig. 4, 

computed by using two different random normal PDF values 

for V and A based on eq. (4). 

2) Pedestrians 

3D Modeling: Pedestrian modeling can be done in high 

resolution, but due to ATD algorithms capabilities, 

pedestrians are usually bounded by a 3D cylinder and not as 

an exact detailed model [31]. For this reason, we model 

pedestrians as 3D cylinders, which is somewhat conservative 

but still applicable. 

Pedestrian can be easily modeled by 3D cylinder, as seen 

in Fig. 5 (marked in red), which is similar to the output from 

ATD methods tested on a web-camera output recognizing 

walkers in urban environments. 

We extend our previous visibility analysis concept [2] and 

include new objects modeled as cylinders as continuous 

curves parameterizationCPeds(x, y, z). 

Cylinder parameterization can be described as: 
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Fig. 5. Modeling Pedestrians in Urban Scene Using Cylinders 

(Colored in Red) 
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We define the visibility problem in a 3D environment for 

more complex objects as: 

 

co s co s 0 0 0'( , ) ( ( , ) ( , , )) 0
n t n tz zC x y C x y V x y z − =

 
 

 

where 3D model parameterization is C(x, y)z=const, and the 

viewpoint is given as V(x0, y0,z0). Extending the 3D cubic 

parameterization, we also consider the cylinder case. 

Integrating eq. (5) to (6) yields: 
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As can be noted, these equations are not related to Z axis, 

and the visibility boundary points are the same for each x-y 

cylinder profile. 

The visibility statement leads to complex equation, which 

does not appear to be a simple computational task. This 

equation can be efficiently solved by finding where the 

equation changes its sign and crosses zero value; we used 

analytic solution to speed up computation time and to avoid 

numeric approximations. We generate two values of θ 

generating two silhouette points in a very short time 

computation. Based on an analytic solution to the cylinder 

case, a fast and exact analytic solution can be found for the 

visibility problem from a viewpoint. 

We define the solution presented in eq. (8) as x-y-z 

coordinates values for the cylinder case as Pedestrian 

Boundary Points (PBP). PBP are the set of visible 

silhouette points for a 3D cylinder modeling the pedestrian, 

as presented in Fig. 6: 
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(a)                                                                 

 
 (b) 

Fig. 6. PBP for a Cylinder using Analytic Solution marked as blue 

points, Viewpoint Marked in Red: (a) 3D View (Visible Boundaries 

Marked with Red Arrows); (b) Topside View 

 

C. Visibility Analysis Considering Sensor's Stochastic 

Character 

In this section, we extend our visibility model by 

exploring and including sensors' sensing capabilities and 

physical constraints. Our visibility analysis is based on the 

fact that sensors are located at specific visibility points. 

Sensors are commonly treated as deterministic detectors, 

where a target can only be detected or undetected. These 

simplistic sensing models are based on the disc model 

[37][38]. 

We study sensors' visibility-based placement effected by 

taking into account the stochastic character of target 

detection. We present a single sensor model, including noisy 

measurement, and define the necessary condition for 

visibility analysis with false alarm and detection probabilities 

for each visibility point's candidate. 

 

1) Single Visibility Sensing Model 

Most of the physical signals are based on energy vs. 

distance from single source model. Different kind of sensors 

such as: radars, lasers, acoustics, etc., are based on this signal 

character. Like other signal models presented in the literature 

[39][40][41] we use signal decay model as follows: 
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L(d) = {

L0

(
d
d0

)k
, if d > d0

L0, if d ≤ d0

 

 

where L0 is the original energy emitted by the target, k is the 

decaying factor (typical values from 2 to 5), and d0  is a 

constant determined by the size of the target and the sensor. 

We model the sensor's noise Ni located at visibility point 

Vi , using zero-mean normal distribution, Ni~N(0, σ2) . 

Sensor signal energy including noise effect, Si , can be 

formulated as: 

 

Si = L(di) + Ni
2 

 

In practice, Si parameters are set by empiric datasets.  

 
2) Necessary Condition for Visibility  

Nowadays, detection systems use more and more data 

fusion methods [42][43]. In order to use multi sensors 

benefits, fusion and local decision-making using several 

sensors' data is a very common capability. As with other 

distributed data fusion methods, we assume that each sensor 

sends the energy measurement to a Local Decision Making 

Module (LDMM). Similar to other well known fusion 

methods [41], the LDMM integrates and compares the 

average sensors' measurements n against detection threshold 

τ.     

Detection probability, denoted by PD , is the probability 

that a target is correctly detected. Supposing that n sensors 

take part in the data fusion applied in the LDMM, detection 

probability is given by: 

 

PD = P(
1

n
∑(L(di) + Ni

2) > τ)

n

i=1

 

 

PD = 1 −  P(∑ (Ni
σ

)
2

≤
nτ−∑ L(di)n

i=1
σ2 )n

i=1                                                                                   

 

PD=1 − Xn(
nτ−∑ L(di)n

i=1

σ2 ) 

 

Where Ni σ~N(0,1)⁄  and Xn  denote the distribution 

function. In the same way, false alarm rate probability is the 

probability of making a positive detection decision when no 

target is present. False alarm rate probability, denoted by PF, 

is given by: 

 

PF = P(
1

n
∑ Ni

2 > τ) = 1 − P(∑ (
Ni

σ
)

2

≤
nτ

σ2)

n

i=1

n

i=1

 

PF = 1 − Xn(
nτ

σ2
) 

 
Conditions Necessary for Visibility: Given two real 

numbers, 𝑎 ∈ (0,1)  and 𝑏 ∈ (0,1) . Visibility Point 

𝑉𝑖(𝑥, 𝑦, 𝑧)  can be defined as visible point if and only if  

𝑃𝐹(𝑉𝑖) ≤ 𝑎 and 𝑃𝐷(𝑉𝑖) ≥ 𝑏. 

 

We integrate our unique concept of probabilistic 

visibility into the velocity space. We transform the 

visibility's boundaries from location to velocity space. 

 

IV. VISIBILITY VELOCITY OBSTACLES (VVO) 

The visibility velocity obstacle represents the set of all 

velocities from a viewpoint, occluded with other objects in 

the environment. It essentially maps static and moving 

objects into the robot’s velocity space considering visibility 

boundaries.  

The VVO of an object with circular visibility boundary 

points such as the pedestrians case, PBP, that is moving at a 

constant velocity vb, is a cone in the velocity space at point 

A. In Fig. 7, the position space and velocity space of A are 

overlaid to illustrate the relationship between the two spaces. 

The VVO is generated by first constructing the Relative 

Velocity Cone (RVC) from A to the boundaries of the object, 

i.e., PBP, then translating RVC by vb. 

Each point in VVO represents a velocity vector that 

originates at A. Any velocity of A that penetrates VVO is a 

occluded velocity that based on the current situation, would 

result in a occlusion between A and the pedestrian at some 

future time. Fig. 7 shows two velocities of A: one that 

penetrates VVO, hence a occluded velocity, and one that 

does not. All velocities of A that are outside of VVO are 

visible from the current robot's position as the obstacle 

denotes as B, stays on its current course. The visibility 

velocity obstacle thus allows determining if a given velocity 

is occluded, and suggesting possible changes to this velocity 

for better visibility. If PBP is known to move along a curved 

trajectory or at varying speeds, it would be best represented 

by the nonlinear visibility velocity obstacle case discussed 

next. 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Visibility Velocity Obstacles 
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The VVO consists of all velocities of A at t0 predicting 

visibility's boundaries related to obstacles at the environment 

at any time t>t0. Selecting a single velocity, va, at time t = t0 

outside the VVO, guarantees visibility to this specific 

obstacle at time t. It is constructed as a union of its temporal 

elements, VVO(t), which is the set of all absolute velocities 

of A, va, that would allow visibility at a specific time t. 

Referring to Fig. 8, va  that would result in occlusion with 

point p in B at time t > t0, expressed in a frame centered at 

A(t0), is simply: 

va =
VBPi

t − t0

 

                                              

where r is the vector to point p in the blocker’s fixed frame, 

and visibility boundaries denoted as Visibility Boundary 

Points (VBP). The set, VVO(t) of all absolute velocities of A 

that would result in occlusion with any point in B at time t > 

t0 is thus: 

 

VVO(t) =  
VBPi(t)

t − t0

 

                                         

Clearly, VVO(t) is a scaled B for two dimensional case 

with circular object, located at a distance from A that is 

inversely proportional to time t. The entire VVO is the union 

of its temporal subsets from t0, the current time, to some set 

future time horizon th: 

 

VVO(t) =  ⋃
VBPi(t)

t − t0

th

t=t0

 

                                           

The presented VVO generate a warped cone in a case of 

2D circular object. If VBP(t) is bounded over t = (t0, ∞), 

then the apex of this cone is at A(t0).We extend our analysis 

to 3D general case, where the objects can be cubes, cylinders 

and circles. The mathematical analysis with visibility 

boundaries is based on VBP presented in the previous part 

for different kind of objects such as buildings, cars and 

pedestrians. 

 

We transform the visibility's boundaries into the velocity 

space, by moving the VBP to the velocity space, in the same 

analysis presented for 2D circle boundary's. 

Following that, we present 3D extension for VBP case, 

transformed to the velocity space. 

Given two objects, VBP1, VBP2 will create a VVO 

representing VBP2 (and vice-versa) such that VBP1 wishes 

to choose a guaranteed collision-free velocity for the time 

interval τ, and visibility boundary in velocity space.  

The Nonlinear Visibility Velocity Obstacle (NVVO) 

accounts for a general trajectory of the object, while 

assuming a constant velocity of the robot. It applies to the 

scenario shown in Fig. 8, where, at time t0 , a point A 

attempts to plan visible trajectory related an object, PBP, that 

is following a general known trajectory, c(t), and at time t0 is 

located at c(t0). PBP represents the set of points that define 

the geometry of the visibility boundaries of the object, grown 

by the radius of the robot. In case of pedestrians where PBP 

is a circle, then c(t) represents the trajectory followed by its 

center. 

 

 

Fig. 8. Nonlinear Visibility Velocity Obstacles (NVVO), based on 

Nonlinear Velocity Obstacles (NLVO) (source [44]) 

 
Our method, based on visibility boundaries 

transformation from position to velocity space, can be 

formulated as homothetic transformation [44] that is 

centered at A(t0) and having the ratio )/(1 0ttk −=  :  
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The set, NVVO(t) of all absolute velocities of A that would 

result in occlusion with objects B at time t> t0 is thus: 
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where   represents the Minkowski sum.  Clearly, 

NVVO(t) is a scaled B, located at a distance from A that is 

inversely proportional to time t.  To emphasize the 

geometric shape of the NVVO(t), we rewrite it as: 
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The entire NVVO is the union of its temporal subsets 

from t0, the current time, to some set time horizon th: 

  


httt tt
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NVVO
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−
=

0 00

)(  

 

Truncating the NVVO at th allows focusing the analysis 

till limited future time, time horizon. In case of cars, 

buildings and pedestrians where visibility boundaries can be 

expressed by geometric operations of 3D boxes, where 

VVO for the linear and NVVO for the non linear case 

analyzed in the same concept and formulation presented so 

far, as can be seen in Fig. 9.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Visibility Velocity Obstacle for visibility boundaries consist 

of 3D boxes 

 

 

V. PURSUER PLANNER USING VVO  

Our planner, similar to previous work [45] is a local one, 

generating one step ahead every time step reaching toward 

the goal, which is a depth first A* search over a tree. We 

extend previous planners, which take into account kinematic 

and dynamic constraints [9][14] and present a local planner 

for UAV as case study with these constraints, which for the 

first time generates fast and exact visible trajectories based 

on VVO, tracking after a target by choosing the optimal 

next action based on velocity estimation.  

The fast and efficient visibility analysis of our method, 

allows us to generate the most visible trajectory from a start 

state startq  to the goal state goalq in 3D urban environments, 

which can be extended to real performances in the future. 

We assume knowledge of the 3D urban environment model, 

and by using Visibility Velocity Obstacles (VVO) method 

to avoid occlusion, exploring maximum visible node in the 

next time step and track a specific target. 

At each time step, the planner computes the next eighth 

Attainable Velocities (AV), as detailed in the next sub-

section. The nodes, which are not occluded, i.e., nodes 

outside Visibility Velocity Obstacles, are explored. The 

planner computes the cost for these visible nodes and 

chooses the node with the optimal cost according to mission 

type. In our case, the optimal cost related to the node with 

minimum velocities difference between the robot and the 

tracked target. 

 

1) Attainable Velocities  

 

Based on the dynamic and kinematic constraints, UAVs 

velocities at the next time step are limited. At each time step 

during the trajectory planning, we map the AV, the 

velocities set at the next time step t + , which generate the 

optimal trajectory, as is well-known from Dubins theory 

[28]. 

We denote the allowable controls as ( , , )s zu u u u= as 

U , where V U . 

We denote the set of dynamic constraints bounding 

control's rate of change as ( , , ) 's zu u u u U=  . 

Considering the extremal controllers as part of the 

motion primitives of the trajectory cannot ensure time-

optimal trajectory for Dubins airplane model [28], but is still 

a suitable heuristic based on time-optimal trajectories of 

Dubin - car and point mass models. 

We calculate the next time step's feasible velocities
 

~

( )U t + , between ( , )t t + : 
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Integrating 
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( )U t + with UAV model yields the next 
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At each time step, we explore the next eight AV at the 

next time step as part of our tree search, as explained in the 

next sub-section. 

 

2) Tree Search 

 

Our planner uses a depth first A* search over a tree that 

expands over time to the goal. Each node ( , )q q


,where 

VVO 

A 

𝑣𝑏 

CBP(t) 



355

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

( , , , )q x y z = , consist of the current UAVs position and 

velocity at the current time step. At each state, the planner 

computes the set of AV, 
~

( )U t + , from the current UAV 

velocity, ( )U t , as shown in Fig. 10. We ensure the 

visibility of nodes by computing a set of Visibility Velocity 

Obstacles (VVO).  

In Fig. 10, nodes inside VVO, marked in red, are 

occluded. Nodes out of VVO are further evaluated; visible 

nodes are colored in blue. The safe node with the lowest 

cost, which is the next most visible node, is explored in the 

next time step. This is repeated while generating the most 

visible trajectory, as discussed in the next sub-section. 

Attainable velocities profile is similar to a trunked cake 

slice, as seen in Figure 10, due to the Dubins airplane model 

with one time step integration ahead. Simple models 

attainable velocities, such as point mass, create rectangular 

profile [4].     

 

3) Cost Function 

Our search is guided by minimum invisible parts from 

viewpoint V to the 3D urban environment model, with 

minimal difference between robot's velocity 𝑣𝑎 and tracked 

target 𝑣𝑡𝑐𝑘 .  

The cost function is computed for each visible 

node  (𝑞, �̇�) ∋ 𝑉𝑉𝑂 , i.e., node outside VVO, considering 

UAV velocities at the next time step: 

  

𝑤(𝑞(𝑡 + 𝜏)) = 𝑎𝑏𝑠(𝑣𝑎(𝑞(𝑡 + 𝜏)

− 𝑣𝑡𝑐𝑘(𝑞(𝑡 + 𝜏)) 
 

 

 
 

 

Fig. 10. Tree Search Method 

 

 

4) Planner Pseudo-Code 

 

The Pseudo-Code of the UAV Planner is as follows in 

Fig. 11: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Fig. 11. UAV Planner Pseudo-Code 

 

VI. CONCLUSIONS 

This paper proposes an online motion planning 

algorithm in 3D environments for tracking target, taking 

into account visibility analysis. The planner is based on 

local search and includes dynamic and kinematic constraints 

as complete part of the planner. Visibility boundaries, which 

are based on analytic solution for several kind of objects in 

3D urban environments, also include uncertainty and 

probabilistic factors. Each VVO represents velocity's set of 

possible future collision and visibility boundaries. Based on 

our analysis in velocity space, we plan our trajectory by 

selecting future robot's velocity at each time step, tracking 

after specific target considering visibility constraints as 

integral part of the velocities space. We formulate the 

tracked target in the environment and include visibility 

analysis for the next time step as part of our planning in the 

same search space. 
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Abstract—Many technical work places, such as laboratories or
test beds, are the setting for well-defined processes requiring both
high precision and extensive documentation, to ensure accuracy
and support accountability that often is required by law, science,
or both. In this type of scenario, it is desirable to delegate certain
routine tasks, such as documentation or preparatory next steps, to
some sort of automated assistant, in order to increase precision
and reduce the required amount of manual labor in one fell
swoop. At the same time, this automated assistant should be able
to interact adequately with the human worker, to ensure that
the human worker receives exactly the kind of support that is
required in a certain context. To achieve this, we introduce a
multilayer architecture for cognitive systems that structures the
system’s computation and reasoning across well-defined levels
of abstraction, from mass signal processing up to organization-
wide, intention-driven reasoning. By partitioning the architecture
into well-defined, distinct layers, we reduce complexity and
thus facilitate both the implementation and the training of the
cognitive system. Each layer comprises a building block that
adheres to a specific structural pattern, consisting of storage,
processing units and components that are used for training. We
incorporate ensemble methods to allow for a modular expansion
of a specific layer, thus making it possible to introduce pre-
trained functional blocks into the system. In addition, we provide
strategies for generating synthetical data that support the training
of the neural network parts within the processing layers. On
this basis, we outline the functional modules of a cognitive
system supporting the execution of partially manual processes
in technical work places. Finally, a prototypical implementation
serves as a proof of concept for this multilayer architecture.

Keywords–Cognitive system; Multilayer architecture; Technical
work place; Machine learning; Ensemble averaging; Synthesized
training data; Context sensitive; Neural network.

I. MOTIVATION

Many technical work places, such as laboratories or test
beds, are the setting for series of well-defined, repetitive
actions requiring high precision in their execution, as well
as extensive documentation of every process step. Both are
necessary to ensure accuracy on the one hand, and on the
other hand to support accountability that often is required by
law, science, or both. Typical examples are laboratories for
micro-biological analysis or chemical experiments, premises
of optometrists or hearing aid acousticians, or test beds for
the quality inspection of produced goods, such as measuring
vehicle exhaust fumes or assessing nutritional values of food.

All these settings share a number of commonalities. For
one thing, within each of these working settings a human being
interacts extensively with technical devices, such as measuring
instruments or sensors. For another thing, processing follows
a well-defined routine, or even precisely specified interaction
protocols. Finally, to ensure that results are reproducible,
the different steps and achieved results usually have to be
documented extensively and in a precise way.

Especially in scenarios that execute a well-defined series of
actions, it is desirable to delegate certain routine tasks, such
as documentation or preparatory next steps, to some sort of
automated assistant, in order to increase precision and reduce
the required amount of manual labor in one fell swoop. At the
same time, this automated assistant should be able to interact
adequately with the human worker, to ensure that the human
worker receives exactly the kind of support that is required
in a certain context. To achieve this, the assistant needs to be
context aware, i.e., equipped with cognitive input channels.
As well, the assistant is expected to learn new behavioral
patterns from previous experience. Thus, training the assistant
appropriately is highly relevant for ensuring that the assistant’s
contribution really is beneficial to the human worker that it
supports.

Traditional software systems for process control or work-
flow management are well able to support a set of well-
defined processes that has been explicitly specified in advance.
However, in situations that were not foreseen initially, or that
were not explicitly specified because they were deemed to be
highly unlikely to happen, these systems quickly meet their
limits, requiring human take-over and problem solving abilities
in expert mode.

The increasing capabilities of cognitive systems imply the
potential for a new generation of systems that offer context
sensitive reasoning on a scale hitherto unknown in machines
and software systems. We exploit these possibilities by devis-
ing a cognitive hardware-software-system for supporting the
execution of hybrid (i.e., partly manual and partly automated)
processes in technical environments, in a manner that combines
the respective strengths of human-expert-like cognition and
reasoning with machine-like processing power, to improve
performance, efficiency, accuracy and security issues.

By cognitive system, we denote a system that is capable
of sensory perception and of expressing itself via techni-
cal devices, analogously to corresponding abilities found in
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biological organisms. Furthermore, it comprises an internal
representation that is comparable to emotions. However, as
system boundaries and internal states of an artificial intelli-
gence differ greatly from those of humans beings and animals,
its underlying system of values and beliefs in general differs
from that of biological organisms.

After this initial motivation, we review related literature
and briefly sketch the goals of our research in Section II. In
Section III, we introduce the physical architecture of our cog-
nitive system, followed by a logical architecture in Section IV.
The core element of the logical architeture are building blocks,
whose structure is presented in Section V. Section VI discusses
approaches for effectively training the system. To illustrate
the processing of our cognitive system and the interaction
of the building blocks on the different layers, we present an
example execution in Section VII. Section VIII sketches the
prototypical implementation that we realized as a proof of
concept. Finally, we critically discuss our work in Section IX,
before summarizing it in Section X.

II. STATE OF THE ART AND GOALS

Research has already elicited several aspects that are rele-
vant in this context. In [1], an initial version of a multilayer
architecture for cognitive systems is introduced, which is
enhanced here by insights into the training of the different
layers that the architecture comprises. As well, the usage of
ensembles is considered here, in order to improve training
performance and prepare for neural reasoning.

An overview of existing approaches to computation and
information architecture is provided by [2], distinguishing
among others the different types of information that are pro-
cessed, from subsymbolic computation focusing on data and
signal processing to symbolic computation that processes data
structures, thus reflecting different levels of abstraction. In [3],
patterns for cognitive systems are investigated into, focusing
on systems that process textual information, yet indicating
that other kind of information, such as cognitively interpreted
sensory data, will be addressed by cognitive systems in the
near future, thus entering into new dimensions of machine
cognition.

Approaches for systematic process support through Context
Aware Assistive Systems (CAAS) are discussed in [4] [5] [6],
in the context of manufacturing on the shop floor and human
interaction with the production line. Identifying human actions
observed via cameras and relating them to the manufacturing
process are a crucial issue in these Context Aware Assistive
Systems.

The research from [7] [8] [9] focusses on the usage of
augmented reality in intelligent assistant systems, discussing
among others digital projections into the current working
situation, to guide the human workers through their share of
the working process.

Anderson et al. [10] introduce the cognitive architecture
ACT-R, which implements artificial intelligence in a symbolic
way. In contrast to this, in our approach we combine symbolic
and connectionistic aspects.

So far, existing supportive systems for processes that
are partially executed manually in technical work places are
realized mainly in a rule oriented way and implemented by
algorithms. As a consequence, they cover only those situations,

states and actions that have been anticipated in advance. How-
ever, they only have limited ability to learn from experience.

Recently, research on context awareness significantly pro-
gressed towards identifying a specific situation from a prede-
fined set of possibilities in a given context and well-defined
surroundings, incorporating cognition and artificial reasoning
on a single level of abstraction. This single level of abstraction
is then realized as a monolithic block of neural networks.
However, this monolithic block needs to deal with the entire
complexity by itself, which would require an extreme amount
of training that exceeds what can be handled even by modern
hardware.

Therefore, as a next step, we introduce an architecture for
cognitive systems that expands cognition and reasoning across
several levels of abstraction, to support a wide range of assis-
tant services ranging from small actions to strategic processes.
By partitioning the systems’s cognition and reasoning into
separate levels of abstraction (rather than implementing them
as a single monolithic block), we reduce both implementation
complexity and training effort. Thus, it is possible to tackle
even very complex problems, which would exceed the capacity
of a monolithic approach. As well, each building block of
the architecture comprises components that are designated for
training purposes, i.e., for generating synthetical training data
and using this data to calibrate the neural network parts of the
processing component.

We discuss the applicability of our approach in the context
of a cognitive system that supports hybrid processes involving
manual tasks within technical surroundings.

III. PHYSICAL ARCHITECTURE

Physically, a technical work place comprises a variety of
technical devices, as a relevant tool set to execute, or support
the execution of, actions involved in the processes at the work
place. Typical examples for, e.g., a chemical laboratory are
electronic high precision scales, a centrifuge, a power supply
or a fume hood. Some of these devices are connected to
computational hardware (e.g., a remote server), either directly
or via a data network. In contrast to this, other devices such
as a traditional heater, operate in an isolated way, without
any direct data exchange with the computational hardware.
Furthermore, the work place comprises a variety of tools and
devices for manual tasks, such as pipettes or glassware, as well
as other materials, e.g., chemical or biological substances to
be processed or analyzed.

In addition, to evolve from a technology interspersed work
place towards an intelligent assistant, the work place must
be equipped with devices that enable the system’s cognition,
as well as its interaction with the human user that executes
the manual process steps. Traditionally, cognitively exploitable
input devices are, for example, a microphone (with subse-
quent speech analysis) or a camera (with subsequent image
processing). In addition to this traditional notion of audio-
visual cognition, sensors and other technical measuring devices
provide additional cognitive channels that supply the system
with information on the current situation at the work place.

Communication from the system towards the human user
is realized, e.g., via a monitor, a loudspeaker or a projector
that focusses its beam of light on the tool to be used next,
or that displays instructions on the process step that should
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be executed next. Other, more sophisticated devices arise
continuously, such as mixed reality smart glasses for displaying
instructions directly into the field of vision, activity tracking
bracelets that combine skin and body sensors with functionality
for alerting its wearer, or even EEGs for integrating informa-
tion on the human user’s brain activity into the system’s data
pool.

Note that some of these technical devices may include
their own data storage, as well as computational hardware,
thus being able to directly aggregate and process the data
they collected, before passing it on to more sophisticated
computational hardware for integration with the data from
other devices and subsequent further processing.

IV. LOGICAL ARCHITECTURE

The cognitive system that we devise to support process
execution is embedded into this technical work place.

Logically, we design a multilayer architecture that struc-
tures the cognitive system into different levels of abstraction
(see Figure 1), rising from concrete at the bottom towards
more and more abstract as we move upwards on the processing
level stack. Thus, each layer Mj encapsulates processing on a
specific level of abstraction, and focuses on different tasks. By
structuring the overall system into logical processing layers, it
is possible to train each layer individually for its respective
tasks. Furthermore, modularizing the overall system improves
performance by reducing processing time, as the different
layers can be run in parallel.

Processing involves the analysis of incoming data, which
is synthesized and analyzed to identify the situation that the
work place is in, corresponding to an overall system state in the
context of the executed processes. From the identified situation,
processing derives, which actions should be taken as next steps,
and passes these on as instructions to other layers, systems,
technical devices or – via output devices – to the human
user. Thus, the cognitive system is able to effectively support
the human user in a context sensitive way. Note that these
suggested actions are determined by aggregated conclusions
that the system draws from its analysis.

Layers are interconnected by communication channels.
Note that the information on situations flows upwards in the
processing layer stack via channels S (white block arrows in
Figure 1), whereas instructions are passed down from layer to
layer via channels I (black block arrows).

The processing layer stack is based on a layer of technical
devices D1, . . . , Dm as described above. These devices collect
data on the work place and enter these into the cognitive
system as situation information via channels S1.i, with 1 <=
i <= m. Some of these devices (such as Dm in Figure 1)
merely collect data, e.g., by simple measuring, and pass them
straight on to the first processing layer M1. Other devices
(such as D1 and D2 in Figure 1) comprise an independent
processing component (M0.1 or M0.2, respectively), which
preprocesses the data before entering it into the first processing
layer.

Moving upwards on the processing layer stack, situation
information is aggregated from separate small snippets of
measured data into larger contexts, such as actions, sequences
of actions or even entire processes. Analogously, abstract
instructions that are passed from top to bottom are made more

and more specific from layer to layer, down to signals that
operate a specific technical device in the bottom layer.

On each layer, processing takes into account the situation
information that is entered into the layer from below, as
well as the instruction information that is passed to the layer
from above. Thus, situations are interpreted in the light of
instructions that reflect the larger context of the overall system,
as identified on the higher levels of abstraction.

As depicted for layer Mj in Figure 1, a processing layer
can merge several process layer stacks, each representing a
different work place. Thus, their information flows are inte-
grated and consolidated, allowing for integrated information
processing on a cross-organizational level of abstraction.

V. BUILDING BLOCKS

Each layer in Figure 1 is implemented by a building block
that follows the architectural pattern depicted in Figure 2 for
a building block i, with 0 <= i <= n, in a cognitive system
that comprises n >= 1 processing layers stacked on top of
one layer of technical devices.

Building block i is linked with the building blocks of its
surrounding processing levels i−1 and i+1 via communication
channels, depicted as block arrows in Figure 2. Thus, the
situation information perceived by building block i − 1 is
passed on via channel Si to building block i, which stores
the information in its storage for situations. Analogously,
instructions issued by building block i + 1 are passed on
via channel I(i + 1) to building block i, which stores the
information in its storage for instructions.

The central part of each building block is its processing
unit, which comprises both aspects of algorithmic logic and
of artificial intelligence (implemented via one or more neural
networks), in varying proportions (see Figure 3). On the
lower levels of abstraction, the major part of processing is
accomplished by algorithmic logic, whereas on the higher
levels of abstraction, aspects of artificial intelligence dominate
the processing.

The processing unit works on three different kinds of input:

• E1: Information on situations
• E2: Information on instructions
• E3: Relevant general factual knowledge, stored as

rules in the knowledge database

Based on these inputs, the processing unit analyses the
incoming information, interprets it and synthesizes it into
its interpretation of the situation, thus lifting the previous
information on the situation onto a higher level of abstraction.
For example, on layer M1, short snippets of data that were
measured by the technical devices (e.g., an electronic scale
and a heater) in the underlying physical layer are gathered,
consolidated and then passed on to layer M2. On layer M2,
this consolidated data is then merged and interpreted to build
a larger semantic context, e.g., a certain step in a chemical
experiment where a certain amount of substance must be
added to an existing mixture, and then heated to a specific
temperature. In order to properly identify the semantic context
correctly, the processing unit in layer M2 incorporates known
“recipes” of chemical experiments that are stored within the
knowledge database of layer M2.
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Figure 1. Multilayer architecture of cognitive systems for supporting hybrid processes in technical work places.

Thus, the processing unit generates four different kinds of
output:

• A1: Information on the synthesized, interpreted situa-
tion, passed on as input to the next higher layer (i+1),
if present

• A2: Set of instructions that is passed down to the next
lower layer (i − 1), if present, or that is addressed
directly to the technical devices, if i = 0

• A3: Newly gathered knowledge rules for the knowl-
edge database

• A4: Information on all inputs, processing steps and

generated outputs, as well as on all modifications that
were induced in the parameters of the neural network,
to be documented in the logbook

Within the processing unit, algorithmic logic and neural
networks can be combined in many different topologies to
build the processing unit. In particular, they can be connected
in series or in parallel, or in a combination of both, involving
one or more instances of both algorithmic logic and neural
network.

For example, a modern thermometer, which includes both a
temperature sensor and some form of algorithmic logic, could
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monitor whether the current temperature exceeds a previously
defined threshold. If the threshold value is exceeded, the
algorithmic logic passes the history of measured values on to
the neural network, which synthesizes and analyses this data
in order to identify the current situation.

Another example for a neural network connected in-series
to a subsequent algorithmic logic (i.e., the other way round
from the above example), would be to enter a variety of
measured data from different devices into the neural network,
which derives from this data the overall situation of the work

place. After the neural network classified and identified the
situation, this information on the situation is passed on to
an algorithmic logic that executes the predefined process that
deals with this type of situation.

An example for running algorithmic logic and neural
network in parallel, followed by a second algorithmic logic
that is connected in series, would be some sort of security
mechanism, where both algorithmic logic and neural network
process the same input data individually and independently of
each other. After both components reached their classification
result, a subsequent algorithmic logic compares the individual
results and decides on further processing steps.

Note that this combination of neural network and algo-
rithmic logic constitutes an ensemble. Generally, an ensemble
consists of a set of classifiers of different types (e. g. neural
network, decision tree, ...) that are trained individually. In any
given situation, each classifier computes its own individual
prediction. The predictive results that are delivered by the
different classifiers are then combined into the prediction of
the entire ensemble. More generally, by ensemble methods, we
denote meta algorithms that combine several different machine
learning techniques into a single predictive model, in order to
reduce distortion and to improve the predictive quality. Studies
show that the predictive quality achieved by an ensemble is
usually more precise than each of the separate classifiers within
the ensemble [11].

For training purposes, the building block provides another
two components: a composer and an evaluator, depicted in
Figure 2 by dashed lines. The composer generates instructions
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and situations and inserts them into the respective storages as
training data. To achieve this, the composer can either generate
this new data from scratch, or cut and paste snippets of “real”
data from the storages into new sequences.

During training mode, the processing unit works on this
training data E1Training and E2Training and processes
it into the resulting answers A1Training and A2Training,
which are then passed on to the evaluator. The evaluator’s
resulting verdict is re-entered into the neural network, to adapt
the parameters within the neural network, as necessary. The
criteria that form the basis for the evaluator’s assessment are
specified by a set of rules, reflecting goals and basic values.
For example, they can postulate the maximization of security,
or the minimization of costs.

Note that composer and evaluator are active only during
training of the neural network, but not during operations.

VI. GENERATING TRAINING DATA THAT DESCRIBES NEW
SITUATIONS

By generative adversiarial networks (GANs), we denote
a class of algorithms in artificial intelligence that is used for
unsupervised learning. First ideas on this type of contradictory
architectural patterns were developed by [12]. To achieve this,
two separate neural networks are needed, which interact by
exchanging data. Basically, the two neural networks involved
in this approach compete in a zero-sum game [13], where one
network acts as the generating model and the other network as
a discriminating model [14]. While the second network, i.e.,
the discriminator, learns how to avoid results that are classified
as bad, the first network (the generator) tries to challenge the
second network so that it delivers a bad answer. Thus, over
time, the evaluation of the discriminator improves step by step.

Later on, this initial idea of Li, Gauci and Gross was
labeled as Turing Learning and applied, among others, for
generating quasi-realistic photographs [15] [16] [17]. We now
transfer the underlying idea into a new context: generating new
types of situations that were hitherto unknown, but nevertheless
make sense with respect to the laws of physics.

To achieve this, one neural network (the composer, a
DCGAN) generates candidates for new situations, which are
then evaluated by the other network (the evaluator, a CNN).
The evaluator network is trained by presenting it with specific
instances of the generated data, until it reaches a satisfactory
degree of accuracy [18] when trying to identify the generated
data instances from the original real ones. To achieve this, the
evaluator calculates an error between the true original and the
generatied data.

Both networks apply backpropagation to improve their
results. As a consequence, step by step the composer learns to
create situations that are more and more realistic (and adhere to
the laws of physics), while the evaluator improves its ability to
correctly identify situations that were synthetically generated.

Once a sufficient accuracy is reached, a thus generated
situation may be inserted into the processing unit of the
building blocks as regular training data. Then, the composer
is again seeded with a new input from the initial data space.
On this new, hitherto unknown situation compser and evaluator
are trained again. Thus, synthetic situations can be generated
over and over again, until no futher new situations appear.

Note that it is crucial that situations that were synthetically
generated are not entered into the composer/evaluator-pair as
original true data. Otherwise, the entire system is in danger
of losing its touch of reality. However, it might be interesting
to investigate wether in this case, the system would converge
towards a single stable state, or whether the latent space shows
different plateaus.

In some architectures, the evaluators directly influence the
processes that synthetically generate the situation data. An
analysis of the consequences of this kind of interdependency
between composer and evaluator has yet to be analyzed as part
of further research.

VII. EXAMPLE EXECUTION

To illustrate which kinds of tasks are dealt with on the
different layers and what kind of information is processed,
Figure 4 visualizes the information flow over time for an
example system and a specific exemplary situation.

The physical layer of our example work place contains
seven devices, six of which are directly connected to the
cognitive system: a thermometer D1, three cameras D2, D3
and D4, a loudspeaker D5 and an e-mail system D6. In
addition, the work place comprises a traditional heater D7,
which is not data connected to the cognitive system, but
observed by thermometer D1 and the three cameras.

Adhering to the generalized architecture in Figure 1, our
exemplary cognitive system is structured into four processing
layers: M1 for signal processing close to the technical devices,
M2 for reactions which combines short signal snippets into
larger situation contexts, M3 for drawing conclusions and M4
for overall organization. Note that layer M4 merges several
work places (WP2 and WP3), in addition to the work place
in focus.

In the diagram, time is discretized into time steps, pro-
gressing from top to bottom for reasons of readability. (As
a consequence, processing layers are arranged vertically, with
abstraction increasing from left to right.) Within each time step,
all processing actions are executed in parallel. Note that the
diagram in Figure 4 abstracts from the processing time that is
required in each processing layer. Consider processing to take
place at the transition from each time step to its successor, in
parallel for each processing layer.

In time step 1, the technical devices pass the data they
observed on to layer M1 for signal processing, as situation
information. More precisely, thermometer D1 communicates a
series of measured temperature values, each labeled with a time
stamp. All three cameras continuously gather images from their
respective sections of the work place. Each camera contains
basic image processing facilities, which allow for identification
of previously registered work place personnel. Thus, cameras
D2 and D3 communicate that they identified person “Klaus”
at a certain position in the work place. In contrast to this,
camera D4 did not identify any persons in the section of the
work place that it observes.

Layer M1 receives this situation information from the tech-
nical devices and stores it in its storage for situations. On this
basis, it aggregates the gathered information and synthesizes
it into a more complex understanding and larger context of a
situation, thus increasing the level of abstraction. Here, layer
M1 realizes that both cameras D2 and D3 identified the same
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365

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

person, Klaus, and calculates the position of Klaus in the
work place. Furthermore, layer M1 analyzes the sequence of
temperature information measured by the thermometer. Here,
layer M1 realizes that the temperature rises really quickly.
This aggregated information is then passed on to layer M2 for
reactions in time step 2. Information is organized according
to the syntactic pattern of type of device, time stamp and
two more items of structured information, whose syntax and
semantics are relative to the type of the device.

The knowledge database of layer M2 contains information
on the experiments that are carried out within the work place,
referenced as DoE (i.e., design of experiments) in Figure 4.
From previous context information, layer M2 is aware that
DoE 89 is currently processed. M2 realizes that the measured
temperature rises both faster and higher than specified in the
“recipe” that is defined in DoE 89, and that the thermometer T
is correlated with the heater D7. As well, M2 identifies that the
thermometer T is merely a sensor and thus cannot be regulated,
whereas the heater D7 can be regulated. Furthermore, M2
identifies that person Klaus is located close to the heater D7.
All this synthesized situation information is passed on to layer
M3 for conclusions in time step 3, and stored there in M3’s
storage for situations. In addition, the technical devices keep
sending situation information towards level M1 continuously.
In Figure 4, this information flow is indicated as well for time
step 3.

As a next step, layer M3 deduces from the situation
information that device D7 is about to overheat and that
Klaus is still present and able to act. Furthermore, experience
gathered from previous situations indicates that in experiments
that are executed according to DoE 89, temperature problems
arise rather frequently, independently of the current human
operator. In addition, M3 realizes that heater and thermometer
work fine in other experiments, and thus seem to be in order
technically. As a result, in time step 4 layer M3 communicates
as instructions to level M2 that the heater D7 must be
regulated, and that Klaus should act to regulate the heater.
In addition, M3 communicates to level M4 for organization
that temperature problems occur frequently when executing
DoE 89. In addition, during time step 4 layer M1 passes on
its newly aggregated situation information on to level M2,
indicating that the temperature is still rising and that Klaus has
moved towards the heater. As layer M4 for organization joins
the information of several work places, additional information
arrives as input from other work places during time step 4.

Based on all this situation information, layer M4 for orga-
nization deduces that there might exist a systematic problem
in the documentation of DoE 89, such as wrong instructions.
As well, M4 identifies that the situation in work place 1 is
highly critical. Therefore, M4 specifies suitable instructions
and passes them down to level M3 during time step 5.
In parallel, layer M2 processes the newly arrived situation
information in the light of the instructions that were handed
down towards layer M2 during time step 4. As the temperature
is still rising rapidly, M2 passes down to layer M1 the
instruction that the loud speaker D5 should instruct Klaus to
reduce the temperature of heater D7.

This instruction is translated by layer M1 into appropriate
signals for the loud speaker D5, which are transferred to D5
during time step 6. In addition, layer M3 for conclusions de-
rives from the instructions received from M4, in combination

with the information on the ongoing situation, that a problem
was detected in the recipe of DoE 89 and that Klaus has to be
warned about the critical situation. Corresponding instructions
are passed from M3 to M2 during time step 6.

M2 translates these abstract instructions into device spe-
cific instructions and passes them down to signal processing
M1 during time step 7.

Finally, M1 generates the appropriate, device specific
signals for the loud speaker D5 and for the e-mail system
D6, respectively, and passes them down to their respective
recipients, which execute them appropriately.

VIII. PROTOTYPICAL PROOF OF CONCEPT

A prototypical proof of concept addressing the lower layers
of the example presented here was realized as a show case,
using IBM Watson [19] [20] as well as Tensorflow [21] [22]
for the neural network processing.

In this prototypical realization, the layer M0 comprises
a variety of cognitive channels implemented via IoT hard-
ware: three cameras, one projector, one microfone, speakers
addressed via five Raspberry PI (based on Python), one ph-
Meter, one scale, and temperature sensors addressed via three
ESP8266 (based on Lua). A selection of IBM Watson services
is used to realize cognitive abilities on this layer (STT speech
to text, TTS text to speech, and visual recognition via REST).

Both layers M1 and M2 are realized in the cloud. Pro-
cessing is based on IBM Bluemix Services [23] that are im-
plemented in TypeScript. In addition, more complex cognitive
abilities from the IBM Watson portolio are included on layer
M2, e.g., NLC natural language classifier, which is addressed
via REST as well. Furthermore, the storage for situations on
layer M2 is realized via a NoSQL Couch database.

Layer M3 runs on local hardware. Processing logic is
implemented in Python. Situation information is retrieved
from M2 by download. Within the prototype, test cases were
classified by hand and are processed by a convolutional neural
network (based on MNIST implementation) in Tensorflow,
using two convolutional / pooling layers and the dense layer
with ten cases. Classification results are uploaded manually to
layer M2.

In spite of the rather small numer of test cases, the system
achieves good classification results. Note that for layer M3
to deliver more comprehensive classification results, a much
larger amount of data would have to be collected on level M2,
comprising at least 1000 laboratory days. Nonetheless, by this
prototypical realization and the test cases under consideration,
it was possible to validate the feasibility of our architecture.

Note that for M4, an even greater amount of data would
be necessary, due to the complexity of decisions and reasoning
that take place in this layer. As there are no predefined
networks available for this domain, training has to be executed
from scratch. Thus a large amount of “experience” in terms of
data must be gathered before more meaningful results can be
achieved on this layer.

IX. CRITICAL DISCUSSION

In principle, it would be possible to implement a cognitive
assistant system with matching abilities as a monolithic block
of neural networks, rather than using our multilayer architec-
ture. However, this monolithic block would have to handle the
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entire complexity by itself, thus requiring an extreme amount
of training that greatly exceeds what can be handled even by
modern hardware. This complexity can be handled only by
partitioning the system into smaller parts that are implemented
and trained separately.

All in all, the structure of the building blocks ensures that
the system corresponds to a sequence of symbolic components
(for persistently storing information on situations and instruc-
tions) and subsymbolic, algorithmic components that process
this information. Thus, the overall processing is clearly struc-
tured into distinct layers, which facilitates the implementation
of processing units and allows for their individual training, as
well as for the analysis of the resulting information.

Note that the layering we suggest does not replicate the
layers of the human brain. Rather, it creates levels of abstrac-
tion that are tailored to meet the specific requirements of the
technical system. As a consequence, the system’s cognition,
and thus, its awareness, will differ from that of a human being.

As any artificial intelligence, the system has an error
margin that depends, e.g., on the noisy environment, changing
illumination, the possible novelty of input sequences, as well
as on the imperfection of the decision system itself. Thus, it
is possible that the system misinterprets a situation.

If, for example, the system’s task is to identify a person
“Klaus” based on data gathered by cameras and microphones,
it can indeed happen that Klaus is not recognized, or that a
wrong person is recognized as “Klaus” (although it is, in fact,
“Peter”). In the first case, the system is aware that something
did not work properly; in the second case, it is not.

Strategies for dealing with the first error case range from
retry (i.e., issuing instructions to present oneself to the camera
again) to comment, thus informing the user as comprehensively
as necessary that something unexpected has happened. The
second case, where the system is unaware of its error, is more
severe. Although it cannot be entirely avoided, its possibility
can be significantly reduced by sufficient training.

Currently, the person identification process is based on
the matching or peoples’ looks, i.e., on rather static optical
features, such as the shape of the face or the hair colour.
To improve security, voice recognition could be added. In
addition, it would be possible to analyse and compare typical
behavioral patterns of human actors, such as their specific
way to execute certain movements, e.g., the way they walk
or their body pose while working. As behavioural patterns are
much harder to copy than mere static looks, this could increase
security. However, to be able to differentiate small nuances in
movements in order to correctly identify individual people, a
vast amount of additional data and training would be required.

Another possibility for increasing security would be for
the system to compare the current interaction pattern of the
person identified as “Klaus”, who is working right now in the
laboratory, with history data on previous interactions between
Klaus and the system. If the system realizes that Klaus acts
and reacts differently than usual, e.g., shows different response
times, or executes the different steps in a faster or slower way,
it could issue a warning to some other control unit (human
or otherwise), indicating the possibility that the person in the
laboratory might not be “Klaus” after all; or that it is indeed
Klaus, but Klaus on a bad day (i.e., headachy or preoccupied),
and thus not acting up to his usual well-focused, competent

self. Both cases would require some action to reinstate the
overall system’s security.

Note that layer M2, which is responsible for realizing
rather basic reactions, incorporates several algorithmic mech-
anisms for identifying, and then blocking, discrepancies to
usual patterns, contradictions to what is expected and desired,
maloperation or even blatant misuse. In contrast to this,
incorrect decisions on layer M4, in our example responsible
for the overall organization, are much harder to tackle. Similar
to decision processes in biological systems, they can only be
tackled by increased training and subsequent debating [24].

In each building block, processing is performed by a
combination of neural networks and algorithmic logic, which
are integrated into an ensemble. Note that the proportions of
the different parts varies, depending on the level of abstraction
of the layer that is realized by the building block. Thus,
each layer can incorporate different componentes that are self-
contained and pre-trained individually. Examples for these
components are a device for identifying laboratory glassware,
a security check or a process control logic.

We expect that in future versions of our system, each
processing unit will be manually composed from a set of in-
dividual modules, neural networks or algorithms, as suggested
by [25] [26]. This development is supported by the increasing
possibilities for acquiring modules that are pre-trained for
certain tasks. Platforms such as Model Asset eXchange (MAX)
from IBM or algorithmia facilitate the trading with pre-trained
models.

X. CONCLUSION AND FUTURE WORK

We introduced a multilayer architecture for cognitive sys-
tems that support the operation of technical work places,
in which hybrid processes (partially executed manually, and
partially using technical devices) are executed. To ensure
efficiency and adaptability, we structured this architecture
into separate layers on different levels of abstraction. Each
layer deals with specific kinds of tasks and processes the
corresponding kind of information, which again is organized
into different levels of abstraction.

Each layer of the conceptual architecture is realized by a
building block, which incorporates aspects of both algorith-
mic logic and artificial intelligence. We provided a template
defining the glass box view of these building blocks. Based
on this template and the conceptual architecture, it is possible
to develop cognitive systems that scale appropriately, to meet
the demands of the application context under consideration.

To ensure adequate training of the different processing
units, each building block incorporates generative adversarial
networks that cooperate as composer and evaluator, in order
to generate training data that exceeds situations that have been
physically measured in the past.

As a next step, we demonstrated the interaction and cooper-
ation of the different layers for a concrete example, specified
from the context of a chemical laboratory. Furthermore, we
sketched a prototypical proof of concept that addresses the
lower layers of the presented example. This prototype was run
on a small number of test cases, to validate the feasibility of
our architecture.

For extending the prototypical system towards a more com-
prehensive classification of situations and recommendations of



367

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

instructions, extensive laboratory data will have to be collected,
as a basis for properly training the cognitive system.

Currently, introducing an assistant system that is based
on the architecture presented here, into the workplaces of a
large German manufacturer of spectacles and glasses is under
discussion [27]. Generally, our system architecture is best
suited for supporting workplaces of a highly technical and
scientific character, such as the premises of optometrists or
hearing aid acousticians, as well as for laboratory environments
in a chemical, pharmaceutical or medicinical context.

Parts of this work are closely related to an innovation that is
covered by the German patent application 10 2017 126 457.4.
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Abstract— Several kinds of patient monitoring systems have 

been provided to healthcare facilities such as hospitals in 

recent years. Most of these systems lack interoperability and 

are designed for sensors to be connectable within the same 

medical manufacturer. In these systems, monitoring devices 

and terminals are connected to a network, and operations are 

performed on a central console. This means that an operator is 

needed to do the job, which is not suitable for realistic 

healthcare fields. To address these problems, we have 

developed and propose a novel patient monitoring platform for 

healthcare facilities. This platform consists of a notification 

system for event monitoring applications and a data collecting 

system for data measuring applications. In the notification 

system, pairing between a patient monitoring device and a 

mobile terminal carried by a medical person can be completed 

merely by reading a Quick Response Code on the display of a 

monitoring terminal at a patient’s bedside. When the 

monitoring device detects that a patient is having trouble, it 

sends event messages to the mobile terminal. In the data 

collecting system, medical data files measured by sensor 

devices are automatically uploaded to a cloud server and 

downloaded from the server to an authorized medical 

professional. 

Keywords-hospital; patient monitoring system; remote 

measuring system; patient-nurse hotline; QR-code; healthcare 

facility. 

I.  INTRODUCTION 

We are developing patient monitoring systems [1]. 
Several kinds of communication systems have been provided 
to medical or healthcare facilities in recent years. They are 
roughly classified into call systems and patient monitoring 
systems. The latter are roughly classified into event 
monitoring systems and data measuring systems, which are 
sometimes integrated as a comprehensive network system.  

In event monitoring applications, notifications that a 
patient is having problems are usually sent to a nurse station 
or management office rather than to a specified medical 
person in Japan. Therefore, the nurse station or office is 
likely to be very busy quite frequently. An example of the 
types of systems used in Japan is the patient-nurse hotline 
system provided by Carecom Inc. [2]. In this system, several 
kinds of sensor devices are connected to the hotline. One 
such device is a mat sensor to detect a patient leaving his/her 

bed [3]. The mat is beside the bed, and if a patient steps on it, 
an alert is sent to a nurse station.  

Honeywell provides a tracking and localization system 
integrated with a patient communication system and a call 
system [4]. General Electric Company (GE) provides many 
kinds of patient monitoring equipment [5]. They are 
connected to a central computer server through a hospital 
intranet. This makes it possible for medical professionals to 
monitor measured data. 

Most of these systems lack interoperability and are 
designed for sensors to be connectable within the same 
medical manufacturer. In these systems, monitoring devices 
and terminals are connected to a network, and operations are 
performed on a central console. This means that an operator 
is needed to do the job, which is not suitable for realistic 
healthcare fields. 

To address the problems of the lack of interoperability, 
necessary of an operator and busy nurse stations or offices, 
we developed a patient monitoring platform designed for 
healthcare fields. This platform consists of a notification 
system for event monitoring applications and a data 
collecting system for data measuring applications. 

We first proposed the notification system at eTELEMED 
2018 [1]. In this system, the monitoring device by the 
patient’s bedside is connected to a mobile terminal such as a 
smartphone carried by a medical worker. The mobile 
terminal reads a Quick Response Code (QR-code) [6] on the 
monitoring device to pair them. This operation can be done 
at the bedside of a patient. We assume that it would be done 
by a medical worker such as a nurse who establishes a 
monitoring device for the patient. When the monitoring 
device detects the patient is having trouble, it sends a 
notification message to the mobile terminal. The medical 
worker who receives the message immediately goes to the 
monitored patient. The sensor relay unit and the mobile 
terminal were developed with an Android smartphone. The 
sensor relay unit is a part of the monitoring device to which 
sensors are connected. This makes it possible to hand the 
patient monitoring operation to another worker merely by 
having the latter read the QR-code on their smartphone. This 
operation is the same as reading the original QR-code. 

In addition to the notification system, we also developed 
a novel data collecting system for measuring applications. In 
this system, measured data are transferred to a cloud server 
and stored on it. Authorized persons such as medical 



369

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

professionals can access the server to download and analyze 
the stored data. A supervisor can freely change the 
relationship established among patients, medical workers 
who provide measuring terminals and medical professionals 
who have access to servers.  

We developed two event monitoring applications that use 
the proposed notification system and one data measuring 
application that uses the data collecting system. The first one 
monitors cases when intravenous feeding devices are 
removed from a patient, the second one monitors cases when 
the patient leaves the bed, and the third one continuously 
measures changes in the angle of the arm and the lumbar 
region of the body. 

After introducing related work in Section II, we describe 
the notification system and its example applications in 
Section III. The data collecting system and example 
applications for it are detailed in Section IV. Section V 
concludes with a summary of key points.  

II. RELATED WORK 

Remote monitoring applications for patients are roughly 

classified into event monitoring applications and measuring 

applications. In this section, both of them are introduced. 

A. Event monitoring applications 

These applications have been put to use ever since 

communication systems for sending messages from 

monitoring devices to hospital personnel first started to be 

used. 

One example is the “Risho Catch” system Paramount 

Bed Inc. has developed [7]. “Risho” means getting out of a 

bed in Japanese. This system detects when a patient sits up 

in bed, sits on the side of the bed, or leaves the bed. When 

this happens, it sends a message to a nurse station through a 

patient-nurse hotline system. The system structure is shown 

in Fig. 1. A load sensor unit in the bed is connected to the 

patient-nurse hotline system through a relay unit located at 

the patient’s bedside. The nurse station has a monitor and 

console terminal. It is possible to send messages to a mobile 

terminal. However, wireless tablets and smartphones are not 

commonly used for sending messages to nurse stations in 

Japan. Therefore, nurse stations and offices are likely to 

often become very busy. 

 

 
Figure 1. System and network structure of “Risho Catch.” 

 

Balaguera et al. evaluated decreasing the number of falls 

from bed using the SensableCare System [8]. Its architecture 

is shown in Fig. 2. The sensor pad in the system sends data 

through a cable to the control box located at the patient’s 

bedside. The control box wirelessly transmits this data to a 

Bluetooth access point located throughout the ward. This 

information then travels through the hospital WiFi network 

to the dashboard and docking server where the data is 

analyzed. When an alert is sent to the nurse via an 

application on his/her mobile terminal, it is wirelessly 

transmitted through the hospital WiFi network. The 

patient’s condition is monitored on the dashboard terminal.  

In both systems, the console terminal in the nurse station 

or office must connect sensor units with a mobile terminal. 

This makes it a little hard to change relationship between a 

mobile terminal and monitoring patients. 

 
Figure 2. Architecture of the SensableCare System. 

B. Measuring applications 

In the early 2000s, there were several remote measuring 

systems for patients that used the General Packet Radio 

Service/Wireless Local Area Network (GPRS/WLAN) as 

the wireless network and the Personal Digital Assistance 

(PDA) as the mobile device [9-12]. In these systems, sensor 

devices were connected to a monitoring terminal or server 

through a wireless network. Since they were experimental 

systems, they had no fixed destination address.  

In recent years, several companies have been providing 

not only patient remote monitoring devices but also cloud 

services. GE provides a “GE Health Cloud” system along 

with many kinds of sensor devices and monitor devices [13]. 

The cloud manages the connecting of sensor devices to the 

hospital network and operates them on the console terminal.  

This scheme maintains a high security level but lacks 

flexibility and interoperability. This makes it difficult for 

medical workers to install and pair sensor devices at the 

patient’s bedside, especially other company’s devices.  

III. NOTIFICATION SYSTEM 

In this section, we describe the novel notification system 
for event monitoring applications.  



370

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

A. Design concept 

We designed the system so that: 
(1) Medical personnel can install monitoring devices. 
(2) Medical personnel can easily pair the monitoring devices 

with their own mobile terminals at the patient’s bedside.  
(3) When the monitoring device detects a patient is having 

problems, it sends notification messages to the mobile 
terminals of the medical personnel, not a nurse station. 

(4) Pairing situations can be monitored from a console 
terminal. 

(5) Event messages are monitored from a console terminal. 
(6) Mobile terminals belonging to other organizations must 

be excluded.  
 

Therefore, no operations are performed with the console 
terminal and monitoring devices can be easily installed at the 
patient’s bedside. The other side, the supervisor such as a 
medical doctor in charge, can monitor pairing situations and 
event messages to maintain security and safety. The system 
configuration is shown in Fig. 3. In this figure, Worker A 
monitors a patient Mr. P at first and hands off the monitoring 
job to Worker B later. There is no alarms in a nurse station. 

The system consists of three programs; one works on the 
sensor relay unit to which sensor units are connected, the 
second one works on mobile terminals to receive event 
messages and present them, and the third one works on the 
cloud server to relay event messages from the sensor relay 
unit to the mobile terminals.  

Prior to monitoring a patient, each terminal must register 
with the cloud server and get an ID from it. Here, we call the 
ID for the sensor relay unit “SR-ID”, that for Worker A’s 
mobile terminal “MA-ID”, and that for Worker B’s mobile 
terminal “MB-ID.” When one of the two mobile terminals 
establishes pairing with the sensor relay unit, it must send 
SR-ID together with its own ID (MA-ID or MB-ID).  A QR-
code is generated on the sensor relay unit from SR-ID and 
presented on its display. Since the QR-code encodes text data 
to codes and encodes code to text data, using the QR-code 
enables a worker to enter SR-ID easily. If Worker A pairs 
his/her mobile terminal with the sensor relay unit, he/she 
merely reads the QR-code on the sensor relay unit’s display 
with his/her mobile terminal to input SR-ID.  

 

  
Figure 3. Configuration of the notification system. 

The mobile terminal sends its own ID (MA-ID) and the 
read ID (SR-ID) to the cloud server. The cloud server uses 
SR-ID and MA-ID to pair the sensor relay unit and Worker 
A’s mobile terminal. 

In the case shown in Fig. 3, the sensor unit detects the 
event “waking up in bed” and the sensor relay unit sends the 
message “Mr. P has woken up” to Worker A’s mobile 
terminal via the cloud server. 

This system using a QR-code is useful for handing 
monitoring work over to another worker. The handing over 
operation is done by a worker (Worker B in Fig. 3) reading a 
QR-code on his/her mobile terminal. This QR-code is 
created from the SR-ID read from the sensor relay unit. In 
this situation, event messages can be sent to both mobile 
terminals. However, no messages will be sent to Worker A’s 
mobile terminal if Worker A sends the signal to release 
his/her pairing with the cloud server. In the case shown in 
Fig. 3, the second message “Mr. P has fallen.” was sent to 
Worker B. 

B. System configuration 

Authentication and messaging functions are needed to 
meet the requirements listed at the beginning of subsection A. 
Hence, we decided to use the Google Firebase Cloud Service 
(GFB) [14] to implement the notification system. The GFB 
has many functions; the ones we use are an authentication 
function to exclude non-registered terminals, a real-time 
database to manage and monitor the status of pairings and 
event messages, and a push messaging function to send 
notifications. As mentioned above, our system consists of 
three programs. These programs we developed are 
“PatientApp”, which works on the sensor relay unit, 
“NurseApp”, which works on the mobile terminals, and 
“MessageManager”, which works on the GFB. We use an 
Android smartphone for the sensor relay unit and the mobile 
terminals. We designed PatientApp and NurseApp from a 
simple application and a corresponding library program so 
that a practical event monitoring system that adopts kinds of 
sensors could be developed easily  

The MessageManager program works with the 
Authentication, Realtime Database, Cloud Function, and 
Cloud Messaging tools in Firebase. These tools can be 
summarized as follows: 

- Authentication: This provides backend libraries to 
authenticate users for developing applications. It 
supports authentication by using passwords, phone 
numbers, and popular federated identity providers such 
as Google, Facebook, and Twitter. 

- Realtime Database: This is a cloud-hosted database. It 
stores data in JSON format and synchronizes it in real 
time to every connected client.  

- Cloud Function: This automatically runs backend codes 
in response to events triggered by Firebase features and 
HTTPS requests. It stores backend codes in Google's 
cloud and runs in a managed environment. 

- Cloud Messaging: This is a cross-platform messaging 
solution that delivers messages reliably. It can send 
notification messages to drive user re-engagement and 
retention. 
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We introduce sequence flows between these tools when 
building and registering a PatientApp or NurseApp program, 
pairing between PatientApp and NurseApp, and sending 
notifications. We use the Open Source QR Code Library [15] 
to create a QR code in the sensor relay unit and the mobile 
terminals. In the following sequence flows, the program is 
described as “QR maker.” 

1) Building PatientApp and NurseApp (Fig.4) 
Before developing a Firebase application, a developer 

accesses Firebase to download a configuration file. Firebase 
sends back a configuration file that includes the project code 
and software development kit as a Google-Service.json file 
to a development PC.  

After building an application, an Android application 
package file (Apk File) is made as a building application. 
Each application connects to Firebase with a Project ID and 
Application ID. These IDs are included in the Google-
Service.json file in the building process.  

 

 
 

Figure 4. Sequence flow to build applications. 
 
 

2) Registering PatientApp and NurseApp (Fig. 5, 6) 
Since mobile terminals are commonly used by multiple 

medical workers, a proper login procedure is needed to 
identify the current worker. We currently use the Google 
account certification for the NurseApp program to register a 
medical worker with Firebase. It is possible to change from 
the Google ID to another identification code. The NurseApp 
program works with the MessageManager program, which 
assigns the authentication procedure to the Authentication in 
Firebase. Then, an account (Nurse UID) is created and 
managed in the Realtime Database as shown in Fig. 5. The 
Nurse UID corresponds to the MA-ID or MB-ID given in 
subsection A. 

Since the sensor relay unit itself is registered with 
MessageManager, we use the Anonymous certification in 
this case. An account for the PatientApp (Patient UID) is 
automatically created and managed in the Realtime Database 
as shown in Fig. 6. The Patient UID corresponds to the SR-
ID given in subsection A. 

 
Figure 5. Sequence flow to register a mobile terminal. 

 

 
 

Figure 6. Sequence flow to register a sensor relay unit. 
 
 

3) Pairing between PatientApp and NurseApp (Fig. 7) 
The PatientApp accesses the Authentication to get its 

own current user (Patient UID, token) and the QR maker 
makes a QR-code from a Patient UID. NurseApp gets a 
Patient UID to read the QR code, accesses the 
Authentication to get its own current user (Nurse UID, 
token), and accesses the Realtime Database to write the 
pairing information (token, Patient UID, Nurse UID). 

 

 
 

Figure.7 Sequence flow to pair between PatientApp and NurseApp. 
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4) Sending notifications (Fig. 8) 
When a PatientApp in the sensor relay unit detects an 

event, it accesses the Authentication to get its own current 
user (Patient UID, token) and the Realtime Database to 
change its own state.  

The Realtime Database collaborates with the Cloud 
Function to request the Cloud Messaging to push a 
notification (Nurse push token). The Cloud Messaging sends 
a signal (Notify Patient State Change) to a NurseApp as 
shown in Fig. 8.  

 
Figure 8. Sequence flow to send an event message. 

 

C. Test application and management display 

We developed a very simple PatientApp and NurseApp 

to test the proposed notification function. We call them 

PatientTest and NurseTest. Since these application programs 

were developed for Japanese, each item on UI pages was 

written in Japanese. Hence, we provided an English 

translation for each item. 
 

After logging in with the Anonymous certification of 

PatientTest, the four buttons “STATUS-1”, “STATUS-2,” 

“STATUS-3,” and “QR-code” are presented as shown in Fig. 

9. The first three buttons are used to change the status in a 

sensor device. Clicking the “QR-code” button creates a QR-

code from a Patient UID and shows it on the display (Fig. 9 

(b)).  

After the Gmail address and password are input to the 

NurseTest login page (Fig. 10 (a)) and the PatientTest QR-

code (Fig. 9 (b)) is read, the list page of patients (Fig. 10 

(b)) is presented. In the case shown in Fig. 10 (b), the nurse 

has established two sensor relay units and is monitoring two 

patients. Patient “Murata test” is having trouble. Clicking 

the “Messages” button, a list of received messages is 

presented as shown in Fig. 10 (c). When the “Handing” 

button is clicked, the same QR-code as that shown in Fig. 9 

(b) is presented. Messages and the relationship between 

sensor devices and monitoring nurses are managed in the 

Realtime Database. Supervisors are able to monitor them by 

accessing Firebase. 

When Firebase is accessed, and the Realtime Database 

is clicked, the display appears as shown in Fig. 11. 

Information is classified into “notifications,” “nurses” and 

“patients.” 

  
(a) Login page                            (b) Change status page 

Figure 9. PatientTest display.. 

 
               (a) Login page                           (b) List page of patients 

 

 
(c) List page of messages  

Figure 10. NurseTest display. 
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In Fig. 11 (a), the notifications are classified into those 

for two nurses whose encrypted Nurse UIDs are 

“4ANVMkv1kDarruVlt8l1opmAYj13” and “IQBt78Xrg4c-

60auc195lhkG8nJl2.” 

When the + former of a Nurse UID is clicked, the + 

changes to – and notification message IDs are listed as 

shown the upper part of Fig. 11 (b). When the + former of a 

notification message ID such as “L8WQVLzi3Vc989MUK- 

fs” is clicked, the + changes to – and the contents of the 

notification are listed. The line “created_at” shows the 

coordinated universal time in Java that the notification has 

been sent, “instance_id” is the encrypted Patient UID, 

“message” is a practical message for which the meaning is 

“Drip system for Murata has left,” and “title” is the patient’s 

name. The “message” and “title” lines are changed for each 

application. 

When the + changes to – and former of a nurse UID is 

clicked, the + changes to – and the patient UIDs and tokens 

are listed as shown in the middle part of Fig. 11 (a). This 

tells us which sensor device each nurse has established. 

When the + former of a patient UID is clicked, the + 

changes to – and the lines “name”, “nurses” and “state” 

appear as shown in the lower part of Fig. 11 (a). The 

“name” line shows the patient’s name in this application. 

The line “nurses” shows the nurses who have read the QR-

code with their mobile terminal. In this case, two nurses 

whose encrypted UIDs are “4ANVMkv1kDarru-

Vlt8l1opmAYj13” and “IQBt78Xrg4c60auc195lhkG-8nJl2” 

monitor two sets of sensor devices “csYUUM90CF0” and 

“dhwYz4dyGLw.” 
 

 
(a) 

 

 
(b) 

Figure 11. Examples of monitoring display. 
 

D. Example application 

We developed two monitoring applications that adopt 

the proposed notification system. One is an intravenous drip 

monitoring application; the other is a fall monitoring 

application. We describe their details in this section. 

 

1) Intravenous drip monitoring 

Some cognitive impairment patients sometimes remove 

an intravenous drip set by themselves. One existing 

intravenous drip monitoring system “Tenteki call” uses a 

switch type sensor that fastens a drip tube to detect when a 

drip set is removed as shown in Fig. 12 [16]. In case of a 

“Tenteki call”, if a patient removes the switch type sensor 

together with the drip set, the sensor cannot detect the 

removal.  
 

 
              (a) Switch type sensor.    (b) Example of use. 

Figure 12. “Tenteki” call (Japanese), Technos Japan Co., Ltd. 
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We use a magnetic patch and a wireless magnetic sensor 

to detect removing a drip set, as shown in Fig. 13. The 

magnet is fastened to the body with an adhesive film in a 

place such as an arm. An intravenous drip tube is also 

fastened to the wireless magnetic sensor and the sensor is 

fastened to a magnetic patch with a medical fixing film. 

When a patient removes an intravenous drip set, the sensor 

is also removed from the body part. However, since the 

magnetic patch is fastened to the body part with an adhesive 

film, it must remain on the body part. 

We developed the prototype system shown in Fig. 14. 

We used the STEVAL-WESU1 [17] developed by 

STMicroelectronics as the wireless magnetic sensor (see Fig. 

14 (a)), and an Android smartphone as the wireless relay 

unit and mobile terminal. The muscle stiffness obtained by 

equipment manufactured by PIP Co., Ltd. [18] was used as 

the magnetic patch (see Fig. 14(b)). In this prototype system, 

the program for detecting removal is integrated with the 

wireless relay program.  

 

 
Figure 13. Structure of the magnetic intravenous drip monitoring 

 

        
     (a) Magnetic sensor and attached tube.      (b) Magnetic patch on an arm. 

 

                                      
(c) Magnetic sensor on a magnetic patch.        (d) A removed drip set. 

 

 
(e) W. R. display            (f) W. R. display                    (g) M. T. display 

      :monitoring             : detecting a tube removed    : receiving a message  
                   

Figure 14. Drip monitoring system prototype. 

 

While a magnetic sensor is on a magnetic patch (see Fig. 

14 (c)), the measured magnetic strength is bigger than the 

decision level (see Fig. 14 (e)). When the magnetic sensor is 

removed (see Fig. 14 (d)), the measured magnetic strength is 

less than the decision level; the detecting program has 

determined that an intravenous drip set has been removed 

(see Fig. 14 (f)). The wireless relay program sends a 

message “Yoshida’s tube has been removed.” That message 

is displayed on the mobile terminal (see Fig. 14 (g)). 
 

1) Fall monitoring 

Elderly people, especially cognitive impairment patients, 

have an increased risk of falling and consequently injuring 

themselves. They need to be prevented from falling to 

maintain their health because injuries from falling are a 

major reason for them to prolong their staying in a hospital.  

Therefore, many kinds of fall prevention systems have 

been developed. Most of them are classified into three 

schemes. The first type uses a mat type sensor like the 

systems described in Section II, the second one uses load 

sensors that are mounted in the legs of a bed, and the third 

one uses a camera. We developed a fall prevention system 

in which MS-KINECT was used. This is one of the third 

types. M. J. Rantz developed a fall detection system that 

uses MS-KINECT [19]. A medical worker monitors and 

judges whether a patient falls through the depth image of a 

patient on a monitor display.  

On the other hand, our developed system detects 

whether a patient in a bed wakes up, sits up, stands up, or 

falls on the floor with a skeleton image of the patient. The 

detecting algorithms are as follows; 

 

(1) Waking up: detecting that the head’s height position is 

higher than the judging height 1. 

(2) Sitting up: detecting both shoulders and a spine base 

angle of 25 or more degrees. 

(3) Standing up: detecting the head, both shoulders and both 

hips, and a head is higher than the judging height 2. 

(4) Falling down: detecting that the head’s height position is 

lower than the judging height 3. 

 

We experimentally tested whether the developed system 

can detect the four conditions given above. The MS 

KINECT was positioned diagonally in front of the bed so 

that the front of the patient could be observed as shown in 

Fig. 15. Experimental results are shown in Fig. 16. Since 

MS-KINECT works on a PC, the sensor device program 

that detects patient conditions with MS-KINECT and the 

wireless relay unit program are combined on a PC. 

Monitoring images of participants as patients and the QR-

code for pairing are shown on the PC display.  

The developed system can detect four conditions for a 

patient. With it, a mobile terminal receives a “standing up” 

message sent from a wireless relay unit. However, the 

system sometimes fails to detect conditions or does not 

detect them correctly. Accordingly, we plan to improve our 
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algorithms so that detection accuracy will be increased. We 

should also mention that a patient using this experimental 

system is presented with color images. We plan to change 

these color images to depth images to maintain a patient’s 

privacy. 

 

 
 

Figure 15. Experimental image. 

 

 
(1) Waking up                                       (2) Sitting up 

 

 
(3) Standing up                                        (4) Falling down 

 

 
(5) Screenshot of a mobile terminal that detects a “standing up” message 

 

Figure 16. Experimental results for patient monitoring. 

 

IV. DATA COLLECTING SYSTEM 

In this section, we describe the data collecting system for 
data measuring applications.  

A. Design concept 

We designed the system so that: 

(1) A medical person could easily install a measuring device 

at a bedside. 

(2) Measured data were stored for each patient and the 

corresponding medical professional in the cloud server. 

(3) A medical professional can access only authorized data. 

(4) A supervisor can easily change the relationship among 

patients, nurses who install measuring devices and 

medical professionals who analyze data through remote 

terminals. 

 

Therefore, no operations are performed with the console 

terminal and measuring devices can be easily installed at the 

patient’s bedside. The other side, the medical professional 

such as a medical doctor in charge, can download measured 

data files to keep security and safety.  

The system configuration is shown in Fig. 17. Before 

starting to use the system, the supervisor inputs login data 

that comprises the UID and password for a medical 

professional. Measured data are stored as files in the sensor 

relay unit at first. The files are classified for each patient on 

the accessed web page. When medical professionals access 

the given URL and login data with their recorded UID and 

password, a specified page for each medical professional is 

presented. The medical professional clicks the file and 

analyzes it. 

 

 

 
 

Figure 17. Configuration of the data collecting system. 

 

B. System configuration 

The data collecting system, also designed on Firebase, 

contains the following functions: 

(1) Measured data upload function: The sensor relay unit 

measures medical data using sensors and uploads the 

data to Firebase as files. 

(2) Measured data download function: A medical 

professional accesses Firebase and downloads medical 

data files.  

 



376

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

We developed a PatientApp program that works on the 

sensor relay unit and a WebSite program that works on 

Firebase to provide these functions. The PatientApp uploads 

the measured data file to the Storage on Firebase. The 

WebSite collaborates with the Storage and provides a file 

download function to a medical professional through the 

Web browser. In this subsection, we introduce sequence 

flows that provide these functions. 

 

1) Measured data upload function (Fig. 18) 

PatientApp consists of “MeasuringApp” and “FB 

TransferringLib” programs. The MeasuringApp program 

provides the User interface needed to login, enter 

information, measure medical data and create a file. The FB 

Transferring Lib. Program uploads the file to the Storage in 

GFB.  

Before developing a PatientApp program, a developer 

accesses Firebase to download a configuration file. An 

Android application package file (Apk File) is then made as 

a building application and connects to Firebase as shown in 

Fig. 4. These steps are the same as those in the building 

application given in subsection III_B_1). Before using an 

Android terminal as the sensor relay unit, the PatientApp in 

the sensor relay unit must create its own account in the 

Realtime Database with the Anonymous certification in the 

same project. After a measured file has been made, the 

PatientApp uploads the file to the storage server in Firebase 

as shown in Fig. 18. The storage server generates the file 

download URL, which is managed in the Realtime Database. 

 

 
Figure 18. Sequence flow to upload measured files. 

 

2) Measured data download function (Fig. 19) 

Supervisors input the access account of medical 

professionals from the management page in Firebase. The 

sequence flow with which medical professionals download 

their patients’ files is shown in Fig. 19. When medical 

professionals access the Website, they log in with their 

assigned ID and password.  

 
Figure 19. Sequence flow to download measured files 

 

After login, the Website application accesses the 

Realtime Database to get information related to nurses and 

patients and presents them. The Website application also 

gets meta-data such as an access path to a stored file. When 

a medical professional clicks a file on the web page, the 

Website application accesses the indicated file on the 

Storage through the access path. Finally, the indicated file is 

downloaded. 
 

C. Example  application 

We developed a measuring application that uses the 

above data collecting system. In this application, motions of 

the wrist and lumbar region were measured with a 3D-

acceleration sensor. We used two SONY Smart Watch 3 

units as the 3-D acceleration sensor [20]. One was attached 

to the wrist with a wrist band and the other was attached to 

the lumbar region with a lumbago band as shown in Fig. 20. 

Both were connected to a sensor relay unit with Bluetooth. 

A patient’s name is input and then the body parts 

corresponding to sensors are input. In this case, we input 

“Wrist” and “Lumbar.” After inputting above words, the 

page shown in Fig. 21 has been presented. There are four 

buttons in this page. “QR CODE” button is used to make a 

connection with a nurse. Clicking “START” button starts 

measuring and clicking “STOP” button stops measuring. 

Clicking “TRANSFER” uploads a measured data file to the 

storage server in Firebase. 

After a medical professional logged onto the WebSite 

program, the patients’ names and measured data files 

appeared as shown in Fig. 22. Clicking the name of a file 

downloads the file.  

Sample graphs of measured data for the wrist and 

lumbar region are shown in Fig 23.  The orange (Wrist X), 
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gray (Wrist Y) and blue (Wrist Z) lines show respectively 

the data obtained when the arm moved up/down, 

forward/backward and in a twisting motion. The yellow 

(Lumbar X), blue (Lumbar Y) and green (Lumbar Z) dot-

lines show respectively the anteflexion, lean and twist of the 

upper body. In this example, the participants used 

chopsticks to eat. When eating, they first twisted their arm 

so that it faced the mouth. Then they moved the arm up to 

the mouth while simultaneously leaning the upper body 

forward a little. After putting food into the mouth, they 

moved the arm back to where it had been. However, they 

continued to lean forward while eating. 

We will release further details of this application in the 

near future. 

 

 

Figure 20. Participant having two sets of SONY Smart Watch 3 

 

 

Figure 21. User interface of PatientApp 

 

 
Figure 22.  WebSite user interface. 

 

 
Figure 23. Sample graphs of measured data for the wrist and lumbar region. 

 

V. CONCLUSION 

We have developed and propose a novel patient 

monitoring platform for healthcare facilities. The easy to use 

platform consists of a notification system for event 

monitoring applications and a data collecting system for 

data measuring applications. In the notification system, 

monitoring devices are paired with mobile terminals by 

reading a Quick Response Code on monitoring terminal 

(sensor relay unit) displays. It is possible to pair them at the 

bedside of a patient without a console terminal and operator. 

When the sensor devices detect a patient having trouble, 

event messages are sent to a mobile terminal, not to a nurse 

station. Therefore, no operations are performed with the 

console terminal and medical devices can be easily installed 

at the patient’s bedside.  

We also developed a data collecting system with which 

medical data files measured by sensor devices are 

automatically uploaded to a cloud server and can be 

downloaded from the server by authorized medical 

professionals. No operations are performed with the console 

terminal in this system. 

It is possible to develop monitoring or measuring 

application using the proposed platform and several 

manufactured sensors. This means that our platform keeps 

interoperability. 

We have proposed to jointly develop commercial 

version of the proposed platform and/or applications to 

several companies. Some companies are interested, however, 

we do not have yet contracts with these companies. 
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Abstract— Methods have been developed to combine signals of 
various frequencies in a manner to produce clearer images in 
the presence of noise.  Ground Penetrating Radar (GPR) scans 
at various frequencies are no exception.  Methods using an 
optimization problem solver, the Expectation-Maximization 
(EM) Algorithm, define weights used to perform the task of 
combining GPR scans.  In this paper, we explore using the 
Gaussian Mixture Model (GMM) feature of the EM Algorithm 
on GPR scans taken at various heights above ground (“Stand 
Off” GPR).  This method demonstrates the same measured 
improvement toward producing a cleaner image as GPR scans 
taken at ground level using the same EM Algorithm method. 

Keywords-Ground Penetrating Radar; Expectation 
Maximization; Gaussian Mixture Model; Maximum Likelihood 
parameter estimation; Finite Difference Time Domain Method, 
GprMax. 

I.  INTRODUCTION 
 

Illuminating objects at various depths in a variety of 
terrains is the purview of Ground Penetrating Radar (GPR) 
scans.  Different frequencies illuminate best at different 
depths.  The higher the frequency the better illuminated the 
objects close to the surface are, with great fidelity.  
Conversely, the lower the frequency the better objects are 
illuminated at lower depths but with less detail.  We 
previously examined, treating GPR scans at several 
frequencies, over the same area, like sub-components of a 
square wave.  Where summing these sub-components, 
weighted by magnitude, created a square wave; suggesting 
that summing GPR Scans should form a crisper image to a 
lower depth than any one frequency scan.  We reported that 
simply adding each scan together, as shown in [1][2], does 
not suffice.  Summing weighted versions of each scan 
presents the best solution [1].  Determining the weights of 
each frequency scan provided the challenge. We were able to 
show that the EM Algorithm, an optimization problem 
solver, was an effective method for combining ground based 
GPR scans, using the data mixture feature [1].  What remains 
to be explored is whether the same is true for GPR scans at 
varying heights above the ground for the same buried objects 
and media, we previously examined [1].  

In this paper, we explore the use of the Expectation 
Maximization (EM) Algorithm [3] in a role as an 

optimization problem solver to determine the weights to be 
applied to each scan for an optimal weighted combination of 
scans.  In Section II we discuss related work to combining 
GPR scans and processing them at varying heights.  In 
Section III, we describe the EM data mixture process and its 
data mixture feature as it pertains to GPR scanned data..  In 
Section IV, we briefly cover the Maximum-Likelihood (ML) 
Estimation process as related to the EM Algorithm data 
mixture process [3][4].  In Section V, we present results of 
compositing of simulated GPR scan examples using the 
GprMax [5] software program to develop the individual GPR 
scans at various frequencies and transmitter/receiver heights 
above ground with buried targets in a defined media.  In 
Section VI we draw conclusions and discuss future work. 

 

II. RELATED WORK 
 

A literature search on compositing of GPR signals 
revealed only a few works. Papers on GPR time-slice 
analysis, overlay analysis and GPR isosurface rendering 
mostly by archaeologists; all similar in approach, were 
found.  The technique was to illuminate the strongest 
reflections with a color or shading then combine the 
information by layers of depth, displaying the result [6].  

For compositing of ground based GPR scans, work by 
Dougherty et al. [7] was the earliest found.  Dougherty 
focused on methods to align each trace at its direct arrival 
peak, subtract the direct arrival pulse, and equalize the 
magnitude weight of each trace, then combine the traces.  
Booth et al. [8][9] confirmed Dougherty et al. [7] results and 
presented improved methods to develop frequency scan 
weighting techniques based on trace averaged amplitude 
spectra.  Booth et al. [8][9] also proposed time invariant 
weighting methods consisting of matching the compositing 
results to an idealized amplitude spectrum output from a 
least-squares analysis. 

Bancroft [10] introduced a double ramp summation 
method for computing weights.  One ramp suppresses a 
frequency’s energy while another ramp increases an 
adjacent frequency’s energy all over time.  The length of the 
ramp and start time was based on the wavelength of the 
frequency of interest.  Weights developed as a ratio of the 
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average envelope of GPR frequencies was Bancroft’s [10] 
additional contribution.  Improvements over the previous 
works were minimal. This result is discussed in more detail 
in references [1][2]. 

A brief look at compositing of GPR scans at various 
heights revealed even less information.  The literature at 
various heights was mostly concerned with Synthetic 
Aperture Radar (SAR) using single frequencies or chirped 
frequencies.  The SAR literature focused on compensating 
for geometric distortion as the radar traversed the scan area; 
developing methods to piece the individual scans together.  
Other SAR papers [11][12][13] concerned themselves with 
accounting for phase shifts in the data from the angles the 
radar signals were sent and received from.  Much discussion 
revolved around Gazdag [14], Stolt and FK migration [15] 
techniques.  These techniques are beyond the scope of this 
paper and are part of future work discussions.  Another SAR 
method discussed using Ultra-Wideband SAR radars to 
distinguish buried objects using an author developed 
“Method of Moments algorithm” [11]. 

Most, directly, related work focused on mathematically 
defining weights for each frequency by equal weighting, or 
defining weights that equalized the spectra of GPR 
frequencies through ramp summation, or a least squares 
process matching an idealized amplitude spectrum.  Our 
previous work [1][2] explored GPR scans as a cluster 
mixture model problem using EM optimization problem 
solving methods for ground based scanned objects. 

 

III. EXPECTATION MAXIMIZATION ALGORITHM 
 

To group like items contained in complex mixtures, or to 
solve incomplete data problems, or to determine membership 
weights of a collection of data points in a cluster, all are 
types of problems considered the purview of the EM 
Algorithm solution process.  Our compositing of GPR scans 
process exploits this last feature, determining the 
membership weights in a cluster of data points within a 
Gaussian Mixture Model (GMM) [16][17].  The Gaussian 
distribution was chosen over other distributions because it is 
often used when the distribution of real-valued random 
variables is unknown. 

We can define the EM Algorithm GMM process by first 
defining a finite mixture model, f(x;θ), of K components as 
mixtures of  the following GMM function: 

 
𝑓𝑓�𝑥𝑥;𝜃𝜃� =  ∑ 𝛼𝛼𝑘𝑘𝑝𝑝𝑘𝑘(𝑥𝑥| 𝜃𝜃𝑘𝑘)𝐾𝐾

𝑘𝑘=1 , (1) 
 

Where:  
 
- 𝑝𝑝𝑘𝑘�𝑥𝑥�𝜃𝜃𝑘𝑘�  are K mixture components with a 

distribution defined over 𝑝𝑝�𝑥𝑥|𝜃𝜃𝑘𝑘� with parameters 

𝜃𝜃𝑘𝑘 =  �𝜇𝜇𝑘𝑘,𝐶𝐶𝑘𝑘�  (mean, covariance) 

- 𝑝𝑝𝑘𝑘�𝑥𝑥�𝜃𝜃𝑘𝑘� = 

 1
(2𝜋𝜋)𝑑𝑑 2⁄  |𝐶𝐶𝑘𝑘|1 2⁄ 𝑒𝑒

− 12�𝑥𝑥−𝜇𝜇𝑘𝑘�
𝑇𝑇
𝐶𝐶𝑘𝑘−1�𝑥𝑥−𝜇𝜇𝑘𝑘� (2) 

 
- 𝛼𝛼𝑘𝑘 are K mixture weights, where  ∑ 𝛼𝛼𝑘𝑘𝐾𝐾

𝑘𝑘=1 = 1. 
- �𝑥𝑥𝑖𝑖, … … … , 𝑥𝑥𝑛𝑛�  Data set for a mixture component 

in d dimensional space. 
 
The EM Algorithm has 2 steps for each iteration.  The 

first step is the Expectation step (E-step).  The E-step 
determines the conditional expectation of the group 
membership weights (𝑤𝑤𝑖𝑖𝑘𝑘′𝑠𝑠)  for 𝑥𝑥𝑖𝑖′𝑠𝑠  , introducing 
unobservable data based on 𝜃𝜃𝑘𝑘 , the mean and covariance 
matrix.  The second step is the Maximization step (M-step). 
New parameter values �𝛼𝛼𝑘𝑘, 𝜇𝜇𝑘𝑘,𝐶𝐶𝑘𝑘�; mixture weights, mean 
and covariance of weights; to maximize the finite mixture 
model are computed.  The E-step and M-Step are repeated 
until convergence of the GMM model is reached.  
Convergence is characterized as the minimal change of the 
log-likelihood of the GMM function from one iteration to the 
next.  The E-step and M-step equations are defined below: 

 
E-Step – 

𝑤𝑤𝑖𝑖𝑘𝑘 =  𝑝𝑝𝑘𝑘�𝑥𝑥𝑖𝑖|𝜃𝜃𝑘𝑘�∗𝛼𝛼𝑘𝑘
∑ 𝑝𝑝𝑚𝑚�𝑥𝑥𝑖𝑖|𝜃𝜃𝑚𝑚�∗𝛼𝛼𝑚𝑚𝐾𝐾
𝑚𝑚=1

   (3) 

 
for  1 ≤ 𝑘𝑘 ≤ 𝐾𝐾,   1 ≤ 𝑖𝑖 ≤ 𝑁𝑁;    

 
with constraint ∑ 𝑤𝑤𝑖𝑖𝑘𝑘𝐾𝐾

𝑘𝑘=1 = 1    
M-Step – 

𝑁𝑁𝑘𝑘 =  ∑ 𝑤𝑤𝑖𝑖𝑘𝑘𝑁𝑁
𝑖𝑖=1    (4) 

 
𝛼𝛼𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑁𝑁𝑘𝑘

𝑁𝑁
 , for  1 ≤ 𝑘𝑘 ≤ 𝐾𝐾  (5) 

 
𝜇𝜇𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 =  � 1

𝑁𝑁𝑘𝑘
�∑ 𝑤𝑤𝑖𝑖𝑘𝑘 ∗  𝑥𝑥𝑖𝑖𝑁𝑁

𝑖𝑖=1    (6) 
 

for  1 ≤ 𝑘𝑘 ≤ 𝐾𝐾     
 

𝐶𝐶𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛 =    
 

� 1
𝑁𝑁𝑘𝑘
�∑ 𝑤𝑤𝑖𝑖𝑘𝑘 ∗  �𝑥𝑥𝑖𝑖 −  𝜇𝜇𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛� �𝑥𝑥𝑖𝑖 −  𝜇𝜇𝑘𝑘𝑛𝑛𝑛𝑛𝑛𝑛�

𝑇𝑇𝑁𝑁
𝑖𝑖=1 (7) 

 
Convergence (log likelihood of  𝑓𝑓(𝑥𝑥;𝜃𝜃) ) – 

 
    Log 𝑙𝑙(𝜗𝜗) =  

 
       ∑ log 𝑓𝑓�𝑥𝑥𝑖𝑖; 𝜃𝜃� = 𝑁𝑁

𝑖𝑖=1     
 

∑ �log∑ 𝛼𝛼𝑘𝑘𝑝𝑝𝑘𝑘�𝑥𝑥𝑖𝑖�𝜃𝜃𝑘𝑘�𝐾𝐾
𝑘𝑘=1 �𝑁𝑁

𝑖𝑖=1          (8) 
 
These equations were implemented in MATLAB.  The 

different scanning frequencies are represented by the 
variable ‘k’ and ‘x’ represents the GPR trace scans.  Each 
trace, at a frequency and transmitter (Tx)/receiver (Rx) 



381

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

position, are analyzed and combined for all frequencies 
before moving on to the next position.  The EM GMM 
processing steps are briefly outlined below: 

 
Expectation Maximization Gaussian Mixture Model process: 

1. Initialize algorithm parameters; weights (mixture 
and group membership), mean, covariance, for each 
trace. 

2. Expectation step – estimate parameters. 
3. Maximization step – maximize estimated 

parameters. 
4. Check for convergence – log likelihood of mixture 

model. 
5. Repeat steps 2 – 4 until change from iteration to 

iteration is below or equal a defined value. 
6. Combine traces with defined mixture weights. 

 

IV. MAXIMUM LIKELIHOOD ESTIMATION PROCESS AND 
THE EM RELATIONSHIP 

 
The EM algorithm provides a way to reduce a Maximum 

Likelihood Estimation (MLE) problem to a simpler 
optimization sub-problem, which is guaranteed to converge.  
This is the relationship between the MLE process and the 
EM algorithm.  The MLE process provides an estimate of the 
unknown parameter, which maximizes the probability of 
getting the data we observed (likelihood). 

An MLE process can be described as follows.  Given a 
random sample X1, X2, …, Xn, independent and identically 
distributed (i.i.d.) with a probability density function 
𝑓𝑓(𝑥𝑥𝑖𝑖 ,𝜃𝜃), where 𝛳𝛳 is the unknown parameter to be estimated; 
the joint probability density function (PDF) can be labeled as 
L(𝛳𝛳). 

L(𝛳𝛳) = P(X1 = 𝑥𝑥1, X2 = 𝑥𝑥2, …, Xn = 𝑥𝑥𝑛𝑛) =   
 𝑓𝑓(𝑥𝑥1; 𝜃𝜃) ∗ 𝑓𝑓(𝑥𝑥2; 𝜃𝜃) … 𝑓𝑓(𝑥𝑥𝑛𝑛; 𝜃𝜃) = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖; 𝜃𝜃)𝑛𝑛

𝑖𝑖=1   (9) 
 
Should the probability density function (PDF) be Gaussian 

with known variance 𝜎𝜎2  and unknown mean, µ, then, the 
likelihood equation becomes the following: 

 
L(𝜇𝜇) = ∏ 𝑓𝑓(𝑥𝑥𝑖𝑖; 𝜇𝜇,𝜎𝜎2)𝑛𝑛

𝑖𝑖=1 =     
𝜎𝜎−𝑛𝑛(2𝜋𝜋)−𝑛𝑛 2⁄ exp (− 1

2𝜎𝜎2
∑ (𝑥𝑥𝑖𝑖 − 𝜇𝜇)2𝑛𝑛
𝑖𝑖=1 )  (10) 

 
To determine the maximum value of the parameter 𝜇𝜇, for 

the likelihood equation, take the partial derivative of the log-
likelihood equation with respect to (w.r.t.) the mean, 𝜇𝜇, and 
set the result equal to 0 and solve the remaining equation for 
the variable 𝜇𝜇.  To determine if this value represents a 
maximum value for the likelihood equation, take the 
second partial derivative of the log-likelihood equation 
w.r.t.  𝜇𝜇; should a negative value result, this verifies the 
parameter 𝜇𝜇, found is a maximum value for the likelihood 
function. 

 
Log (L(𝜇𝜇)) =  −𝑛𝑛 log(𝜎𝜎) −  𝑛𝑛

2
log(2𝜋𝜋) − ∑ (𝑥𝑥𝑖𝑖 − 𝜇𝜇)2

2𝜎𝜎
𝑛𝑛
𝑖𝑖=1  (11) 

𝜕𝜕
𝜕𝜕𝜇𝜇

(log (𝐿𝐿(𝑢𝑢))) = −2(−1)∑ (𝑥𝑥𝑖𝑖− 𝜇𝜇)
2𝜎𝜎2

𝑛𝑛
𝑖𝑖=1 = 0 (12) 

Solve for 𝜇𝜇;       𝜇𝜇 =  ∑ 𝑥𝑥𝑖𝑖
𝑛𝑛
𝑖𝑖=1
𝑛𝑛

  (13) 
 

Second derivative – 
  

𝜕𝜕2

𝜕𝜕𝜇𝜇
(log (𝐿𝐿(𝑢𝑢))) = ∑ (−1)

𝜎𝜎2
𝑛𝑛
𝑖𝑖=1 =  − 𝑛𝑛

𝜎𝜎2
 (14) 

 
The second derivative is negative; by definition the 

calculated 𝜇𝜇 value is a maximum. 
  
When there are at least two sets of data, one partially 

observed (hidden), or when mixture parameters are to be 
estimated, the MLE process becomes hard.  For example, a 
mixture distribution of the form 𝑓𝑓(𝑥𝑥) =  ∑ 𝛼𝛼𝑘𝑘𝑓𝑓(𝑥𝑥;𝜃𝜃𝑘𝑘)𝐾𝐾

𝑘𝑘=1 , 
where there are K number of components in the mixture 
model and for each k, there is a PDF, 𝑓𝑓(𝑥𝑥; 𝜃𝜃𝑘𝑘) with weights 
𝛼𝛼𝑘𝑘  and a complete observed data set x with additional 
constraints ∑ 𝛼𝛼𝑘𝑘 = 1𝑘𝑘  and 𝛼𝛼𝑘𝑘  ≥ 0 for all k; the joint PDF 
has the following form with n observed data for each k: 

 
𝐿𝐿(𝑥𝑥|𝛼𝛼,𝜃𝜃𝑘𝑘) = ∏ ∑ 𝛼𝛼𝑘𝑘𝑓𝑓(𝑥𝑥𝑖𝑖;  𝜃𝜃𝑘𝑘)𝐾𝐾

𝑘𝑘=1
𝑛𝑛
𝑖𝑖=1   (15) 

 
The log of the likelihood equation is as follows: 

 
Log(�𝐿𝐿(𝑥𝑥|𝛼𝛼,𝜃𝜃𝑘𝑘)� =  ∑ 𝑙𝑙𝑙𝑙𝑙𝑙 ∑ 𝛼𝛼𝑘𝑘𝑓𝑓(𝑥𝑥𝑖𝑖 ; 𝜃𝜃𝑘𝑘)𝐾𝐾

𝑘𝑘=1
𝑛𝑛
𝑖𝑖=1  (16) 

 
 

Using MLE to solve this equation presents a challenge to 
determine the derivative of the log of sums and the start 
value for the weight,  𝛼𝛼𝑘𝑘 , associated with an individual 
distribution.  Many local maxima can be found that are less 
than the global maximum, calculated using an established 
value of 𝛼𝛼𝑘𝑘 .  Selecting the weight value that attains the 
global maximum for the above log-likelihood equation is not 
likely in short order. 

The EM algorithm process provides a method to estimate 
the weights, guarantee convergence of the log-likelihood 
equation [3][4] to a non-decreasing local maximum with 
each completion of all steps outlined in Section II.  A feature 
of the EM algorithm is that each local maximum achieved 
increases toward a global maximum.  The E-step uses 
existing values to calculate the probability of weight start 
values.  The M-step recalculates the model parameters then, 
calculates the maxima for that set of parameters using the 
MLE process.  The EM algorithm reduces the MLE 
optimization problem to a sequence of simpler optimization 
sub-problems, each guaranteed to converge. The EM process 
is repeated until a global maximum is reached. 

 The EM algorithm incorporates the MLE process only 
after reducing the model to a form, which is guaranteed to 
converge.  To combine GPR frequency scans, the actual 
weights of each frequency scan are unknown or hidden.  The 
manner the EM algorithm uses to accomplish workable 
solutions to hidden or incomplete data, makes a distinction 
from other optimization problem solvers; as a result, making 
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it a featured candidate to provide a solution to combining 
multiple GPR frequency scans. 

 

V. GPR SCAN RESULTS 
 

We examine extending the capability of the EM GMM 
problem solver by using the defined model areas from our 
previous work [1][2].  Areas were defined using the Finite 
Difference Time Domain (FDTD) [18] modeling software 
package GprMax by A. Giannopoulos [5] to create GPR 
scans in various media.  3-D hardware verification of the 
software was determined in reference [19], but only 2-D 
analyses were performed here.  Examples were constructed 
such that the Transmitter (Tx) and Receiver (Rx) heights 
above the ground were changed for each EM GMM in-depth 
analysis.  Tx/Rx heights examined included 5 meters, 10 
meters, 20 meters and 40 meters. 

The first defined area modeled consisted of Tx/Rx 
suspended 5 meters above the ground in air [1], repeated 
here for continuity in our discussion of height effects on EM 
GMM problem solver.  The target (a perfect electrical 
conductor) is buried 10 meters below the surface in a moist-
sand medium with relative permittivity (𝜀𝜀𝑟𝑟) of 9.0, and an 
electrical conductivity of 0.001 mS/m (milli-Siemens per 
meter) (Simulated Analysis 1 – SA1).  The target is 2 meters 
length and 0.5 meters in depth.  Each Tx/Rx is moved along 
the scan axis (x – axis) 0.25 meters per step for a total of 36 
scans.   The model area is 10 meters in width and 25 meters 
in depth.  The Tx position starts at 0.5 meters ending at 9.5 
meters, and the Rx position starts at 0.75 meters ending at 
9.75 meters.  Each scan is 425 ns in length, long enough to 
receive a reflected signal 24 meters below a Tx/Rx in the 
medium of air and moist-sand.  The defined model has a 
minimum grid space of 200 points in the x direction, (∆x – 
0.05 meters), and 500 points in the y-direction, (∆y – 0.05 
meters).  Figure 1 shows the model, Tx/Rx positions and 
target area. 

 

 
Figure 1. Defined Space with buried target at 15 meters depth and Tx’s & 

Rx’s 5 meters above ground. 
 

Six frequency scans were calculated for model SA1.  
Scans at 20, 30, 50, 100, 500 and 900 MHz were combined 
using the EM GMM problem solver to determine the weights 
of each scan.  Figure 2 shows the signals combined by 
scaling each signal max value to the same magnitude with 
the direct arrival and ground bounce signals removed.  The 
target reflection is a broad area roughly 240 ns to 320 ns in 
depth (two-way travel time); a coarse indication of the depth 
of the target.  The direct arrival signal is a signal that travels 
directly (line of sight) from a Tx to an Rx.  A ground bounce 
signal is a radar return from the ground.  The direct arrival 
signal was removed by subtracting a GPR scan without a 
target from a scan with a target, for each frequency.  A broad 
area of target reflection is shown from approximately 240 ns 
to 320 ns in depth (two-way travel time); a very rough 
indication of target depth.   

 

 
Figure 2. Sum of frequency signals with direct arrival and ground 

bounce signals removed. 
 
 

 
Figure 3. EM sum of frequency signals with Direct Arrival and ground 

bounce signals removed. 
 
Figure 3 shows the result of EM processed combined 

signals with the direct arrival and ground bounce signals 
removed.  The target is correctly depicted at 10 meters below 
ground, approximately 15 meters below Tx’s and Rx’s (240 
ns).  The improvement of defining scan weights using the 
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EM Algorithm process is clearly visible.  However, the 
Figure shows a broadened output result; broader than the 
target.  This is attributed to the fact that the model is more 
like a bore hole; area twice as deep as its width.  This and the 
inclusion of lower frequencies in the sum, account for the 
reverse “u-shaped” area beginning at the target depth 
outward. 

Though the model created a bore hole effect, analysis 
continued for heights of 10, 20 and 40 meters above the 
ground with the same width model to judge whether the 
target would be revealed at the correct depth ignoring the 
target width that might be displayed.  Figures 4–9 depict the 
model and the output result of combining 6 frequencies (20, 
30, 50, 100, 500 and 900 MHz), using the EM algorithm to 
define the weights of each scan for each of the remaining 3 
heights. 

Figure 4 and Figure 5 depict the simulated analysis 
model and ground penetrating radar response when the 
Tx/Rx height is 10 meters above the ground.  The target is 
correctly depicted at 20 meters (270 ns – two-way travel 
time) below Tx’s and Rx’s. 

 
Figure 4. Defined Space of SA1, with buried target at 20 meters depth 

from Tx’s & Rx’s 10 meters above ground. 
 

 
Figure 5. Output response of SA1, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 

 
Figure 6. Defined space of SA1, with buried target at 30 meters from 

Tx’s & Rx’s 20 meters above ground. 
 

 
Figure 7. Output response of SA1, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 
The simulated analysis of model SA1 was repeated for 

Tx/Rx heights of 20 meters above the ground (Figure 6) and 
40 meters above ground (Figure 8).  The target is depicted at 
30 meters (335 ns) in Figure 7 and 50 meters (468 ns) in 
Figure 9 from the Tx’s and Rx’s, as expected for two-way 
travel times. 

A second defined space model; (Simulated Analysis 2 – 
SA2) was developed to examine EM Algorithm response to a 
slightly different model type (Figure 10.).  SA2 consists of 
an area 30 meters in length and 25 meters in depth.  Four 
cases of Tx/Rx heights above the ground were analyzed.  
Cases included Tx/Rx at 5, 10, 20, and 40 meters above the 
ground. As before, a Tx/Rx combination is swept along the x 
direction axis beginning at 0.5 meters ending at 29.85 meters 
with Tx/Rx spacing of 0.25 meters. The number of GPR 
scans is 145 with a minimum grid space of 150 points in the 
x direction, (∆x – 0.2 meters) and 2500 points in the y 
direction, (∆y – 0.01 meters), dependent on the height above 
ground.  The space above ground was defined as free-space 
with relative permittivity ( 𝜀𝜀𝑟𝑟 ) of 1.0 and electrical 

Free-Space (𝜀𝜀𝑟𝑟 − 1) 
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conductivity of 0 mS/m or lossless. The scanned medium is 
dry-sand with a relative permittivity (𝜀𝜀𝑟𝑟) of 3.0 and electrical 
conductivity of 0.01 mS/m. 

 
Figure 8. Defined Space of SA1, with buried target at 50 meters depth 

from Tx’s & Rx’s 40 meters above ground. 

 
Figure 9. Output Response of SA1, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 
Buried in the ground at 8 different levels (4.565, 6.065, 

8.565, 10.065, 12.815, 14,065, 16.565 and 18.065 meters) 
are sheets modelled as perfect electrical conductors [1][2].  
Each sheet is 2 meters in length and 0.1 meter thick.  The 
scanning frequencies are the same as previously noted, (20, 
30, 50, 100, 500 and 900 MHz).  Figure 10, Figure 12, 
Figure 14 and Figure 16 show the four SA2 models for 
Tx/Rx heights above ground (5, 10, 20 and 40 meters) and 
the simulated sheets of corrugated aluminum modelled as 
perfect electrical conductors.  References [1][2], used the 
same model with the exception that the Tx’s and Rx’s were 
just barely above ground.  Figure 11, Figure 13, Figure 15, 
Figure 17 and Figure 18 display the GPR response after 
being processed using the EM GMM algorithm. Figure 18 
displays the individual GPR traces instead of the image 
response.  The direct arrival and ground bounce signal have 
been removed by subtraction in each case.  At each height 8 
sheets are depicted though their outline is not very clear and 

worsens as the height increases. At 40 meters, only the 
individual trace response designates the 8 sheets. 

 
Figure 10. Defined Space of SA2, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 5 meters above ground. 
 

 
Figure 11. Output response of SA2, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 

 
Figure 12. Defined Space of SA2, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 10 meters above ground.  

Free-Space (𝜀𝜀𝑟𝑟 − 1) 

Dry sand (𝜀𝜀𝑟𝑟 − 3) 
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Figure 13. Output response of SA2, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 

 
Figure 14. Defined Space of SA2, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 20 meters above ground. 
 

 
Figure 15. Output response of SA2, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 

 
Figure 16. Defined Space of SA2, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 40 meters above ground. 
 

 
Figure 17. Output response of SA2, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 

 
Figure 18. Signal traces of SA2 output response of EM sum of 

frequency signals with Direct Arrival and ground bounce signals 
removed. 
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A third defined space model, Simulated Analysis 3 
(SA3), was designed to examine the response of EM GMM 
algorithm on a defined space where the media is non-
uniform.  SA3 contains corrugated aluminum sheets 
modelled as perfect electrical conductors in dry sand, clay, 
granite, concrete and limestone media (Figure 19).  The 
relative permittivity of each medium is noted in same figure.   
The details of the model are the same as SA2 except for the 
media used.  Figure 19, Figure 21, Figure 23 and Figure 25 
display the model with Tx’s and Rx’s at 4 different heights.  
Tx/Rx heights are 5, 10, 20, 40 meters above ground.  GPR 
scanning frequencies are 6 total, 20, 30, 50, 100, 500, and 
900 MHz.  Figure 20, Figure 22, Figure 24, Figure 26 and 
Figure 27 depict the response to the GPR scans processed 
using the EM GMM process.  The direct wave and ground 
bounce reflected signals have been removed by subtraction.  
As the Tx/Rx height above ground increases, locating the 8 
sheets in the image is less clear, but they can be found.  At 
the 40 meter height, the best depiction of all 8 sheets is the 
display of individual EM processed GPR signal traces 
(Figure 27) rather than the image response. 

 
Figure 19. Defined Space of SA3, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 5 meters above ground. 
 

 
Figure 20. Output response of SA2, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 

 

 
Figure 21. Defined Space of SA3, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 10 meters above ground 
 
 

 
Figure 22. Output response of SA3, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 

 
Figure 23. Defined Space of SA3, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 20 meters above ground. 

Dry sand (𝜀𝜀𝑟𝑟 − 3) 

Clay (εr − 5) 
Granite (𝜀𝜀𝑟𝑟 − 4) 

Concrete(𝜀𝜀𝑟𝑟 − 6) 

Limestone (𝜀𝜀𝑟𝑟 − 7) 

Free-Space (𝜀𝜀𝑟𝑟 − 1) 
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Figure 24. Output response of SA3, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 
 

 
Figure 25. Defined Space of SA3, (8) 2 meter long plates, 0.1 meter 

thick with Tx’s & Rx’s 40 meters above ground 
 
 

 
Figure 26. Output response of SA3, EM sum of frequency signals with 

Direct Arrival and ground bounce signals removed. 

 
Figure 27. Signal traces of SA3 output response of EM sum of frequency 

signals with Direct Arrival and ground bounce signals removed. 
 

VI. CONCLUSION AND FUTURE WORK 
 

In this paper, as an extension of reference [1], we 
explored the use of the Expectation Maximization Gaussian 
Mixture Model method [3] to combine multiple frequency 
scans of the same target area.  We examined the 
effectiveness of the EM GMM method on ground 
Penetrating Radar scans using transmitter and receiving 
antennas placed at various heights over the same target areas 
and media types as described in reference [1].  We conducted 
the analyses using the software program GprMax [5] due to 
the lack of actual hardware, real areas to scan and to compare 
results with reference [1] examples.  Actual 3-D hardware 
verification of the GprMax software was determined in 
reference [19]. 

As part of the related work discussion, we reviewed the 
Maximum Likelihood Estimation process and its problem of 
working with hidden or incomplete data [3][4].  When 
hidden or incomplete data exists, a closed form solution of 
the MLE equation or a single global maximum is not easily 
obtained and very hard to solve for.  We reviewed the EM 
GMM algorithm process and its benefit of working easily 
with hidden or incomplete data; creating a set of 
optimization problems simpler and guaranteed to converge 
while ultimately producing a global maximum after several 
iterations of producing increasing local maxima.  We also, 
briefly reviewed other methods of compositing found in the 
literature.  Methods of Dougherty et al. [7], Booth et al. 
[8][9] and Bancroft [10] we found to be less effective than 
our EM GMM method of reference [2].  Lastly, we found in 
the literature that scanning from various heights has been the 
purview of Synthetic Aperture Radars.  SAR technology 
information obtained [11][12][13] did not concern itself with 
compositing but, did research methods to stitch area scans 
together, account for phase shifts [14][15] in the data, due to 
scanning angles, and distinguish objects with an author 
developed “Method of Moments Algorithm” [11]. 
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Using GprMax [5], we repeated scanning the same test 
areas using the same 6 frequencies (20, 30, 50, 100, 500, and 
900 MHz) as our previous work at 5, 10, 20 and 50 meters 
above ground.  Our method performed well with outcomes 
similar to our previous results of scans with Tx’s and Rx’s 
near the ground.  Images at heights above 20 meters were a 
challenge to recognize independent of the media that 
surrounding the targets.  Moist sand, dry sand, concrete, clay 
granite and limestone did not change the end resulting image 
perceptibly.  The method used to remove the direct 
wave/ground bounce signal also removed the boundary 
reflections for non-homogenous media. The test areas were 
scanned with the media and targets in place; then re-scanned 
with media in place without the targets.  The scan with media 
and targets was subtracted from the scan with media without 
targets. 

Problem areas remaining to be addressed are edge 
detection capability, removal of direct wave/ground bounce 
without removal of the reflected target responses, alignment 
of GPR trace starting points across frequencies and 
accounting for phase-shifts in the data.  The SAR method 
solution was to use Gazdag [14] or F-K migration [15] 
techniques to manage phase-shifts in the data.  We are 
encouraged that these methods will address the edge 
detection problem favorably. 
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Abstract — Current satellite images provide us with detailed 

information about the state of our planet, as well as about our 

technical infrastructure and human activities. A range of 

already existing commercial and scientific applications try to 

analyze the physical content and meaning of satellite images by 

exploiting the data of individual, multiple or temporal 

sequences of images. However, what we still need today are 

advanced tools to automatically analyze satellite images in 

order to extract and understand their full content and 

meaning. To remedy this exploration problem, we outline a 

highly automated and application-adapted data-mining and 

content interpretation system consisting of five main 

components, namely Data Sources (selection and storage of 

relevant images), Data Model Generation (patch cutting and 

generation of feature vectors), Database Management System 

(systematic data storage), Knowledge Discovery in Databases 

(clustering and content labeling), and Statistical Analytics 

(generation of classification maps). As test sites, we selected 

UNESCO-protected areas in Europe that include coastal areas 

for monitoring and an area known in the Mediterranean Sea 

that contains fish cages. The analyzed areas are: the Curonian 

Lagoon in Lithuania and Russia, the Danube Delta in 

Romania, the Hardangervidda in Norway, and the Wadden 

Sea in the Netherlands. For these areas, we are providing the 

results of our image content classification system consisting of 

image classification maps and additional statistical analytics 

based on three different use cases. The first use case is the 

detection of wind turbines vs. boats in the Wadden Sea. The 

second use case is the identification of fish cages/aquaculture 

along the Mediterranean coast. Finally, the third use case 

describes the differences between beaches, dams, dunes, and 

tidal flats in the Danube Delta, the Wadden Sea, etc. The 

average classification accuracy that we obtained is ranging 

from 80% to 95% depending on the type of available images. 

Keywords - coastal monitoring; data mining; protected areas; 

Sentinel-1; Sentinel-2; TerraSAR-X. 

I. INTRODUCTION 

In Earth observation (EO) [1], a very popular satellite 
image analysis system is the one from Digital Globe, named 
Tomnod, or Google Earth together with its related tools, 
which are targeting general user topics. In addition, in the 
EO domain, there are systems such as LandEX [2], which is 
a land cover analysis system, while GeoIRIS [3] is a system 
that allows the user to refine a given query by iteratively 
specifying a set of relevant, and a set of non-relevant images. 
A similar information retrieval system is IKONA [4], which 
is using relevance feedback in order to exploit very high 
resolution EO images. Further, the Knowledge-driven 

Information Mining (KIM) system [5] is an example of an 
active learning system providing semantic interpretation of 
image content. The KIM concept evolved into the TELEIOS 
prototype [6], complementing the scope of searching for EO 
images with additional geo-information and in-situ data 
integrated into an operational EO system [7] to interpret 
TerraSAR-X images. A similar concept to the KIM concept 
is presented in [8], while in [9] a data mining approach for 
Big Data is described. 

Our proposed system is very fast compared with the other 
existing systems, and can retrieve with only a few examples 
the desired category with higher accuracy. The diversity of 
applications that can be considered for such systems are 
rather broad and include, for instance, coastal environmental 
monitoring (sea level, tides and wave direction), land 
cover/use changes, disaster monitoring, forest management, 
ice monitoring, monitoring of active volcanoes, waste 
deposit site management, traffic monitoring, vegetation 
monitoring, urban sprawl, soil moisture dynamics, etc. 

The paper is organized as follows. Section II describes 
the selected test areas with a number of results obtained with 
the proposed methodology. Section III presents our datasets. 
Section IV details the data mining methodology applied in 
this paper. Section V shows the results for three selected 
cases. Section VI concludes the paper together with the 
future work. The acknowledgements close the paper. 

II. SELECTION OF TEST AREAS, USE CASES, AND 

APPLICATIONS 

The use case selection is closely related to the 
ECOPOTENTIAL project that focuses on a targeted set of 
internationally recognized protected areas in Europe, 
European territories and beyond, including mountainous, 
arid and semi-arid, and coastal and marine ecosystems [10]. 

We emphasize here a number of use cases for monitoring 
coastal environments. The first four use cases are 
internationally recognized protected areas as UNESCO 
(United Nations Educational, Scientific and Cultural 
Organization) Natural Heritage sites. These selected use 
cases are the Wadden Sea with the Dutch Delta (in the 
Netherlands), the Danube Delta (in Romania), the Curonian 
Lagoon (in Lithuania and Russia), and the Hardangervidda 
(in Norway). The last use case is an area that has a large 
aquaculture located between Albania and Greece.  

A. The Wadden Sea, Netherlands 

Site description: The Wadden Sea (Dutch: Waddenzee, 
German: Wattenmeer, Danish: Vadehavet) is an intertidal 
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zone in the south-eastern part of the North Sea. It lies 
between the coast of N-W continental Europe and the range 
of Frisian Islands, forming a shallow body of water with tidal 
flats and wetlands [11], protected by a 450 km long chain of 
barrier islands, the Wadden Islands. The Wadden Sea region 
measures about 22,000 km

2
, divided between land and sea. 

About 63% of the region lies in Germany, with about 30% in 
the Netherlands, and 7% in Denmark [12]. In 2009, the 
Dutch-German Wadden Sea was inscribed on the UNESCO 
World Heritage List, and the Danish part was added in 2014. 

The landforms in the Wadden Sea region have essentially 
been created from a marine or tidal environment [13]. 

Typical for the Wadden Sea are large tidal flats, which 
are characterized by very high benthic biomass and 
productivity, dominated by molluscs and polychaetes.  

State-of-the-art publications: In the research literature 
there are several studies treating the Wadden Sea area along 
the years. In order to understand the Wadden Sea dynamics, 
a number of recent publications [14][15][16][17] already 
used remote sensing images and addressed the issue of 
Synthetic Aperture Radar (SAR) satellite image 
classification and interpretation in these areas. At present, the 
option of data fusion from different sensors has not yet been 
fully exploited. 

Image interpretation goal: The Wadden Sea area faces a 
strong economic impact due to recreation, fisheries and 
maritime traffic. The last impact is due to, e.g., the ports of 
Bremerhaven, Hamburg, and Rotterdam whereby the traffic 
runs through or nearby this area, which makes the 
monitoring of sand banks and any decrease of the water 
depth and the tide levels in this area a critical topic for 
maritime security. A second important topic is the 
monitoring of biodiversity as described by [10]. 

Typical examples: The diversity of categories identified 
from a single image and a typical classification map of the 
Wadden Sea and its surrounding areas are shown in Figures 
1 and 2. 

B. The Danube Delta, Romania 

Site description: The Danube Delta is the second largest 
river delta in Europe and is the best preserved one on the 
continent [18]. Formed over a period of more than 10,000 
years, the Danube Delta continues to grow due to the 67 
million tons of alluvia deposited every year by the Danube 
River [19]. The delta is an ideal test and validation area for 
vegetation monitoring as it is characterized by high 
biodiversity and various crops. 

The Delta is formed around the three main channels of 
the Danube, named after their respective ports Chilia (in the 
north), Sulina (in the middle), and Sfantu Gheorghe (in the 
south). 

The greater part of the Danube Delta lies in Romania 
(Tulcea County), while its northern part, on the left bank of 
the Chilia arm, is situated in Ukraine (Odessa Oblast). Its 
total surface is 4,152 km

2
 of which 3,446 km

2
 are in 

Romania. The waters of the Danube, which flow into the 
Black Sea, form the largest and best preserved delta in 
Europe. In 1991, the Danube Delta was inscribed on the 
UNESCO World Heritage List due do its biological 
uniqueness. 

State-of-the-art publications: In the image processing 
literature there are not many studies treating the Danube 
Delta especially for SAR data [20][21][22]. However, the 
monitoring of biodiversity from in-situ measurements has 
attracted more interest [23]. 

Image interpretation goal: At the mouth of the Danube, 
the alluvial discharge decreases every year from 81 million 
tons in 1894, to 70 million tons in 1939, 58 million tons in 
1982, and about 22 million tons in 2015. This makes it 
interesting to monitor the evolution of the alluvial discharge 
and to investigate its impact on the Danube Delta and the 
three channels together with their ports (Chilia, Sulina, and 
Sfantu Gheorghe) through the years. 

The data can be combined with other types of 
information, such as the volume of water of each channel in 
order to prepare flood risk maps needed for the safety of the 
shipping traffic and also for the local authorities to protect 
the human settlements. Another image interpretation goal is 
vegetation monitoring, in particular, biodiversity issues and 
crop type analyses. 

Typical examples: The diversity of categories identified 
from a single image and a typical classification map of the 
Danube Delta and its surrounding areas are shown in Figures 
3 and 4.  

C. The Curonian Lagoon, Lithuania and Russia 

Site description: The Curonian Lagoon is the largest 
European lagoon. Situated in the southern part of the Baltic 
Sea with a total area of 1584 km

2
, the lagoon receives water 

from the River Nemunas. The salinity of the water is higher 
and fluctuates between the northern and southern part of the 
lagoon [10]. The entire Lithuanian part of the Curonian 
Lagoon has been designated as a NATURA 2000 area and in 
2000 the Curonian Spit cultural landscape was as well 
inscribed on the UNESCO World Heritage List. 

State-of-the-art publications: In the remote sensing 
literature, there are not many studies treating the Curonian 
Lagoon especially for SAR data. However, the monitoring of 
biodiversity has attracted greater interest [24][25][26]. 

Image interpretation goal: We analyzed the effect of 
socio-economic activities of the area regarding: the ceasing 
commercial fisheries, the prohibition of the extraction of 
mineral resources, the agricultural sector, the hunting sector, 
the restriction of recreational use of the aquatic areas, and the 
oil drilling/pollution of the area. 

Typical examples: The diversity of categories identified 
from a single image and a typical classification map of the 
Curonian Lagoon and its surrounding areas are shown in 
Figures 5 and 6. 
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Figure 2. Diversity of categories identified from a single image    Figure 4. Diversity of categories identified from a single image of  
                of the Wadden Sea, the Netherlands.      the Danube Delta. 
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Danube Delta and the surrounding areas. 

 

Figure 1. Sentinel-1A quick-look view (left) and classification map (right) for an image of the  

Wadden Sea, Lake IJssel, and Marker Lake, and its surrounding areas. 
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Figure 6. Diversity of categories identified from a single image         Figure 8.Diversity of categories identified from single images  
                         of the Curonian Lagoon.       of the Hardangervidda. 

 
 

D. The Hardangervidda, Norway 

Site description: The Hardangervidda is the largest 
peneplain (eroded plain) plateau in Europe with a cold year-
round alpine climate, and one of Norway's largest glaciers. 
The largest extent covers an area of about 6,500 km

2
 at an 

average elevation of 1100 m and is part of the 
Hardangervidda National Park, which is a protected area. 
The plateau with its boulders and rock outcrops are the 
remnants of mountains that were worn down by the glaciers 
during the quaternary Ice Ages [10]. The landscape of the 
Hardangervidda is characterized by barren, treeless, and 
shrubby moorland interrupted by numerous lakes, streams 
and rivers. 

State-of-the-art publications: In the remote sensing 
literature, there are very few publications that are 

investigating the Hardangervidda and its surrounding areas 
using SAR data. One of these publications is the monitoring 
of wet snow [27]. 

Image interpretation goal: We analyzed the effects in 
time of the high mountain plateau with its unique artic flora 
and fauna, and the land use (e.g., grazing by livestock and 
fishing) [10]. 

Typical examples: The diversity of categories identified 
from a single image and a typical classification map of the 
Hardangervidda and its surrounding areas are shown in 
Figures 7 and 8. 

E. Aquaculture, Albania and Greece 

Site description: Along the Mediterranean coast we can 
find a number of aquaculture areas/fish cages.  
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Figure 9. Sentinel-1B quick-look view (left) and classification map (right) for an image covering the border 

area between Albania and Greece and the surrounding areas. 
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Figure 7. Sentinel-1A quick-look view (left) and the “patch-based” classification map (right) for an image of 

the Hardangervidda, Norway. 
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The authors of [28] identified 248 cages with a circular 
diameter larger than 40 m and 20,976 cages within 10 km 
offshore. The majority of these fish cages/aquaculture (see 
Figure 1 in [29]) are located in Greece (49%) and Turkey 
(31%). Based on this context, we selected an area along the 
Greek coast near Corfu Island. 

State-of-the-art publications: In this area of aquaculture / 
fish cages, there are many remote sensing publications. In 
two recent publications ([30] and [31]), the authors are using 
Sentinel-1 SAR images in order to monitor aquaculture and 
to count fish cages.  

Image interpretation goal: Using the satellite imagery 
available through the Sentinels or TerraSAR-X, we can 
detect these fish cages/aquaculture with a better or lower 
accuracy using SAR or optical data. This information can be 
used later to estimate the fish farm production in the area. 
We can extend the analysis to the entire Mediterranean coast 
and the results can be compared with the reports [32] 
published by FAO (United Nations Food and Agriculture 
Organization). 

Typical examples: The diversity of categories identified 

from a single image and a typical classification map of the 

area between Albania and Greece close to Corfu Island are 

shown in Figures 9 and 10.  

 
Figure 10. Diversity of categories identified from a single image of the area 

between Albania and Greece and its surrounding areas. 

III. DATASETS 

An important aspect to be addressed is the compilation of 
a reference dataset for test and validation of the different 
systems. We already possess an initial synthetic aperture 
radar dataset composed of 1000 TerraSAR-X images and 
100 Sentinel-1 images covering target areas from around the 
world.  

From this database, about 295 TerraSAR-X and 25 
Sentinel-1A images have already been annotated by a remote 
sensing expert using a semi-automatic semantic annotation 
system resulting in a semantic catalogue of hundreds of 
semantic labels grouped in a 3-level hierarchical scheme 
[33]. This annotated database mainly covers urban and 
industrial areas together with their infrastructure 
predominantly from Europe, and can be considered as our 
initial ground truth dataset [34]. 

Our latest dataset also contains optical satellite data with 
multi-spectral images (e.g., Sentinel-2A), and synthetic 
aperture radar images (e.g., TerraSAR-X and Sentinel-1A / 
1B). These data cover 10 protected areas from Europe 
(national parks, mountains, arid and semi-arid areas, and 
coastal and marine ecosystems) [10]. 

IV. METHODOLOGY 

The data mining system [7] (used in this paper) is 
composed of five modules: Data Sources (DS), Data Model 
Generation (DMG), Database Management System (DBMS), 
Knowledge Discovery in Databases (KDD), and Statistical 
Analytics (SA). It’s the first one that explores, discovers, 
extracts semantics, and understands Big EO data. 

Our data mining methodology is shown in Figure 11 and 
a pseudo-code segment is given in Table 1. For more details 
about the implementation and algorithms, see [7]. 

The DS module collects the relevant data related to each 
use case to be processed and analyzed in the other modules. 

The DMG module transforms the original format of 
original Earth observation products into smaller and more 
compact product representations that include image 
descriptors, metadata, image patches, etc.  

The DBMS module is used for storing all the generated 
information and allows querying and retrieval of the 
available image data.  

The KDD module is in charge of finding patterns of 
interest from the processed data and presenting them to the 
user. Moreover, the KDD module allows annotating the 
image content by using machine learning algorithms and 
human interaction resulting in physical categories.  

The SA module provides classification maps of each 
dataset and distribution results of the retrieved categories in 
an image. 

These five modules are operated automatically and 
interactively with and without user interaction.  

 

Figure 11. The proposed data mining system that includes the following modules: Data Sources, Data Model Generation, Database Management System, 

Knowledge Discovery in Databases (KDD), and Statistical Analytics (SA) [6]. 



395

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

TABLE I.  THE PROPOSED METHODOLOGY.  
 

Step 1: Data Sources (DS) EO Dataset  

             Select and download typical EO images and store  

             them into our EO Dataset. 

Step 2: Data Model Generation (DMG) 

 for each EOi image (i=1…N) do 

        tile EOi into pi,j patches (j=1…M), where the  

                     size of the patches depends on the image  

                     resolution 

       store all pi,j into the DBMS 

       for each pi,j patch do 

             extract an fi,j primitive feature vector  

            from optical / SAR algorithms 

            //e.g., Gabor filters with 5 scales and 6 

            orientations and compute the means and 

            standard deviations of the coefficients // 

 store all fi,j vectors into the DBMS 

       end 

 end 

Step 3: Knowledge Discovery in Databases (KDD) 

 if rk  (k=1…K) ∄ do //if the patch reference label 

                            has not yet been generated// 

        for all fi,j primitive feature vectors do 

              group the fi,j into gk clusters and group  

              them into ck categories using an SVM 

                           (Support Vector Machine) 

              for each ck category do 

      select an rk semantic annotation label

      //visual support via Google Earth // 

      store reference rk labels into the DBMS 

  end 

         end 

 else // routine processing after label generation// 

        for all fi,j primitive feature vectors do 

               group the fi,j into gl clusters (l=1…L) and 

               group them into cl categories using an  

                            SVM 

  store all gl into the DBMS 

  for each cl category do 

        select an al semantic annotation 

       //visual support via Google Earth// 

       store  al labels into the DBMS 

  end 

          end 

 end 

Step 4: Statistical Analytics (SA) 

 for selected EOi and its al do 

       generate classification maps  

       compare obtained al annotations with rk        

                     //reference annotations (generated previously)//

       and generate change maps 

       compute characteristic metrics    

                    //e.g., precision/recall by comparing the results 

                    with the rk // 

 end 

V. RESULTS AND DISCUSSIONS 

For the selected areas of interest, different use cases can 
be considered such as: detection of Wind turbines vs. Boats; 
Fish cages/Aquaculture; differences between Beaches, Tidal 
flats, and Dams; etc.  

For our first example, we selected the Wadden Sea area 
and we show the results for the detection of Wind Turbines 
vs. detection of Boats. The images were acquired in order to 
cover, as much as possible, the same area on the surface 
and/or the same acquisition date or a close date between the 
acquisitions. The data set consists of different images 
acquired by three different satellites: a TerraSAR-X image 
acquired on May 13, 2015 with a resolution of 2.9 meters, a 
Sentinel-1A image acquired on May 15, 2015 with a 
resolution of 20 meters, and a Sentinel-2A single quadrant-
image acquired on April 21, 2016 with a resolution of 10 
meters (comprising only the RGB bands). In Figure 12, we 
show the available data for the Wadden Sea protected area. 

All these images were tiled into patches, and from each 
patch a feature vector was extracted. We classified the 
images considering only two categories of interest, namely 
Wind turbines and Boats (see Figure 13). Based on the 
extracted features and the specific patterns of these 
categories, we were able to separate them during 
classification. Figures 14, 15, and 16 illustrate the retrieved 
categories after the classification back-projected on the 
quick-look of each image product. For each image product, 
the locations of Wind turbines and Boats are marked in green 
and blue, respectively. 

The complete processing chain from ingestion to 
annotation was run on a desktop PC with software coded in 
Java 8 and Matlab R2105a. The PC used for our experiments 
had a processor clock rate of 2.40 GHz, and a RAM capacity 
of 8 GB. Typically, we obtain a CPU usage of less than 25% 
as we store all image files onto disk and have to wait for the 
completion of all data transfers. The actual memory 
allocation of our PC configuration is less than 50 MBytes per 
image. The classification and display of a new set of 
retrieved patches needs about 4 to 6 ms when we have a 
collection volume of 2 GBytes of image data.  

The accuracy of the results was computed separately for 
each sensor and for each retrieved category. For each image 
(EOi) we compared the category al with its corresponding 
reference category rk and we computed its classification 
accuracy. The attained average accuracy is 93%, ranging 
from 80% to 95% depending on the image type (e.g., 
TerraSAR-X, Sentinel-1A, or Sentinel-2A). When we 
compare the different SAR sensors, we notice that the overall 
classification accuracy is higher for the high resolution 
instruments, for example for TerraSAR-X. 

For the second example, we selected an area between 
Albania and Greece in order to identify Fish 
cages/Aquaculture (Figure 17). The goal of this second 
example is to extract, from different image products, as 
much as possible, all the visible patches from the images that 
contain this category. 

The location of the area of interest (Fish 
cages/Aquaculture) is close to Corfu Island and is shown in 
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Figure 18 and marked with pushpins [29]. The satellite 
images were acquired by different sensors around the same 
period: the TerraSAR-X product was acquired on January 
19, 2017, the Sentinel-1B product on January 15, 2017, and 
the Sentinel-2A product on October 15, 2016 (when the area 
of interest was not covered by Clouds). Figure 19 shows the 
available data for the investigated area. 

All three images are covering the area of interest where 
the Fish cages/Aquaculture are located, but not in all three 
images we can see the entire aquaculture. This is because of 
the sensor type (SAR or multi-spectral), resolution, and 
maybe because of the feature extraction methods being used 
for classification. 

The images were tiled into patches, and from each patch 
a feature vector was extracted based on the type of sensor. 
Further, we classified the image patches and chose three 
semantic labels, namely Aquaculture, Boats, and Harbor 
infrastructures. 

Figure 20 illustrates the retrieved categories after the 
classification projected on the quick-look image of each 
product. In each image the location of the semantic labels are 
marked in blue, red, and green.  

 
Figure 12. Locations of the Wadden Sea shown on OpenStreetMap; the 

TerraSAR-X footprints are in green, the Sentinel-1A footprint is in orange, 

and the Sentinel-2A footprint (all quadrants) is in blue. 

 
Figure 13. In-situ data: Wind turbines [35] vs. Boats/Ships [36]. 

 

Figure 14. TerraSAR-X “patch-based” classification results of two 

categories back-projected onto a SAR image of Flevoland, the Netherlands. 

 
Figure 15. Sentinel-1A “patch-based” classification results of two 

categories back-projected onto a SAR image of the Wadden Sea, Lake 
IJssel, and Marker Lake, and the surrounding areas in the Netherlands. 

 
Figure 16. Sentinel-2A “patch-based” classification results of two 

categories projected on a (gray level) image of the German and Dutch 

Wadden Sea. 

 
Figure 17. In-situ data: Fish cages [37] vs. Aquaculture [38]. 

 

We can conclude that, when the product has a higher 
resolution, we can better identify the area of interest, and 
with higher accuracy. 

The third example aims at the differences between 
Beaches, Dams, Dunes, and Tidal flats, categories that we 
can find within the images available in our dataset (e.g., the 
Danube Delta, the Curonian Lagoon, or the Wadden Sea). In 
this case, we obtained similar accuracy results with the 
previous cases.  

For illustration, we selected the area of the Wadden Sea 
and the area of the Danube Delta. In Figure 22, we show the 
results for the identification of Dams, Dunes, and Deltas or 
Tidal flats in the Wadden Sea. The image was acquired by 
Sentinel-1 on May 15, 2015 with a resolution of 20 meters. 
We tiled this image into patches and extracted a feature 
vector that is used further for classification. We classified the 
images considering only three categories of interest, namely 
Dams, Dunes, and Tidal flats (see the in-situ data in Figure 
21). Based on the extracted features and the specific patterns 
of these categories, we were able to separate them during 
classification. 

Boats / Ships 

 
Wind turbines 

Boats / Ships Wind turbines 

Boats / Ships 

 
Wind turbines 
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Figure 18. Locations of areas of interest (Fish cages/ Aquaculture) on 

Google Maps between Greece and Albania marked with red pushpins [29]. 

 
Figure 19. Locations of areas of interest (Fish cages / Aquaculture) on 
OpenStreetMap between Greece and Albania marked in purple. The 

satellite images were acquired by around the same date and by TerraSAR-

X (in green), by Sentinel-1B (in orange), and by Sentinel-2A (in blue). 

 
Figure 20. Comparative “patch-based” classification results of TerraSAR-X (top left), Sentinel-1B (top right), and (gray level) Sentinel-2A (bottom center) 

projected on an image covering our area of interest. 
 

Aquaculture 

Boats / Ships 

Harbor infrastructures 



398

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The classification map was generated by back-projecting 
it on the image quick-look of the retrieved categories; then 
the locations of Dams, Dunes, and Tidal flats were marked in 
blue, red, and green, respectively. 

 
Figure 21. In-situ data: Dams [39] vs. Dunes [40] vs. Tidal flats [41]. 

 
Figure 22. Sentinel-1A “patch-based” classification results of three 

categories back-projected onto a SAR image of the Wadden Sea, Lake 

IJssel, and Marker Lake, and the surrounding areas in the Netherlands. 

 
Figure 23. In-situ data: Beaches [42] vs. Deltas [43]. 

 

 
Figure 24. Sentinel-1A “patch-based” classification results of two 

categories back-projected onto a SAR image of the Danube Delta and its 

surrounding areas in Romania. 

 

In Figure 24, we show the results for the identification of 
Beaches or Sand banks and Deltas in the Danube Delta. The 
classification was made by considering only two categories 
(see the in-situ data in Figure 23). Based on the extracted 
features and the specific patterns of these categories, we 
were able to separate them during classification. The 
locations of Beaches and Deltas are marked in blue, and 
green, respectively. 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper, as an extension of [1], we analyzed several 
protected areas all over Europe by a high- and a medium-
resolution space-borne instrument (delivering SAR and 
multi-spectral images). The accuracy of the results was 
computed for each sensor by comparing the retrieved results 
with reference data and this accuracy is on average about 
97%.  

By exploiting the specific imaging details and the 
retrievable semantic categories of these three image types 
(TerraSAR-X, Sentinel-1, and Sentinel-2), we can 
semantically fuse the image classification maps. In order to 
verify the classification results, we had to compare them with 
in-situ data.  

For future evaluation, we plan to compare the 
classification accuracy of the wind turbines considering more 
parameters such as: the size of the pylons, the blade angles of 
the wind turbines, the rotation rates of the propellers, and the 
viewing direction and the resolution of the satellite images.  

At the moment, there exist some studies about wind 
turbines [44][45][46] using SAR images but none of the 
existing papers analyzes all these parameters simultaneously. 
Therefore, we plan to compare the results from the point of 
view of accuracy between high-resolution vs. medium-
resolution and between SAR vs. multi-spectral sensors. 

In future, we plan to compare the performances acquired 
so far with the ones of the new system that will be developed 
under the CANDELA project [47].  

In addition, depending on user feedback and responses by 
interested institutions, we could offer our software package 
to national and international authorities to support their 
coastline monitoring and disaster handling activities. 
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Abstract—Data quality measurement is essential to gain knowl-
edge about data used for decision-making and to evaluate the
trustworthiness of those decisions. Example applications, which
are based on automated decision-making, are self-driving cars,
smart factories, and weather forecast. One-time data quality
measurement is an important starting point for any data quality
project to detect critical data that does not meet expectations and
to define improvement goals for data cleansing activities. The
complementary task of continuous data quality measurement is
essential to ensure that data continues to conform to requirements
and to detect unexpected changes in the data. However, most
existing data quality tools allow quality measurement at a specific
point in time while leaving the automation and scheduling to
the user. In this paper, we highlight the need for (1) domain-
independent ad hoc measurement, to provide a quick insight of
an information system’s qualitative condition, and (2) continuous
data quality measurement, to observe how data quality evolves
over time. Both requirements can be achieved with our data qual-
ity tool QuaIIe (Quality Assessment for Integrated Information
Environments, pronounced [’kvAl@]), which we developed to cal-
culate metrics for the quality dimensions accuracy, correctness,
completeness, pertinence, timeliness, minimality, readability, and
normalization on both data-level and schema-level. The quality
measurements can be either exported as a user- and machine-
readable quality report, or they can be periodically stored in a
database, which allows for long-term analysis. In this paper, we
demonstrate the application of QuaIIe for ad hoc and continuous
data quality measurement.

Index Terms—Data Quality; Measurement; Monitoring; Estima-
tion; Trust.

I. INTRODUCTION

Strategic decisions are usually based on data. Examples are
human-made decisions in enterprises whether to promote or to
suspend the production of a specific product due to sales data.
In the era of artificial intelligence, machine-based decisions
gain increasing relevance in applications like self-driving cars,
search engines, or industry robots. In order to trust such
data-driven decisions, it is necessary to measure and know
the quality of the underlying data with appropriate tools [1].
Despite the clear correlation between data and decision quality,
84 % of the CEOs in the US are concerned about their data
quality [2]. In addition to incorrect decision making, poor Data
Quality (DQ) may cause effects like cost increase, customer
dissatisfaction, and organizational mistrust [3]. According to
an estimation by IBM, the total financial impact of poor
quality data on business in the US was $3.1 trillion [4] in
2016. Thus, DQ is no longer a question of “hygiene”, but has
become critical for operational excellence and is perceived as
the greatest challenge in corporate data management [5].

We originally presented the Java-based DQ tool QuaIIe
in [1], which automatically performs domain-independent
quality measurement on both data-level and schema-level.
The name “QuaIIe” is not only an abbreviation for “Quality
Assessment for Integrated Information Environments”, but it is
also the German word for jellyfish. We consider this amazing
but yet not fully explored animal a proper representative for
our DQ tool, since its complex life cycle consists of two major
stages, which are divided by two different reproduction phases:
(1) the stationary polyp-phase, and (2) the free-swimming
medusa-phase [6]. In analogy to the jellyfish life cycle, the
two major aims of QuaIIe are:

(1) Initial ad hoc data quality measurement (stationary)
(2) Continuous data quality measurement (free-swimming)

Both phases are necessary to provide holistic DQ mea-
surement. In the stationary polyp-phase, a machine- and
human-readable XML (extensible markup language) quality
report is generated, which allows to grasp a first insight
into the qualitative condition of an information system (IS)
without requiring preparation activities or deeper domain-
knowledge. Initial ad hoc DQ measurement guides the path for
more detailed investigation and target-oriented data profiling.
The medusa-phase allows the long-term observation of an
IS’s quality in order to detect trends or outliers over time.
Continuous DQ measurement provides indications for further
DQ improvements and thus, increases the trustworthiness for
data-driven decisions. While the polyp-phase was originally
introduced in [1], the medusa-phase is the major contribution
of this paper. In addition, we present several implementation
extensions of QuaIIe: a new data source connector for Apache
Cassandra [7], new metrics for the DQ dimensions timeliness
and readability, and experiments with large and highly volatile
real-world data.

Jellyfish also contribute to science with their green fluores-
cent protein (GFP), which can be used as marker for gene ex-
pressions or as reporter for virus infections [8]. QuaIIe marks
DQ issues for the quality dimensions accuracy, correctness,
completeness, pertinence, timeliness, minimality, readability,
and normalization. Since data of enterprises and organizations
are usually stored in Integrated Information Systems (IISs) [9],
an important feature of a DQ tool is to estimate the quality
of different and often heterogeneous ISs on-the-fly to select
the most appropriate and most trustworthy source for a given
query. The jellyfish tentacles of QuaIIe allow virtual integra-
tion of different data sources or parts of data sources [1].
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While a number of DQ tools has been proposed over the
years (cf. [10][11][12][13]), most domain-independent tools
focus on data cleansing and/or data integration. We want to
highlight that our focus is the quality measurement of an IIS
in productive use, and automatic data cleansing activities are
not in the scope of this research work. In order to understand
the degree and effectiveness of data cleansing and to define
goals for further cleansing activities, it is necessary to measure
and know the quality of the data [14]. To the best of our
knowledge, there exists no tool that offers (continuous and
ad hoc) DQ measurement for such a large number of different
DQ dimensions in a single application and comprises both data
and schema quality. Thus, the main contributions of QuaIIe in
contrast to other DQ tools can be summarized as follows:

• Domain-independent ad hoc DQ measurement
• Continuous data quality measurement
• Virtual data integration as basis for DQ estimation
• Combination of data and schema quality measurement

The remainder of this paper is organized as follows: in
Section II, we discuss the state-of-the-art into data quality,
clarify the concept of “continuous data quality measurement”
and differentiate QuaIIe from existing DQ tools. Section III
covers all data and schema quality dimensions and metrics,
which were applied in this research. In Section IV, we describe
the implementation of QuaIIe and demonstrate its application
in terms of ad hoc and continuous DQ measurement.

II. DATA QUALITY: STATE OF THE ART

Data quality is usually defined by the “fitness for use” prin-
ciple [15][16][17], which refers to the high subjectivity and
context-dependency of this topic. This definitions emphasizes
the fact that DQ cannot be evaluated without considering the
context (e.g., a specific application or service), in which the
data is used for. To grasp single qualitative aspects on the
data, DQ is typically described by a set of DQ dimensions
(e.g., accuracy, completeness, timeliness) and metrics, which
are specific formulas to calculate the dimensions [15][18].
A methodology for DQ can be divided into the following
activities [19][20]: (1) state reconstruction, (2) DQ measure-
ment, (3) data cleansing or improvement, and (4) continuous
DQ measurement or monitoring. Step (1) comprises the col-
lection of contextual information on the observed data and
the organization where a DQ project is carried out [19].
DQ measurement (2) is typically described by a set of DQ
dimensions and assigned metrics. Until now, there exists no
agreement on a standardized set of dimensions and metrics
for DQ measurement [14]. Data cleansing (3) is the process
of correcting erroneous data and includes tasks like customer
data standardization or data de-duplication. According to [20],
automated data cleansing methods are very valuable for Big
Data, but with the risk to insert new errors. Step (4) is
mainly used implicitly in literature in order to refer to the
ongoing observation of an IS’s quality and is discussed in
more detail in Section II-A. While we use the term “continuous
DQ measurement” to describe this DQ activity, synonymously

used terms are “recurrent DQ assessment” [20], “ongoing
DQ measurement” [14], or “automated DQ monitoring” [21].
The importance for automation in data quality projects is
highlighted in [14], for both, initial and ongoing DQ mea-
surement. Without automation, the volume and volatility of
data in complex real-world IS will quickly overwhelm any
DQ measurement efforts [14].

A. Continuous Data Quality Measurement

The term “continuous data quality measurement” (CDQM)
describes the calculation and storage of DQ metrics over
time, in order to ensure that the qualitative condition of the
data remains stable [22]. Sebastian-Coleman [14] distinguishes
between in-line measurement, periodic measurement, and
controls. In-line and periodic measurement are distinguished
by the measurement frequency, where in-line measurement
is applied to critical or highly volatile data, and periodic
measurement is used to monitor less frequently updated data
(e.g., master data) [14]. Our implementation QuaIIe allows to
apply both types: in-line as well as periodic DQ measurement.
Table I describes the most important requirements for CDQM
defined in [22] and how they are implemented in QuaIIe.

A control is understood as a built-in data check, which is
typically implemented in a data transformation (or integration)
process [14]. We want to point out that the majority of
DQ tools that state to offer monitoring functionality refer to
controls. Also Gartner [10] describe the term “monitoring”
as “the deployment of controls in order to ensure that data
continues to conform to business rules”. We explicitly want
to distinguish our understanding of CDQM (i.e., in-line and
periodic measurement), as it is implemented in QuaIIe, from
DQ monitoring using controls. A practical example of a
monitoring tool with controls in the physics domain is the
DQ monitoring framework for the ATLAS experiment at the
Large Hadron Collider at CERN [27]. Before the automatically
collected data is shipped to the data store, a number of pre-
defined quality checks are carried out in order to ensure that
the data is free of error and can be used for scientific data
analysis. This DQ tool is accompanied by human domain
experts, who inspect the generated visualization and take
action in case of problems.

In accordance with [14], we want to highlight that the
usefulness and application of CDQM depends on the volatility
of the data set. We distinguish between three volatility types:

(V1) Static data sets, which are very rarely or not modified, for
example, a list of planets in the solar system or countries
and their capitals.

(V2) Periodically or occasionally updated data, for example,
master data like products, customers, employees, or the
daily menu of a restaurant.

(V3) Highly volatile data, for example, stock exchange prices,
sales data from large vendors, streaming or sensor data.

All three types require different measurement strategies,
which are demonstrated with QuaIIe in Section IV. The
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TABLE I
REQUIREMENTS FOR CONTINUOUS DATA QUALITY MEASUREMENT

Requirement Description Implementation in QuaIIe

DQ measurement
functionality

To define how DQ should be actually measured is not trivial and
according to [14], one of the biggest challenges for DQ practi-
tioners. One reason is the ongoing discussion on DQ dimensions,
where until now, no agreement could be reached [14].

QuaIIe currently implements metrics for eight different DQ
dimensions on both data-level and schema-level. Since not all
published DQ metrics have been sufficiently evaluated so far
(cf. [23]), QuaIIe allows to evaluate metrics, e.g., whether they
are suited for CDQM or not.

Storage DQ measurements must be persisted to allow DQ analysis over
time and to compare current DQ measurements to older ones.

For the experiments in this paper, we used a MySQL database
to store CDQM results, but any kind of database might be used.

Automation DQ measurement should be performed automatically, based on
user-defined time periods.

We automated DQ measurements either directly in a Java
method, or with Windows Task Scheduler [24].

Analysis Visual as well as statistical (time-series) analysis is required to
present the DQ measurement results and to detect patterns and
changes in DQ measurements.

Since a graphical user interface for QuaIIe is currently under
development, we performed the analysis of CDQM with the
Python packages pandas [25] and matplotlib [26].

strategies differ in the measurement frequency (in-line versus
periodic), in the amount of data to be included in the mea-
surement, as well as in the automatically triggered action in
case a specific threshold is not met.

B. Data Quality Tools

Despite a continuous growth, the market of DQ tools is still
considered a niche market [10]. Gartner lists 39 commercial
DQ tools by 16 vendors in their “Magic Quadrant of Data
Quality Tools 2017” [10]. Most of the tools offer functionali-
ties to investigate the qualitative condition of different data
sources using data profiling techniques, manage DQ rules,
resolve DQ issues, enrich data quality by integrate external
data, validate addresses, standardize and cleanse data, and
link related data entries using a variety of techniques. The
aim of these commercial tools is usually the support of a
comprehensive DQ program that involves management, IT,
and business users. Thus, the application of such a tool usually
requires a domain expert and preparatory work to be effective.

In addition to commercial DQ tools, a number of scientific
tools have been proposed over the years, where the most im-
portant ones are compared and discussed in [11][12][13]. All
three surveys make clear that the focus of those tools is on the
detection and cleansing of specific DQ problems (e.g., name
conflicts, missing data) and none of the observed tools pro-
vide any monitoring functionality. Examples for typical data
cleansing tools are Potter’s Wheel [28] or Wrangler [29]. In
contrast to the tools observed in existing surveys [11][12][13],
QuaIIe focuses on the pure measurement (detection) of DQ
problems and does not cleanse data. The advantage of DQ
measurement without cleansing or manipulating data is the
potential for domain-independent automation, that is, it can be
performed unsupervised and ad hoc without any consequences
to insert new errors in the data.

Additionally, and in contrast to most existing DQ tools (ex-
cept for [30] and [31], which will be discussed in the following
paragraph) QuaIIe addresses the DQ topic from the dimension-
oriented view. While a lot of research on DQ dimensions and
their definitions has been proposed in literature [3][15][17],
there is no tool that implements generally-applicable metrics

for such a broad number of dimensions. QuaIIe fills this gap
and can thus be considered a vital complement in the section
of research-oriented DQ tools. Of course, more specialized
tools might outperform QuaIIe in specific implementations,
like distance calculation or string matching.

In terms of CDQM capabilities and the DQ dimension-
oriented view, we found two open source tools that can be
compared to QuaIIe: MobyDQ by Alexis Rolland [30] (for-
merly: “Data Quality Framework”) and Apache Griffin [31],
a project from the Apache Incubator. However, both tools
require an intensive configuration phase, where DQ metrics
and checks are defined depending on the observed domain and
data. No metrics for initial ad hoc measurement are provided.
While MobyDQ is easy to install, Apache Griffin is very
arduous to set up, because it depends on several other open
source tools that are still in the incubator status. We needed six
days for the installation until we were able to produce usable
DQ measurements.

III. DATA AND SCHEMA QUALITY DIMENSIONS

Data quality is usually described as multidimensional con-
cept, which is characterized by different aspects, so called
dimensions [15]. Those dimensions can either refer to the data
values (i.e., extension of the data), or to their schema (i.e.,
the intension or data structure) [18]. While the majority of
research into DQ focuses on the data values, QuaIIe imple-
ments DQ measurements for both schema and data values.
In fact, schema quality has a strong impact on the quality
of the data values [18]. An example are redundant schema
elements, which can lead to data inconsistencies. Thus, it is
essential to consider both topics in order to provide holistic
DQ measurement.

Since a wide variety of quality dimensions has been pro-
posed over the years (e.g., [15][17][32][33]), we focus in the
following paragraphs on the eight dimensions (1) accuracy, (2)
correctness, (3) completeness, (4) pertinence, (5) timeliness,
(6) minimality, (7) readability, and (8) normalization. Each
dimension can be quantified with one or several metrics,
which capture the fulfillment of a dimension in a numerical
value [34]. Heinrich et al. [23] defined five requirements a
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data quality metric must fulfill. The implemented metrics in
QuaIIe can thus be evaluated by means of the requirements
in [23] or if they are suited for application in CDQM.

Some metrics require a reference or benchmark (gold stan-
dard) for their calculation. According to the Oxford Dictio-
nary, a Gold Standard (GS) is “the best, most reliable, or
most prestigious thing of its type” [35]. In the vast majority
of cases a gold standard does not exist, but if there is one, it
would be used in place of the IS under investigation. Thus, in
practice, an existing benchmark is employed as gold standard,
e.g., a single IS can be compared to the integrated data from
the complete IIS. Although in practice, there is usually no
complete gold standard for large data sets available, there are
often reference data sets of good quality for a subset of the
data. Examples are purchased reference data sets for customer
addresses or a manually cleaned part of the original data.
The quality estimation in QuaIIe (cf. Section III-H) allows
to extrapolate the exact measurement for a part of the data to
other parts that are required for a query but have not been yet
measured. For more details to the schema quality dimensions
applied in this paper, we refer to [36] and more information
on the data quality dimensions can be found in [37].

A. Accuracy and Correctness

The terms accuracy and correctness are often used synony-
mously in literature and a number of different definitions exist
for both terms [15][18][38]. In the DQ literature, accuracy can
be described as the closeness between an information system
and the part of the real-world it is supposed to model [18].
From the natural sciences perspective, accuracy is usually
defined as the magnitude of an error [38]. In this research
work, we refer to correctness for a calculation, which has
been presented by Logan et al. [39], who distinguish between
correct (C), incorrect (I), extra (E) and missing (M) elements
after comparing a data set to its reference:

Cor(c, c′) =
C

C + I + E
. (1)

Here, the data correctness of, for instance, a relational table
or class in an ontology, denoted as concept c, is measured
by comparing it to its “correct” version c′. In this notion,
C is the number of elements that correspond exactly to an
element from the reference c′. The incorrect elements I have
a similar element in the gold standard, but are not identical.
While M describes the number of missing elements in the
IS under investigation that exist in the gold standard, its
complement E is the number of extra elements that exist in
the investigated IS, but have no corresponding element in the
gold standard. We show below that metrics for correctness
and pertinence can be determined by the same basic element
counts (C, I, E, M – short CIEM), which allows an efficient
implementation. Algorithm 1 demonstrates how the element
counts are calculated.

On the data-level, QuaIIe implements an accuracy metric,
which has its origins in the field of machine learning and

Algorithm 1: Calculation of CIEM Counts
Input: Data set ds, its reference ds′, and threshold t.
Output: The number of correct C, incorrect I , extra E,

and missing M elements.
1 for each element e1 in ds do
2 for each element e2 in ds′ do
3 σ = calculateSimilarity(e1, e2);
4 if σ == 1.0 then
5 setUpCorrectAssignment(e1, e2); C++;
6 else if σ > t then
7 setUpIncorrectAssignment(e1, e2); I++;
8 else
9 E++;

10 end
11 end
12 end
13 for each element e2 in ds′ do
14 if e2 has no assignment then
15 M++;
16 end
17 end

is usually used to measure the accuracy of classification
algorithms [40]. This accuracy metric can also be mapped to
the notion by Logan et al. [39]:

Acc(c, c′) =
|c|
|c ∪ c′|

=
C

C + I + E +M
, (2)

where |c| gives the number of records in a data set or concept c.
In the rest of this paper, we refer to accuracy when discussing
quality metrics for data values (since QuaIIe implements the
metric for accuracy on data-level), and to correctness when
discussing the corresponding schema dimension.

On the schema-level, Vossen [41] describes a database (DB)
schema as correct, if the concepts of the related data model are
applied in a syntactically and semantically appropriate way,
effectively considering only the model as reference. In [18]
the authors distinguish between correctness with respect to the
model and with respect to requirements. Although the values
of an IS might also be erroneous, the content of an IS can be
added as third possibility to validate a schema. Three types of
validation are therefore possible:

• Validation of a schema against its conceptual model (e.g.,
Entity-Relationship model) assumes the correct represen-
tation of the modeled constructs within the schema.

• When a schema is validated against its requirements, the
requirements are expected to be represented correctly.
This is usually considered to be a manual task (cf. [42]),
because requirements are rarely available in machine-
readable form.

• Validation against the content of an information source
verifies whether the schema fits its values. This includes
for instance the correct usage of attributes (e.g., an
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attribute first_name actually contains a person’s first
name and no numeric value).

In QuaIIe, the formula by Logan et al. [39] for data cor-
rectness is also employed as a metric for schema correctness
with Cs, Is, Es, and Ms denoting the correct, incorrect, extra,
and missing elements of a schema s:

Cor(s, s′) =
Cs

Cs + Is + Es
. (3)

B. Completeness

Completeness is broadly defined as the breadth, depth, and
scope of information contained in the data [17] and can
be divided into three subtypes. Schema completeness is the
degree to which concepts and their attributes are present in
a schema, column completeness defines the ratio of missing
values to all values in a variable, and population completeness
measures the missing values with respect to the real reference
population [18]. A number of authors [15][18] calculate data
completeness according to:

Com(c, c′) =
|c|
|c′|

. (4)

Despite differences in expressions, most existing complete-
ness metrics are correspondent to (4) and compare the number
of elements in a data set |c| to the number of elements in
the gold standard |c′|. In this metric, scope for interpretation
lies in selecting the gold standard or reference c′ and in the
similarity calculation (i.e., determining whether an element has
a reference element in c′). In QuaIIe however, extra records,
which exist in the gold standard, but have no counterpart in the
data set under investigation are excluded and therefore have no
influence on the completeness calculation. We use the formula
presented by Logan et al. [39]:

Com(c, c′) =
C + I

C + I +M
. (5)

In addition, QuaIIe provides a variant of (4) that explicitly
ignores duplicate entries:

Com(c, c′) =
|unique(c)|
|unique(c′)|

. (6)

Oliveira et al. [43] provide the only formal definition of
completeness (i.e., the missing value problem) for a relational
schema R(A) that contains a finite set of relations r(A), where
A is an attribute set (a1, a2, ..., am), t a tuple, and v(t, a) a
specific value for tuple t and attribute a:

Definition 1: Let S be a set of attribute names, defined
as: S = {a|a ∈ R(A) ∧ a is a mandatory attribute}, i.e.,
S ⊆ R(A). There is a missing value in attribute a ∈ S iff:
∃t ∈ r : v(t, a) = null.

In contrast to other approaches, Definition 1 is restricted
to null values and does not consider default or placeholder
values (e.g., “NA” or “-99”) as data incompleteness. Hinrichs

proposed a metric, which corresponds to Def. 1 for different
aggregation levels: attribute-value-level, record-level, concept-
level, and DB-level. While the completeness of an attribute
value Com(v) is either 0 (if v=null) or 1 (else), complete-
ness on record-level Com(r) is the arithmetic mean of all
attribute-value completeness measures for that record. The
completeness of a concept (relation in [44]) is defined as

Com(c) =

∑n
i=1 Com(ri)

|c|
, (7)

where n is the number of records in concept c. In addition,
DB-level completeness is defined as the arithmetic mean of
all concept-level completeness measures.

Schema completeness describes the extent to which real-
world concepts of the application domain and their attributes
and relationships are represented in the schema [18]. The
metric for schema completeness in QuaIIe corresponds to the
metric for data completeness in (5):

Com(s, s′) =
Cs + Is

Cs + Is +Ms
. (8)

Batista and Salgado [45] applied a schema completeness
metric, which is equivalent to the data completeness in (4).
In the calculation, the number of elements in the reference
schema |s′| is determined by counting the number of distinct
elements in all schemas of an IIS. While the authors in [45]
assume pre-defined schema mappings to be provided, QuaIIe
calculates the distance or similarity values between the schema
elements on-the-fly.

In addition, Nauman et al. [46] proposed a comprehensive
IIS completeness metric, which incorporates the coverage (i.e.,
data completeness of the extension of an IS), and density (i.e.,
schema completeness of the intension of an IS). The authors
use the entire IIS as gold standard. The density of a schema is
calculated according to the population of attributes with non-
null values [46]. In contrast, the schema completeness metric
in QuaIIe implements a data-value-independent calculation,
which considers the existence of specific schema elements
(e.g., relations in a relational DB).

C. Pertinence

Pertinence on the data-level equates to the notion of preci-
sion (in contrast to recall [40]) from the information retrieval
field and complements data completeness. Data pertinence
describes the prevalence of unnecessary records in the data.
The classic precision metric is defined as the probability to
select a correct element from a list [40] and in terms of correct,
incorrect, extra, and missing records, is defined as:

Per(c, c′) =
C + I

C + I + E
. (9)

Schema pertinence describes a schema’s relevance, which
means that a schema with low pertinence has a high number
of unnecessary elements [18]. A schema that is perfectly
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complete and pertinent represents exactly the reference schema
(i.e., its real world representation), which means that the
two dimensions complement each other. In accordance to (9),
schema pertinence is calculated in QuaIIe as

Per(s, s′) =
Cs + Is

Cs + Is + Es
, (10)

where the number of schema elements with a (correct or
incorrect) correspondence in the gold standard is divided by
the total number of elements in the schema under investigation.

D. Timeliness

An important aspect of many types of data is that the data
values may change over time, for example, product pricing or
customer addresses. In terms of time-related DQ dimensions,
it can be distinguished between currency and timeliness [18].
According to [18], currency describes how promptly data is
updated compared to changes in the real world. Ballou et
al. [47] proposed the following metric for the currency of a
single record r:

Cur(r) = (DeliveryT ime(r)− InputT ime(r)) +Age(r),
(11)

which requires meta information about each record. Delivery-
Time is the time when the data is delivered to the customer,
InputTime describes the time when the data is entered in the
IS, and Age is the age of the data prior to system entrance.
Since the age is rarely available and the delivery time would
require in-depth domain knowledge, currency is calculated in
QuaIIe as

Cur(c) =

∑
r∈cNow − InputT ime(r)

|c|
. (12)

Here, Age is assumed to be 0 and the delivery time is
assumed to be the timestamp of the data quality assessment.
Additionally, the record-wise currency values are aggregated
via average to assess the currency of a data set (i.e., concept).
According to [18], timeliness describes how current the data
is for a task at hand, which takes into account the specific
use of a data value. An example would be the program
of a cinema, which could be current because it contains
the most recent data, but it is not timely if it is available
after the start of the desired movie. Since QuaIIe focuses on
the objectively measurable quality dimensions, timeliness is
calculated according to:

Tim(c) = max
(
0, 1− Cur(c)

V ol(c)

)
, (13)

omitting the aspect of the data usage. V ol(c) is the volatility
of a data set, which is a domain-specific value that describes
how fast records become irrelevant [47]. Stock exchange prices
(V3) that are updated by the second are considered highly
volatile, while customer addresses display a low volatility as

customers move every few years at maximum. Some types of
data like birth dates have a volatility of 0, because they never
become obsolete, therefore infinite timeliness is assumed in
QuaIIe.

While schema evolution might cause a schema to become
outdated, to the best of our knowledge, no approaches for
measuring the outdatedness of schemas exist. Therefore, the
current version of QuaIIe considers schemas to be time-
invariant. It should be pointed out that this would be an
interesting topic to be considered as future work.

E. Minimality

Information sources are considered minimal if no parts
of them can be omitted without losing information, that
is, the IS is without redundancies and no duplicate records
exist [18]. The detection of duplicate records is a widely
researched field that is also referred to as record linkage, data
deduplication, data merging, or redundancy detection [48]. In
order to determine which records of a data set are duplicates,
different approaches exist. The most prominent approaches can
be assigned to one of the following types [48]: (1) probabilistic
assignment using the Fellegi-Sunter model [49], (2) machine
learning techniques like support vector machines, clustering
algorithms, or decision trees, (3) distance-based methods,
which are based on a function that calculates the distance
between two objects, and (4) rule-based methods, which are
usually based on the work of domain experts.

In QuaIIe, duplicate detection is done by hierarchical clus-
tering, which requires a distance function between the records.
A distance function δ : o × o → [0, 1] is a function from
a pair of elements to a normalized real number expressing
the distance or dissimilarity between the two elements [50].
Analogous, some techniques calculate the similarity σ : o ×
o → [0, 1] between two elements, which can be transformed
to a distance value using the formula δ = 1− σ. All distance
and similarity values produced by QuaIIe can be assumed to
be normalized over the unit interval of real numbers [0,1].

Since each data record consists of multiple attribute
values, the distance function is a weighted-average
of individual attribute distance functions. QuaIIe
offers the following distance functions for data
values: AffineGapDistance, CosineDistance,
LevenshteinDistance, and SubstringDistance
for strings, AbsoluteValueDistance for double values,
EqualRecordDistance for entire records, as well as
EnsembleDistance for any data type. The latter one
combines an arbitrary number of other distances and adds a
weight for each one. Thus, it allows the creation of distances
that are adjusted to a specific IS schema, for example, to
calculate the distance between persons by applying a string
distance to the first and last name and a distance for numeric
attributes to the age, and giving higher weights to the name
than the age.

The main advantage of clustering in our approach is the
automatic resolution of multiple correspondences. It thus,
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however, requires a threshold to be defined. QuaIIe sets a
predefined clustering threshold, which has been evaluated
in experiments presented in [36]. In an automated test run,
similarity matrices with different parameter combinations have
been compared to a similarity matrix created by a domain
expert using the mean squared error (MSE). The parameter
combination yielding the closest similarity results (having a
MSE of 0.0102) were used as standard parameters. However,
QuaIIe also allows to overwrite those values by the user to
adjust for specific domains. Hierarchical clustering initially
creates one cluster for each observed record and continuously
combines different clusters until all records are subsumed into
one large cluster. QuaIIe offers seven different linkage strate-
gies (single linkage, complete linkage, median linkage, mean
linkage, pair group method with arithmetic mean, centroid
linkage, and Ward’s method). We refer to [51] for further
information on hierarchical clustering.

Following, the minimality metric in QuaIIe is based on a
three-step approach, which is used for the data values and
the schema elements likewise. Consequently, we refer to the
observed objects as “elements”, using the more generic term
for both, records, as well as schema elements.

1) Element-wise distance calculation. All elements are com-
pared to each other, which yields a distance matrix.

2) Clustering. All elements are hierarchically clustered ac-
cording to their distance values. In a perfectly minimal IS,
the number of elements |c| should be equal to the number
of clusters |clusters|. If two or more elements are grouped
together into one cluster, the minimality score drops to a
value below 1.0.

3) Minimality calculation. Finally, the minimality can be
calculated according to

Min(c) =

{
1.0, if |c| = 1
|clusters|−1
|c|−1 , else

. (14)

Schema minimality is of particular interest in the con-
text of IIS, where redundant representations are com-
mon. The minimality of a schema is an important in-
dicator to avoid redundancies, anomalies and inconsis-
tencies. QuaIIe calculates schema minimality according
to the three-step approach described above. For the
schema similarity, the following distance functions are
available: DSDAttributeDistance on attribute-level,
DSDConceptAssocDistance on concept- or association-
level, and SimilarityFloodingDistance on schema-
level. DSD (data source description) is a vocabulary to se-
mantically describe IS schemas [21] and is explained in more
detail in Section IV-B. The first two distances are ensemble
distances, which are adjusted to the DSD representation of
attributes or concepts and associations respectively. In addi-
tion, we implemented the Similarity Flooding (SF) algorithm
proposed in [52], which calculates the similarity between
nodes in a graph-based schema representation, and can thus
only be applied to a complete DSD schema (in contrast to

single concepts). Subsequently, (14) can be reformulated for
schema minimality according to

Min(s) =

{
1.0, if |s| = 1
|clusters|−1
|s|−1 , else

, (15)

where |s| is the number of elements (concepts and associa-
tions) in a schema s.

F. Normalization

Normal Forms (NFs) can be used to measure the quality of
relational DBs, with the aim of obtaining a schema that avoids
redundancies and resulting inconsistencies as well as insert,
update, and delete anomalies [41]. In contrast to all other
schema quality dimensions listed in this paper, normalization
requires access to the extension of the information source, i.e.,
the data values themselves. Although this quality dimension
refers to relational data only, it is included in QuaIIe, because
of the wide spread use of relational DBs in enterprises. Several
modern DBs use denormalization deliberately to increase read
and write performance. Hence, depending on the type of IS,
a NF evaluation is not always helpful in deducing the quality
of its schema. It can however, serve as checking mechanism
to ensure that only controlled denormalization exists.

Identifying functional dependencies (FDs) forms the basis
for determining the NF of a relation. A FD α→ β, where α
and β are two attribute sets of a relation R, describes that two
tuples that have the same attribute values in α must also have
the same attribute values in β. Thus, the α-values functionally
determine the β-values [53].

In QuaIIe, the second, third, and Boyce Codd normal
form (2NF, 3NF, and BCNF, respectively) can be determined.
The applied algorithm can be classified as a bottom-up
method [54], in which the FDs of a relation are analyzed
by comparing all attributes’ tuple values with all other at-
tributes’ tuple values. Then, the minimal cover is determined
by performing left- and right-reduction so that all FDs are in
canonical form and without redundancies [41]. Following, all
attributes are classified as key or non-key attributes and based
on all information gathered, the correct NF is determined. Each
schema element is annotated with quality information about its
NF, key attributes, and minimal cover.

G. Readability

The current version of QuaIIe supports readability on
schema-level only. Although we did not find any discussion
on readability on data-level, the current implementation of the
readability could be used to evaluate the readability of string
values on content-level likewise.

A schema should be readable, which means it should
represent the modeled domain in a natural and clear way
so it is self-explanatory to the user [41]. Good readability
supports semantic expressiveness and enables automatic map-
pings to other domains that are based on dictionary approaches
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(e.g., by using publicly available online dictionaries such
as WordNet [55] or DBpedia [56]). While the readability
of a conceptual schema in its graphical representation also
includes aesthetic criteria, such as the arrangement of entities
or crossing lines, the readability of a logical schema is limited
to the actual naming of entities and relationships. Since clarity
is subjective, no generally valid formal definition for this
quality dimension exists [18].

We suggest two core measures to guarantee a sufficient level
of readability. The fist measure is based on a validation of all
schema element names using a dictionary approach, where we
selected WordNet [55] for the implementation in QuaIIe. As a
general rule, concepts should usually be described by singular
nouns, while relationships should be described in present tense
verbs or by a combination of two nouns [57]. A user should
be permitted to add company-specific abbreviations that are
widely used in practice and are usually not contained in
public dictionaries. This is currently allowed in form of a
CSV (comma-separated values) file. The second measure is
a mandatory set of readability rules with which a rule checker
can verify compliance. Both, readability rules and compliance
with the online dictionary, can be formulated in criteria crit.
Those criteria are applied to “words”, which are extracted from
schema element labels (e.g., an attribute name). A word can
be either the complete name of an element, or part of it. If a
schema uses delimiters like underscores ( ) or hyphens (-), one
string is split into several words. For example, first_name
is split into “first” and “name”. The following list contains a
set of exemplary criteria, which can be used as a starting point
and extended by additional domain-specific criteria.

• Dictionary existence: whether the word can actually be
found in WordNet.

• Consistent naming: check if the naming style is consis-
tent, e.g., only upper case, initial upper case, lower case,
camel case, with or without blanks and/or hyphens.

• Hypernyms: if the word has hypernyms in the schema.
• Synonyms: if the word has synonyms in the schema.
• Dates: if the term “date” occurs in an attribute name, its

data type must be dateTime.
• Identifier: if the term “ID” or “Identifier” occurs in an

attribute name, the attribute must be a primary key or at
least unique.

• Foreign keys: the naming of a foreign key and its corre-
sponding primary key must be equivalent.

Based on these criteria, we suggest calculating a readability
score according to

Red(s) =

∑|w|
i=1 #fcriti/#crit

|w|
, (16)

where |w| is the total number of words considered, #crit is
the number of considered criteria, and #fcriti is the number
of fulfilled criteria per word wi.

H. Estimation of Integrated Quality Values

In Big Data applications there is usually no gold standard
for the entire data set, which makes it impossible to calculate
DQ metrics that require a GS in the formula. However, there
exist often reference data sets of good quality, for example,
purchased customer addresses or a manually cleaned subset of
the data. In such cases, DQ can be estimated by extrapolating
exact measurements for parts of the data to the entire data
set. An estimated quality rating allows to draw conclusions
whether to include a data source in a query result or not.

QuaIIe provides a heuristic estimation of DQ values for a
number of query results, views, and integrated record sets.
Assuming a composite record set can be defined by applying
only relational algebra operators (projection π, selection σ,
rename ρ, union ∪, set difference −, and cross product × [53])
to existing data, queries can be treated as relational syntax
trees. From these trees, estimations about the DQ metrics of
the composite set can be made without actually evaluating DQ
again. Hence, a gold standard is only required for the exact
measurement of the leaf components and the DQ estimation
for larger (integrated) data is possible without further need
of a gold standard [37]. Currently, estimates for the DQ
dimensions accuracy, completeness, and pertinence have been
implemented in QuaIIe. The DQ metrics of the composite set
are estimated by traversing the relational algebra syntax tree
in a bottom up fashion utilizing the formulas we present in
Tables II and III. Here, D(c) is the proportion of records in a
data set c, for which at least one duplicate entry exists in c,
and p is a selection-specific factor denoting |selected records|

|original records| .

IV. IMPLEMENTATION ARCHITECTURE AND
DEMONSTRATION

Fig. 1. Implementation Architecture of QuaIIe

Fig. 1 shows the architecture of our modular Java-based tool
QuaIIe for measuring IIS data-level and schema-level quality
ad hoc and continuously. The tool consists of three abstract
components: (a) data source connectors to establish an IS
connection and to load schema information in form of DSD
elements, (b) quality calculators that perform schema and data
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TABLE II
DATA QUALITY ESTIMATION - COMPLETENESS AND PERTINENCE

Operator Composite Completeness of Composite Pertinence of Composite

Projection π(c) Com(c) Per(c)
Selection σ(c) p ∗ Com(c) Per(c)

Union c1 ∪ c2 Com(c1) + Com(c2) − D(c1 ∪ c2) ∗
Com(c1) + Com(c2)

2

Per(c1) ∗ |c1|+ Per(c2) ∗ |c2|
|c1|+ |c2|

Set Difference c1 − c2 Com(c1)−D(c1∪c2)∗
Com(c1) + Com(c2)

2

2 ∗ Per(c1) ∗ |c1| −D(c1 ∪ c2) ∗ (Per(c1) ∗ |c1|+ Per(c2) ∗ |c2|)
2 ∗ |c1| −D(c1 ∪ c2) ∗ (|c1|+ |c2|)

Cross Product c1× c2 Com(c1) ∗ Com(c2) Per(c1) ∗ Per(c2)

TABLE III
DATA QUALITY ESTIMATION - ACCURACY

Operator Composite Accuracy of Composite

Projection π(c) Acc(c)

Selection σ(c)
Com(c) ∗ p ∗Acc(c)

Com(c) ∗ p+ (1− p) ∗Acc(c)

Union c1 ∪ c2

(
1−

D(c1 ∪ c2)
2

)
∗ (Com(c1) + Com(c2))

1 +

(
1−

D(c1 ∪ c2)
2

)
∗
(
Com(c1) ∗

( 1

Acc(c2)
− 1

)
+ Com(c2) ∗

( 1

Acc(c2)
− 1

)
− 1

)
Set Difference c1 − c2

2 ∗ Com(C1)−D(c1 ∪ c2) ∗ (Com(c1) + Com(c2))

2 ∗
Com(c1)

Acc(c1)
−D(c1 ∪ c2) ∗

(
Com(c1)

Acc(c1)
−
Com(c2)

Acc(c2)

)
Cross Product c1× c2

Com(c1) ∗ Com(c2)

1 + Com(c1) ∗
(
Com(c2)

Acc(c2)
− 1

)
+ Com(c2) ∗

(
Com(c1)

Acc(c1)
− 1

)
+

(
Com(c1)

Acc(c1)
− 1

)
∗
(
Com(c2)

Acc(c2)
− 1

)

quality measurement and annotate this information to the DSD
elements, and (c) reporters, which either generate a human-
and machine-readable quality report, or persist the continuous
DQ measurements in a DB for later analysis. The tool has
been implemented with a focus on maximum flexibility and
extensibility, which makes it easy to add new connectors,
calculators, or reporters, due to a standardized interface for
each component.

In addition to a pre-configured automatic execution, QuaIIe
also allows user input in form of rules and parameters for
specific quality calculations. The DSD runtime environment,
which is described in more detail in Section IV-B, holds
schema information on the loaded data sources in form of DSD
elements along with assigned quality ratings and annotations.
The DSD runtime environment exists only during the Java
runtime, that is, during the execution of one (initial) DQ mea-
surement procedure. In order to persist the DQ measurements
for later analysis, they need to be exported to the CDQM store
using one of the the reporters. In the following paragraphs, the
selection of data sources used for our demonstration is justified
and explained, and each component (a), (b), and (c), as well
as the DSD runtime environment and the CDQM store are
described in more detail.

A. Demonstration Data Sources

Recently, a call for more empiricism in DQ research has
been made in [58], promoting (1) the evaluation on synthetic
data sets to show the reproducibility of the measurements,
and (2) evaluations on large real-world data sets. In order to
cover both requirements, we used curated demo data sources
of known quality, which allow manual verification of quality
measurements, as well as real-world data sources of unknown
quality. We selected those data sources also in a way to
demonstrate the usage of all three volatility types (V1-3), from
highly volatile, to completely static. All six used data sets are
described in the following paragraphs in more detail.

a) Employees: The “employees” DB contains six tables
with about three million records in total (300,024 in the
table “employees” alone) and models the administrations of
employees in a company [59]. Since it is a curated demo DB
of known quality, we load the original employees DB into
the Datasource object dsEmpGS, which is used as gold
standard for our demonstration. In addition, we created two
variants that have been automatically populated with randomly
inserted errors in the original data: dsEmp1 (501 records from
the main table “employees”) and dsEmp2 (4,389 records).
Table IV shows the error types that were used in the script. The
added noise n is an absolute error that is normally distributed.

b) Sakila: The Sakila DB has 16 tables and models the
administration of a film distribution [60]. While the employees
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TABLE IV
ERROR TYPES

Error type Domain Example

LetterSwap String “Bernhard” → “Bernhrad”
LetterInsertion String “Bernhard” → “Bernnhard”
LetterDeletion String “Bernhard” → “Bernhrd”
LetterReplacement String “Bernhard” → “Burnhard”
AddedNoise Numeric a→ a+ n, where n ∼ N(0, 1)
NullFault Any “Bernhard” → NULL
RecordDuplication Record {(“Werth”, 9)} → {(“Werth”, 9),

(“Werth”, 9)}
RecordDeletion Record {(“Werth”, 9)} → ∅
RecordInsertion Record {(“Werth”, 9)} → {(“Werth”, 9),

(“Ehrlinger”, 5)}
RecordCrossOver Record {(“Werth”, 9), (“Wöß”, 2)} →

{(“Werth”, 2), (“Wöß”, 9)}

DB contains a large number of records for quality measure-
ment on the data-level, Sakila consists of a more advanced
schema and is thus used for schema quality measurement
that requires a GS (again, because of the known quality of
the DB). We employed the Datasource object dsSakilaGS,
which represents the original Sakila DB, as GS. In addition,
we created three modified versions of the Sakila DB: one
with minor modifications, but without removing or adding
elements to affect correctness (dsSakila1), a second one where
attributes and tables have been removed to affect completeness
(dsSakila2), and a third one where attributes and tables have
been added to affect pertinence (dsSakila3).

c) Northwind: The well-known Northwind DB from
Microsoft (dsNorthwind) can be downloaded from [61] and
demonstrates a comprehensive company DB, including 12
tables for e.g., customers, employees, products, order details.
In addition to the original Northwind DB, we use an updated
version published by dofactory [62] (dsNorthwindNew) with
more recent dates, but only five tables.

d) CD CSV: We also used a CSV file (dsCD), which
contains real-world music CD data that was originally pub-
lished on the repeatability website by Felix Naumann [63].
The dataset contains information on the artist, title, genre,
year, and contained tracks of 9,763 records, including 299
duplicates and was randomly extracted from freeDB.

e) Metadynea: To demonstrate data model independence
of schemas investigated with QuaIIe, we also employed a
Cassandra DB in productive use called “metadynea” (dsMeta-
dynea). It contains five column families (tables) with about 60
GB of chemometrics data, which is distributed on three nodes.

f) Stock Exchange Data: In order to demonstrate the
quality measurement of highly volatile data sets, we used
real stock data (open, high, low, close, and volume) since
the year 2000 from the equities of IBM, Microsoft, and
Apple, accessed through the Alphavantage API (Application
Programming Interface) [64]. The connected and analyzed data
set is called dsStockdata.

As supplement to the demonstration in this paper, we
published an executable (QuaIIe.jar) on our project web-

site [65], which allows to reconstruct the schema quality
measurement described in this section. The program takes one
mandatory and one optional command line parameter: (1) the
path to the DSD schema to be observed and (2) the path to
the GS schema, and generates a quality report in XML format.
Schema descriptions for all four versions of the Sakila DB, as
well as a description for the employees DB are provided in
form of DSD files.

B. Data Source Connectors and DSD Environment

A connector’s task is to guarantee data model independence
by accessing a data source and transforming its schema into
a harmonized schema description, which is based on the
DSD vocabulary. The transformation process from various
data models and details of the DSD vocabulary are described
in [21]. The transformation from schema elements to DSD
elements is a prerequisite for performing cross-schema calcu-
lations and obtaining information about a schema’s similarity
to other schemas in the IIS. In QuaIIe, DSD elements are
represented as dynamically created objects in the Java runtime
environment. Below we list the most important terms of the
DSD vocabulary that are used in this paper.

• A Datasource s represents one schema in an IIS
and has a type (e.g., relational DB, spreadsheet) and an
arbitrary number of concepts and associations, which are
also referred to as schema elements.

• A Concept c is a real-world object type and is usually
equivalent to a table in a relational DB or a class in an
object-oriented DB.

• An Association is a relationship between two or
more concepts. There are three types of association: (i)
a reference association describes a general relationship
between two concepts (e.g., employment of a person with
a company); (ii) an inheritance association represents an
inheritance hierarchy (e.g., specific types of employees
are inherited from a general employee concept); and (iii)
an aggregation association describes the composition of
several concepts (components) to an aggregate.

• An Attribute is a property of a concept or an asso-
ciation; for example, the column “first name” provides
information about the concept “employees”.

Fig. 2 shows an example of a transformation of two
relations from the employees DB: employees {emp_no:
int, birth_date: date, first_name: string,
last_name: string} and dept_emp {emp_no:
int, dept_no: int, from_date: date, to_da-
te: date} into a DSD file in Turtle syntax (cf. [66]). The
attribute descriptions are omitted for brevity. The example
shows that a relational table can be transformed into a concept
or an association, for example, dept_emp is a reference
association since it models the assignment of an employee to
a department.

While this harmonization step enables comparability and
quality measurement of schemas from different data models, it
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1 ex:employees a dsd:Concept ;
2 rdfs:label "employees" ;
3 dsd:hasAttribute ex:employees.emp_no, ex:employees

.birth_date, ex:employees.first_name, ex:
employees.last_name;

4 dsd:hasPrimaryKey ex:employees.pk .
5

6 ex:dept_emp a dsd:ReferenceAssociation ;
7 rdfs:label "dept_emp" ;
8 dsd:hasAttribute ex:dept_emp.emp_no, ex:dept_emp.

dept_no, ex:dept_emp.from_date, ex:dept_emp.
to_date;

9 dsd:hasPrimaryKey ex:dept_emp.pk ;
10 dsd:referencesTo ex:employees, ex:departments .

Fig. 2. Example Schema Description

does not guarantee access to the original information sources’
content after transformation. Consequently, the schema quality
metrics in QuaIIe primarily use the schema’s metadata instead
of the IS content. An exception is the determination of the
normal form, which is impossible without considering the
semantics of the attributes that can be derived from the content.

There are two different types of connectors in QuaIIe: (1)
data source connectors (DSConnector), which load the meta
data of an IS to describe its schema, and instance connec-
tors (DSInstanceConnector), which additionally provide
access to the data values of an IS. The interface-oriented
design of QuaIIe allows new connectors to be added by
implementing one of the two abstract classes DSConnector
or DSInstanceConnector. Currently, five different con-
nectors are supported:

• ConnectorMySQL creates a connection to a MySQL
DB as representative for relational DBs by using the
functionality of the MySQL Java Connector (cf. [67]).
This connector allows access to the DB data values.
Information on the selected DB schema is retrieved from
the data dictionary, including all tables, columns, foreign
keys and column properties.

• ConnectorCSV allows to access CSV files and is also
a subclass of DSInstanceConnector. Due to little
meta data that is available in plain CSV files, schema
information is solely extracted from the given file (i.e.,
column headers as attribute names).

• ConnectorOntology uses the Apache Jena frame-
work (cf. [68]) to access a DSD file. Since DSD files
hold only schema information and not a connection to
the original database, this connector does not provide any
possibilities for accessing the DB content and can be used
for schema quality measurement only.

• ConnectorCassandra uses the Datastax Java driver
(cf. [69]) to access a Cassandra DB. This connector
currently operates on schema-level only to evaluate the
DQ measurements not only on relational data, but also
on denormalized wide-column-store schemas.

• ConnectorAlphavantage is a domain-specific con-
nector to crawl and load stock market data from the
Alphavantage API [64].

Fig. 3 shows an example instantiation for each of the

domain-independent connector types. In addition to opening a
connection, it is necessary to load the schema and thus trigger
the conversion of schema elements to DSD elements in the
Java DSD environment. For our demonstration, we created
a connection to all data sources described in Section IV-A,
adhering to the same naming standard. For example, for the
employees DB we created the connectors connEmp1 and
connEmp2 to access the MySQL databases with the inserted
errors, and load their schema in form of two Datasource
objects dsEmp1 and dsEmp2 into the DSD environment.

1 // Opening and loading a MySQL data source
2 DSInstanceConnector connEmpGS = ConnectorMySQL.

getInstance("jdbc:mysql://localhost:3306/", "
employees", "user", "pw");

3 Datasource dsEmpGS = connEmpGS.loadSchema();
4

5 // Opening and loading a DSD schema description
6 DSConnector connSakilaGS = new ConnectorOntology("

filepath/sakila_gs.ttl", "Sakila_Goldstandard");
7 Datasource dsSakilaGS = connSakilaGS.loadSchema();
8

9 // Opening and loading a CSV file
10 DSInstanceConnector connCD = new ConnectorCSV("

filepath/cd.csv", ",", "\n", "CD");
11 Datasource dsCD = connCD.loadSchema();
12

13 // Opening and loading a Cassandra data source
14 DSConnector connMeta = new ConnectorCassandra("

hostname", "metadynea", "user", "pw");
15 Datasource dsMeta = connMeta.loadSchema();

Fig. 3. Data Source Connectors

In QuaIIe, each data source connector also offers at least
one gold standard implementation, in order to allow the calcu-
lation of reference-based DQ dimensions (e.g., completeness).
Fig. 4 shows the creation of two different gold standards: (1)
empGS, which can be used for quality measurement at the
data-level, and (2) sakGS1, a DSDSchemaGS that is solely
used for schema quality measurement. Since specific gold
standard implementations might have different tasks, each im-
plementation requires a different set of parameters. However,
all gold standards in QuaIIe inherit from the abstract class
GoldStandard, which offers methods to retrieve referenced
records or schema elements. The object empGS in Fig. 4 shows
the instantiation of a gold standard object for a single concept
(table), for DQ calculations on different aggregation levels
(i.e., when only parts of the content of a data source should
be analyzed).

The DSDSchemaGS for schema quality calculations ex-
tends the idea of simply representing a perfect reference to
an information source; rather it is a “container” that holds
the reference to another information source and calculates the
similarity or dissimilarity between schema elements on-the-fly.
Thus, it is, for example, possible to compare one MySQL DB
schema to a DSD description as shown in Fig. 4, to overcome
data model heterogeneity.

C. Data Quality Calculators

Each DQ calculator is dedicated to one of the quality dimen-
sions described in Section III and links the measurements to
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1 // Creation of a gold standard from a single concept
2 GoldStandard empGS = new StrictConceptMySQLGS(

dsEmpGS.getConcept("employees"), connEmpGS);
3

4 // Creation of a schema gold standard
5 GoldStandard sakGS1 = new DSDSchemaGS(dsSakila1,

dsSakilaGS);

Fig. 4. Gold Standards

the corresponding DSD elements in the DSD runtime environ-
ment. Quality measurements in the DSD runtime environment
can be used for reporting or reused by other calculators, and
can be divided into two different types: quality ratings or
quality annotations. A rating is a double value between 0.0 and
1.0, which is calculated by a specific metric that is assigned
to a quality dimension. An example for a DQ rating is a value
of 0.85 for the dimension “completeness” on data-level using
the metric “ratio”. A quality annotation can be an arbitrary
object that is linked to a DSD element in order to provide
additional information about the quality. An example would be
the annotation of functional dependencies to a concept. In the
following, we summarize all DQ calculators that are currently
implemented in QuaIIe and link them to the respective metrics
from Section III, grouped by dimension:

• Accuracy / Correctness
– RefCorrectnessCalculator (1) - data
– RatioAccuracyCalculator (2) - data
– DSDCorrectnessCalculator (3) - schema

• Completeness
– RatioCompletenessCalculator (4) - data
– UniqueRatioCompletenessCalculator (6) -

data
– FilledCalculator (7) - data
– DSDCompletenessCalculator (8) - schema

• Pertinence
– RatioPertinenceCalculator (9) - data
– DSDPertinenceCalculator (10) - schema

• Timeliness
– AverageCurrencyCalculator (12) - data
– AverageTimelinessCalculator (13) - data

• Minimality / Duplicity
– RecordMinimalityCalculator (14) - data
– SchemaMinimalityCalculator (15) - schema

• Readability
– SchemaReadabilityCalculator (16) - schema

• Normalform
– NormalFormCalculator - schema

Fig. 5 shows the application of all non-time-related DQ
calculators that are implemented in the current version of
QuaIIe. Initially, the concept “employees” from the erroneous
Datasource dsEmp1 is selected for closer investigation.
As an example for a distance function, which is required
for the minimality calculation, line 5-7 cover the creation of
an EnsembleDistance, which is a weighted combination

of an arbitrary number of specific distance functions. In the
demonstration, we use a combination of two string distances
for the attributes first_name and last_name in the
“employees” table. However, QuaIIe allows the creation of
arbitrary complex distance functions for each record. Finally,
ratings for the DQ dimensions accuracy, completeness, per-
tinence, and minimality are calculated. Line 16 shows how
to programmatically retrieve those stored DQ values from the
DSD runtime environment. One data quality rating or annota-
tion is uniquely identifiable by a reference to the DSD element
(e.g., a reference to the concept “employees” in dsEmp1),
the DIMENSION_LABEL of the measured quality dimension
(e.g., “completeness”) as well as a METRIC_LABEL (e.g.,
“ratio”), which describes the metric used for calculating the
dimension.

1 // Select concept "employees" from employees DB
2 Concept c = dsEmp1.getConcept("employees");
3

4 // Create a custom distance measure
5 EnsembleDistance<Record> dist = new EnsembleDistance

<Record>();
6 dist.addDistance(new StringRecordDistance(c.

getAttribute("first_name"), new
LevenshteinDistance()), 0.5);

7 dist.addDistance(new StringRecordDistance(c.
getAttribute("last_name"), new
LevenshteinDistance()), 0.5);

8

9 // Perform quality calculations
10 RatioAccuracyCalculator.calculate(c,empGS,connEmp1);
11 RatioCompletenessCalculator.calculate(c,empGS,

connEmp1);
12 RatioPertinenceCalculator.calculate(c, empGS,

connEmp1);
13 RecordMinimalityCalculator.calculate(c, dist, 0.1,

connEmp1);
14

15 // Retrieve DQ measurements from the DSD runtime
environment (formerly ’’Data Quality Store’’)

16 DataQualityStore.getDQValue(c,
RatioPertinenceCalculator.DIMENSION_LABEL,
RatioPertinenceCalculator.METRIC_LABEL)

Fig. 5. Data Quality Calculations

In addition to the measurement of dsEmp1 (501 records),
we applied the same calculations on the “employees” table
of dsEmp2 (4,389 records). The results can be compared in
Table V. The low quality values for accuracy and completeness
result from the small subsets of the erroneous tables in contrast
to the original employees table with 300,024 records.

TABLE V
DQ MEASUREMENT OF ERRONEOUS DATA SOURCES

Dimension Metric dsEmp1 dsEmp2

Accuracy Ratio 0.0013 0.0116
Completeness Ratio 0.0013 0.0116
Pertinence Ratio 0.7725 0.7938
Minimality Record 0.7180 0.7532

The time-related DQ dimensions currency and timeliness
require information about the last update of a tuple, which is
not available in the employees DB, but offered by Sakila DB in
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form of an attribute last_update. We show the calculation
in Fig. 6, which leads to a rating of 3.7156 for currency and
0.9988 for timeliness. Both calculators require information
about the attribute that holds the update information. In
addition, the timeliness calculation requires a parameter for
the volatility. In the demonstration, the volatility is set to a
value of 10 years for actor names, since it is very unusual that
a name for an actor changes within that time frame.

We want to point out that due to their definition and in
contrast to the other DQ dimensions, it is not possible to assess
the time-related dimensions without prior knowledge, which
does not align with the objective of QuaIIe to be domain-
independent. However, we included those two DQ calculators
in order to provide comprehensive DQ measurement and think
it is worth investigating both dimensions in more detail in
order to come up with automatically suggested parameters
(e.g., for the volatility).

1 Concept actor = dsSakila1.getConcept("actor");
2 double volatility = 10 * MILLIS_IN_SEC * SEC_IN_MIN

* MIN_IN_HOUR * HOUR_IN_DAY * DAY_IN_YEAR;
3

4 AverageCurrencyCalculator.calculate(connSakila1,
actor, r -> (Date) r.getField("last_update"));

5 AverageTimelinessCalculator.calculate(connSakila1,
actor, r -> (Date) r.getField("last_update"),
volatility);

Fig. 6. Time-Related Data Quality Calculations

For the schema quality calculations, we employed a DSD
description of the original Sakila DB as gold standard and ac-
cessed the three additional data sources (dsSakila1, dsSakila2,
dsSakila3) through the MySQL connector. Each data source
contains schema modifications that tackle one of the schema
quality dimensions correctness, completeness, and pertinence,
and are justified in the following paragraphs. For the demon-
stration using QuaIIe.jar on our project website [65], we
provided all four schemas as DSD files in order to facilitate
data exchange and reproduction.

The 16 tables from Sakila were transformed into 14
DSD concepts and two DSD reference associations (film_-
category and film_actor). For the DSD similarity, stan-
dard parameters have been used with a less restrictive attribute
similarity threshold of 0.8. The determination and evaluation
of the schema similarity standard parameters is explained
in [36]. Fig. 7 shows the application of the schema quality
calculators correctness, completeness, pertinence, minimality,
and normalization.

1 DSDCorrectnessCalculator.calculate(dsSakila1, sakGS1
);

2 DSDCompletenessCalculator.calculate(dsSakila2,
sakGS2);

3 DSDPertinenceCalculator.calculate(dsSakila3,sakGS3);
4 RatioMinimalityCalculator.calculate(dsSakilaGS);
5 NormalFormCalculator.calculate(dsSakilaGS,

connSakilaGS);

Fig. 7. Schema Quality Calculations

The results of the schema quality measurements applied to
Sakila DB, employees DB, stock data, Northwind DB and

Metadynea DB are provided in Table VI. The results are
discussed in more detail in the following subsections.

TABLE VI
SCHEMA QUALITY MEASUREMENT RESULTS

Schema Cor Com Pert
dsSakilaGS 1.0 1.0 1.0
dsSakila1 0.813 1.0 1.00
dsSakila2 0.929 0.813 0.929
dsSakila3 0.824 0.938 0.882

Min NF (t.=tables)
dsSakilaGS 1.0 6 t.: BCNF, 9 t.: 2NF, 1 t.: 1NF
dsEmpGS 0.8 All BCNF
dsStockdata 1.0 1 t.: BCNF
dsNorthwind 1.0 6 t.: BCNF, 4 t.: 2NF, 1 t.: 1NF
dsMetadynea 0.667 Not applicable for Cassandra

a) Schema Correctness: In order to demonstrate the
correctness dimension, we performed changes in the ob-
served schema but did not remove or add new schema
elements. The corresponding DQ report can be gener-
ated by executing java -jar QuaIIe.jar sakila_-
correctness.ttl sakila_gs.ttl. First, the concept
film was renamed to “movie”, which did not change the
ratings for pertinence and completeness, but decreased cor-
rectness slightly to 0.938 due to the additional incorrect
element. Second, all occurrences of film (e.g., film_id)
in the DB were replaced with “movie”. While completeness
and pertinence retained a rating of 1.0, because all concepts
and associations were assigned (even if incorrectly) to their
original correspondences in the GS, correctness achieved only
a rating of 13

13+3+0 = 0.813.

b) Schema Completeness: The completeness calculation
was performed by removing schema elements. The DQ re-
port for this demonstration can be generated by assess-
ing sakila_completeness.ttl. Initially, the two tables
category and film_category were removed, which
resulted in a completeness rating of 14+0

14+0+2 = 0.875 because
two elements were classified as missing. Then, the attribute
picture was deleted from the table staff. Removals at
the attribute-level did not directly affect the result of the com-
pleteness calculation, since staff is still correctly assigned to
its gold standard representation due to the tolerance of the dis-
tance calculation. Concluding, three additional attributes were
removed from staff, which resulted in a similarity rating
of 0.692 between staff and its correspondence in the GS.
Consequently, both tables were not mapped because they were
too different and completeness dropped to 13+0

13+0+3 = 0.813.

c) Schema Pertinence: For the demonstration of per-
tinence, we added additional elements to the schema and
the quality report can be generated by assessing the file
sakila_pertinence.ttl. In a first step, the “employ-
ees” table from the employees DB was added to dsSakila3,
dropping pertinence to 0.941. This demo correctly classifies
the concept employees as an extra element, although the
new concept has a relatively low distance to the concept
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actor. Second, we modified the concept actor in dsSak-
ila3, such that no assignment to its corresponding concept
in the GS was created and the pertinence rating dropped to
15+0

15+0+2 = 0.882. Following, the newly added employees
table was aligned with the actor concept in the GS by
removing and altering attributes. This resulted in a similarity
value of 0.833 between employees and the concept actor
from the GS and increased completeness to 1.0 (all elements
could be assigned to the GS). However, the pertinence di-
mension (0.941) indicated the extra actor concept in the
observed schema, which did not match any of the GS elements.

We conclude that an examination of all three dimensions
(correctness, completeness, and pertinence) is advisable when
measuring the quality of a schema. Note that the correctness
metric is particularly strict, because it is decreased by every
incorrect element in the schema, whereas completeness and
pertinence do not distinguish between correct and incorrect.

The results of all four schema quality measurement results
are summarized in Table VI and elaborated in more detail in
the following paragraphs.

d) Schema Minimality: Analogous to the data minimal-
ity, schema minimality requires a distance function. Currently,
two schema distance functions are offered: the similarity
flooding algorithm introduced in [52] and DSD similarity,
which we use in the following calculations with standard
parameters that have been evaluated in [36]. The schemas of
the Sakila DB (sakila_gs.ttl), the Northwind DB and
stock data achieve an ideal minimality rating of 1.0, because
all schema elements are sufficiently different to each other.
For the Sakila DB with 16 schema elements, minimality is
calculated according to 16−1

16−1 = 1.0.
However, the minimality ratings of the employees DB and

metadynea are clearly below 1.0. This rating is expected for a
Cassandra DB schema like metadynea, where denormalization
(and thus, redundancy at the schema-level) is an intended
design decision. In order to investigate the reason behind the
minimality rating for the employees schema in more detail,
we observe the similarity matrix from the DSD similarity
in Table VII. Interestingly, the two associations dept_emp
and dept_manager achieve a very high similarity of 0.875,
which reduces the minimality rating to 5−1

6−1 = 0.8. In
practice, this rating indicates an IS architect that the two
associations should be further analyzed. However, in our case,
no further action is required since the employees schema
contains a special modeling concept of parallel associations
(i.e., two different roles), which does not represent semantic
redundancy, but leads to very similar relations in the schema
model (cf. [59]). Since it is known that this modeling con-
struct yields high similarity values (e.g., also for schema
matching applications), it was specially suited to demonstrate
our minimality metric. The full quality report for this demo
can be generated by executing “java -jar QuaIIe.jar
employees.ttl”.

e) Normal Form Calculation: The NF calculator was
applied to the employees DB and yields BCNF for each

TABLE VII
SIMILARITY MATRIX FOR EMPLOYEES SCHEMA

depts* dept emp dept mgr* employees salaries titles

depts* 1.0 0.125 0.125 0.1 0.125 0.125
dept emp 0.125 1.0 0.875 0.1818 0.2222 0.1
dept mgr* 0.125 0.875 1.0 0.1818 0.2222 0.1
employees 0.1 0.1818 0.1818 1.0 0.1818 0.1818
salaries 0.125 0.2222 0.2222 0.1818 1.0 0.375
titles 0.125 0.1 0.1 0.1818 0.375 1.0

*Departments is abbreviated with “depts” and dept manager with “dept mgr”.

concept. The minimal cover of the FDs is shown in Table VIII.
Due to the considerable number of records in the employees
database, calculating these results took about 22 minutes and
45 seconds on a Macbook Pro with an Intel Core i7 processor
with 2.2 GHz and 16 GB main memory. In addition to FDs,
candidate keys are also annotated to the observed schema
elements, and attributes are annotated with a Boolean value
that indicates whether they are classified as key or non-
key. Note that, particularly in terms of performance, more
sophisticated methods of discovering FDs exist [54]. However,
since the main aim of our work was to provide a compre-
hensive approach to data and schema quality measurement,
the normalization dimension was included to support full FD
discovery (i.e., without approximation).

TABLE VIII
NF CALCULATION - EMPLOYEES SCHEMA

Concept Functional Dependencies

departments {dept no}→{dept name}, {dept name}→{dept no}
dept emp {emp no, dept no}→{from date, to date}
dept manager {emp no}→{dept no, from date, to date}
employees {emp no}→{first name, last name, gender, birth date,

hire date}
salaries {emp no, from date}→{to date, salary}
titles {emp no, title, from date}→{to date}

D. Data Source Integration

In IIS, it is often necessary to estimate the quality
of data stemming from different IS. QuaIIe supports the
virtual integration of different concepts, which is real-
ized with the Java classes IntegratedDatasource and
IntegratedConcept. Fig. 8 shows an example integra-
tion, where all records from the table “employees”, which is
present in both erroneous data sources dsEmp1 and dsEmp2,
are unified. The data is stored in form of a virtual integrated
data source (ids), which exists only during runtime.

An integrated concept contains an operator tree, which
specifies the data sources, concepts, connectors, and integra-
tion transformations that are required for its creation. After
generating such an integrated concept, it can be assessed
likewise to an ordinary concept from a single data source in
QuaIIe (cf. lines 3-6 in Fig. 9). Additionally, it is possible
to estimate the quality (cf. Section III-H), which is not a
complete measurement of the new integrated concept, but
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1 IntegratedDatasource ids = DSDFactory.
makeIntegratedDatasource("integratedEmp");

2

3 ISQLIntegrator integrator = new ISQLIntegrator(ids);
4 integrator.add(dsEmp1, connEmp1);
5 integrator.add(dsEmp2, connEmp2);
6

7 IntegratedConcept ic = integrator.
makeIntegratedConceptFromString("SELECT * FROM
dsEmp1.employees UNION SELECT * FROM dsEmp2.
employees", "integratedEmployees");

Fig. 8. Data Integration

is based on the prior quality ratings of each IS. Thus, an
estimation requires the prior measurement of each IS that takes
part in the integration.

1 DSInstanceConnector integrConn = new
IntegratedInstanceConnector(ic);

2

3 RatioCompletenessCalculator.calculate(ic, gsEmp,
integrConn);

4 RatioAccuracyCalculator.calculate(ic, gsEmp,
integrConn);

5 RatioPertinenceCalculator.calculate(ic, gsEmp,
integrConn);

6

7 RatioCompletenessCalculator.estimate(ic);
8 RatioAccuracyCalculator.estimate(ic);
9 RatioPertinenceCalculator.estimate(ic);

Fig. 9. DQ Estimation of an Integrated Concept

The ratings for the DQ calculations and estimations from
Fig. 9 are compared in Table IX and show high conformance.
In the current version of QuaIIe, quality estimation is only
available for the dimensions accuracy, completeness, and per-
tinence. However, an extension of the DQ estimators to other
dimensions, like minimality, is planned as future work.

TABLE IX
DQ CALCULATION OF AN INTEGRATED CONCEPT

Dimension Metric Measurement Estimation

Accuracy Ratio 0.0129 0.0130
Completeness Ratio 0.0129 0.0128
Pertinence Ratio 0.7916 0.7916

E. Data Quality Reports

In order to present the quality ratings and annotations
contained in the DSD runtime environment in a human- and
machine-readable way, QuaIIe offers several reporter classes
that generate a quality report. The most comprehensible end-
user report is XMLTreeStructureDQReporter, which is
created in Fig. 10 and exports a description of all connected
data sources with their DSD elements, quality ratings and
annotations. Since such a report tends to be large and verbose
for large IIS, the hierarchical structure of the XML document
allows to drill-down and roll-up on different aggregation levels
by using a suitable viewer. In addition, languages like XSLT,
XQuery, or XPath allow a user to search within such a report.
The advantage of an XML report in our use case is the

fact that it can be reused automatically for further analysis
and benchmarking (e.g., for data quality monitoring). When
measuring the quality of the published DSD schemas with
QuaIIe.jar (cf. [65]), the output is such a report.

1 XMLTreeStructureDQReporter reporter = new
XMLTreeStructureDQReporter();

2 reporter.buildReport();
3 reporter.writeReport("path/DQReport.xml");

Fig. 10. Data Quality Report Generation

The exemplary quality report in Fig. 11 shows an excerpt
of the assessed data source dsEmp1, which illustrates possible
quality ratings and annotations on schema (here: completeness,
minimality, and normalization) and on the data-level (here:
accuracy and pertinence).

1 <DataQualityReport>
2 <Datasource label="employees" URI="http://example.

com/dsEmp1">
3 <Quality>
4 <Ratings>
5 <Completeness>
6 <DSDSchema>1.0</DSDSchema>
7 </Completeness>
8 <Minimality>
9 <Ratio>0.8</Ratio>

10 </Minimality>
11 </Ratings>
12 </Quality>
13 <Concept label="employees" URI="http://example.com

/dsEmp1/employees">
14 <Quality>
15 <Ratings>
16 <Accuracy>
17 <Ratio>0.0013</Ratio>
18 </Accuracy>
19 <Pertinence>
20 <Ratio>0.7725</Ratio>
21 </Pertinence>
22 </Ratings>
23 <Annotations>
24 <Candidate_Key>[{emp_no}]</Candidate_Key>
25 <Normal_Form>BCNF</Normal_Form>
26 </Annotations>
27 </Quality>
28 <Attribute label="emp_no" URI="http://example.

com/dsEmp1/employees/emp_no">
29 <Quality>
30 <Ratings>
31 <Key_Attribute>
32 <Pseudo_Boolean>1.0</Pseudo_Boolean>
33 </Key_Attribute>
34 <Ratings>
35 </Quality>
36 </Attribute>
37 ...
38 </Concept>
39 ...
40 </Datasource>
41 ...
42 </DataQualityReport>

Fig. 11. XML Data Quality Report

The first level below the root node lists all connected
data sources that contain quality ratings for the entire
Datasource as well as concepts and associations as child
nodes. Concepts and associations are further subdivided into
their comprising attributes and again, quality ratings and
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annotations on concept- or association-level, respectively. At-
tributes constitute the deepest level in the schema-level hier-
archy and can contain quality information on their own, e.g.,
whether an attribute is a key attribute or not.

F. Continuous Data Quality Measurement

In order to demonstrate the practical application of CDQM
with QuaIIe, we assume the following use cases, ordered
by data volatility type: (V1) monitoring the conformance of
Wikipedia data to a static gold standard, (V2) measuring the
quality of sales data that is loaded on a daily basis with
an ETL job into a Data Warehouse, and (V3) continuous
measurement of stock data to support data analytics. All three
use cases are fictional stories, fueled by real-world data, in
order to provide demonstrative examples how CDQM can be
applied to different types of data. Fig. 12 depicts the Entity-
Relationship diagram of our CDQM store, which follows the
suggestion for such a store proposed in [22]. Each CDQM
measurement is uniquely identified by the respective DSD
element ID (which is an URI), the metric ID, and a timestamp
when the measurement was taken. Thus, for a specific CDQM
chart, it is only necessary to query for the desired element,
metric, and time-range to plot the information for a user.

Fig. 12. ER Diagram of the CDQM Store

1) CDQM for Static Data: Assume a Wikipedia adminis-
trator wants to automatically monitor the state of the articles
about Municipal districts in Ireland [70]. The list in [70] pro-
vides him with a gold standard in terms of completeness, since
it contains all names of Municipal districts in Ireland. This
data set is considered static (type V1), because the addition,
removal, or merging of Municipal districts is an extremely rare
event. In an idealized state (completeness= 1.0), there exists a
Wikipedia article for each district. The administrator monitors
the completeness of these articles between the years 2000 and
2010 and experiences a typical completeness development for
static data, illustrated in Fig. 13. The completeness grows
strictly monotonous, which is due to the fact that articles
are never removed or outdated and the gold standard remains
constant (no new Municipal districts arise). This use case also
shows that CDQM can be applied to semi-structured data.

2) CDQM of Incoming Sales Data: In a large company,
sales data (here a derivative of the Northwind DB [61]) is
collected every batch-wise from different sales persons to be
loaded into the central Data Warehouse (DWH). The DWH
administrator wants to monitor the quality of each incoming
file and the central DWH. Fig. 14 shows the currency of the

Fig. 13. Completeness of Data extracted from Wikipedia

DWH, which achieves constantly higher values, because the
average age of a sale increases as time progresses and the
DWH contains more and more older sales. However, intu-
itively the quality of the DWH is not deteriorating as the sales
data does not get less trustworthy. This indicates that currency
is probably a too naive measure in the context of accumulating
data. In the lower half of Fig. 14, the completeness of the
DWH and the average completeness of collected data per day
are shown. While the variance of the completeness of the
newly arriving data is consistently high, the variance of the
completeness for the DWH decreases and almost converges
around 0.95.

Fig. 14. Currency and Completeness of Sales Data

3) CDQM for Data Analytics: Assume, a stock market data
analyst creates a machine learning (ML) model that uses the
last 50 records of 5-minute-interval stock data, which is of
volatility type V3. The model is always built 2 minutes after
a new record arrives and predicts the further development for
a specific equity (in our example we used IBM). In order
to ensure the validity of the model result, we continuously
measure the quality of the employed data, each time the model
is created. Fig. 15 shows metrics for the DQ dimensions
completeness and currency for 10 days between July 10th and
20th, 2018. While the completeness rating remains constantly
at 1.0, i.e., all records are constantly delivered, the currency
varies. This is an example for intended variation in the quality
chart. Since currency describes how up-to-date the data is at
hand, and the stock market is closed over the weekend (big



416

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

peak) and after 4 pm (small peaks), the model prediction with
respect to currency is poor when the market closes and reaches
a stable phase during the day. Since during one day only 78 5-
minute records are delivered, the data analyst can create only
about 28 models where the data has the best currency.

Fig. 15. Currency and Completeness of Stock Data for ML Model

V. CONCLUSION AND FUTURE WORK

In this paper, we have demonstrated how to measure data
quality (1) ad hoc and without preparation activities, and (2)
continuously over time, using our previously developed DQ
tool QuaIIe [1]. QuaIIe covers metrics for the DQ dimensions
accuracy, correctness, completeness, pertinence, timeliness,
minimality, readability, and normalization on both, data-level
and schema-level of an IS. In addition, it is possible to estimate
the quality of integrated IS. To the best of our knowledge,
there exists no other DQ tool that implements such a large
number of different dimensions and supports ad hoc as well
as continuous DQ measurement in a single application. The
major contribution in this paper is to highlight the importance
for initial ad hoc DQ measurement to get a first insight into
DQ, as well as continuous DQ measurement over time, which
allows to observe how DQ evolves and to detect unexpected
changes in the data.

As has been seen in Section IV-F, the time-progression
of some DQ measures can diverge from an intuitive under-
standing of data quality, e.g., the currency of aggregated data.
Consequently, a need for specialized metrics for different types
of data in CDQM arises.

Our ongoing work includes long-term evaluations of
QuaIIe’s continuous measurement functionality. In addition,
a connector for Oracle DBs and a graphical user interface
to visualize the DQ measurements are currently under de-
velopment. We also plan to implement connectors for other
NoSQL DB types like document stores and graph DBs to
further evaluate the comparability of DQ measurements on
different schema models.
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Abstract—One of the most dominant threats against web applica-
tions is the class of script injection attacks, also called cross-site
scripting. This class of attacks affects the client-side of a web
application, and is a critical vulnerability that is difficult to both
detect and remediate for websites, often leading to insufficient
server-side protection, which is why the end-users need an extra
layer of protection at the client-side, utilizing the defense in
depth strategy. This paper discusses a client-side filter for Mozilla
Firefox that protects against Reflected cross-site scripting attacks,
while maintaining high performance. By conducting tests on the
implemented solution, the conclusion is that the filter does provide
more protection than the original Firefox version, at the same
time achieving high performance, which with only some further
improvements would become an effective option for end-users of
web applications to protect themselves against Reflected cross-site
scripting attacks.

Keywords–Cross-site scripting protection; input filtering; soft-
ware security; injection attacks.

I. INTRODUCTION

A. Background

Cross-Site Scripting (XSS) has for long been among the top
threats to Internet security as defined in numerous reports con-
taining detailed information about the prevalence and danger
regarding this class of vulnerability. Based on these existing
results, a filtering solution for Firefox was first proposed by the
authors of this paper in ”Client-Side XSS Filtering in Firefox”
[1]. This paper builds on the same work and expands on the
results given there.

One of the reports that underpins the need for better
XSS attack protection is the ”Open Web Application Security
Project (OWASP) Top 10 - 2017” report, which contains a
list of the 10 most critical web application security risks [2].
Even though XSS has fallen to a 7th place in the ”OWASP
Top 10 - 2017” report [2], XSS still remains one of the most
serious attack forms. Another report, being published annually
for the past 12 years, by WhiteHat Security, called “2017 -
WhiteHat Security Application Security Statistics Report” [3],
also identifies that XSS is among the top two most critical
web vulnerabilities. An interesting and troubling observation

made in this report is that even though XSS is considered one
of the most critical vulnerabilities, it is not being prioritized
for remediation by most websites. The statistics referred above
suggest that the vulnerabilities receiving the most attention are
vulnerabilities that are easy to fix, which is not the case for
XSS. As a result of this, we would suggest that organizations
must adopt a risk-based remediation process, which means that
the most critical vulnerabilities should be prioritized first, like
XSS. A report [4] published by Bugcrowd Inc., a web-based
platform that uses crowd-sourced security for companies to
identify vulnerabilities in their web applications, has analyzed
the data from their platform, including information about the
most common vulnerabilities found. The data in their report
is based on all BugCrowd’s collected data from January 2013
through March 2017, which contains over 96 000 submissions,
where the by far most reported vulnerability is XSS with a
submission rate of 25%. They also have data on the most
critical vulnerabilities sorted by type, where XSS is considered
the second most critical, which correspond to the same result
found in WhiteHat Security’s report. These are some of
the most recent numbers regarding XSS statistics, but there
have been published numerous studies on XSS vulnerabilities,
attacks and it’s prevalence. One study by Hydara et al. [5]
from 2014 conducted a systematic literature review were they
reviewed a total of 115 studies related to XSS. They concluded
that XSS still remains a big problem for web applications,
despite all the proposed research and solutions being provided
so far. As seen from the more recent numbers from OWASP,
WhiteHat, and BugCrowd, this conclusion still holds true, that
XSS vulnerabilities remain to be at large.

B. Problem Description

XSS vulnerabilities are caused by insufficient valida-
tion/sanitation of user-submitted data that is used and returned
by the website in the response, which could compromise
the user of the site. An attacker could potentially use this
vulnerability to steal users’ sensitive information, hijack user
sessions or rewrite whole website contents displaying fake
login forms. With the observation about how prevalent this type
of attack is, and according to the mentioned WhiteSecurity
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report that it is being not prioritized nor easy for websites to
fix and remediate, it becomes clear that the user needs some
means of protecting themselves at the client-side, since it is
mainly the end-users of vulnerable web applications that are
affected by potential attacks. Amongst the top 5 most used
web browsers [6], Mozilla Firefox is the only browser, which
does not include any kind of built-in filtering against XSS,
which may compromise users in the case of a vulnerable web
application.

In this paper we address this problem by creating a
built-in filter protecting against Reflected Cross-Site Scripting
(XSS) vulnerabilities inside the Mozilla Firefox browser. The
choice of protecting against XSS for Mozilla Firefox is made
for several reasons, one being that XSS vulnerabilities are
among the most critical and prevalent web vulnerabilities in
existence today with lacking protection mechanisms on both
the server- and client-side of web applications [5] [3] [2]. This,
in combination with the fact that Mozilla Firefox, which is the
second most used web browser [7], does not provide a built-
in filter for XSS protection, in contrast with the other major
web browsers, Chrome, Edge, Safari and Internet Explorer,
which do have such a filter built-in. The work of this paper
will, therefore, be to create this filter built into and integrated
with the existing source code of Mozilla Firefox, which is
possible due to the fact that Mozilla Firefox is fully open
source, allowing full access to the source code of the browser.
This would be a case-study/pilot-case for the effect of building,
integrating and running a filter protecting against XSS inside
of Mozilla Firefox. As this is the second most used browser,
with a market share of approximately 11.7%, as of the statistics
from StatCounter’s desktop browser market share worldwide
for April 2018 [7], and the fact that XSS vulnerabilities are
as prevalent as they are, it would be beneficial to look at a
possible solution for adding this extra layer, the added filter, to
the defense in depth strategy combining several XSS protection
mechanisms for optimal overall protection.

For the work to be considered a possible usable solution,
it needs to be evaluated thoroughly. There exists several
different web browsers, all competing to being the best one,
in terms of different factors such as performance, security,
usability, customization and general look and feel. In such a
competitive industry, web browser need to make sure that every
included functionality is integrated and running as smoothly
and efficient as possible, meaning an additional feature need
to be well defined and robustly integrated. In the case of
creating a filter for XSS, it needs to be secure, providing
the necessary protection, and at the same time be efficiently
integrated so the overall performance of the browser is not
affected in any huge negatively direction. This means that the
work needs to be evaluated in terms of at least two different
categories, how well it protects against XSS attacks and how
much it affects the performance compared to Firefox without
the filter implemented. The overall validation of the filter

would be a qualitative research, as of how well the filter is
implemented into the existing solution, but at the same time
contain a quantitative method for measuring the performance
of the filter, which could be accurately measured and compared
to the original browser. By analyzing the performance number,
however, it is not possible to correctly classify it as either
right or wrong, but rather an estimation and analysis about
if the added feature is in fact within reasonable limits to be
considered as a well-performing solution.

C. Paper Outline

Section II will go into detail about web security and more
specifically about XSS, explaining everything from what it
is to different ways of protecting against it, focusing mainly
at the client-side of web applications. This section will also
include information about the current state regarding XSS
prevalence and existing work, before ending with a detailed
description of the methodology used in this paper. Following,
in Section III, will be describing the web browser, Mozilla
Firefox, which is the application that this paper is building on.
Section IV-D7 will then describe all the design choices and
the actual implementation of the work done, before Section V
will contain an analysis of how well the work is done, in terms
of protection effectiveness, performance and integration into
Firefox. The Sections VI and VII, contains a conclusion based
on all the work done, before ending with some suggestions for
further improvement.

II. THEORETICAL BACKGROUND

A. Web Security

Web applications need to be protected against malicious
users who want to steal and tamper their data. Web security is
a broad concept, including many different aspects, protection
mechanisms and potential outcomes. To be able to protect a
web application, a basic understanding of information security
is therefore needed, as it regards some basic principles and
objectives for why security is important and how to utilize
it correctly. Information security defines three important ob-
jectives of security [8], which are maintaining confidentiality,
integrity, and availability. Confidentiality is about protection
of information and data from being accessed by unauthorized
parties. When someone gets access to data that they should
not have access to, like sensitive information about users, it
is considered a breach of confidentiality. Integrity is about the
authenticity of information, ensuring that it is not altered and
to make sure the source of the information is genuine. In web
applications, this could be if an attacker is redirecting you to
a different site than you originally intended to visit, as the site
you get redirected to is not genuine. And lastly, availability
regards that information should be accessible for the authorized
users, which of course should be done in such a way that there
is no breach of confidentiality or that someone might alter
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the available data when accessing it. All these objectives of
security are important when creating secure web applications.
To be able to fulfill them all, web applications need to protect
against several different attacks from malicious parties trying
to steal their and their user’s data. This is not an easy task,
as there exist so many different types of attacks for targeting
all kinds of vulnerabilities that are often contained in web
applications.

Figure 1: Web application vulnerability disclosures in 2016.
Figure is taken from ”IBM X-Force Threat Intelligence Index
2017” [9]

Several companies and organizations are doing annual
research and assessment work containing a lot of collected data
from a huge number of web applications and reports regarding
security breaches and vulnerabilities. One of these reports
[3], already mentioned in the introduction, from WhiteHat
Security, goes into depth describing the current web security
state. This report does not only contain information about
XSS attacks, but a whole range of other web vulnerabilities
with information of how prevalent they are, as well as which
industries and areas that are the most vulnerable to different
attacks. WhiteHat’s report also contains a list of a vast number
of web application vulnerability classes, describing 64 different
web vulnerabilities that need to be protected against for web
applications. This is a huge number of vulnerabilities, and
while not all are relevant for every web application, many
of them are critical, which needs to be addressed accordingly,
where the injection attacks XSS and Structured Query Lan-
guage injection (SQLi) is considered the most critical. Another
report, by IBM, ”IBM X-Force Threat Intelligence Index 2017”
[9], is another comprehensive report containing statistics from
different security events including web security, identifying
what vulnerabilities are used and targeted industries. IBM also
concludes that XSS and SQLi vulnerabilities are the most
critical and prevalent, as seen in Figure 1, which need more
attention from the different industries. As a whole, containing
all web vulnerabilities, both reports have identified a small
decrease in vulnerabilities in web applications, but also that
attackers are targeting the most critical vulnerabilities more, in

which one of the most critical, XSS vulnerability is the least
prioritized by applications to fix. Another concerning factor
identified by both reports is that it takes too long to fix web
vulnerabilities, which means both the application itself, as well
as the end-users, are at a higher risk of being affected by a
security breach.

The reports from WhiteHat Security and IBM, as discussed
above, make it clear that the most prevalent attack on web ap-
plications is injection attacks, which includes attackers trying
to break the confidentiality by stealing data from the web appli-
cation itself or from the users of the web application. Injection
attacks are performed with attackers inputting untrusted input
to web applications that is executed as a command or query
in such a way that it alters the course of execution, which
could result in stealing of sensitive information or altering of
data. There exist several types of injection attacks, but the most
prevalent is by far SQLi and XSS. SQLi involves unauthorized
users to inject Structured Query Language (SQL) commands
that can read or modify data from a database connected to the
web application. This is achieved through the usage of user-
supplied input that gets used as part of a SQL query without
the web application validating or encoding the input correctly.
As attackers can read and modify data upon a successfully
executed SQLi attack, it is possible to steal sensitive user
data such as usernames and passwords, alter the contents of
the stored information or simply delete everything contained
in a database, which would incur huge complications for
the affected web applications. The other critical vulnerability,
XSS, will be covered in more depth in the following section.

B. Cross-Site Scripting (XSS)

Cross-site scripting vulnerabilities are caused by insuffi-
cient validation/sanitation of user-submitted data in the form of
JavaScript code, that is used and returned by the website in the
response without making sure the content is safe to use, which
could compromise the users of the site. An attacker could
potentially use this vulnerability to rewrite the contents on
the website creating fake login forms to steal users’ sensitive
information, hijack user sessions or redirect them to other
malicious websites.

There are three main types of cross-site scripting attacks,
but there also exists some other defined types:

• Stored XSS, also called Persistent XSS

• Reflected XSS, also called Non-Persistent XSS

• Document Object Model (DOM) Based XSS

• Others - Plug-in XSS, Universal XSS, Self XSS

1) Stored/Persistent XSS: Stored XSS occurs when the
injected script is stored on a publicly accessible area of a
website, which means on the actual website itself. Typical
places susceptible to Stored XSS attacks are in comment
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Figure 2: Stored/Persistent XSS

sections, message board posts or in chat rooms. Since the
input data is stored in these places if the input data is an
injected script, the injected script might get executed upon
loading of the page, if the page is vulnerable. When a user
visits one of these places, the browser will retrieve the data
and render it, which in turn will execute the Stored XSS
attack in the browser’s context. Figure 2 illustrates the flow
of a typical Stored XSS attack. Other places susceptible to
Stored XSS attacks might include areas of a website only
accessible to administrators, like a visitor log or other logs
containing information about the usage of the website from
users, as it is possible to inject JavaScript code into Hypertext
Transfer Protocol (HTTP) headers [10] like the Referer
[11] or User-Agent [12] headers. As the data from these
headers are not unlikely to show up in some kinds of logs, a
successful XSS attack here would be performed in the context
of an administrator’s browser, where it might be possible to not
only get access to sensitive information from a single victim,
but rather data from the whole web application. This type of
XSS is very difficult to protect against on the client-side, as
the client has no means to identify whether the JavaScript
code coming from a website is legitimate, or if it is malicious
JavaScript code injected by an attacker. A user does not need to
visit any specific Uniform Resource Locator (URL) or include
anything in the request to a website for a Stored XSS attack to
be executed. From the client’s perspective, all JavaScript code
coming from a website is legitimate and should be rendered
accordingly.

2) Reflected/Non-Persistent XSS: Reflected XSS occurs
when the user input data is sent in a request to a website,
which immediately returns data in the response to the browser,
without the website first making sure the data is safe. Reflected
XSS attacks are performed by entering data into search fields,
creating an error message or by other means where the
response use data from the request. In a Reflected XSS attack,
the JavaScript attack code is not stored on the website itself,
like it is in a Stored XSS attack. For a Reflected XSS attack

Figure 3: Reflected/Non-Persistent XSS

to work, the attacker needs to somehow make the victim
request a special query, containing the malicious script. As
mentioned, the search field is a typical input field that can be
attacked. When searching for a query, the website often returns
a page containing some results, which also will generate a
unique URL containing the submitted query. This is how an
attacker would create a specially crafted URL containing the
exploit code, which then needs to be shared with a victim. If
a user visits this particular URL, the attack code will run and
execute in the user’s browser. Figure 3 illustrates the flow of
a typical Reflected XSS attack. As seen from this figure, a
Reflected XSS attack contains a request to and response from
a website, where the code inserted in the request is being used
in the response. It is this particular data flow that protection
mechanisms can take advantage of, where it is possible to
compare the contents of the request with the contents of the
response, to identify a potential attack. In this paper, this
technique is utilized, which means it focuses on primarily
stopping Reflected XSS attacks.

3) DOM Based XSS: DOM Based XSS is a type of XSS
attack that in contrast to the other two types of XSS attacks
only rely on JavaScript vulnerabilities on the client-side of
the website and not the server-side. DOM Based XSS attacks
exploits how a website uses JavaScript to dynamically change
the DOM of a web page. The DOM of a web page is the
structure of the page, containing information for the browser
on how to render the page, with the usage of different HTML
tags and attributes. The DOM of a page makes it possible for
JavaScript code to interact with the page, making the page
more dynamic. This also makes it possible for malicious code
to change the page if JavaScript input is not handled correctly.
If a website includes some JavaScript code in the response that
directly uses input from an input source, like the URL, a DOM
Based XSS might be executed. Figure 4 illustrates the data
flow of a typical DOM Based XSS attack. These attacks can
actually be performed without even sending the attack script
to the web server at all, by using a special HyperText Markup
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Figure 4: DOM Based XSS

Language (HTML) character, the fragment identifier #, in the
URL. When using the fragment identifier, everything behind
it will not be part of the request. This means that from the
user inputs some data, to the malicious code is executed in
the browser, the malicious code is neither part of the request
nor the response of the website, but rather part of the DOM
of the web page, if the content after the fragment identifier
is used by client-side code in the response. DOM Based XSS
is the least common type of XSS attacks, but it is also the
most difficult to find and protect against. Since the attack only
relies on flaws on the client side, by using JavaScript code,
server-side filtering cannot detect this attack at all, which is a
good reason why it is necessary to have protection also on the
client-side of a web application.

4) Other XSS Types: Although there exist three main types
of cross-site scripting, as these attacks have evolved and been
used in different ways, XSS types could now be categorized
into some additional sub-categories, Universal XSS, Plug-in
XSS and Self XSS.

a) Universal XSS: Universal XSS [13] is a form of XSS
attack that exploits the browser itself, browser extensions or
website extensions in order to exploit a website. Universal XSS
is a very dangerous type of XSS as it does not exploit the
website directly, meaning that a website does not need to con-
tain any vulnerabilities to be exploited. Modern web browsers
support extending their functionality by utilizing plug-ins,
small programs that add more features to the browsers. There
also exists plug-ins that are not loaded through the browser
but by the website itself. These plug-ins often have access
to the contents of the websites, and often require input from
the user for its functionality to work. By having user input in
combination with features for displaying or editing contents on
a web-page, the plug-in might create an opening for allowing
a cross-site scripting attack against the web-page it is being
used on. An example could be a plug-in that allows websites
to display pdf-files. If an attacker injects some JavaScript code
in the filename of the displayed pdf-file, this JavaScript code
could be rendered in the browser, if the plug-in does not

have proper validation and encoding for the input field used
for the filename. XSS vulnerabilities introduced by insecure
plug-ins are often categorized as Plug-in XSS, which could be
considered as a sub-type of Universal XSS.

b) Self XSS: Self XSS is when users themselves create
and execute the attack in their own browsers, which can not
exploit other users, as in the case of the three main types of
XSS. Self XSS is mostly a social-engineering attack used to
trick users into executing XSS attacks on themselves, often by
making them copy and paste JavaScript code into their own
browsers. Awareness around this particular attack was gained
through the popular social media website Facebook.com,
as this attack became quite widespread against the users of
their site, which led to Facebook publishing a warning [14]
against Self XSS scams. Facebook even created a warning
displaying when a user opens the developer console window
in their browser, while visiting their site facebook.com, to
mitigate the attack.

As described above, XSS attacks occur because web ap-
plications are using unsanitized input data when displaying
and rendering content. For a successful XSS injection, from
the attacker’s perspective, the input containing the malicious
JavaScript content needs to be entered into the web application
in a way that it is somehow gets executed in the browser. The
next sections will explain how this is done, and give some
examples of how typical XSS attacks are performed.

When performing an XSS attack, it is possible to inject
the malicious script into the web application by using several
different input sources. An input source is considered an entry
point for user input to enter into the application. The most
common input sources for XSS attacks are from the GET- and
POST- parameters, which most often comes from HTML input
elements. A typical example is the search field found on many
websites, which most often is an HTML input tag. After
using the search field, the search query is likely to be included
in the URL of the returned web page, which would consist of a
GET parameter containing the query. HTTP headers is another
input source for script injections, as discussed in Section II-B1.
Injecting script content through HTTP cookies, which is a
small piece of data sent to the user’s web browser from a
server, is also an option, although this is much less common,
as a potential attacker would most likely need to get access
to other users’ cookies for injecting their script. Since the end
goal of an XSS attack often includes getting access to such
cookies, using them as an input source for an attack seems
less likely, although in theory, it is still a possibility.

For a successful XSS attack, the injected script content
needs to be entered into the web application in a way that
would actually render the script in the browser. This could
be done by using a wide variety of attack vectors, depending
on how the web application uses the input when generating
the response. Attack vectors are typically a combination of
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HTML tags that include the script to be injected and executed.
These tags could either embed the script content directly or
reference an external resource containing the JavaScript code.
The most common attack vector is the usage of the script
tag. Another very common attack vector is the usage of the
img tag in combination with on-event handlers [15]. The
on-event handlers are properties that let HTML elements
react to events, where events are different actions like when
an element is being clicked, getting focus, or when it is loaded.
The reaction to an event can be specified to load script content,
which is why they are often used in XSS attacks. OWASP’s
”XSS Filter Evasion Cheat Sheet” [16] is a comprehensive
list of attack vectors utilizing a lot of different techniques,
including many uses of on-event handlers. Other than the
most common script and img tag, the iframe-, body-
, svg-, object- and style- tag are also HTML tags not
uncommonly used in XSS attacks. OWASP’s list [16] contains
descriptions of these and many more, including techniques to
hide the injected script from being detected by potential XSS
filters.

c) Example attack: A typical scenario for an XSS
attack starts with an attacker looking for input fields on a
web page where the submitted data is output without being
encoded. As mentioned above, the search field is a common
input source. An attacker could, therefore, exploit a vulnerable
search field, with the intention of trying to hijack another
user’s session. The search field is often exposed for an attack,
as when you input a query, the same query is most likely
being returned and rendered by the website. If this input is
not properly being encoded, it could allow the attacker to
input JavaScript code that is being executed in the browser’s
context when the website returns the query, which could be
achieved using the script tag as the attack vector. For
hijacking a user’s session, the attacker would need some
JavaScript code that extracts the user’s session data, typically
found in a cookie from the logged in targeted user. The
exploit code, <script>document.location=’http:
//attacker/cookieStealer.js?c=document.
cookie</script>, could then be inserted into the search
field. After creating this exploit, the attacker would need to
copy the URL from the result page after doing the search.
Since this is a Reflected XSS attack, the attacker would then
need to share this URL to potential users of this exploited site.
If a targeted logged in user now visits this particular URL,
the user’s session cookie is being sent to the attacker. The
attacker could then use this cookie to log in onto the exploited
website, which means the attacker would be impersonating
the user.

Another popular XSS attack is to rewrite the contents of a
website, creating fake forms for tricking users to enter sensitive
data like credit card information or login details. The attacker
would then make these forms submit the sensitive data to
themselves, rather than to the exploited website.

A typical thing that XSS attacks have in common is that
they are often not easy to detect by the end-users themselves.
In case of both the cookie stealing and fake forms exploits, the
attacker could simulate the actual behavior of the exploited
website, making it almost impossible for users to detect
that they have been compromised. By having a client-side
filter in the browser, a user could not only be notified of a
potential attack, but the filter could also completely stop it
from occurring in the first place, which is the intent of the
filter.

C. Counter-Measures

There exist many counter-measures for XSS attacks, con-
sisting of several techniques as well as more specific policies
to follow, for securing web applications. It is highly recom-
mended to utilize a variety of many different counter-measures,
as it might be challenging to implement them being completely
robust and secure from unknown attacks and not all policies
are fully supported by all web browsers.

a) Validation/sanitization: The first step towards pro-
tecting against XSS attacks is to make sure that valid mali-
cious code does not enter the web application at all. Valida-
tion/sanitization of all untrusted data input to a web application
makes sure that malicious input is either being rejected or
manipulated into being safe for usage in the response from
the website, used in the output of users’ browsers. It might be
difficult to implement this properly as it can be challenging
to know what a malicious input looks like, considering all
the possible attack vectors that use advanced obscuration
techniques. A common mistake is to rely only on blacklist
validation, which is often trivial for attackers to circumvent, by
utilizing alternative input variations. White-listing is in general
considered much safer, only allowing the characters that the
web application should accept, for example, an integer or a
date. In case of free-form text input, white-listing becomes
difficult, as the users should be allowed to enter almost
any character, hence the free-form. Any validation technique
becomes ineffective and difficult to implement in the case of
free-from text, which is why input validation should not be
used as the primary defense against cross-site scripting attacks,
and why output encoding is needed.

b) Output encoding: Output encoding is the most ef-
fective remediation for cross-site scripting attacks when done
properly. Output encoding should be implemented every place
untrusted input is being outputted and rendered in the browser,
making sure the input is displayed as data and not executed
as code in the browser. It is important to implement the
output encoding according to the context it is being used
in, because different encodings are needed depending on the
context used. JavaScript, HTML, and URL’s all use various
encodings, which is why there is no single solution to how
output encoding should be implemented. Typical strategies are
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to escape unicode, a typical character encoding, converting
unwanted characters to benign equivalents, percent encoding
and escaping hex values, as described in more detail in
OWASP’s XSS (Cross Site Scripting) Prevention Cheat Sheet
[17].

c) Content Security Policy (CSP): Another powerful
counter-measure is Content Security Policy (CSP), which is
a declarative policy that let web application owners create
rules for what sources the client is expecting the application to
load resources from. To enable CSP, the web server needs to
utilize the Content-Security-Policy HTTP response
header [18], where the policy for the application is specified,
including desired directives. Each directive describes a policy
for a certain resource type or policy area, for example to
prevent inline scripts from running, only allowing content to
be loaded for some trusted domains or restricting all content to
only load from the site’s own origin. CSP also have a reporting
feature, which means when a policy is being violated, it is
possible to get a report sent to the desired location, containing
information about the violation. This could be helpful for web
application owners to know if their policies are too strict or
needs modifications, as a policy can consist of many different
directives. Even though CSP can stop most cross-site scripting
attacks by utilizing a set of well-defined directives, it is stated
in the World Wide Web Consortium (W3C) Recommendation
[19] that CSP is not meant as a first line of defense mechanism,
but rather an element in a defense in-depth strategy, as an
added layer of security. A study by Weichselbaum et al. [20]
was done in 2016, including 1,680,867 hosts with 26,011
unique CSP policies, observing that 94.68% of all policies that
attempts to limit script execution are ineffective, as well as
99.34% of the hosts have policies that offer no benefit against
XSS at all. This is a very clear indication that CSP in practice
is difficult to utilize correctly and this is why it should not be
used as the primary defense against cross-site scripting attacks.

d) Same-origin policy: Same-origin policy [21] is a pol-
icy implemented inside web browsers that isolates potentially
malicious documents by restricting how a document or script
loaded from a specific origin can interact with resources from
other origins. For two web pages to have the same origin, they
need to have the same protocol, port and host, which means
they are allowed to load resources from each other. Cross-site
scripting attacks often involve the usage of different external
JavaScript files for collecting data from compromised users,
which could be blocked by utilizing the same-origin policy.

e) HTTPOnly cookie flag: As mentioned in Section
II-B4c, cookies could contain valuable information for at-
tackers, which means they should be protected from unau-
thorized access. The HTTPOnly cookie flag is an additional
flag included in the Set-Cookie HTTP response header [22],
preventing JavaScript code from accessing the contents of
cookies. This is not considered a counter-measure for XSS,

but rather for mitigating the risk of an attacker accessing other
users cookies in the case of an attack.

f) Disabling JavaScript: A more drastic approach that
would effectively stop XSS is to disable JavaScript, since these
attacks rely on a JavaScript environment for execution. This
solution can be effective for simple static websites, but most
dynamic websites require some sort of JavaScript support for
basic functionality, which means this remediation would not
be suited as a general solution.

D. Cross-Site Scripting Filters

Filters try to stop cross-site scripting attacks by utilizing
a set of rules to detect potentially malicious input data,
before either blocking it or sanitizing it for safe usage. There
exists many XSS filter implementations, with varying focus on
the different areas such as security, performance, low false-
positives and usability. All of these areas are in focus in
most filters, but it is not common for a filter to be best in
all categories, as they do not necessarily compensate each
other. There is, however, one clear way to differentiate between
filters, which is to divide them into two groups, server-side and
client-side filters:

a) Server-side filters: Server-side filters are imple-
mented on the server side of a website, which means it can
only detect input data that are sent via the server. The DOM
Based XSS attack is possible to perform without sending the
attack code to the server at all, as discussed in Section II-B3.
This means a server-side filter would not be able to detect
the attack at all, which implies it would not be able to stop
the attack. There are several existing server-side filters, which
typically needs to be integrated into the source code of the web
application. A study made by S. Gupta and B.B. Gupta [23] has
a quantitative discussion for server-side filters, discussing some
of the state-of-the-art techniques they are using. The study
concludes that there are generally several flaws with server-
side filters that need to be addressed, like too much altering of
existing code-base, long learning phase, as well as too many
false-positives and false-negatives. The study also emphasizes
that server-side filters do not detect DOM-based XSS attacks.
With all the combined flaws and design limitations of server-
side filters, it becomes evident that only relying on server-side
protection is not enough, and why it is necessary with client-
side filters as an extra layer of security.

b) Client-side filters: Client-side filters are located in
the client, which typically would be the web browser used to
access web applications. Client-side filtering could be able to
detect DOM Based XSS attacks, providing the extra protection
server-side filters are missing. However, even though client-
side filters could possibly detect all types of XSS attacks,
they should not be used without server-side filters. By placing
the filter on the client-side, it means that the user might be
able to modify it to circumvent the filtering. It is, therefore,
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strongly recommended to utilize both server- and client-side
filtering, to be able to protect against all attack types of XSS
and achieving good protection following the defense in depth
strategy. This paper focuses on client-side filtering, which
includes a discussion of various existing solutions, presented
in the next sections.

Regular Expression Based Filters Using regular expres-
sions is a popular technique for client-side filters, where the
filter is typically located between the network layer and HTML
parser in the browser. Regular expressions are then used to
identify potentially malicious code in the HTTP requests and
to approximate the rules of the HTML parser to know which
content in the HTTP response that would be treated as script
content [24]. By doing these approximations, the filter do
not have to recreate the browser’s own HTML parser, which
would lead to the HTTP response being parsed twice, first
for the filter to identify and remove potential malicious code
and then for the browser to parse the page as normal. These
approximations do, however, have their drawbacks, as they
incur a higher number of false positives, due to several flaws in
their design [24]. These flaws are a consequence of attackers
trying to make the content from the request, the actual attack
code, differ from the response so that the approximation rules
would not detect it as an attack. Some common flaws are that
the filters do not correctly approximate the decoding process
of different encodings or do not take into consideration that
different characters can be used to delimit HTML attributes.

A popular client-side XSS filter using regular expressions
is an extension called NoScript [25], for the Mozilla Firefox
browser, first released in 2005 and actively updated by the
maker Giorgio Maone. The filter is matching HTML code
for injected JavaScript in the request by utilizing regular
expression rules for simulating the HTML parser, which would
potentially lead to false-positives, as it is better to over-
approximate these rules than to let an attack bypass the filter
[24]. Due to a lot of false-positives, NoScript try to solve this
by prompting the user to repeat the request with the filter dis-
abled, allowing the user to decide for themselves if they think
it was a false positive. This is a decent approach for security-
aware users, but in general, users do not have the knowledge
or desire to take action in the case of security-related issues
[26]. String-matching Based Filters String matching is another
method for client-side XSS filtering, used by the filter in the
Google Chrome browser, called XSS Auditor. XSS Auditor
works by matching the HTML code for injected JavaScript
code from the request with the response from the website, after
it is been parsed by the browser’s own HTML parser [24]. This
means that XSS Auditor does not need to approximate any of
the HTML parser rules, since the parsing is already done when
the matching algorithm starts. This is achieved by the location
of XSS Auditor, which is between the HTML parser and the
JavaScript engine, as shown in Figure 5. This placement makes
it possible to block scripts after parsing, by blocking them from

being sent to the JavaScript engine for execution. The location
of XSS Auditor have benefits like performance, by not having
to simulate the HTML parser, and the fact that the JavaScript
engine has a narrow interface it is reasonable to assure that all
scripts are being processed by the filter before being executed.

HTML
Parser XSS? JavaScript 

Engine

Block
Script

HTTP Response

Yes

No

document.write

Figure 5: XSS Auditor design

XSS Auditor also has some limitations, some of which are
discussed in the paper from Stock et al. [26], which lists several
flaws with the design and string-matching algorithm used in
XSS Auditor. As mentioned in the paper, these are mainly
flaws regarding protection of DOM-based XSS, which is not
the main type of attack that XSS Auditor is protecting against.
It is, however, relevant to take notice of these limitations, as
it might be desirable to not make the same limitations when
designing and implementing a new filter.

Scope issues are related to the fact that XSS Auditor does
not support every type of XSS or are neglecting functionality
that enables XSS attacks. One example being that XSS Auditor
relies on encountering dangerous elements during the HTML
parsing of the response, which is not always the case, for
example, when a web page is using the JavaScript function
eval() [27]. eval() is a function that evaluates the string
representation of JavaScript code inserted inside its parenthe-
ses, which means if eval() uses data from the URL of
the loaded web page, this evaluation could be done without
entering the HTML parser, which means that XSS Auditor
would not detect it.

Another flaw in XSS Auditor is that some special char-
acters needs to be present in the request for the filter to
be activated. If any of these characters are not present, the
filter deactivates. As the paper describes, it is possible to
successfully execute an XSS attack without any of these special
characters being used at all.

Double injections is yet another limitation that XSS Audi-
tor does not protect against, which is the inability to detect
attacks containing concatenated values coming from more
than one source of user input. An attacker could use two
different input sources due to application-specific code that
concatenates two or more user inputs. When creating an attack
using double injections, the exploit code consist of two or more
parts, but gets executed as one concatenated attack code. Since
XSS Auditor’s string-matching algorithm checks for the whole
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script code, the algorithm would not detect the attack, as the
whole script code does not exist from any single user input
source.

1) State of Current Browsers: Regular expressions and
string matching are among the techniques being implemented
in the top five most used web browsers for desktop, which
according to the desktop browser market share worldwide from
StatCounter [7] are Chrome, Firefox, Internet Explorer/Edge
and Safari. Table I contains information on the state of their
XSS protection status. Both Chrome and Safari use the men-
tioned string matching based XSS Auditor filter. XSS Auditor
was first built into the browser engine WebKit, which Safari
uses, before also being integrated into a fork of WebKit called
Blink, which Chrome uses. Internet Explorer and Edge both
have a filter implemented based on the regular expression
technique, first introduced in Internet Explorer 8 [28]. Firefox,
however, being the second most used web browser, does not
have a built-in filter, but rather relies solely on CSP support,
which again relies on websites to properly define the CSP
rules. By not having a client-side filter, the defense in depth
strategy is also weakened, where a potential filter would
provide an extra layer of security for the end-users of the
application.

Table I: Top 5 Web Browsers XSS Protection Status.
Data retrieved from Mozilla [18]

Built-in filter

CSP

XSS
Protection

Limited support

III. MOZILLA FIREFOX

Mozilla Firefox is a free and open-source web browser
developed by Mozilla, with its first major release in 2002 [29].
Firefox’s source code has a layered architecture where the code
is organized as separate modular components. Firefox is multi-
threaded and follows the rules of object-oriented programming,
where access to internal data is achieved through public
interfaces of the classes [30]. One of the primary requirements
of Firefox is that it must be completely cross-platform, which
is why the browser consists of several components focusing
on this area, like making sure the operating system dependent
logic is hidden from the application logic.

This section will explain some of the most relevant parts
of Firefox, with regards to the filter described in this paper.
The parts explained have been slightly simplified, making it

easier to understand the relation of how everything is working
together, again with regards to the added XSS filter.

A. Firefox Overview

The main components of Firefox can be divided into the
user interface XML User Interface Language (XUL) and the
browser and the rendering engine Gecko. XUL is Mozilla’s
own language for building portable user interfaces, which is
an Extensible Markup Language (XML) language [31]. Gecko
is Mozilla’s browser engine built to support many different
Internet standards, including HTML 5, Cascading Style Sheets
(CSS) 3, DOM, XML, JavaScript, and others. Gecko contains
many different components for document parsing (HTML and
XML), layout engine, style system (CSS), JavaScript engine
called SpiderMonkey, image library, networking, security, as
well as other components [32].

Mozilla also has a build system [33] using the make tool
[34], consuming Makefiles. The command-line interface
Mach [35] is used to help developers perform common tasks
for working with the Mozilla codebase, making it easy to start
building, debugging and testing Mozilla projects.

Firefox consists of over 36 million lines of code [36],
written in several languages, which are mostly C++ and
JavaScript, but also HTML, C, Rust, XML, Python and Java,
as well as other less used. The source code directory of Firefox
[37] contains many folders where the code is grouped based on
their functionality. Some of these groups consist of function-
ality related to document parsing, JavaScript execution, image
loading, extensions, and networking, just to mention a few.
Mozilla also has strict rules about how the code should be
implemented, not just how it is structured into directories.
As mentioned above, Firefox is object-oriented, using a lot
of public interfaces. They have also implemented several
utility- and helper-classes for writing specific functionality
inside their code-base. Although the source code is mostly
written in the C++ language, which provides this functionality
built-in, Mozilla uses many of their own methods for these
functions. This means that it is necessary to acquire specific
knowledge regarding these coding rules before attempting to
make changes to the Mozilla codebase, as it is a complex piece
of software.

1) Loading of a Web Page: As mentioned above, Firefox
consists of several components, including its rendering engine
Gecko, which is the most relevant part for the implementation
of this filter, as it contains everything related to document
parsing and handling of JavaScript execution. Figure 6 is
a simplified description of the loading of a document in
Firefox, containing only the relevant parts which are im-
portant regarding the XSS filter. When a typical HTML
web page is loaded through Firefox, two internal document
classes, nsDocument, and nsHTMLDocument, are created,
controlling the creation and representation of the web page
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Figure 6: Simplified data flow for rendering a web page

to be loaded. These documents are responsible for creating
and calling all the relevant parsers, like the HTML parser
[38], nsHtml5Parser, as well as initializing the script
executioner class, ScriptLoader, which is responsible for
handling script content coming from script tags. The
HTML parser receives data from the network that needs
to be parsed. Every time the parser encounters some script
content, the relevant parts of Firefox that handle this con-
tent is invoked. In the case of on-event handlers, the
EventListenerManager class is invoked. A common
source for script content is the script tag, where the script
loader class, ScriptLoader, would be invoked with the
discovered script. The script loader class will then try to
extract the script and either execute it as an inline or external
script. Before the script is passed to the JavaScript engine
for execution, a security check is performed for finding out
if the script is allowed to run. This security check involves
checking with the CSP rules if it is allowed to load if these
rules are specified by the loaded website. If the script passes
this check, it will be handed over to the JavaScript engine
which will execute the script in the browser. The HTML parser
will continue parsing the data entering through the network,
repeating the steps when new script content is discovered.

B. Security Mechanisms

Firefox includes many internal security mechanisms for
making sure that the browser itself is not being compro-
mised by attackers, as Gecko loads JavaScript content from
untrusted and potentially malicious web pages, which then
again run on the user’s computer. These security mechanisms
include several complicated concepts regarding same-origin
policy, compartments, and principals, all explained in detail
at Mozilla’s own website [39]. This section will try to give a
simplified explanation of why all these concepts are important

and how they are used. The reason why this is interesting
to look at is because a countermeasure for XSS, CSP, is
implemented inside Firefox using the principal concept. Since
CSP provides similar functionality as the work described
in this paper provides, the filter created should also ideally
be implemented in a way that follows the same principles,
fulfilling the necessary security requirements.

1) Same-Origin Policy: The same-origin policy is restrict-
ing how a document or script loaded from a specific origin
can interact with resources from other origins, as described in
Section II-C0d. The security model for web content is based on
this policy, which is also used inside Firefox as a script security
mechanism [39]. As Firefox’s rendering engine Gecko consist
of different languages, its core in C++ and its front-end in
JavaScript, these two parts need to interact with each other in
a secure manner. The JavaScript front-end is actually running
with system privileges, meaning that if it is compromised,
attackers might get control of the user’s computer. As this
JavaScript code is interacting with web content from web
applications, which again is susceptible to XSS attacks, it
is important to make sure that JavaScript code from Gecko
itself is not affected by any such attack, which is achieved by
utilizing the principle of the same-origin policy.

Figure 7: An overview of the relationships between the differ-
ent security principals.
Figure Is taken from Mozilla’s website, about ”Script
Security”[39]

2) Compartments and Principals: A security measure in
Gecko is that it is divided into different compartments.
Compartments could either be internal parts in Gecko or a
content window, a typical website, where different parts can
only access other parts if they are in the same compart-
ment. The concept of compartments is, therefore, using the
same-origin policy principle. Every part inside a compartment
is, therefore, same-origin with the others and no additional
security checks are performed when parts inside the same
compartment talk to each other. If Firefox loaded the website
at http://example.com/subfolder/, all the HTML
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elements and script content residing on this exact address
would be inside the same compartment. There are, however,
different ways for compartments to access parts of other
compartments, where the main rules are that higher privileged
compartments have access to less privileged compartments,
but not the opposite, unless the higher privileged compartment
explicitly chooses to share its access.

To be able to determine the security relation be-
tween different compartments, a concept called security
principals is used, which is something every compartment
have. Figure 7 illustrates the relationship between different
principals, as there are several different principals, each with
its own rules. System principals pass all security checks, which
is what the JavaScript code from Gecko is running with.
Content principals are associated with web content, meaning
that content from a specific origin could access parts from
content inside the same origin. An expanded principal is
specified as an array of origins, meaning that it contains several
content principals. The expanded principal itself gets access
to its contents, but the content principals within does not get
access to the expanded principal. Finally, there is the null
principal, which fails almost all security checks, meaning it
has no privileges and can only be accessed by itself and the
JavaScript code from within Gecko.

3) Content Security Policy (CSP): Content Security Policy
(CSP), as described in Section II-C0c, is a security feature
that is also implemented in Firefox. Since CSP is part of the
script security model, it also has a principal. This means that
CSP is created through a principal and access to it needs to be
done through a principal. The main class, the nsDocument
class, is the place where the CSP is initialized, by using a
principal. As the nsDocument creates and holds a reference
to the CSP Principal, other classes can get access to the
CSP through the nsDocument class. Some noteworthy places
that CSP is used inside Firefox are the script loader class,
ScriptLoader, and the EventListenerManager class.
These are locations which handle content related to script
execution, and therefore also the place where the proposed
filter should be placed.

IV. DESIGN AND IMPLEMENTATION

This section will go through everything from the de-
velopment process of the implemented filter, including the
requirements, design, tools used and the actual implementation
of the solution.

A. Design Choices

Software development includes a lot of choices that need to
be made during the development lifecycle, regarding analyzing
the problem, coming up with a solution, making the design and
figuring out how it should be implemented. When creating a
filter for Firefox defending against cross-site scripting attacks,

it is possible to choose many different approaches towards
the same main goal, but yet achieving differently in different
categories such as performance, availability, usability, mainte-
nance and of course security. In this section, some of the design
choices made for our solution will be explained in detail.

a) Usability: The filter should be easy to use, by not
requiring any user-interaction at all. The NoScript plug-in
for Firefox, mentioned in Section II-D0b, is an example of
something that is not wanted, as NoScript do require a fair
amount of user interaction, as the plug-in have a lot of false-
positives. In a worst-case scenario, a user might accidentally
allow an attack to get executed, even though the filter did stop
the attack and warned about it, as users might not understand
what it means and the risk of ignoring the warnings.

b) Low false-positives: It is important that the filter do
not interfere with a user’s normal browsing sessions, unless it
is to protect the user from an actual attack. To achieve this, the
filter should have a low number of false-positives, which means
that the filter should minimize the number of times where it
think there is an attack when in reality it is not. The opposite
of a false-positive is a false-negative, which is when the filter
thinks a script is safe to load when in reality it is an attack
and should be blocked. In practice it is difficult to guarantee
both non-existent false-positives and false-negatives in a filter
meant for defending against cross-site scripting attacks, as
there are so many different ways of using JavaScript in web
applications, which again is one of the reasons why cross-site
scripting attacks are so prevalent. There is, however, a balance
to be made, to make sure that the filter do protect against most
attacks, which means it might introduce some false-positives,
but at the same time it cannot be too strict either. An example
of a too strict filter is again the NoScript plug-in for Firefox,
which is really aggressive, introducing a lot of false-positives
which would interfere a lot during normal browsing sessions,
again requiring user interactions as a workaround.

c) High performance: The filter should not incur a lot
of performance overhead, which would make the loading of
web pages slower, which again would interfere with the usage
of normal web browsing. When using the filter, there should
be no noticeable delay when loading web pages in comparison
with the version of Firefox without the filter. This is an
important requirement, because of the competition between
web browsers, as discussed in Section II.

d) Provide protection against Reflected XSS: The whole
point of a filter protecting against cross-site scripting attacks
is to provide this protection properly. As there exist several
different types of XSS, as discussed in Section II-B, it is
important to clarify that the main focus of the filter is to
protect against the Reflected XSS type. This is the type of
XSS that filters for the other major web browsers also primarily
focuses on, as it is very prevalent and the easiest to discover,
as described in Section II-B2. It is, however, desirable to also
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protect against DOM Based XSS, which there will be some
basic protection against, as a byproduct of the Reflected XSS
protection. Complete DOM Based XSS support will, however,
be lacking, as in the case of XSS Auditor, as explained by
Stock et al. [26].

1) Browser Extension vs Internal Implementation: The
main goal of this work is to add some functionality to the
Firefox browser, which there are several ways of accomplish-
ing. Firefox do provide support for browser extensions [40],
which can extend and modify the capabilities of the browser.
These extensions are built using JavaScript, HTML, and CSS
by using the WebExtensions API, a cross-platform system for
developing extensions. They can provide a lot of functionality
for altering the contents of or extracting information from a
web page, either with or without required user interaction.
There are, however, some reasons why browser extensions are
not suitable for this, explained in the following paragraphs.

a) Availability: The main reason why browser exten-
sions are less suitable is because they are something that users
themselves need to find, install and use. It should not be
necessary for users to know about what cross-site scripting is
and why it is important to protect against it, for them to take
advantage of this filter. By making this protection a choice
for the user, the filter would most likely not be used by the
majority of users. This is why an integration with Firefox
itself would be a better solution, as then all users would take
advantage of the filter without the need of any knowledge about
it or action required.

b) Performance: Even if there are users choosing to
install and use such a security filter, there is another drawback
by making it as a browser extension, which is a performance
issue. When creating a browser extension for Firefox you
can only use the API’s supported by Firefox [41], utilizing
JavaScript code that talks to the internals of the browser itself.
This means there are more layers that the data needs to go
through, from getting from the filter to the internals of Firefox,
which is needed for the functionality of the extension to work.
If the filter, however, is placed inside the internals of Firefox,
some redundancy will be removed, which again will lead to
a better performance, which is what is chosen for this filter
design.

c) Security: The purpose of the proposed filter is to
protect against Reflected XSS attacks, which means the in-
jected script is contained in both the request and response. By
implementing the filter as a part of the internal implementation
of Firefox, it is easier to have a more robust integration being
more secure, as Firefox has a lot of coding principals including
many security features, as described in Section II.

2) Blocking Technique: When detecting an XSS attack, the
filter needs to take action to block the injected script. There
are mainly two ways of doing this, either blocking only the
injected script or blocking the whole web page from loading.

By only blocking the injected script you interfere less with
the browsing experience of the user, as they can still use the
website as normal, without the parts potentially affected by
the injected script, which is what has been chosen for this
proposed filter.

3) Filtering Technique: As discussed in Section II-D, there
exists XSS filters based mainly on the two filtering techniques
regular expressions and string matching. For this paper, the
string matching technique and design from XSS Auditor was
chosen as the main basis. XSS Auditor used in the Google
Chrome browser does achieve high performance, few false-
positives and low interference with normal web browsing,
providing protection against mainly Reflected XSS attacks, as
desired from the requirements in this paper.

B. Design Overview

The main design of the filter is to compare every script
returned in the response with every potential dangerous script
from the request. If there is an occurrence of a script appearing
in both the request and response, the cross-site scripting filter
will block this particular script from being executed. The filter
itself is structured as its own class inside Firefox’s source code,
which makes it easy for other components in Firefox to use the
filter when needed. The filter is placed after the HTML parser,
but before script execution, providing benefits regarding both
security and performance. The following sections will describe
the design of the filter in more detail.

1) Placement: By basing the solution on the filtering
principals of XSS Auditor, the placement in Firefox will
also be similar to how Auditor is placed inside of Google’s
Chrome browser. Auditor is placed between the HTML parser
and JavaScript execution environment, which provides several
benefits, regarding high security and performance, as explained
in Section II-D0b.

The filter needs to know what Firefox would intercept as
script content, to be able to filter on the correct data. If the
filter was placed before the HTML parser, the filter would need
to simulate the rules of the parser to try to approximate and
identify what Firefox would intercept as script content. This
means that each loaded document would be parsed twice, once
from the filter and once from Firefox’s own parser, which
would incur a lot of performance overhead. Since Firefox
need to parse the HTML documents regardless of the filter’s
presence, by placing the filter after the HTML parser, it can
use the results from Firefox’s own parsing when determining
which content to filter on, which again would not add any extra
performance overhead regarding the actual parsing process.
Since the filter does not need to approximate the parser rules
when placed behind the HTML parser, the filter can also be
sure that it will discover, identify and act upon all the scripts
entered through Firefox, as the parser in Firefox will properly
identify all script content before they are processed further. As



430

International Journal on Advances in Software, vol 11 no 3 & 4, year 2018, http://www.iariajournals.org/software/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

explained in Section III, script content from script tags and
on-event handlers get sent to the classes ScriptLoader
and EventListenerManager, which will further examine
the data and conduct the necessary security checks before they
are sent to the JavaScript engine for being executed, as shown
in Figure 6. By extending on this figure, extracting the relevant
parts, Figure 8 shows the placement of the XSS filter, residing
in the same location as the CSP security feature.

ScriptLoaderScriptLoader ScriptLoader EventListener 
Manager

JS Engine

Security checks 
CSP

ScriptLoader EventListener 
Manager

JS Engine

Security checks: 
CSP

XSS Filter

Figure 8: XSS Filter placement inside Firefox

2) Filter Class Structure: The filter class contains many
methods for handling the different stages needed in the fil-
tering process. Since the filter can be invoked from different
locations, the filter class contains several input points that all
starts the filtering process. This process contains a series of
different tasks that are performed in a particular order, before
concluding whether there exists a cross-site scripting injection
or not. This includes methods for fetching the input from the
request to different methods for comparing this data with either
inline scripts, external scripts or on-event handlers, all of which
need to be processed differently.

C. Environment

This section will describe the system and tools used when
developing the Firefox filter. The operating system used is
Arch Linux [42], a lightweight and flexible Linux distribution.
For developing and writing the source code, the free and open-
source text editor Visual Studio Code (VS Code) [43] was
used.

1) Tools: Several different tools were utilized during the
development of the proposed filter.

a) Development Software: When developing computer
software, there exist several Integrated Development Environ-
ment (IDE) and code editors with a lot of added functionality
for helping with software development. For the development

and writing of the source code for this project, a lightweight,
free and open source text editor, VS Code [43], was used. VS
Code provides the necessary syntax highlighting and autocom-
plete, while also making it easy to navigate around in the huge
Firefox source code. Without adding extra additions to VS
Code, it does not handle building and debugging of the Firefox
code, which is one of the reasons it is a lightweight editor. For
these operations, however, there are more specialized tools that
are better suited for the development of Firefox, as Mozilla
have their own recommendations and tools available.

b) Mach: As mentioned in Theoretical Background II,
the tool mach [35] is a command-line interface used to start
the building, debugging and testing of Mozilla projects, which
also was used in the development of this modified version of
Firefox. mach makes it possible to configure Firefox builds
through the usage of a mozconfig configuration file [44].

c) GNU Project Debugger (GDB): For debugging,
GNU Project Debugger (GDB) [45] was used, a tool that can
start programs, make it stop on specified conditions, examine
what is happening at runtime and change things in the program
as it runs. GDB is a tool that can be invoked using the
gdb command, but when debugging Firefox it is possible to
start GDB through the usage of the mach command. After
starting the debugging mode, GDB makes it possible to create
breakpoints in the code, which lets the debugger inspect the
state of the application as it is running.

D. Implementation

This section will describe the implementation of the fil-
ter, how it is implemented and integrated into Firefox, also
containing details about every part of the filtering process.

1) Data Flow: The data flow in Firefox is illustrated in
Figure 6, found in Section III-A. This figure is then being
expanded in Section IV-B1, Figure 8, where it is shown that the
classes ScriptLoader and EventListenerManager
perform several security checks, including using the XSS
filter. When the XSSFilter class is being invoked from
these classes, it first needs to get all the input data from
the request. This data is retrieved through the nsDocument
class. The relevant input data fetched are all the GET- and
POST-parameters contained in the request. These parameters
are saved in a list, which is then examined further. Every
parameter is checked if it contains any potentially malicious
content, which in the case of a cross-site scripting attack would
be any input that contains some form of script content. This
examination is explained further below, in the next section.
If the filter identifies any parameters as potentially unsafe, it
will compare them to every script entered into the filter class,
from the ScriptLoader and EventListenerManager
classes. If any of these scripts are also found in the request,
the filter will mark the script as unsafe, which will again notify
these classes to not send the detected script to the JavaScript
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engine for execution. All the other scripts will be executed as
normal.

2) Examining Input Data: After fetching all the GET- and
POST-parameters from the request, these need to be analyzed
for potentially malicious content, which as mentioned above,
would consist of any type of script content. It is not a simple
task to identify whether or not these parameters contain any
actual script content, as there exists many different ways
of creating and trying to hide the malicious content of a
parameter. A good source of many such attack payloads is
OWASP’s guidelines “XSS Filter Evasion Cheat Sheet” [16],
which contains many examples of injections trying to cir-
cumvent typical XSS filtering techniques, including variations
of using the script tag, on-event handlers, as well as
other, less used attack vectors. This is why the filter does
not actually identify any script content in the parameters
before marking them as potentially unsafe, but rather make
an assumption based on their contents. If a parameter only
contains alphanumeric characters, [a-z] [A-Z] [0-9], or
the underline character, _, the parameter is considered safe,
and should not be processed further by the filter. These are very
common characters that can not be used to execute any scripts,
making them safe to include in the response. The reason why
the underline character is included is that it is often used in
the case of a space in a parameter, which should be considered
safe. If there any other characters than the one specified, the
filter would include the parameter in further processing, which
will be described in more depth in the next section.

3) Looking for Injections - Matching Algorithm: If there
are any potentially harmful content in the request parameters,
for every script received in the response, the filter is running a
matching algorithm which tries to identify whether any of these
scripts are also contained in any of the parameters. Depending
on the type of script received from the response, the filter
handles the matching a bit differently. With inline scripts, a
comparison of the string representation of the actual script
content is done with each and all of the script content from
the inline scripts entered through the ScriptLoader class.
ScriptLoader also handles external scripts, in which case
it first gets the information about the external URL where the
actual script is located before it executes the content inside the
script. For the filter, in the case of an external script, it does
not do a comparison between the contents of the external script
with the parameters, but rather a comparison between the string
representation of the external URL and the parameters. As for
other attack vectors, like the on-event handlers, the same
approach as the inline script matching is done. A similarity
between the inline and external script matching, however,
is that before the actual matching takes place, the content
from the scripts and the parameters need to be normalized.
This means that these contents might differ slightly, as the
parameters content might have changed after going through
the HTML parser in Firefox, which again means that some of

the same changes need to be done by the filter for it to detect
all injections properly. Several possible factors that need to
be addressed when normalizing the contents are listed below,
with a basis in the rules from OWASP’s filter evasion cheat
sheet [16].

a) Basic evasion techniques: A basic normalization
technique is to not differentiate between upper- and
lower-case characters. The script injection <script
src="http://xss.rocks/xss.js"></script>,
which try to load an external script through a
different domain, and the slightly different <script
src="http://xss.ROCKS/xss.js"></script>
would thus both be treated as the same injection, as the
uppercase characters in the second example would be
converted to lowercase. Another basic technique is to use
added whitespace or other characters that do not change the
behavior of the injected script, but that tries to hide the script
from being recognized by filters. An example attack could
be the injection <script>alert (1)</script>, where
additional spaces are included, but where the injection could
successfully execute the script content, alert(1). This is
related to using different encodings in the injections, which
could include more advanced attack payloads.

b) Different encodings: It is common for attackers to
use different encodings in their attack payloads, by for example
using URL encoding [46] for the injected script, which again
is a means of hiding the injected string. URL encoding is
something that needs to be used in URL’s when the URL
contains characters outside the American Standard Code for
Information Interchange (ASCII) character encoding set, which
is why the URL has to be converted into supported ASCII
format. This is done by replacing unsafe ASCII characters with
a percent sign, %, followed by two hexadecimal characters.
It is also possible to use this encoding for any input for a
website, which means the filter needs to properly decode and
identify the encoded data. In this filter’s implementation, it
is supported by using Mozilla Firefox’s own internal class for
handling URL’s, which also handles decoding of URL encoded
data.

c) Different attack vectors: The attack vector for inject-
ing XSS attacks used in most examples in this paper, utilize
the script tag, <script>. It is, however, possible to perform
XSS injections by using many other different attack vectors,
as explained in Section II-B4. The filter does currently support
the script tag and every usage of the on-event handler,
which may be used in combination with many different attack
vectors.

4) Handling of Discovered Script: If the filter does find a
match between a script from the response with a script from
the request, it marks that particular script as unsafe and notifies
the class that invoked the filter, telling the class that it should
not execute this particular script. Even if a script is detected
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and blocked, the filter do continue to check all other scripts
from the response with the request parameters, as there might
be more than one injected script. This is an important aspect
of the filter, as it only blocks the actual injected script and not
the whole page from loading. By choosing a different solution
where the filter is blocking the whole page when an attack is
detected, the filter does not need to do any further checking,
as you can not execute any more scripts as the page is not
being loaded.

5) Firefox Integration: This section will briefly describe
how the filter class is integrated and how it connects to other
parts of Firefox. The filter is implemented as its own class
inside Firefox’s source code, called XSSFilter, making it
easy for other components to use the filter when needed. The
class is located in the mozilla/dom/security folder,
which is the same location as where all the Content Security
Policy (CSP) related classes reside. The filter is currently
being created in places where the filtering functionality is
needed, by supplying it with the owning document class,
nsDocument, in its constructor. As discussed in Section
IV-B1, ScriptLoader is one of the primary classes that
use the filter. Upon creation of the ScriptLoader class,
it also creates a filter instance with the main document in its
constructor. Every time the main document is loading new data,
like updated GET- and POST-parameters, the XSSFilter
instance located in ScriptLoader also gets updated, fetch-
ing the new request data, before using it in the filtering
process every time ScriptLoader encounters a script,
either inline or external. Another internal class in Firefox,
EventListenerManager, do also use the XSSFilter in
a similar manner, but rather than inline and external scripts it
takes care of scripts from on-event handlers.

The XSSFilter class itself is also accessing other com-
ponents inside Firefox. To retrieve the GET parameters it
has to access the URL from the main document class before
using the URLParams class for parsing it correctly, making
sure the content is properly URL-decoded. As for the POST
parameters, the filter gets access to the nsIHttpChannel
class through the main document, which contains the necessary
data for retrieving the parameters, by utilizing different helper
classes in Firefox. It also uses several helper classes for a lot of
string manipulation, operations like searching for whole strings
or single characters, or converting between different types of
strings and encodings.

6) Challenges: There have been some challenges with
the implementation of the filter. Since the filter is being
implemented inside an already built software, the Mozilla
Firefox web browser, the filter needs to be integrated in a
way so that it can cooperate with existing code, data flow and
different ways of doing things. Mozilla Firefox is a very huge
piece of software, containing many different classes spread
across separated modules that talk to each other by using

different means. To properly understand this whole structure
and following the data flow proved to be a challenging task, as
there were used a lot of different coding principles and internal
code for different tasks. String-handling is a good example of
how complex the code is, as there exists many different types
of strings and as many ways of converting between them and
utilizing them correctly.

7) Unit Testing: Unit testing is a good way of assuring
that separate parts of the code is working as desired. In the
case of the filter implementation, the parts containing the
examination of input data and the matching algorithms are
the most important to test, as these are the parts dealing
with the actual filtering process. Several unit tests have been
implemented to verify this process, by supplying some sample
injected data. As the filter require some special characters
to be included in the parameter for it to be checked for in
the matching process, several tests have been implemented
confirming these character checks. The matching algorithm
also have several tests with different injection inputs, verifying
that the string matching works correctly. As for testing other
parts of the filter, which relies on many different parts of other
functions in Firefox, a more complete testing is done in Section
V.

V. ANALYSIS AND ASSESSMENT

The filter needs to be evaluated, as explained in Section
II, in terms of several different categories. The filter should
be tested for how well it protects against XSS attacks and
how much it affects the performance of Firefox . An analysis
of the filter’s implementation, some of the design choices
and different limitations are also an important part of the
evaluation, as it will highlight what is good and what needs to
be improved.

A. Protection Effectiveness

Protection effectiveness is about how well the filter is able
to protect against XSS attacks, in particular, Reflected XSS
attacks.

1) Methodology of Testing: To be able to measure the
effectiveness of the filter, it is necessary to conduct testing
by doing an examination of a known vulnerable website, as
it is not the website’s own security features that need to be
tested, but the filter’s capabilities. One way of making sure
this is the case is to implement a sample website, used for the
sole purpose of testing the filter. The created website should
try to mimic some of the functionality found on other typical
websites, as this would provide a better generalization of the
filter’s overall effectiveness. A common functionality found
on a majority of websites is the search field, which is also
susceptible to Reflected XSS attacks. The website should,
therefore, consist of a search field, which would send the
query to a web server, where the response should be a page
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containing the input query from the search field. Since the
website has no built-in security features, inputting a script into
this search field would effectively execute it upon receiving
the response. By visiting this vulnerable website through the
modified version of Firefox, containing the XSS filter, the
filter should be able to both detect and stop the injected script
from being executed. This is being tested by conducting an
automated test consisting of several different script injections,
to see if the filter detects all of the attacks or just a subset
of them. The automated test is made possible by the usage
of Selenium WebDriver [47], which makes it possible to do
direct calls to a specific web browser instance, by using its
native support for automation. A simple script will be created
that uses Selenium, which takes a list of injections as input,
which will than test each of them against the sample vulnerable
website. The outcome of this script will be a list of both
the successfully injected scripts and the ones that did not get
injected.

The script injections that are to be tested, are collected
from a variety of sources. An extensive list found on the web-
site gbhackers.com [48], and three different collections
gathered from github.com [49] [50] [51]. In total, a list
containing 920 unique script injections where created from
these sources. This list consist of many different attack vectors
targeted at very specific functionality of common websites.
Since the sample vulnerable website created is a very simple
website, not containing a complex usage of different HTML
tags, it is assumed that most of the injections would not be
successfully injected. This is why several hundred injections
were collected, to make sure that a big enough subset would
actually be successfully injected, which could be used in
the analysis. For achieving accurate results, the automation
testing script would actually need to be executed twice. This
process is shown in Figure 9. First, all the injections had to be
tested against the vulnerable website without the filter enabled.
This way, all the injections that are actually working on the
vulnerable site, would be recorded in a list created by the
testing script. Next, the list of injected scripts would be used
to run the testing script another time, this time using a version
of Firefox that has the filter enabled. The script would once
again create a list containing both the successful injections and
the injections stopped by the filter, which then would be used
for further analysis. This is done to make sure that the analyzed
results are containing actually injectable script content so that
it is known that it is the filter that stops the injections, and not
something wrong with the injections themselves.

2) Results: When running the automated test as described
above, the website without the filter was successfully injected
with a total of 138 different script injections. Although many
of the injections used similar attack vectors, there were still a
good mixture of different attack vectors and encodings used,
typically trying to circumvent filtering mechanisms. When
using these injections in the version of Firefox containing
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<script>alert(1)</script> Go!
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Figure 9: Testing of the implemented filter

the XSS filter, only 29 were successfully injected. The filter
did, therefore, block 109 of 138 injections. By examining the
results further, it is possible to pinpoint the weaknesses of the
filter, which again could be used to improve it.

a) Blocked scripts: Most of the script injections were
both detected and blocked by the filter. This included the
usage of many different variations of the script tag, where
the injections were adding other unnecessary characters or
using URL encoding trying to circumvent the filter. Because
of the filter’s location, behind the HTML parser, and the fact
that all parameters gets URL-decoded, all of these injections
were blocked. There were also a lot of usage of on-event
handlers utilizing similar circumvention techniques. Most of
the on-event handlers were also blocked, used in combina-
tion with different attack vectors like the img tag, svg tag
and body tag, since all of these on-event handlers had to
go through the EventListenerManager class, where the
filter was invoked from.

b) Injected scripts: As there were a total of 29 suc-
cessful injections, it is interesting to analyze why the filter
did not detect them. Table II contains an overview of the
injections, which will be further analyzed here. 16 of 29 of
the successful injections used the HTML tag iframe, in
different forms, utilizing upper/lower capitals, URL encoding
and otherwise including different characters to confuse the
filter. The iframe tag allows web pages to load other web
pages inside itself, where the tag also support the usage of
on-event handlers. Even though 16 of 138 of the iframe-
injections got successfully executed, the filter did actually
block the instances utilizing on-event handlers, as this is
well supported by the filter. The filter does not, however, detect
iframe’s using the src attribute, as it is not being invoked
in the parts of Firefox that handles the script content inside
these tags. 7 other injections were also cases where the attack
vectors are not supported, which used the embed tag, svg tag
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and the object tag. The last 6 cases, however, used either the
script tag or on-event handlers, but did not get detected.
This is because they used varies encodings, like HTML entity
encoding and base64 encoding, which are not supported by
the filter. This is a good example showing that only dealing
with the most common URL encoding is not enough, as there
exist several other encodings that might be interpreted as script
content by the website, that also needs to be considered.

Table II: Testing of the implemented filter

Attack vector Number Not supported Difficulty to fix 

iframe 16 attack vector easy 

embed 3 attack vector easy 

object 3 attack vector easy 

svg 1 attack vector easy 

script 2 encoding moderate 

on-event 4 encoding moderate 

3) Limitations: There are several limitations regarding the
capabilities of the filter, which could be categorized into
several categories. Some limitations were related to the actual
filtering rules, which means the capability of the filter to detect
different types of script injections, using different methods for
trying to circumvent the filter. The other types of limitations
is related to the different input and output sources supported
by the filter, as there are more ways than using script tags and
on-event handlers to inject script content into websites.

a) Limitations regarding filtering rules: As described
in Section IV-D3b, the filter did support URL encoded data,
which turned out to work really well, stopping several injec-
tions. It did not, however, support HTML entity and base64
encoding, which led to script injections being executed in
the browser. Support for more different encodings should,
therefore, be implemented.

As seen from the results, every injection utilizing the
iframe tag was successfully injected and executed in the
browser, as this was one amongst several injections in which
the injected attack vector was not accounted for by the filter.
This is a general limitation that the filter simply supports too
few attack vectors utilizing different HTML tags. Although
the filter supports on-event handlers, which is used by a
vast amount of HTML tags, these on-event handlers are
not always necessary to trigger a script for execution, which
is why this support needs to be improved.

In Section II-D0b, some limitations of the XSS Auditor
filter were discussed, which are tightly related to the limitations
of this filter implementation, as they are based on the same

string matching design. Not all of the limitations from Auditor
applies though, as this filter does not require the same strict
subset of special characters to be present, as Auditor requires.
However, the limitations regarding partial string injections are
something that has not been addressed in this filter either.
If a website have several input fields were its content gets
concatenated without proper validation, an attacker might take
advantage of this to create a complete injection by splitting
the injection into two or more fields. It is worth mentioning
that this is a rather special case, as the website needs to have
some very specific functionality for this attack to work, but it
is still a possibility that should be considered to be addressed.

b) Limitations regarding request input sources: An-
other type of limitation is regarding every input source from
the request, which means every source of user modified fields
that might enter into a web application. The absolutely most
used input sources are the GET- and POST parameters, which
are currently the only sources supported by the filter. There
are, however, other possible input sources where users could
inject malicious content, like for example HTTP headers and
cookies. Although these are more special cases, where the web
applications need some more specific use-cases, they might
still occur, which is why they should be considered to be
supported.

B. Performance

The performance of the implemented filter is an important
factor for its usefulness. For measuring the performance,
Mozilla’s own methodology for comparing page load times
across browsers [52] was used. This methodology consists
of choosing a set of websites that are loaded in Firefox,
repeated several times, while measuring the loading time for
each page load. This is a process that is automated with the
help of Selenium WebDriver [47], which makes it possible
to make direct calls to specified browsers using their native
support for automation. For this implemented filter, it would be
interesting to compare the performance of the modified Firefox
instance with the original Firefox instance, which does not
include a built-in XSS filter. By using the Selenium WebDriver
it is possible to supply both of these instances as options,
which means that the testing would be fully automated. As
mentioned, it is necessary to have a set of websites to be used
for testing. In the case for Firefox’s own testing, they chose to
pick the 200 most popular websites from the Alexa page rank
site [6], because news sites typically contain a lot of trackers.

1) Methodology of Testing: For the testing of this filter,
news sites are also well suited, as they contain a lot of script
content and most often also contains a search field for looking
up articles, which is something that is useful for invoking the
filter mechanism. For the testing, only a subset of the most
popular news sites from the Alexa page rank site were chosen,
as not every news site had a working search field. A total of
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20 news sites were selected for the testing. It is assumed that
most of the top news sites can be considered to be relatively
safe, not containing any easy to exploit cross-site scripting
vulnerabilities. This does not, however, hinder the filtering
mechanism to activate, since the filter would still search the
request parameters for potential dangerous contents, and do
the comparison between them and the scripts contained in the
response. This is done regardless of the existence of any actual
vulnerabilities or not, since that is the whole point of the filter,
to act as an added layer in the defense in depth strategy trying
to stop attacks from potential vulnerabilities.

To make sure the modified browser actually runs the code
for the implemented filter, each website was given some input
data by using their search fields. The testing was done with
two different input data, with the first one simulating a totally
legit request that does not contain any script content at all,
inputting the query article, and the second one containing a
simple script, <script>alert(1)</script>, simulating
a very simple XSS attack. In the first case, by inputting a
safe query, the filter would inspect this query and not find
any potentially dangerous characters, which means the filter
would not need to do any additional processing. In the second
case, the same inspection of the query would be done, which
would mark the injection as unsafe. After marking it as unsafe,
every time a filer would get a script from the response, this
script would be matched against the unsafe parameter, trying to
identify if the parameter is contained in any of the scripts. The
performance difference between the original and the modified
browser should be expected to be lower from the first case than
the second case, as the filter is doing more work the second
query. One thing to notice here is that the filter would most
likely not detect an actual attack, as previously assumed that
popular news websites are probably protected against simple
injection attacks.

2) Results: After running the automated test, the result
does not suggest any added performance overhead by in-
cluding the filter. The measured load times were actually
so similar that an accurate estimate of how much the filter
affected the performance is not possible to measure. Table
III illustrates the results, where the unit of the load times
are milliseconds. The columns marked ”Invalid” means that
a web page did not load correctly, which means it got re-
moved when calculating the average load time. In the case
of loading web pages with the query article, the version
containing the filter did actually perform approximately 3.2%
faster on average, than Firefox without the filter. In the case
of using the query <script>alert(1)</script>, the
original Firefox version performed approximately 1.7% faster
on average. It is worth noting that the results did not contain
any huge fluctuations when performing the test, and the biggest
difference after calculating the average for each test run was
about 362 ms, which was the difference between Run 1a
of the original version and Run 2s of the original version.

The difference between the different runs of the modified
filter was really small, as seen in the figure. As the total
difference between the original and modified versions are also
relatively small, the conclusion is that the filter did not add
any measurable performance overhead, meaning it achieves
very high performance. There are, however, several factors that
might have affected the testing, as described in the next section,
V-B3. Although, since there were so few fluctuations between
the calculated averages, it is assumed that the results reflect
the reality fairly well.

Table III: Loading times results, measured in milliseconds

3) Limitations: There are several factors that might have
affected the performance testing, which could mean the results
are misleading. When Mozilla did their own performance
testing, they used a total of 200 different websites, a number
much higher that what was used when testing this filter.
Choosing a larger subset of websites for the testing could
have given some results reflecting a more average loading
time, but the 20 selected websites did achieve a very small
variance in the calculated average, so it should not be of much
difference if choosing to include any more than this. Some
other factors that might have had more impact on the results are
fluctuations in the local Internet speed of the testing machine
and the fluctuations in the web traffic received by the tested
websites at the time of the testing. It is typical that these factors
varies throughout the day, depending on the time. The test of
the original and modified browser were done consecutively,
where each test, where one test contains loading of 1000
websites, took approximately 80 minutes to perform. This is
not a very huge time span, meaning these fluctuations should
not be considered to be of any huge significance. Another
factor that is less likely to have affected the performance is
the processing power of the testing machine itself, meaning
the CPU of the machine might have been running different
tasks when conducting the testing of the different browsers.
The testing machine was, however, left alone during the actual
testing period, which should result in minimal affection from
other tasks running.
These are all limitations that somehow might have affected the
testing results, some easier than others to control and minify,
which was done to the best of ability. Each of them should
not be of any significance, and the results are considered to be
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very accurate, but it is still worth mentioning these limitations,
as is is often small variances in the results which should be
tried to be explained.

C. Implementation

It is also interesting to analyze how well the filter itself is
implemented, in terms of how well it is integrated into Firefox,
and how it affects the usage of Firefox other than the already
measured performance.

1) Conform to Mozilla Firefox’s Internal Coding Stan-
dards: Mozilla Firefox has strict guidelines for how things
should be integrated into the browser, a coding standard for
everything from simple formatting to the usage of different
parts from the code. The implemented filter has tried to comply
to these rules, by following the general coding standards,
particularly regarding the handling of strings [53], as string
matching has been a major part of the filter mechanism.
Getting access to other parts of the code, parsing data correctly,
exception handling, and testing are other examples of good
implementation regarding Mozilla’s coding principles. There
is, however, one aspect of the implementation that is not being
integrated well enough for being part of a release version
of Firefox. This is the fact that the filter is not utilizing
the concept of script security and the usage of principals, as
explained in Section III-B.

2) Blocking Technique: When detecting a potential XSS
attack, the filter should be able to act upon it and block the
script injection. There are several ways of doing this blocking,
as mentioned in Section IV-A2, it is possible to only block
the injected script or the whole web page. Both of these
techniques have their advantages and disadvantages, which are
being discussed here.

a) Partial blocking: One of the reasons for blocking
only the injected script is that it would interfere less with a
user’s normal browsing of web pages, as the user could still
use the other parts of the web page, which are not affected by
the injected script. This is also a huge advantage in the case
of a false-positive, again as the user gets less interrupted, as
only a subpart of the page gets blocked.

b) Blocking the whole page: There are, however, some
disadvantages when choosing to only block parts of the page.
When the filter detects an attack, it is not unexpected that
an attacker might have combined several techniques and parts
when injecting the script into the website, hoping that one of
the included parts of the script would be able to circumvent the
filter. Hopefully, the filter would be advanced enough to prop-
erly detect and block all the parts of the injection, but it might
be some special conditions that the filter does not account for,
leading to a successful attack. This is one of the reasons why it
might be a better approach, when only concerned with security,
to block the whole web page from loading when an attack is
detected, as the detected attack might just be part of a bigger

attack. Another possibility for an attacker is to trick the filter
to not block an injected script, but to block some important
security feature that is actually needed by the attacked website
itself. An example is a website that requires the JavaScript
file security.js for its security features to work, which
will be included in the response when requesting the website.
Since the filter compares script content from the request with
script content from the response, an attacker might inject a
script containing the same filename, security.js, which
would then be detected by the filter as an attack, as the file
is both in the request and the response of the website. This
would then disable the websites security features, which means
the attacker could create an injection that combines the file
security.js with some other malicious script executing
an attack. Since the filter actually detected an attack, it would
be better to block the entire web page from loading, as this
would prevent this issue altogether.

3) Usability: The implemented filter does not currently
support any interaction from or with the user of Firefox, which
is something that should be considered, as more control of and
information about the filter’s behavior could be beneficial to
websites and Firefox’s users.

a) Choosing blocking technique: As there are clearly
advantages and disadvantages with both the blocking tech-
niques, it is possible to make this a decision for websites to
take, by utilizing the X-XSS-Protection HTTP response
header [54]. This is a header currently supported by most of
the major web browsers, Chrome, Safari, Internet Explorer and
Edge, and makes it possible to decide how the browser should
act when they detect XSS attacks. There are four possible
values for the X-XSS-Protection header. Setting it to 0 will
disable the filter and 1 will enable it and only remove the
dangerous parts. By using 1; mode=block, the filter will be
enabled and the whole web page will be blocked. A last option
is using 1; report=<reporting-uri>, which will only
remove the dangerous parts and use a feature from CSP where
the violation is reported and sent to the specified URL.

b) Violation feedback: Another functionality missing
from the implementation, something the implemented CSP
feature already has, is the ability to properly notify users of
a violation. In the case of an XSS violation, this would be
when the filter detects and/or blocks the attack, depending on
what the previously mentioned X-XSS-Protection header is set
to. This header, did as mentioned above, support a reporting
feature, where details of the violation would get sent to a
specified URL. However, a violation notice should also be
indicated to the users of Firefox, regardless of the reporting
feature of the X-XSS-Protection header. In the filter’s current
state, these violation details are only shown in a special console
meant for the developers of Firefox itself, and not in the
developer console accessible to normal users of Firefox. The
details shown to the users does not have to contain every detail
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about the violation, but an indication of what has happened
should be displayed.

VI. CONCLUSION

Cross-Site Scripting (XSS) vulnerabilities continue to be
one of the most critical web security threats among today’s web
applications, despite the large quantity of research, proposals
and solutions being published and implemented [5]. This is
a type of vulnerability that mainly and directly compromise
the end-users of web applications, which means they need
additional protection. All of the major web browsers have
taken action by implementing several protection mechanisms
defending against these XSS attacks. Since XSS is such a
complex vulnerability, there is not a single protection mech-
anism that will stop all of the attacks, but rather a strategy
of having several mechanisms that together provide the best
protection, utilizing the defense-in-depth strategy. All of the
major web browsers have included a built-in filter for XSS
protection as one of these counter measures, except the second
most used, Mozilla Firefox, which have neglected to include
such a feature. As seen from the lacking effectiveness of the
most comprehensive protection mechanism in Firefox, CSP, as
discussed in Section II-C, the need for a built-in XSS filter in
Firefox is evident, considering the prevalence and consequence
of these attacks.

This paper has made a proposal and implementation for
such a filter, which is built-in and integrated into Firefox.
The filtering principles for the filter was based on the fil-
ter used in Google’s Chrome browser, XSS Auditor, which
utilizes an advantageous placement inside the web browser,
achieving both good protection and high performance. After
doing several tests of the implemented filter, findings suggest
that the filter did perform very well in protecting against a
wide variety of script injections, which contained different
attack vectors utilizing several methods trying to circumvent
the filtering mechanism. Adding and removing characters,
using URL encodings and different on-event handlers were
efficiently blocked by the filter. There were, however, some
limitations regarding different types of encodings and a lack
of support for some attack vectors, which are something
that needs to be added before the filter could be considered
sufficient for every-day usage. Performance-wise, the filter
did not show any measurable difference compared to the
version of Firefox without the filter. By not having any huge
performance overhead means that adding small additions for
fixing the limitations mentioned should not incur significantly
more overhead, as the most demanding filtering mechanisms
are already implemented.

The modified version of Firefox containing the filter do,
therefore, already provide much better protection than the
original version of Firefox. Even though there are limitations
that needs to be addressed for it to be a considered a fully

fledged solution, it already serves as an important layer in the
defense-in-depth strategy, providing a little extra to the much
desired protection that is needed for XSS vulnerabilities.

VII. FURTHER WORK

As discussed in Section V, the implemented filter still has
room for improvements considering its protection effective-
ness. The areas for improvements are regarding input sources,
attack vectors, support for more encodings and integration with
existing Firefox code. Most of these improvements should be
rather trivial to implement. Firefox’s internal code has easy
access to other input sources data, like the most relevant, which
are HTTP headers. In the case of attack vector support, the
already supported attack vectors only needed about two lines
of code for them to be covered, so it should be as trivial
to add support to other vectors, like the iframe, embed,
svg and object tags, as mentioned in Section V-A2b. The
only challenge with these is to identify the location inside the
Firefox code where they are being processed, as they might be
handled in vastly different areas in the code. Support for more
encodings should also not be too difficult to achieve, as there
exist good documentation covering how different encodings
work, and the fact that the filter class is structured in such
a way that it is easy to add more advanced filtering rules.
The most challenging task would be to better integrate the
filter into the existing Firefox code, to comply with all the
security principals and coding standards that are required by
Mozilla. Another improvement could be to implement support
for the X-XSS-Protection header, which would let websites
themselves decide if they want to use it or not.
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Abstract— The paper describes a method for a short-term 

stock price prediction based on candlestick chart techniques 

that are popular among stock traders using technical analysis. 

While the techniques have long history, there is still no 

consistent conclusion on the predictability of the techniques. 

We focus on the fact that a trend of stock prices often 

continues after intervals of several days because stock prices 

tend to fluctuate according to announcements of important 

economic indicators, economic and political news, etc.  

Typically, stock price movements in the period without 

important news are small, resulting in generating a series of 

noisy candlesticks. To cope with the noisy candlesticks, this 

paper focuses on a dynamic programming algorithm that 

allows us to perform partial matches on sequences of stock 

prices. We propose a model consisting of six parameters for 

retrieving similar candlestick charts in order to take into 

account where the stock price occurs in high/low price zones, 

in addition to a price change and a length of candlestick body. 

Experiments are performed on the daily NASDAQ composite 

index. We choose the daily time frame since important news 

that affects stock prices occurs on a daily basis. The statistics of 

the candlesticks are calculated to determine the parameter 

values of the proposed model based on the average and the 

standard deviation. Experimental results show that the 

proposed method is effective in predicting both uptrend and 

downtrend. Strictly, the prediction of the downtrend is a little 

bit difficult than that of the uptrend, probably reflecting the 

fact that the NASDAQ stock market is constantly growing.  

 

Keywords-Stock price prediction; Technical analysis; 

Candlestick charts; Longest common subsequence; Statistics of 

candlesticks. 

I.  INTRODUCTION 

This research paper is based on the previously reported 
contribution on a candlestick chart retrieval algorithm for 
predicting stock price trend [1]. We provide details on 
implementation of the dynamic programming algorithm to 
eliminate noisy candlesticks that often occur when there is 
no noteworthy economic news. While experiments are 
performed on the daily Nikkei stock average (Nikkei 225) in 
the previous paper, this paper presents experimental results 
on the NASDAQ composite index [2] for showing the 
applicability of the algorithm. 

Predicting the direction of future stock prices is a 
challenging topic in many fields including trading, finance, 

statistics and data mining in computer science. The 
motivation is to predict the direction of future prices so that 
stocks can be bought and sold at profitable positions. 
Fundamental analysis and technical analysis are two primary 
approaches to making investment decisions for successful 
stock trading [3]. 

Fundamental analysis is an approach involving a study of 
company fundamentals such as revenues and expenses, 
business concept and competition, and so on. To forecast 
future stock prices, fundamental analysis combines economic, 
industry, and company analysis to evaluate a stock’s current 
fair value and forecast future value. Because of this 
analyzing processes, most people believe that fundamental 
analysis is mainly suitable for long-term prediction. 

Meanwhile, technical analysis is a method of predicting 
the future direction of a stock price by studying historical 
stock price patterns. A technical analysis presumes that those 
price patterns tend to repeat themselves in the future. One of 
the important types of technical analysis is candlestick chart 
patterns [4]. The candlestick chart patterns provide short-
term predictions for traders to make buy or sell decisions. 
While most techniques use patterns of stock prices during 
more than ten days, the candlestick charting technique 
focuses on patterns among several days of candlesticks 
formulated by opening, high, low, and closing prices within 
a specific time frame, such as minute, hour, day or week. 
Dozens of candlestick chart patterns are identified to be 
signals of up, down, and sideways of trend directions. These 
patterns consist of a single candlestick or a combination of 
multiple candlesticks usually less than four. In fact, the 
technique acts as a leading indicator with its capability to 
provide trading signals earlier than other technical indicators. 
It is also used by some real time technical service providers 
to provide quick signals for market’s sentiments [5]. 

The candlestick charting technique probably began 

sometime after 1850 [4]. Despite of its long history and 

popularity, mixed results are obtained in the studies on 

candlestick charting. Negative conclusions to the 

predictability of candlesticks are reported [6]-[8], while 

positive evidences are provided for several candlestick chart 

patterns in experiments using the U.S., European and Asian 

stock markets [9]-[15]. 
It is also pointed out that candlestick chart pattern 

recognition is subjective [4]. The candlestick chart patterns 
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are often qualitatively described using words and 
illustrations. The studies [6]-[15] adopt definitions using a 
series of inequalities with different parameters that specify 
candlestick patterns. Numerical definitions of candlestick 
patterns are still controversial issues. 

In addition, the previous study [1] mentions that the 
candlestick patterns do not occur in time series in a strict 
sense because stock price fluctuation continues after 
intervals of several days depending on announcements of 
important economic indicators, economic and political news, 
etc. Because of these characteristics, the candlestick chart 
patterns are deemed to bring controversial results on 
predictability regarding future market trends even sort-term 
prediction. 

The aim of the study is to estimate the predictability of 
candlestick patterns for future stock price trends. The 
proposed algorithm is applied to the daily NASDAQ 
composite index, while the daily Nikkei 225 (Nikkei stock 
average) is used in the previous study [1]. Daily historical 
stock prices are used because important news that affects 
stock prices occurs on a daily basis, and we plan to relate 
chart patterns to economic and political news in the future 
study. 

The contributions of this paper are as follows: 
(I) We propose a novel model for retrieving candlestick 

patterns that includes six attributes. The model takes 
account of 5-day moving average and 25-day moving 
average to decide whether the patterns occur in high or 
low price zones of a stock, which is original to the best 
of our knowledge, 

(II) The values of the attributes of the proposed model are 
estimated based on statistical analysis of candlesticks 
so that the experimental results are evaluated in terms 
of statistics hopefully being applicable to world 
markets, 

(III) The LCS (Longest Common Substring) algorithm [16] 
is improved to make an optimal matching of 
candlestick patterns that contain noisy candlesticks, 

(IV) The proposed model devises a graphical representation 
to make evaluation of the retrieval results easy to depict 
the predictability for short-term trends. 

The remainder of the paper is organized as follows. 
Section II gives some of the most related work.  Section III 
describes backgrounds of the candlestick chart. Section IV 
proposes a model for retrieving similar candlestick charts. 
An augmented dynamic programing technique is adopted to 
implement the proposed model. Section V presents 
experimental results on both uptrend and downtrend of stock 
prices. Section VI concludes the paper with our plans for 
future work. 

II. RELATED WORK 

The principles of technical analysis were derived from the 
observation of financial markets over hundreds of years. In 
Europe, the dawn of technical analysis appeared in Joseph 
de la Vega's accounts of the Dutch markets in the 17th 
century. In Asia, the candlestick charting technique emerged 
during early 18th century, and probably established 
sometime after 1850 [4]. In the U.S., the Dow Theory traced 

back to 1884. However, the technical analysis is widely 
dismissed by academics in the 1970s. In particular, it is 
rejected by the weak form of the EMH (Efficient Market 
Hypothesis) formulated by Fama [17]. The EMH states that 
stock prices adjust rapidly to the arrival of new information, 
there is no way to outperform the market average. The 
studies of the last two decades show controversial results for 
supporting the EMH and opposing it. 

Some studies [6]-[8] find that the candlestick charting is 
useless based on the experiments using the stock exchange 
markets’ data in the U.S., Japan and Thailand. Horton [6] 
examines candlestick patterns for 349 stocks finding little 
value in the use of them. Marshall, Young, and Cahan [7] 
investigate the profitability of candlestick trading strategies 
using nine scenarios with different buy-and-hold strategies. 
They conclude that trading signals generated by the 
candlestick technical analysis do not have profitable 
forecasting power on the DJIA (Dow Jones Industrial 
Average) and the Japanese market, which is consistent with 
the EMH. Tharavanij, Siraprapasiri, and Rajchamaha [8] 
investigate the profitability of uptrends and downtrends of 
candlestick patterns consisted of one-day, two-day, and 
three-day candle sticks. Based on experiments using stock 
data in the SET (Stock Exchange of Thailand), they 
conclude that any candlestick patterns cannot reliably 
predict market directions even with filtering method using 
well-known stochastic oscillators [4]. 

Other studies conclude that applying certain candlestick 
patterns is profitable at least for short-term trading [9]-[13]. 
Caginalp and Laurent [9] favorably evaluate the predictive 
power of eight three-day reversal candlestick patterns using 
S&P500 stock price data from 1992 to 1996. They propose 
to define candlestick patterns and price trend as a set of 
inequalities using opening, high, low, and closing prices. 
These inequalities are taken over in the later studies. Goo, 
Chen, and Chang [10] define 26 candlestick patterns using 
modified version of inequalities that are proposed by 
Caginalp and Laurent. They examine these patterns on stock 
data of Taiwan markets, and conclude that some of the 
candlestick trading strategies are valuable for investors.  

Chootong and Sornil [11] propose a trading strategy 
combining price movement patterns, candlestick chart 
patterns, and trading indicators. A neural network is 
employed to determine buy and sell signals. Experimental 
results using stock data of the SET market show that the 
proposed strategy generally outperforms the use of 
traditional trading methods based on indicators.  

Lu, Chen, and Hsu [12] apply candlestick trading 
strategies to the U.S. market data with several trend 
definitions. They claim that the trading strategies appear to 
possess predictive power on a price trend. Specifically, they 
indicate that three-day reversal patterns are profitable when 
the transaction cost is set at 0.5%. They also find that 
holding strategies play an important role to improve the 
effectiveness of candlestick charting.  

 Zhu, Atri, and Yegen [13] examine the effectiveness of 
five different candlestick reversal patterns in predicting 
short-term stock movements using stock data of two 
Chinese markets. The results of statistical analysis suggest 
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that the candlestick patterns work out in predicting price 
trend reversals. 

The following two studies conclude cautious results. 
Martinsson and Liljeqvist [14] give a set of inequalities to 
define candlestick patterns including the length of body, the 
change of price and the length of shadows. They evaluate 
the impact of the candlesticks trading strategies and the RSI 
(Relative Strength Index) to evaluate the trend of the market. 
While they have positive results on the Swedish OMXS30 
exchange, they have negative results on the London 
FTSE100 exchange. Chin, Jais, Balia, and Tinggi [15] 
examine the predictive power of candlestick continuation 
patterns, which predict to continue in the direction of 
original trend, in a Malaysian stock market from 2000 to 
2014. They conclude that only one downtrend continuation 
pattern shows significant predictive power during the 5-day 
holding period. 

The studies [6]-[15] translate the candlestick verbal and 
visual descriptions into numeric formulas in order to be 
used in an algorithm. However, they fail to consider zones 
where the candlestick patterns of interest occur. The 
interpretation of candlestick patterns depends on the price 
zone, e.g., high, low, neutral. For example, the morning star 
pattern generally suggests an uptrend when it occurs in a 
low price zone. However, the morning star pattern is 
deemed to be less predictable when it occurs in a high price 
zone than it occurs in a low price zone. 

Most importantly, the studies [6]-[15] do not discuss 
neutral or noisy candlesticks that often take place in charts 
because stock prices are apt to depend on important 
economic and political news and events. 

III. CANDLESTICK CHART AND PATTERNS 

This section introduces the formation of a candlestick. 

Candlestick patterns are a combination of one or more 

candlesticks [4]. Samples of well-known candlestick chart 

patterns are depicted. Because the candlestick patterns are 

described in natural language and illustrations, there are 

criticisms on their use for trend prediction by a computer. 

A. Formation of Candlestick  

A daily candlestick line is formed with the market’s 

opening, high, low, and closing prices of a specific trading 

day. Figure 1 represents the image of a typical candlestick. 

The candlestick has a wide part, which is called the “real 

body” representing the range between the opening and 

closing prices of that day’s trading. 

If the closing price is above the opening price, then a 

white candlestick with black border is drawn to represent an 

uptrend candlestick. If the opening price is above the 

closing price, then a filled candlestick is drawn. Normally, 

black color is used for filling the candle to represent a 

downtrend candlestick. 

The thin lines above and below the body represent the 

high/low ranges. These lines and are called “shadows” and 

also referred to as “wicks” and “tails.” The high is marked 

by the top of the upper shadow and the low by the bottom of 

the lower shadow. 

 

 
Figure 1. Candlestick formation. 

 

Typically, a stock’s opening price is not identical to its 

prior day closing price. This is because the time during 

which stock market is closed changes investor’s emotions 

and expectations for the stock markets with different 

interpretations of economic news of the day and stock 

fluctuations. 

B. Samples of Candlestick Patterns 

Dozens of candlestick patterns are identified and become 

popular among stock traders [4]. These patterns have 

colorful names like morning star, evening star, three white 

soldiers, and three black crows. 

Figure 2 shows the morning star pattern which is 

considered as a major reversal signal when it appears in a 

low price zone or at the bottom. It consists of three candles, 

i.e., one short-bodied candle (black or white) between a 

preceding long black candle and a succeeding long white 

one. The pattern shows that the selling pressure that was 

there the day before is now subsiding. The third white 

candle overlaps with the body of the black candle showing a 

start of an uptrend reversal. The larger the white and black 

candles, and the higher the white candle moves, the larger 

the potential reversal. The opposite version of the morning 

star pattern is known as the evening star pattern which is a 

reversal signal when it appears in a high price zone or at the 

end of an uptrend. 

 

 

 

 

 

 

 

 

 
Figure 2. Morning star pattern. 

 

Figure 3 shows the three white soldiers pattern which is 

interpreted as a strong indication of an uptrend market 

reversal when it appears in a low price zone. It consists of 

three long white candles that close progressively higher on 

each subsequent trading day. Each candle opens higher than 
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the previous opening price and closes near the high price of 

the day, showing a steady advance of buying pressure.  

 

 

 

 

 

 

 

 

 
 

Figure 3. Three white soldiers pattern. 

 

The opposite of the three white soldiers pattern is known 

as the three black crows pattern which is interpreted as a 

downtrend signal of market trend. 

C. Criticism of Candlestick Patterns 

The major criticism of the candlestick chart patterns is 

that the patterns are qualitatively described with words, such 

as “long/short candlesticks,” “higher/lower trading,” 

“strong/weak signal,” supported by some illustrations [4]. 

What percentage of price change does “long/short” mean? 

Without modeling the candlestick patterns in a way that a 

computer can process and performing experiments 

comprehensively based on the statistics of candlesticks, 

arguments on the effectiveness of chart patterns would not 

come to an end. 

Secondly, the candlestick chart patterns do not deal with 

market liquidity. Liquid market refers to a market in which 

there are many buyers and sellers and in which transactions 

of stocks rapidly take place. In a liquid market, stock price 

trend to change relatively small. The analogy holds for an 

illiquid market. It seems necessary to take account of the 

market’s liquidity to improve the predictability of the 

candlestick chart patterns. We use statistics of candlesticks 

of market under study to cope with the first and second 

criticisms. 

Finally, the candlestick chart patterns are described under 

the assumption that candlestick will occur consecutively, 

which is often not true for actual stock price movements. 

This study proposes an algorithm using dynamic 

programing technique for retrieving similar candlestick 

charts. The algorithm is designed to provide optimal 

matching between two given price sequences including 

several noisy candlesticks. The function of eliminating 

noisy candlesticks distinguishes this study from other ones. 

IV. PROPOSED MODEL FOR RETRIEVING  

CANDLESTICK PATTERNS 

This section describes a model for retrieving similar 
candlestick charts. Following a problem definition, the 
principle of eliminating noisy candlesticks are described. A 
dynamic programing technique is used to implement the 
proposed model. Statistics of candlesticks are calculated in 
order to estimate the six parameters of the proposed model. 

A. Parameters Featuring Candlestick Patterns 

As a preliminary stage of study, experiments only using the 
closing prices and the length of real bodies are performed. 
The experiments simply correspond to the conditions of the 
candlestick chart patterns [4]. The results are discouraging. 
Although mined stock price sequences are similar before the 
specified period of the reference date, trends of the 
sequences after the reference date are seemed to be random. 
Analyses of the results show that the randomness occurs due 
to the relative position among the stock price, the 5-day 
moving averages, and the 25-day moving averages.  

Based on the results of the preliminary experiments, we 
propose a model for retrieving similar candlestick charts. 
Figure 4 depicts the model that consists of the six parameters 
as follows: 

(1) Change of prices w.r.t previous closing price, 
(2) Length of candlestick body, 
(3) Difference from 5-day moving average, 
(4) Difference from 25-day moving average, 
(5) Slope of 5-day moving average,  
(6) Slope of 25-day moving average. 

 
Figure 4. Candlestick pattern retrieval model. 

 
The proposed model is unique because it uses two moving 

averages and their slopes, while the previous studies [6]-[15] 
do not deal with them. Relative position among a stock price, 
5-day moving average, and 25-day moving average is 
significant to identify the zone where the candlestick pattern 
under consideration occurs, which is vital information for 
applying the candlestick pattern. The slopes of the moving 
averages are also important to identify their trends, e.g., an 
uptrend, a downtrend or a sideway (flat). 

B. Problem definition and approach to solution 

Let ri (1≦i≦m) and tj (1≦j≦n) represent candlesticks ri 

and tj which are defined by a vector of six parameters 
mentioned in (1) - (6). Let R= (r1,...,ri,...,rm) denote a 
reference candlestick pattern, and T= (t1,...,tj,...,tn) denote a 
test candlestick pattern with lengths of m and n, respectively. 
The problem we are dealing with is to find maximum 
matching of candlesticks ri and tj while eliminating 
unmatched ones. 
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Dynamic programming is a computer programming 
method that finds optimal solutions of a complicated 
problem. There are dozens of dynamic programming 
algorithms that implement optimal matching between 
sequences under certain criteria. Among them, we focus on 
finding the longest price sequence in common between stock 
price sequences. Because the LCS algorithm essentially finds 
the longest matched elements while discarding unmatched 
elements of sequences [16], the LCS algorithm fulfills our 
intention of eliminating noisy candlesticks.  

The algorithm apparently satisfies the requirements of 
finding the longest price sequence. However, it is originally 
developed for strings of characters. The fact motivates us to 
modify the LCS algorithm to handle numeric sequences. 

C. nLCS: LCS for Numerical Subsequences 

The LCS algorithm is originally developed for character 
strings. Finding the LCS between two strings is described as 
follows. Given two strings, find the longest character 
subsequence that presents in both of them. Characters of the 
subsequence appear in the same relative order, but not 
necessarily contiguous. Figure 5 depicts the LCS of the two 
strings “246612” and “3651.” Since elements of sequences 
are interpreted as characters that require an exact match, the 
LCS is “61.” 

 

Figure 5. The LCS of two character sequences,  
“246612” and “3651.” 

 
It is rather easy to improve the LCS algorithm to deal 

with numerical sequences (nLCS) by interpreting each 
element as a number and using a tolerance given by a user. If 
the difference of two numbers is not greater than the given 
tolerance, then the two numbers are regarded as the same. 
For example, let the tolerance be set to one, and the two 
number sequences be “246612” and “3651.” The nLCS are 
“2661” and “3651” as shown in Figure 6. 
 

Figure 6. The nLCS of the two number sequences  
“246612” and “3651” for the tolerance of one. 

 
The LCS and nLCS are formally defined as follows. 

LCS algorithm: Let the input sequences be X= (x[1],…, 
x[m]) of length m and Y= (y[1],…,y[n]) of length n. Let D[i, 
j] denote the length of the longest common subsequence of 
x[i] and y[j] for 0≦i≦m and 0≦j≦n. 
A) If either sequence or both sequences are empty, then the 

LCS is empty, i.e., D[i, 0] = 0 and D[0, j] = 0. 
B) If x[i] and y[j] match, i.e., x[i] = y[j], then the LCS is 

become longer than the previous sequences by one, i.e., 
D[i, j] = D[i−1, j−1] + 1. 

C) If x[i] and y[j] do not match, i.e., x[i] ≠y[j], then the LCS 
is the maximum of the previous sequences, i.e., 
max(D[i−1, j], D[i, j−1]). 

The value of D[m, n] is the LCS of the sequences X= 
(x[1],…,x[m]) and Y= (y[1],…,y[n]). The actual LCS 
sequence can be extracted by traversing the matrix D[i, j]. 
nLCS algorithm: The nLCS algorithm is derived from the 
LCS algorithm by replacing the match condition x[i] = y[j] 
with (x[i] − y[j]) ≦ diff where diff is a tolerance given by a 
user. 

D. nLCSm: LCS for Subsequences with Multi Numerical 

Attributes 

The idea of deriving the nLCS from the LCS can be 
further extend to the multi numerical attributes to obtain the 
nLCS for subsequences with multi numerical attributes 
(nLCSm). 
nLCSm algorithm: Let p (1≦p) denote the number of 
numerical attributes. Let Cq (1≦q≦p) denote the match 
conditions for the qth numerical attribute. The nLCS is 
extended with respect to the multiple numerical attributes, 
named the nLCSm.  The nLCSm is derived by replacing the 
match condition of the nLCS, i.e., ((x[i] − y[j]) ≦ diff), with 

(C1∧...∧Cq∧...∧Cp). 

Figure 7 shows an overview of implementation of the 

nLCSm algorithm. In principle, the nLCSm algorithm can 

be implemented by replacing the matching condition of the 

LCS algorithm with C1∧ ...∧Cp as shown in line 6 of 

Figure 7. However, the effort to implement the matching 

condition C1∧...∧Cp depends on the complexity of each 

matching condition.  

 

 
Figure 7.  Overview of implementation of the nLCSm algorithm. 

 
In this study, it takes approximately 600 code lines to 

implement the proposed model consisting of the six 

parameters shown in Figure 4, which is described in the next 

section. 

E. nLCSm and candlestick pattern retrieval 

Given the candlestick pattern model with six parameters 
as depicted in Figure 4, the nLCSm algorithm can be applied 
to implementing the model by assigning match conditions C1 
to C6 for each candlestick as follows. 
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C1: if a difference between closing price change of a 
reference candlestick and that of a test candlestick is 
within the change tolerance (change_tol), then C1 is true. 

C2: if a difference between body length of a reference 
candlestick and that of a test candlestick is within the 
body tolerance (body_tol), then C2 is true. 

C3: if a difference between a closing price of a reference 
candlestick and a 5-day moving average is within the 
tolerance (av5diff_tol), and a difference of a test 
candlestick and a 5-day moving average is within the 
tolerance, then C3 is true. 

C4: if a difference between a closing price of a reference 
candlestick and a 25-day moving average is within the 
tolerance (av25diff_tol), and a difference of a test 
candlestick and a 25-day moving average is within the 
tolerance, then C4 is true. 

C5: if a difference between a slope of a 5-day moving 
average of a reference candlestick and that of a test 
candlestick is within the given tolerance (slope5_tol), 
then C5 is true. 

C6: if a difference between a slope of a 25-day moving 
average of a reference candlestick and that of a test 
candlestick is within the given tolerance (slope25_tol), 
then C6 is true. 

F. Statistics of candlesticks 

In order to estimate the six parameters of the proposed 
model shown in Figure 4, we calculate the statistics of the 
candlesticks of the daily NASDAQ composite index from 
Jan. 2, 2009 to Aug. 20, 2018 of 2,425 business dates. 

Figure 8 shows the frequency diagram of body length ratio. 
Let Open[i] and Close[i] denote the opening and closing 

price during the date i (0 ≦ i < 2,425), where i=0 means the 

current day. The body length ratio is computed by the 
following formula: 

 
 Body length ratio= (Close[i] - Open[i])*100 / Close[i]     (1) 

 
The body length ratios are aggregated for every 0.1%. We 

see that the frequency diagram apparently follows the normal 
distribution [4]. The average is 0.03216%, while the standard 
deviation is 0.9330%.  

 

 
Figure 8. Frequency diagram of body length ratio distributions. 

 

Based on the standard deviation, we divide the body length 
into seven categories in accordance with the classification of 
many literatures on candlestick charting [10]. Uptrend and 
downtrend candlestick bodies are divided into three each. 
The other one is a Doji [4], which is formed when the 
opening price and the closing price are nearly equal. Table I 
shows the seven categories of candlestick body. We define 
the values in Table I so that the candlestick bodies except for 
the Doji occur with the same probability of approximately 
one sixth. The candlestick categories are involved as a 
retrieval condition in addition to the tolerances of change, 
body length, difference from 5-day and 25-day averages, etc. 
 

TABLE I. SEVEN CATEGORIES OF CANDLESTICK BODY. 
SDV: Standard deviation of body length ratio. 

BD: Parameter for Doji; 0.2% for uptrend, 0.25% for downtrend. 

 
 

Figure 9 shows the frequency diagram of change ratio 
distributions. Change is defined by the difference between 
the current value and the previous day’s market close. The 
change ratio is computed by the following formula for each j 

(0 ≦ j < 2,424): 

 
Change ratio= (Close[j] − Close[j+1])*100 / Close[j+1]   (2) 
 

We see that the frequency diagram is in a form of the 
normal distribution [4]. The average is 0.07127%, while the 
standard deviation is 1.149%. 
 

 
Figure 9. Frequency diagram of change ratio distributions. 

 
Figure 10 shows the frequency diagram of 5-day average 

ratio distributions. Let Avg5[k] denote the 5-day average of 
the change ratios during the date k (0 ≦ k < 2,420). The 5-
day average ratio is computed by the following formula: 
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5-day average ratio= 
 (Avg5[k] − Avg5[k+1])*100 / Avg5[k+1] (3) 

 
The average is 0.0661%, while the standard deviation is 

0.4880%. Since a 5-day average is the mean of five 
consecutive close prices, the 5-day average ratio statistically 
follows the standard deviation of the sample [4] of five close 
prices in theory. In fact, the standard deviation of the 5-day 
average ratio of 0.4880% roughly equals 1.149% / 
SQRT(5)= 0.5138% with the margin of error of 0.0258%. 
The error seems to occur because the change ratios do not 
strictly follow the normal distribution. 
 

 
Figure 10. Frequency diagram of 5-day average ratio distributions. 

 
Figure 11 shows the frequency diagram of 25-day average 

ratio distributions. Let Avg25[m] denote the 25-day average 

of the change ratios during the date m (0 ≦ m < 2,400). The 

25-day average ratio is computed by the following formula: 
 
25-day average ratio=  

    (Avg25[m] − Avg25[m+1])*100 / Avg25[m+1]         (4) 
 

The average is 0.0680%, while the standard deviation is 
0.1910%. The standard deviation of the 25-day average ratio 
of 0.1910% roughly equals 1.149% / SQRT(25)= 0.2298% 
with the margin of error of 0.0388%. 

 

 
Figure 11. Frequency diagram of 25-day average ratio distributions. 

 

The tolerance of 5-day moving average av5diff_tol is also 
statistically dependent on the change tolerance change_tol. 
In the proposed retrieval model, av5diff_tol and av25diff_tol 
are calculated by the following formulas as defaults 
according to the definition of the standard deviation of the 
sample [4]. 

av5diff_tol = change_tol / SQRT(5)= change_tol / 2.236     (5) 

av25diff_tol = change_tol / SQRT(25)= change_tol / 5    (6) 

Therefore, there are essentially four independent 
parameters in the proposed model, which still causes 
difficulties in setting parameters. Assuming that each 
parameter has 5 ranges of values representing, for instance, 
very high, high, the same level, low, and very low. The 
candlestick patterns of one candlestick have 5 to the power 4, 
i.e., 5^4= 625 cases of parameters. The patterns composed of 
two candlesticks have 5^(4*2)= 625*625= 390,625 cases. 
The patterns of tree candlesticks have 244,140,625 cases. 
These cases mean very wide varieties of candlestick charts 
leading difficulties even in setting parameters for retrieving a 
specific candlestick chart pattern. In fact, the experiments are 
performed by repeating trial and error while adjusting 
parameters. 

V. EXPERIMENTAL RESULTS 

The predictabilities of the morning star pattern indicating 
a reversal signal of starting uptrend trends, and the 
downtrend engulfing pattern indicating the end of uptrend 
trends [4] are evaluated through experiments. The 
experiments are performed on the daily historical stock 
prices of the NASDAQ composite index of 2,425 business 
dates from Jan. 2, 2009 to Aug. 20, 2018. 

A. Data Conversion 

The stock prices are converted to the ratio of closing 
prices to reduce the effects of highness or lowness of the 
stock prices. The formula below is used for calculating the 
ratio of prices in a percentage. 

RCPj = (CPj – CP j+1)*100 / CP j+1  (1≦j≦n)  (7) 

CPj indicates the closing price of the j-th business date. 
CP1 means the closing price of the current date. RCP1 is the 
ratio of the difference between CP1 and CP2, and the closing 
price of CP2, i.e., the closing price of the date before the 
current date. The similar calculations are performed to 
opening, high, and low prices. In addition, the 5-day and 25 
day moving averages, and their slopes are calculated before 
the experiments. The number of valid 25 day moving 
averages, i.e., n in effect is 2,400 (= 2,425 − 25) because the 
25-day averages can’t be calculated to the last 25 days. 

B. Experiments on Morning Star Pattern 

In the previous contribution [1], we observe that the 
morning star pattern does not necessarily show stable 
uptrend signal, and one confirmation day after the pattern 
significantly improves the predictability of the pattern. This 
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is true for the NASDAQ market. So we start this section 
with the morning star pattern plus one confirmation day. 

Figure 12 shows the candlestick chart of the NASDAQ in 
which a strong uptrend starts on May 4, 2018 with a long 
uptrend body of 1.9966%. The short uptrend body of 
0.3219% follows the next day, i.e., May 7, 2018. The 
candlestick arrangements from May 1 to May 7, 2018 form 
a morning star pattern with one confirmation day. 

The first experiment is performed on the four candlesticks 
surrounded by a solid rectangle in Figure 12 as a reference 
for retrieval. This means the length of the reference 
candlesticks is four. We set the length of the candlesticks to 
be retrieved to eight, i.e., double the length of the reference. 

The change tolerance varies from 0.3% to 1.8%. The 
tolerances of 5-day and 25-day moving average are 
calculated by (5) and (6). The slope of 5-day moving 
average is set to 0.4880% in an upward direction, i.e., the 
standard deviation of the 5-day average ratio, and 
−0.4880*0.25% in a downward direction. The slope 
conditions mean to select approximately 44% of the original 
candlesticks. The slope of 25-day moving average is set 
analogously. 

 

 
Figure 12. Candlestick chart around May 7, 2018. 

 
Figure 13 shows the number of retrieved business dates 

that have a candlestick pattern similar to that of May 7, 
2018 within a change tolerance ranging between 0.3% and 
1.8%. The number of data gradually increases as the change 
tolerance rise, but it does not rise linearly. The algorithm 
retrieves almost the same number of business dates for 
tolerance between 0.8% and 1.2%, and between 1.3% and 
1.8%. 

 

 
Figure 13. Number of retrieved business dates and change tolerance. 

Table II shows a list of the business dates retrieved under 
the change tolerance of 1.1%. “nLCSm” shows the length of 
candlesticks that match the key for retrieval. “Length” 
represents the length of the retrieved candlesticks. 
“nLCSm/Length” indicates the “density” of the matched 
candlesticks in the retrieved ones. So, “nLCSm^2/Length” 
means the “weight” of the retrieved candlesticks and used 
as a key to sort in descending order. 
 

TABLE II. RESULTS CONCERNING MORNING STAR PATTERN PLUS ONE 

CONFIRMATION DAY ON MAY 7, 2018  

UNDER THE CHANGE TOLERANCE OF 1.1% . 

 
 

Figure 14 shows overlapped closing prices whose 

business dates are listed in Table II for graphically 

representing the future stock trend. All business dates are 

aligned on the origin to make the comparison easy. The 

thick black line represents the closing prices of the reference 

date, i.e., May 7, 2018. Thin solid lines represent the closing 

prices of business dates listed in Table II except for the 

reference date. The thick light blue line indicates the 

average of the candlestick charts plotted by thin solid lines, 

which suggests at most 1% increase in the coming 10 days. 

 

 
Figure 14. Overlapped closing prices of retrieved candlesticks  

using May 7, 2018 as key. 
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Figure 15 shows overlapped closing prices of business 

dates whose “weight” are not less than 2.286. Six out of 

nine closing prices suggest an uptrend, while the other three 

out of seven ones suggest a downtrend. The average of the 

nine closing prices is almost the same as that of eighteen 

closing prices shown in Figure 14 since nine closing prices 

including those showing extreme fluctuations of both an 

uptrend and downtrend are deleted. 

 

 
 

Figure 15. Overlapped closing prices of business dates  

whose weight are not less than 2.286. 

 

Figure 16 shows overlapped closing prices of business 

dates whose weight are not less than 2.667. All five closing 

prices suggest an uptrend. This result may well be 

noteworthy for traders to identify buying opportunities with 

expectation of approximately 2.0% profits on average in the 

next ten days. 
 

 
 

Figure 16. Overlapped closing prices of business dates  

whose weight are not less than 2.667. 

 
We should learn from the retrieval results shown in Figure 

14 through 16 that there are price movements opposite to 
what candlestick pattern predicts. As the number of the 
retrieved candlestick sequences increases, the average value 
of the retrieved sequences tends to approach 0, meaning that 
candlestick pattern technique has no predictive power on 

price movements. It is vital to control the number of 
retrieved data to be appropriate for prediction. 

Figure 17 shows a candlestick chart of the NASDAQ 
around Jan. 19, 2012. The proposed nLCSm algorithm 
returns four matching candlesticks in five business days, 
which is the best match in the list shown in Table II. Though 
the category of the candlestick body is different, the same 
pattern takes place on Jan. 6, 2012 showing the good 
opportunity to buy stocks as indicated by an arrow on Figure 
17. 

 

 
 

Figure 17. Candlestick chart around Jan. 19, 2012. 

 
Figure 18 shows the candlestick chart around July 11, 2016. 

This chart is similar to that of May 7 in Figure 12 in the 
sense that a few days passed after the 5-day average exceeds 
the 25-day average. The chart is worthy of the investor to 
pay attention to. 

 

 
 

Figure 18. Candlestick chart around July 11, 2016. 

 
Figure 19 shows the candlestick chart around July 9, 2018. 

The key candlestick pattern of retrieval just comes up on the 
day that the 5-day average exceeds the 25-day average, 
which seems to imply a rather weak uptrend. In fact, the 
opening and closing prices move in a zigzag way, and draw a 
downtrend after 14 days. The candlestick chart around May 
25, 2016 in Figure 20 shows the same feature and changes 
the trend after 10 days. 
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Figure 19. Candlestick chart around July 9, 2018. 

 

 
 

Figure 20. Candlestick chart around May 25, 2016. 

 
The candlestick chart around May 3, 2013 shows the 

similar uptrend pattern. 

C. Experiments on downtrend engulfing pattern 

Figure 21 shows the candlestick chart of the NASDAQ 
around June 21, 2018 with a long downtrend body preceded 
by a short candlestick. The pattern is named the downtrend 
engulfing pattern [4] suggesting downtrend reversal. The 
second experiment is performed on the four candlesticks 
surrounded by a solid rectangle in Figure 21 as a reference 
for retrieval. We set the length of the retrieved candlesticks 
to eight, which is the same as the first experiment. 

 

 
 

Figure 21. Candlestick chart around June 21, 2018. 

Figure 22 shows the number of retrieved business dates 
that have a candlestick pattern similar to that of June 21, 
2018 within a change tolerance ranging between 0.3% and 
1.8%. The number of data gradually increases as the change 
tolerance rise, but it does not rise linearly. 
 

 
Figure 22. Number of retrieved business dates and change tolerance. 

 

Table III shows a list of the business dates retrieved under 
the change tolerance of 0.8%. The contents of Table III are 
sort in descending order by the “nLCSm^2/Length” column. 

 
TABLE III. RESULTS CONCERNING MORNING STAR PATTERN PLUS ONE 

CONFIRMATION DAY ON June 21, 2018 
UNDER THE CHANGE TOLERANCE OF 0.8% . 

 
 

Figure 23 shows overlapped closing prices whose 
business dates are listed in Table III. The thick light blue line, 
representing the average of the retrieved candlesticks, 
indicates that the sideways are expected after two-days short 
dips with the wide price fluctuations ranging between 3.5% 

and －8.9%. 
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Figure 23. Overlapped closing prices of retrieved candlesticks  

using June 21, 2018 as key. 

 
Figure 24 shows overlapped closing prices of business 

dates whose weight are not less than 2.0. Five business dates 
with the weight between 1.286 and 1.80 are discarded 
including one forming the upper bound. As a result, the 
average closing prices of the retrieved candlesticks decreases 
gradually to 1%. 

 

 
 

Figure 24. Overlapped closing prices of business dates 
whose weight are not less than 2.0. 

 
Figure 25 shows overlapped closing prices of business 

dates whose weight are not less than 2.25. The prices of the 
business dates with the weight between 1.286 and 1.80 are 
located between the upper bound and the lower bound. 
Consequently, the average closing prices of the retrieved 
candlesticks seems to remain the same as that of Figure 24.  

Figure 25 suggests two possible price trends after two-day 
drips. One is an uptrend reversal and the other is a 
continuous downtrend trend as shown by the upper and 
lower bounds of Figure 25, i.e., lines marked by “2” and “5”.  

Figure 26 shows the candlesticks around Nov. 30, 2016, 
which forms the upper bound depicted in Figure 25. Figure 
27 shows the candlesticks around June 21, 2010 forming the 
lower bound. 

 

 
 

Figure 25. Overlapped closing prices of business dates 
whose weight are not less than 2.25. 

 

 
 

Figure 26. Candlestick chart around Nov. 30, 2016. 

 

 
 

Figure 27. Candlestick chart around June 21, 2010. 

 
The candlestick chart in Figure 26 shows the downtrend 

engulfing pattern on Nov. 30, 2016, while forms the morning 
star pattern three days later, i.e., Dec. 5.  

Figure 27 shows a continuous downtrend. To the best our 
knowledge, the candlestick charting can tell when the 
specified trend begins, but cannot tell when the reverse of 
the specified trend begins. The results suggest the limitation 
of the stock price prediction by the candlestick charting.  

In the study, we find that the prediction of the downtrend 
trend is more difficult than that of the uptrend trend. The fact 
seems to reflect that the NASDAQ stock market is constantly 
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growing. In fact, the NASDAQ index on Aug. 20 2018 is 
2.16 times the price on Aug. 20 2013. 

VI. CONCLUSION AND FUTURE WORK 

Extracting stock price change patterns and predicting 
future stock prices are an interesting task for traders as well 
as financial data analysts. Typically, when there is no 
outstanding news, stock price is apt to show small price 
change during the period. These small price changes are 
generally interpreted as market indecisiveness and need to be 
eliminated when retrieving similar stock prices.  

In this paper, we propose an algorithm for matching 
candlesticks while skipping small price changes. A 
numerical sequence version of the LCS (Longest Common 
Substring) algorithm, which makes use of dynamic 
programming technique, is devised for the purpose.  

This paper also proposes a model with six parameters that 
provide bases for retrieving similar candlestick patterns. The 
proposed model is original because it deals with slopes of the 
5-day and 25-day moving averages to identify their trends, in 
addition to 5-day and 25-day moving averages to decide 
whether the price occurs in high or low price zones. 

In this study, we employ statistical values of the 
candlesticks to estimate the parameters of the model. The 
standard deviation of the sample [4] is substantially helpful 
to approximate the parameters concerning the 5-day and 25-
day moving averages.  

 Experiments are performed on the daily NASDAQ 
composite index.  The results of the experiments seem to 
show that the forecast for the uptrend trend is more accurate 
than that of downtrend, which reflects that the NASDAQ 
stock market is constantly growing. 

We also find limitations of the current approach though 
the experiments. First, the determination of the value of the 
parameters is still immature. Actually, it is done by trial and 
error all through the experiments. We need to develop a 
systematic method to estimate the value of the parameters 
and the number of retrieved candlestick data. Second, the 
proposed model fails to support trading volume. According 
to literature on technical analysis [4], the volume is an 
important indicator to confirm the strength or weakness of 
price movements. Finally, the proposed model need to 
support parameters on upper and lower shadows. Support of 
shadow parameters allows the model to examine various 
shadow sensitive patterns known as the hammer, dragon fly 
patterns [4]. 

As the current study is limited to an average or composite 
index of stock markets, future researches will focus on 
analyzing stock prices of industry sectors and individual 
companies in international stock markets. 

Our future plans also include developing an automatic 
pattern mining method to discover frequently repeated 
patterns for stock trend prediction. Since candlestick patterns 
proposed so far have been found from human experience, 
there can be unknown profitable candlestick patterns with 
more complicated structures than ever known. Finding 
noticeably profitable patterns stimulates our interest in 
researches of data mining.  
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Abstract — This paper proposes Partial Order Multi-

Version Concurrency Control (POMVCC), which is a 

concurrency control technique based on partial order 

transaction processing. We claim that timestamp generation 

per transaction can be a critical section on multi-core for high-

throughput DataBase Management Systems (DBMSs), and 

POMVCC can execute multiple transactions using the same 

timestamp without losing consistency. In this paper, we change 

the order of transaction processing from total to partial on 

Multi-Version Concurrency Control (MVCC), which allocates 

a timestamp on partial order per multiple transactions. It helps 

the DBMS reduce the overall number of increments to the 

timestamp; therefore, improving its overall performance. We 

claim that a POMVCC-based system achieves 1.74 times 

higher throughput than that of a conventional MVCC-based 

system. We implemented a lock-free version of POMVCC on 

MPDB, which is in-memory DBMS. 

Keywords – Partial order transaction processing; Multi-

version concurrency control; Transaction; Timestamp; In-

memory DB. 

I.  INTRODUCTION 

We research to adapt new hardware technology or new 
software techniques to old DataBase Management Systems 
(DBMS) techniques [1][2][3]. For example, the number of 
Central Processing Unit (CPU) cores and memory size have 
recently increased due to the progress of hardware 
technology. For DBMSs, scalability technology [4][5][6] for 
multicore CPUs and large-scale and non-volatile in-memory 
technology [7][8] are advancing rapidly, and the 
performance of DBMSs is close to reaching one million 
Transactions Per Second (tps) [5][9]. 

A DBMS must guarantee the Atomicity, Consistency, 
Isolation and Durability (ACID) properties to maintain data 
consistency [10]. However, strictly doing so prevents a 
DBMS from improving performance because it needs to 
process Transactions (Tx) as serial processing in total order 
[11]. To improve performance, a DBMS generally uses the 
isolation level, which lessens ACID properties step by step; 
thus, improving parallel processing. 

Multi-Version Concurrency Control (MVCC) has recently 
been used for controlling the isolation level. It manages 
timestamps of both before and after updating a record and 
enables records to be referenced and updated simultaneously. 
As a result, it increases the performance of OnLine 
Transaction Processing (OLTP). Recent research has also 
clarified how SERIALIZABLE can be implemented. 
Therefore, DBMSs with MVCC are expected to become 
widespread in the near future [12][13]. 

There are two types of Timestamps (Ts) for MVCC, i.e., 
physical clock and logical clock. The physical clock is the 
time used in the real world, such as Coordinated Universal 
Time (UTC). The Network Time Protocol (NTP) is widely 
used as a protocol for synchronizing UTC among servers 
[14]. Implementation of a logical clock in DBMSs is 
common [15]. Spanner implemented a physical clock for 
DBMSs, but such an example is rare [16]. The larger the 
system is, the more difficult conventional timestamp 
management becomes using a logical clock. Because it is 
mandatory for timestamps to be numbered every 1 us to 
reach one million tps. In such an environment, large-scale 
mutual exclusion with a high CPU clock frequency may be 
problematic. In addition, the memory size and the number of 
CPU cores will increase, e.g., Hewlett Packard’s Memory-
Driven Computing, will further increase [17]. 

Silo was proposed to solve this problem [9]. Silo is the 
timestamp based on Epoch. It periodically updates the high-
order bits of the timestamp. Transaction threads update low-
order bits under the condition that they satisfy the order of 
dependence. As a result, Silo can reduce the number of 
updates for the timestamp. However, it cannot be easily 
adapted for conventional MVCC-based DBMSs because it 
requires lock processing and management of the Read-Set 
and Write-Set for concurrency control. 

Moreover, we must better understand the partial order 
model and low isolation levels because a user requires two 
advanced points. The first point is high-performance and 
high-scalability. NoSQL is very fast and executes 80–120 
million operations per second [18]. If we want to promote 
only DBMS to a data management system for simple 
management, the performance of DBMS needs to exceed the 
one of NoSQL. The second point is that we must understand 
the meaningless assumptions on industry, as shown in Figure 
1 [19]. High isolation levels and the stored procedures are 
not needed on industry. Not all transactions are executed as 
stored procedures only 47% of users (excluded 0% and 1-
10% on Figure 1.B), and almost all users do not set the 
isolation level of SERIALIZABLE. Read Committed is most 
frequently used; therefore, we need to develop a high-
performance DBMS on a low isolation level. 

From these reasons, we propose Partial Order Multi-
Version Concurrency Control (POMVCC), which is the 
partial order transaction processing based on the reduction in 
the conflict rate, which is caused by a large-scale DB. It 
mitigates the problems with simultaneous executable 
transactions on each isolation level. Specifically, it 
increments a timestamp during the abortion phase of a 
transaction. Thus, multiple transactions can be processed at 
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the same timestamp, and the number of timestamp updates 
can be reduced on any isolation levels. 

In summary, our contributions are as follows. 
1. We propose partial order transaction control based on 

reconsidering the isolation level of MVCC, called 
POMVCC. To update a timestamp during the abortion 
phase of a transaction, POMVCC can process multiple 
transactions at the same timestamp and reduce the 
number of timestamp updates. It is also easily 
implementable for DBMSs based on MVCC. 

2. We show the cause and solution of a new anomaly 
called “HISTORICAL READ” caused by POMVCC. 

3. We also show a lock-free implementation of POMVCC 
and discuss the implementation of mixed Pessimistic 
Concurrency Control (PCC) and Optimistic 
Concurrency control (OCC) to solve the problem of 
long-short transaction. 

4. Finally, we discuss the implementation of POMVCC 
on an in-memory DBMS and the evaluation its 
performance. 

The rest of this paper is organized as follows. In Section II, 
we introduce research on concurrency control for DBMSs. In 
Section III, we reconsider the requirement of concurrency 
control for DBMSs and present a problem with performance 
and scalability. In Section IV, we propose POMVCC and 
discuss a new anomaly called “HISTORICAL READ” 
caused by POMVCC and its solution. In Section V, we 
describe a method for implementing our developed MPDB, 
which is an MVCC-based, lock-free, in-memory DBMS 
characterized by parallel logs and mixed PCC/OCC. In 
Section VI, we describe a method for implementing 
POMVCC that is lock-free. In Section VII, we discuss the 
evaluation of POMVCC’s performance and present the 
results. Finally, in Section VIII, we give concluding remarks 
and discuss our future work. 
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Figure 1.  Survey on frequency of use on DBMS functions 

II. RELATED WORK 

In this section, we discuss work related to concurrency 
control for DBMSs. The most notable viewpoint of 
concurrency control is the durability of an execution result 
and the concurrency control of transactions. 

Algorithms for Recovery and Isolation Exploiting 
Semantics (ARIES) involve general persistence processing 
[20]. ARIES is composed of analysis, REDO, and UNDO. 

Analysis pinpoints the starting point of a recovery, REDO 
re-executes a transaction on the basis of a REDO log, and 
UNDO deletes an uncommitted transaction on the basis of an 
UNDO log. During logging, Write-Ahead Logging (WAL), 
which can restore logs safely in the case of failure, is used. 
WAL has a problem in that the speed of writing a log to a 
storage device is slow. However, faster technology that uses 
distributed logging with non-volatile memory has recently 
been proposed for WAL [7]. 

Research on the concurrency control of transactions has 
been conducted since the 1980s. There are two types of 
concurrency control, i.e., PCC and OCC [21][22][23]. For 
PCC, concurrency control with a 2-Phase Lock (2PL) is 
mainly used. DORA [24], PLP [25], and Shore-MT [26] 
have been proposed as lock-based DBMSs [27]. However, 
DBMSs with MVCC, which enables OCC, have recently 
been proposed because the processing cost of locks and 
latches is high [28][29][30]. 

It was stated that an isolation level for SERIALIZABLE is 
not possible [31]. However, the proposal of 
SERIALIZABLE SNAPSHOT ISOLATION (SSI) has made 
this possible [12][13]. Using this technology, H-Store/ 
VoltDB [32][33], Hekaton [4][6], and SAP HANA [8] were 
proposed as MVCC-based DBMSs. H-Store creates 
transaction sites, the number of which is the same as the 
number of CPUs, and transaction threads that stick to the 
logical sites execute Structured Query Language (SQL). 
Such a mechanism enables in-memory and lock-free fast 
processing. To reduce the number of responses between 
interfaces, Hekaton compiles stored procedures into native 
codes. SAP HANA manages both the row store, the update 
efficiency of which is high, and column store, the reference 
efficiency of which is high. Many such MVCC-based 
DBMSs that have diverse characteristics have been proposed. 

Moreover, a Silo in-memory DBMS that manages Epoch-
based timestamps as a concurrency control has also been 
proposed [9]. In Silo, updates of timestamps are removed 
from the concurrency control of a transaction on Single-
Version Consistency Control (SVCC). Silo uses a special-
purpose thread for managing timestamps. As a result, it 
achieves high-performance. In addition, it creates temporary 
areas per transaction for references (Read-Set) and updates 
(Write-Set). Concurrency control with Read-Set and Write-
Set can use cache and memory efficiently. Using these 
technologies, Silo achieves 700,000 tps for the industry 
standard benchmark TPC BenchmarkTM C (TPC-C) [34]. 
Moreover, Silo-based transaction control is adopted by 
Intel’s Rack-Scale Architecture, which has become popular, 
and in-memory DBMS Foedus [5], which uses Hewlett 
Packard’s Memory-Driven Computing [17]. Therefore, Silo-
based concurrency control has become popular. 

Research on SVCC-based DBMSs is now advancing. Silo-
like concurrency control enables faster than conventional 
MVCC-based DBMSs. However, it is difficult to adopt it for 
MVCC-based DBMSs because many components, such as 
thread management, transaction control, and data 
management, must be modified. Therefore, we propose an 
easier implementation technique that is equivalent to Silo’s 
concurrency control for MVCC-based DBMSs. 
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III. RECONSIDERING ANOMALIES AND CONCURRENCY 

CONTROL ON MVCC 

In this section, we outline concurrency control on MVCC 
and reconsider the update conflict of timestamps, which is a 
problem in Silo, and solve this problem. 

A DBMS must maintain ACID properties, but to do so 
strictly, transactions must be serialized, which degrades 
performance. To avoid this phenomenon, an isolation level, 
in which ACID properties are lessened gradually, is used. 
The isolation level is defined as the allowable range for an 
anomaly, which occurs when transactions are executed in 
parallel. This mitigation achieves high-scalability enabled by 
the highly parallel and high-performance transactions of 
DBMSs. 

The isolation level differs between lock-based control and 
MVCC-based control [31]. We outline the relationship of the 
isolation level for MVCC and anomalies and clarify the 
order of transactions and mitigate the problem with 
scalability. 

We define B as the begin phase of a transaction, C as the 
commit phase of the transaction, A as the abort of the 
transaction, BTs as an allocated timestamp during the begin 
phase, CTs as an allocated timestamp during the commit 
phase, ATs as an allocated timestamp during the abort phase, 
R as the reference in the transaction, and W as the 
update/insert/delete in the transaction. We also define Tx.1, 
Tx.2, etc., as identifiers of transactions X, Y, etc. as a set of 
records and i, j, etc. as integers.  

A. Relationship between isolation level and anomalies 

The general anomalies are WRITE SKEW (WS), FUZZY 
READ (FR), READ SKEW (RS), and LOST UPDATE (LU) 
on MVCC [31]. Examples of these anomalies are listed in 
Table I. 

For example, LOST UPDATE occurs when Tx.1 and Tx.2 
update record X simultaneously and both are successful. This 
is a problem because the value of the record is either X' or X'', 
and the update history of the record is not uniquely 
determined. For one-side failure (W1 W2 C2 A1), LOST 
UPDATE may occur when Tx.2 updates record X to X', then 
Tx.1 aborts and record X' is roll-backed to X. 

The isolation level is defined as the allowable range for 
anomalies. SSI has the strictest requirement of consistency. 
The second strictest is READ COMMITTED and READ 
UNCOMMITED is the least strict. Table II lists the 
relationships between the isolation level and anomalies. For 
example, for READ COMMITED, WRITE SKEW or 
FUZZY READ may occur. READ UNCOMMITTED is 
hardly used because user-unallowable anomalies occur. 

TABLE I.  ANOMALIES ON MVCC 

Anomaly Formula

LOST UPDATE (LU) W2[X → X'] W1[X → X'']

READ SKEW (RS) W2[X → X', Y → Y'] R1[X', Y]

FUZZY READ (FR) R1[X] W2[X → X'] R1[X']

WRITE SKEW (WS) R1[X] R2[Y] W1[Y → Y'] W2[X → X']
 

TABLE II.  ISOLATION LEVELS ON MVCC 

Isolation Level LU RS FR WS

SERIALIZABLE - - - -

SNAPSHOT ISOLATION - - - v

READ COMMITTED - - v v

READ UNCOMMITTED v v v v
 

B. Concurrency control 

MVCC controls records and transactions by using a 
timestamp. MVCC manages the update history of records by 
allocating a timestamp at the commit to the records. 
Transactions refer to a timestamp at the begin phase or when 
SQL executes and to the latest record whose timestamp is 
smaller than BTs. The references of transactions maintain 
consistency with this method. How BTs is treated differs 
depending on the isolation level. SERIALIZABLE and 
SNAPSHOT ISOLATION use a timestamp that is referred to 
at the begin phase. READ COMMITTED uses a timestamp 
that is referred to at SQL execution. Figure 2 shows the 
difference between Tx.2 as SNAPSHOT ISOLATION and 
Tx.3 as READ COMMITTED. They execute the SQL at the 
same time. However, Tx.2.SQL2 reads X, but Tx.3.SQL2 
reads X'. Such concurrency control protects SNAPSHOT 
ISOLATION from FUZZY READ. Similarly, READ SKEW 
is prevented. 

The update conflicts at the validation of the commit 
process generally use First Committer Win (FCW), which is 
an OCC. It executes transactions in the order in which the 
commit command is executed. It maintains consistency by 
aborting subsequent conflicting transactions. 

The concurrency control explained above cannot prevent 
WRITE SKEW from occurring. This occurs when references 
and updates of multiple transactions mutually conflict (RW-
Conflict). SSI was proposed to find such a condition and 
avoid WRITE SKEW [12][13]. SSI adds a read flag and 
write flag to the conventional MVCC algorithm and detects 
RW-Conflict. It aborts at least one of the RW-Conflict 
transactions and avoids WRITE SKEW. Therefore, 
SERIALIZABLE is enabled. SSI enables SERIALIZABLE 
with the same performance of SNAPSHOT ISOLATION 
[12][13]. Thus, we can prevent anomalies from occurring by 
using these concurrency controls on MVCC. 

 

SQL Formula

Tx.1 SQL1
B1[BTs=10] W1[X→X']
C1[CTs=10, Ts=11]

Tx.2
SQL1 B2[BTs=10] R2[X]

SQL2 R2[X] C2

Tx.3
SQL1 B3[BTs=10] R2[X]

SQL2 B3[BTs=11] R2[X'] C3time

SQL1   SQL2

Tx.2

Tx.1 SQL1

SQL1   SQL2

Tx.3

 

Figure 2.  Difference between SNAPSHOT ISOLATION (Tx.2) 

and READ COMMITTED (Tx.3) 
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C. Problem of scalability 

To strictly maintain ACID properties, it is necessary for 
transactions to be processed in total order. Scalability is low 
in this case. Table III defines D1 as total order, D2 as weak 
order, and D3 as the order of transactions for MVCC. 

The CTs of MVCC must be different between the 
allocation times of the transactions; one of the transactions 
must be the reference transaction. That is, multiple update 
transactions cannot be committed at the same time due to D3. 
Thus, the transactions of MVCC are in total order in the case 
of update transactions only, or it is in weak order when 
transactions include reference transactions. 

As described above, MVCC increases scalability; however, 
it is applicable only for transactions including reference 
transactions. In the case of update transactions only, 
scalability is low because the conditions of the order are the 
same as D1. Therefore, we must mitigate the order of update 
transactions under D3. ii in order to improve the scalability 
for DBMS. 

 

TABLE III.  DEFINITION OF MVCC 

D1. Total Order

i < j <==> i≦j and i≠j

D2. Weak Order

i ≦ j <==> i<j or i=j
 

D3. MVCC for write tx.

CTs(Tx.i) < CTs(Tx.j) <==> ⅰ and ⅱ

ⅰ CTs(Tx.i) ≦ CTs(Tx.j)

ⅱ CTs(Tx.i) ≠ CTs(Tx.j)
 

IV. PROPOSAL OF POMVCC 

In this section, we propose POMVCC, which mitigates the 
order of update transactions and enables high-scalability. We 
also consider a new anomaly caused by POMVCC. 

We define DBC as the content of a database, and the 

execution order of transactions is shown as (→). 

A. Basic idea 

Transactions can be controlled in partial order on the basis 
of the consistency of a DBC. For example, if the 
concurrency control of DBMS exchanges the execution order 
of one transaction with another transaction and the result 
does not change, these transactions can be executed in non-
order, and consistency is maintained. Thus, we do not need 
to update the timestamp per transaction update and can share 
one timestamp among multiple update transactions. 
Therefore, we propose POMVCC as a new concurrency 
control focused on the partial order of transactions. 
POMVCC provides the same timestamp to two update 
transactions if they have no dependency. This technique 
mitigates condition D3. ii, so scalability can increase. 

 
 

The concept and definition of POMVCC are shown in 
Figure 3 and Table IV. By controlling the partial order of 
transaction processing, POMVCC eliminates the need to 
update the timestamp every time transaction process is ended. 
POMVCC updates the timestamp when it detects an anomaly. 
For example, in Figure 3, since LOST UPDATE occurred 
between Tx.1 and Tx.3, POMVCC will update the 
timestamp. Even if the execution order of all transaction 
processes within the same timestamp is changed, POMVCC 
permits simultaneous execution if the content of the database 
is the same. 

We show the allowable conditions of transaction 
processing on the same timestamp for MVCC and POMVCC 
in Table V, which shows that POMVCC has more conditions 
that can be executed simultaneously than MVCC. Therefore, 
POMVCC can reduce the update frequency of timestamps. 
This means that the scalability of POMVCC is better than 
that of MVCC. We discuss the difference in isolation levels 
between MVCC and POMVCC, as shown in Figure 4. 

 

MVCC POMVCC

Tx.1

W [X → X']

Tx.4
W [Z → Z']

Tx.2
W [Y → Y']

Tx.3

W [X' → X'']

Tx.1

W [X → X']

Tx.4
W [Z → Z']

Tx.2

W [Y → Y']

Tx.3
W [X' → X'']

Tx.3

W [X → X'']

Ts1

Ts2

Ts3

Ts4

 
Figure 3.  Difference between MVCC and POMVCC 

TABLE IV.  DEFINITION OF POMVCC 

D4. POMVCC for write tx.

CTs(Tx.i) ≦ CTs(Tx.j) <==> Ⅰ or Ⅱ 

Ⅰ CTs(Tx.i) < CTs(Tx.j)

Ⅱ CTs(Tx.i) = CTs(Tx.j) and
DBC(Tx.i → Tx.j) = DBC(Tx.j → Tx.i)

 

TABLE V.  ALLOWABLE CONDITIONS OF TRANSACTION PROCESSING 
 ON SAME TIMESTAMP  FOR MVCC AND POMVCC  

Formula MVCC POMVCC

R1[X] R2[X] Success Success

R1[X] W2[X] Success Success

W1[X] R2[X] Success Success

W1[X] W2[Y] Failure Success

W1[X] W2[X] Failure Failure
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SERIALIZABLE

MVCC

Snapshot Isolation

Read Committed

Read Uncommitted

RS, LU

FR

WS

Snapshot Isolation

Read Committed

FR
HR

HR

WS,

HR

POMVCC

RS,

LU
 

Figure 4.  Diagram of isolation levels and relationships 

B. How to control POMVCC 

The trigger to update a timestamp of POMVCC differs 
from that of MVCC. MVCC updates a timestamp during the 
commit phase of a transaction, but POMVCC updates it 
during the abort phase of a transaction. Thus, multiple update 
transactions can be executed at the same timestamp on 
POMVCC. 

The protocol of POMVCC is shown in Figure 5. The 
conflict of LOST UPDATE occurs between Tx.1 and Tx.3 
on record X. In the case of MVCC, a timestamp is updated at 
the commit of Tx.1, but in the case of POMVCC, a 
timestamp is not updated. Therefore, Tx.3 refers to old 
record X, and conflict occurs. POMVCC updates a 
timestamp at the abort of Tx.3. Record X can be updated 
when Tx.3 is retried. Because a timestamp is updated at the 
abort of a transaction caused by an anomaly, partial order 
transaction control is possible. 

 

begin

update

time

Tx.

Tx1

Management Record

Read BTs

X→X'

Val idation
Al locate CTs

commit

Tx2

Tx3

begin

update
X→X'

Val idation
commit

Retry

Update CTs

Read BTs

abort

Tx3'

Read BTs
begin

update
X'→X''

・・・
 

Figure 5.  Concurrency control of POMVCC 

 

 

C. New anomaly: HISTORICAL READ 

The partial order transactions of POMVCC enable highly 
scalable concurrency control. However, the execution order 
of transactions is limited by an application or user. For 
example, consider that the succeeding transaction refers to 
the result of the preceding transaction. In this case, the 
HISTORICAL READ, in which the succeeding transaction 
cannot refer to the result of the preceding transaction, occurs. 
It is necessary for POMVCC to provide the result of the 
preceding transaction to the succeeding transaction when the 
application requires the result of the preceding transaction. 

Table VI and Figure 6 provide the definition of 
HISTORICAL READ. The Tx.2 cannot refer to record X', 
which Tx.1 updates after the commit of Tx.1. This is a new 
anomaly. If Tx.1 and Tx.2 are independent transactions, such 
an anomaly does not occur. However, when the application 

assumes that the execution order is Tx.1 →  Tx.2, an 

unexpected response occurs. This anomaly of HISTORICAL 
READ does not occur on MVCC. 

 

TABLE VI.  DEFINITION OF HISTORICAL READ 

Anomaly Formula

Historical Read (HR) W1[X → X'] C1 B2 R2[X]
 

 

MVCC POMVCC

Tx.1

W [X → X']

Tx.2

R [X']

Tx.1

W [X → X']
Tx.2

R [X]

Ts1

Ts2

 
Figure 6.  Anomaly of HISTORICAL READ 

D. How to avoid HISTORICAL READ 

HISTORICAL READ is avoidable if the BTs of the 
succeeding transaction is larger than the CTs of the 
preceding transaction. That is, when the same user (DB 
connection) or the same application executes transactions, 
the value that is larger than the CTs of the preceding 
transaction is assigned to the BTs of the succeeding 
transaction. Therefore, HISTORICAL READ can be avoided. 

The avoidance method for the same user (connection-
based method) may include false positives. Figure 7 shows 
the solution of HISTORICAL READ for the connection-
based approach. In the worst case, timestamps are updated at 
every commit. For example, timestamp updates are 
unnecessary in the independent transactions. However, in the 
connection-based method, timestamps are always updated 
during the begin phase of the transactions. As a result, 
performance degradation is a concern due to there being 
many false-positive cases. 

With the avoidance method for the same application 
(request-based method), minimum increments of the 
timestamp, which would preferably be referred to, are set 
when the application issues transactions. This method can 
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avoid HISTORICAL READ efficiently because false 
positives are excluded. However, the interface of a DBMS, 
such as begin and commit, must be modified, which is a 
disadvantage of this method. Figure 8 shows the solution of 
the connection-based method. POMVCC returns a CTs at the 
commit of Tx.1, and a BTs (= CTs) is set at the begin of Tx.2. 
As a result, Tx.1.CTs < Tx.2.BTs is established, and Tx.2 
can refer to the execution result of Tx.1. We implemented 
the request-based method shown in Figure 8. 

 

begin

update

time

Tx.

Tx1

Management Record

Read BTs

X→X'

Val idation
Al locate CTs

commit

Tx2

update
X→X'

Check&Update
BTs

・・・

USER, CTs

BTs  ≧ CTs

Cl ient manager

USER, CTs

begin

 
Figure 7.  Solution of HISTORICAL READ on connection-based method 

begin

update

time

Tx.

Tx1

Management Record

Read BTs

X→X'

Val idation
Al locate CTs

commit

Tx2

begin(CTs)

update
X→X'

Check&Update
BTs

・・・

CTs

BTs  ≧ CTs

 
Figure 8.  Solution of HISTORICAL READ on request-based method 

V. IMPLEMENTATION OF MPDB 

We developed an in-memory DBMS called “MPDB” to 
compare the performance of MVCC and POMVCC. We 
implemented MVCC and POMVCC on MPDB and 
evaluated their performance. MPDB is an MVCC-based, 
lock-free, in-memory DBMS characterized by parallel logs 
and mixed PCC/OCC [1][2][3]. In this section, we introduce 
the implementation of MVCC and POMVCC on MPDB. 

 

A. Technical issues 

From evaluating the breakdown of TPC-C to organize the 
DBMS issues on OLTP, buffering (30%), locking (29%) and 
logging (21%) accounted for 80% of the whole process [11] 
[26]. The buffering manages temporary data on a DBMS to 
achieve high-performance by reducing the number of storage 
accesses. Locking is mainly used for updating when 
maintaining DBMS consistency by transaction processing. 
Logging writes log sets to storage to make the transaction 
results persistent. We aimed to solve these problems on 
MPDB. 

The number of CPU cores and memory size have been 
increasing. Although the number of cores per CPU has 
increased rapidly, the CPU frequency is converging to about 
3 GHz [35]. Therefore, we must develop high-parallelism for 
improving performance of tps in line with the technical trend. 
The memory capacity is also increasing with the momentum 
exceeding DB size. The data set of OLTP is often several TB 
or less, and in-memory processing that does not acquire data 
from storage has become possible. Therefore, we developed 
an in-memory DBMS called “MPDB” for sustainable and 
high-performance DBMSs. 

B. Design overview 

MPDB implements MVCC-based architecture using lock-
free on an in-memory DBMS for high-performance and 
high-scalability OLTP. We implemented lock-free control to 
avoid degradation of scalability on lock control due to the 
increased number of CPU cores. 

Figure 9 shows a design overview of MPDB. Transaction 
processing is organized into three phases on MPDB. The 
first phase is the begin processing and the transaction 
processing of read and write. The DBMS allocates a 
timestamp for reference to the transaction during the begin 
phase and the transaction reads/writes the records using a 
BTs. The second phase is the validation phase during the 
commit phase. The processing details are given in Sections 
V.D and VI. The third phase is the durability phase during 
the commit phase. The DBMS writes log sets to storage to 
make the transaction results persistent. 

During in-memory processing, client communication and 
log processing increase in proportion to performance, and 
interrupt handling becomes a bottleneck. However, load 
balancing is easy for client communication. The load of 
interrupt handling can be generally distributed by Receive 
Side Scaling (RSS) or “irqbalance”. The number of 
interrupts can be reduced by changing the interrupt handling 
to polling processing. Log processing must manage the log 
file sequentially to guarantee the ACID. However, it is not 
necessary to manage log files physically in one dimension 
along the time series. A one-dimensional log file is sufficient 
to produce a logical log file at recovery. Therefore, MPDB 
implements a mechanism that allows log processing to be 
executed in parallel by the assigned TxID and timestamp to 
the transaction log. We implemented asynchronous 
input/output (I/O) using “libaio” for efficient log processing 
[36]. 
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The group commit may be a cause of hindering the 
scalability of log management. We do not implement group 
commit since random write performance does not become a 
bottleneck due to the appearance of a high-performance 
storage such as a solid-state drive or storage class memory. 

Ph.1 Begin & Tx. processing

Ph.2 Commit: Validation Ph.

Ph.3 Commit: Durability Ph.

Allocate_CTs (Increment TsPC)

Timestamp management

Allocate_BTs (Ts)

Read / Write record on read-set / write-set

Write / Read validation using write-set / read-set

Release CTs (Increment TsCC)

Asynchronous I/O

Early abort

Abort

Abort

Transaction management

Abort

 
Figure 9.  Design orverview of MPDB. Ts = Timestamp 

C. Data structure 

We have to construct the data structure considering the 
non-uniformity of memory latency by Non-Uniform 
Memory Access (NUMA) [37]. We divide the data 
allocation into thread areas, i.e., local areas and a global area 
in consideration of NUMA on MPDB. Figure 10 shows the 
overview of data allocation on MPDB. As a premise, MPDB 
allocates threads of transaction processing to CPU cores. 

The thread area manages a work area and log area for 
transaction processing. Each thread has its own thread area to 
execute transactions and references/updates another thread 
area when it executes the validation process, but this is 
infrequent. Therefore, the thread area should be built in the 
local area. 

We assigned a local area for each CPU. A local area has 
log-management information to perform log processing for 
each CPU and is used to expand the thread area. 

MPDB assigns common data, such as tables, indexes, and 
system information, with no locality in the global area. It 
creates the global area by the NUMA option of “—
interleave” to allocate this area and multiple memory to load 
balance the memory access. 

Figure 11 shows the detailed structure of the tables and B-
tree index on MPDB. We adopted the linked list for all data 
structures to implement a lock-free DBMS. MPDB inserts 
records to update/delete/insert the records for MVCC. We 
define the rows of the table as a record and the record of 
update history as a row. 

The B-tree index includes nodes and edges. The nodes are 
arranged in descending order, and edges are arranged in 
ascending order. MPDB enables bidirectional search by 
using this index structure. This structure is lock-free since it 
is made of the linked list. 

MPDB also allows the possibility that the index does not 
refer to the latest record to enable early commit. As shown in 
Figure 11, transaction processing does not positively change 
the record pointer of the leaf edge to the pointer of new 
record when delete Row.1’, so that index.col.2 does not 
necessarily indicate the latest Row.1’’. We define this 
processing method as LATE UPDATE. Therefore, the thread 
can shorten the serialization point and improve scalability 
during the commit phase. However, the thread changes the 
pointer of the record to the latest pointer when referring with 
the index on LATE UPDATE. The thread can reduce the 
number of chains of the linked list and achieve fast record 
access. 

C
P

U
…

Memory

Global Area

Index

Common

Local Area

Thread Area
work log

Ts.
log management

Table

Local Area
  

Figure 10.  Overview of data structure on MPDB 

Index for col.2

Key Ts. Lower
A 100 ＊

Table Row.1 Row.1' Row.1''

Col.1 1 2 -

Col.2 A A -

Ts. 100 111 132

Next ＊ ＊ -

Prev. - ＊ ＊

update to
either the pointer

Index for col.1

Key Ts. Lower
2 100 ＊

Key Ts. Lower
1 111 ＊

insert & delete
for update

 
Figure 11.  Detailed structure of tables and indexes 

D. Transaction management 

We now explain the procedure of transaction processing. 
The state of the transaction is illustrated in Figure 12. MPDB 
manages the four typical states of transactions. The 
transaction states can be classified into ACTIVE during the 
begin phase, PRE-COMMIT at the validation phase during 
the commit phase, COMMIT at the durability phase during 
the commit phase and ABORT during the abort phase, as 
shown in Figures 9 and 12. 
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Table VII shows the transaction state for each transaction 
method on MPDB. MPDB implemented mixed OCC/PCC to 
provide six transaction methods. Generally, long transactions 
are easily aborted by short transactions; therefore, long 
transactions can reduce the frequency of the abort when short 
transactions set OCC and long transactions set PCC. 

OCC and PCC are illustrated in Figures 13 and 14, 
respectively. On OCC, the initial state of the transaction is 
ACTIVE and the database performs begin processing in the 
first phase and commit processing in the second–fifth phases. 
However, on PCC, the initial state of the transaction is PRE-
COMMIT and the database performs begin processing in the 
first phase and the commit processing in the second and third 
phases. The processing equivalent to write lock is executed 
with the third phase on OCC and first phase on PCC. That is, 
since threads can execute write lock during transaction 
processing on PCC, it is possible to perform record update 
reservation earlier than OCC. Because of this, MPDB 
enables the coexistence of long and short transactions. 

 

Active

Pre-commit

AbortCommit
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Figure 12.  States of transaction 

Record

Tx.state (Active)

New record

1. Create new record. (Insert for update)
2. Change Tx.state (Active → Pre-commit)

3. Connect the pointer of record to Tx.
# write validation (write lock)

4. Check the conflict graph of Tx. for SERIALIZABLE.
# read validation

5. Connect the pointer of record to new one.

 
Figure 13.  Tx. processing on OCC 

Record

New record

1. Create new record. (Insert for update)
Connect the pointer of record to Tx.
# write validation (write lock)

2. Check the conflict graph of Tx. for SERIALIZABLE.
# read validation

3. Connect the pointer of record to new one.

Tx.state (Pre-commit)

 
Figure 14.  Tx. processing on PCC 

TABLE VII.  MEHTODS OF TRANSACTION PROCESSING  

ISOLATION BTs. Allocation Tx.state

PCC.RC each SQL
state(pre-commit)

at begin

PCC.SI each Tx.
s tate(pre-commit)

at begin

PCC.SERIALIZABLE each Tx.
state(pre-commit)

at begin

OCC.RC each SQL
state(active) at begin,

state(pre-commit)
at va l idation

OCC.SI each Tx.
state(active) at begin,

s tate(pre-commit)
at va l idation

OCC. SERIALIZABLE each Tx.
s tate(active) at begin,

s tate(pre-commit)
at va l idation

 

VI. IMPLEMENTATION OF POMVCC 

The lock used in parallel processing may degrade 
scalability [6]. In this section, we introduce a lock-free 
implementation for scalable POMVCC to reduce this 
degradation. 

A. Implementation 

We implemented POMVCC to solve the problem of 
critical section. Previously, the critical section is that the 
transaction increments a CTs, adapts the CTs to the newest 
versions and unlocks it during the commit phase. Therefore, 
Tx.2 waits until the end of Tx.1 to allocate the CTs. 
Therefore, we divide a timestamp into a BTs and CTs to 
solve this problem. This is similar to speculative execution. 
A BTs is the timestamp used for referring to a record. This 
technique is very common. Table VIII and Figure 15 show 
the timestamp management and data structure on POMVCC. 

We solve the problem of lock for scalability. Generally, 
transactions increment a CTs during the commit phase in 
parallel. Therefore, the lock is necessary to obtain the 
sequential and unique CTs on MVCC. However, POMVCC 
does not require a unique CTs. That is, a transaction does not 
increment a CTs during the commit phase on POMVCC. The 
transaction manager reads a CTs, and the timestamp manager 
updates it, as shown in Figure 15. On POMVCC, timestamp 
control is divided into a read process by the transaction 
manager and a write process by the timestamp manager for 
lock-free. 

Finally, the commit phase is divided into pre-commit and 
commit. The DBMS must manage committed transactions at 
the same timestamp on partial order for consistency. 
Therefore, MPDB implements double counters to manage 
the state of many transactions at each timestamp. The double 
counters are Pre-commit Counter at each Timestamp (Ts.PC) 
and Commit Counter at each Timestamp (Ts.CC).  The 
DBMS can determine the transaction state from the 
difference between the Ts.PC and Ts.CC. We show the 
commit process as follows. The Tx.1 reads a CTs, 
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increments the Ts.PC of the CTs, and adapts the CTs to the 
newest versions of record during the pre-commit phase. It 
then increments the Ts.CC of the CTs when the log is 
completed during the commit phase. Then, Tx.2 does not 
wait for Tx.1 to execute the commit process. Therefore, 
POMVCC is highly scalable. Strictly, the atomic processing 
has critical section for incrementing the Ts.PC or Ts.CC; 
however, it is very short. The timestamp manager can 
increment a BTs or CTs anytime when it has detected an 
anomaly or requirement. For example, if the Ts.PC and 
Ts.CC are the same, the timestamp manager updates a RTs. 
That is, the record can be referred to by using this timestamp 
while maintaining consistency. Table VIII lists the 
timestamp-management rules on POMVCC.  

 

TABLE VIII.  TIMESTAMP-MANAGEMENT RULES 

D5. CTs management

CTs[a] → CTs[a+1] <==> ⅰ or any time

ⅰ DB(Tx.i → Tx.j) ≠ DB(Tx.j → Tx.i)

D6. BTs management

BTs[b] → BTs[b+1] <==> Ⅰ and Ⅱ 

Ⅰ BTs[b+1] < CTs[b+1]

Ⅱ Ts.PC[b+1] = Ts.CC[b+1]
 

Ts. Ts.PC Ts.CC

10 5 5

11 12 8

12 4 0

BTs CTs

10 12

Ts. management

update BTs or CTs

read

write

Tx. management

BTs allocation at begin

CTs allocation at commit

CTs release at commit

CTs incrementation at abort
write

read

 
Figure 15.  Timestamp management and data structure on POMVCC 

B. Log management 

Table IX lists the general log-management rules. We 
define the I/O completion as Completion (Comp). Log 
management must complete the transaction processing of all 
CTs (10) if it can complete transaction processing of CTs 
(11), as shown in Table IX. This rule corresponds to the 
general cascading protocol for recovery processing. 

As a result of separating timestamps into BTs and CTs, 
this rule became unnecessary on MPDB because the BTs 
manager guarantees that all readable records persisted, as 
shown in Table VIII. Log management does not need to 
control the log execution order, so it can maintain high-
scalability. 

 

TABLE IX.  LOG-MANAGEMENT RULES 

D7. Log management

Comp(Ts[a]) → Comp(Ts[a+1]) <==>
∀a (Logged(Ts[a]) ≦ Logged(Ts[a+1])

 

C. Interface of request-based approach 

Figures 16, 17, 18 and 19 illustrate POMVCC. Figure 16 
and 17 show the user interface with which a user requests 
begin, commit or abort to the DBMS, and Figure 18 and 19 
show the timestamp interface with which the transaction 
thread requests any timestamp allocation. 

The thread performs the initialization of the data structure 
and numbering of a BTs during the begin phase. At this time, 
if the user instructs a transaction to use a timestamp, the 
timestamp manager increments a CTs up to Ts + 1 and 
increments the BTs up to the timestamps at Allocate_BTs. 
The timestamp manager stores the transaction-history log 
when it increments a CTs. 

The thread changes the transaction state from ACTIVE to 
PRE-COMMIT and allocates a CTs from the timestamp 
manager. When allocating the CTs, the thread increments the 
Ts.PC to determine the number of transaction processes in 
the CTs. After that, the thread changes the transaction state 
from PRE-COMMIT to COMMIT through the validation 
phase. If the transaction state is COMMIT, the thread stores 
the log and increments the Ts.CC. If the transaction state is 
ABORT, the thread decrements the Ts.PC through the abort 
phase. After completion of the commit phase, the thread 
provides the result and the CTs to the user. 

The thread performs the initialization of the data structure 
for aborting and incrementing the CTs during the abort phase 
and provides the result and CTs to the user because the 
thread increments the CTs to avoid the abort due to 
refer/update conflict. A transaction must increment a BTs 
after incrementing a CTs to avoid conflict. Therefore, the 
user gives the CTs during the begin phase during the retry 
process. Thus, the transaction can at least avoid the same 
conflict problem as the previous one. 

Finally, the timestamp manager updates the BTs and CTs 
periodically and asynchronously with transaction processing. 
This solves the problem in which a user cannot reference 
update records even after a long time. 

 

// DBMS aborts the Tx.
AbortTx ( ) {

・・・ abort phase ・・・
if ( /*DBMS identifies the cause of Ts. on abort.*/ )

CTs = Update_CTs ( ) ;
return ( CTs ) ;

}
 

Figure 16.  POMVCC interface 1 
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// DBMS begins the Tx.
BeginTx ( Ts ) {

・・・ begin phase ・・・
BTs = Allocate BTs ( Ts ) ;
return () ;

}

// DBMS commits the Tx.
CommitTx ( ) {

Change Tx.state ( Pre-commit ) ;
CTs = Allocate CTs ( ) ;
・・・ write validation phase ・・・
・・・ read validation phase ・・・
Change Tx.state ( Commit / Abort ) ;
if ( Tx.state = Commit ) {  // DBMS can commit the Tx.
・・・ durable phase ・・・
Increment_TsCC ( CTs ) ;

} else if ( Tx.state = Abort ) {  // DBMS detects the Anomaly.
CTs = AbortTx ( ) ;
Decrement_TsPC ( CTs ) ;

｝
return ( CTs ) ; // Ts. for historical read

}
 

Figure 17.  POMVCC interface 2 

// Tx. is allocated the BTs. at begin for read.
Allocate BTs ( Ts ) {

CTs = Read_CTs ( ) ;
while ( CTs ≦ Ts ) {

CTs = Update_CTs ( ) ;
}
do {

BTs = Update_BTs ( ) ;
} while ( BTs < Ts ) ;
return ( BTs ) ;

}

// Tx. is allocated the CTs. at commit
Allocate CTs ( ) {

atomic {
CTs = Read_CTs ( ) ;
Increment_TsPC ( CTs ) ;

}
return ( CTs )

}

// This function updates the CTs. 
Update_CTs ( ) {

CTs = Increment_CTs () ;
Log_CTs ( CTs-1, Read_TsPC (CTs-1) ) ;
return ( CTs ) ;

}
 

Figure 18.  Ts-management interface 1 

// This function checks & updates the BTs. 
Update_BTs ( ) {

BTs = Read_BTs ( ) ;
CTs = Read_CTs ( ) ;
// It reads the Ts.Pre-commit Counter (Ts.PC).
PC = Read_TsPC ( BTs + 1 ) ;
// It reads the Ts.Commit Counter (Ts.CC).
CC = Read_TsCC ( BTs + 1 ) ;
if ( BTs < CTs - 1 && PC = CC )

BTs = Increment_BTs () ;
return ( BTs ) ;

}
 

Figure 19.  Ts-management interface 2 

VII. EVALUATION OF PROTOTYPE IMPLEMENTATION 

In this section, we compare the performance of MVCC and 
POMVCC. We implemented MVCC and POMVCC on 
MPDB and evaluated their performance. In this experiment, 
we used the industry standard benchmark TPC-C and 
repeatedly executed the stored procedure calls that model 
New Order [34]. 

A. Experimental Environment 

Figure 20 depicts the system configuration. Four blade 
servers were used, i.e., symmetric multiprocessors, and had 8 
CPUs (80 cores), 1 TB of memory, and 8 ports of an 8-Gb 
Fiber Channel (FC). The servers and storage were connected 
via an FC switch and communicated with FC communication. 

In the OS (CentOS 6.5) settings, FC ports were assigned to 
each CPU to distribute the interrupt overhead of FC 
communication. Hyper-threading was disabled. 

For the MPDB settings, one thread was assigned to one 
core. This means that MPDB used a maximum of 80 threads. 
One log file was assigned to one CPU to load balance the 
logs. The isolation level was SNAPSHOT ISOLATION. 

The DB was created on the basis of TPC-C. The number of 
warehouses was 16 and the size of the DB was 0.72 GB. The 
item, stock, and order_line tables were used in TPC-C. 
Indexes were also created for the i_id of the item table, 
s_w_id and s_i_id of the stock table, and ol_o_id and 
ol_w_id of the order_line table. 

Server

BLADE (BS2000)

Blade BS2000

CPU Xeon(R) E7 8870 x 2

Memory 256GB (16GB x 16)

PCIe 2 Port HBA (8Gb)

Storage
Hitachi Unified

Storage VM (HUS-VM)

Cache 54GB Memory

Disk
6.4TB (1.6TB x 4)

Hitachi Accelerated Flash

RAID RAID5 (3D + 1P)

System Configuration

x4

x8

Storage

FC Switch

x8

 
Figure 20.  System Configuration 
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B. Workload 

The workload shown in Figure 21 was created on the basis 
of TPC-C’s New Order. The workload simulates the 
repeatedly executing part of New Order. The processing in 
Figure 21 was repeated ten times per transaction on average. 

1 SELECT i_price, i_name, i_data

INTO :i_price, :i_name, :i_data

FROM item

WHERE i_id = :ol_i_id

2 SELECT s_quantity, s_data, s_dist_...

INTO :s_quantity, :s_data, :s_dist_...

FROM stock

WHERE
s_i_id = :ol_i_id AND

s_w_id = :ol_supply_w_id
3 UPDATE stock

SET s_quantity = :s_quantity

WHERE
s_i_id = :ol_i_id AND
s_w_id = :ol_supply_w_id

4 INSERT

INTO order_l ine (,,,,,)

VALUES (,,,,,,)

While ( Repeats 5 ~ 15 times, Ave. 10)
 

Figure 21.  Experiment Workload 

C. Experimental Results and Consideration for MPDB 

We evaluated MPDB before evaluating POMVCC. We did 
not use POMVCC to evaluate the basic performance of 
MPDB. MPDB has various mechanisms but the one most 
contributing to performance improvement is log 
parallelization. Therefore, we verified the effects of 
performance and scalability using parallel log processing. 
We compared single log processing and parallel log 
processing and measured the performance and scalability of 
DBMS with increasing CPU for each log processing. 

We compared the performance of single log processing 
and parallel log processing corresponding to the number of 
threads. In Figure 22, the x-axis represents the number of 
threads, and the y-axis represents transactional performance 
(tps). The performance of parallel log processing increased 
as the number of threads increased. However, the 
performance of single log processing decreased as the 
number of threads increased more than 40 threads. We 
confirmed that parallel log processing can perform 5.02 
times better than single log processing. We also found that 
I/O interrupt is focused on a specific CPU core by analyzing 
single log processing with “mpstat” of Linux, as shown in 
Figure 23. In this figure, the x-axis represents the id of CPU 
core (0–79), and the y-axis represents time. We confirmed 
that parallel log processing distributes the load of I/O 
interrupt. 

We also compared the scalability of single log processing 
and parallel log processing corresponding to the number of 
threads. In Figure 24, the x-axis represents the number of 
threads, and the y-axis represents the performance rate on 
Figure 22 when the performance at 10 threads was assumed 
as that at 100. In single log processing, the scalability 

suddenly deteriorated at 40 threads. However, parallel log 
processing maintained scalability degradation at less than 
15% even with 80 threads. 

We confirmed that if the number of CPUs exceeds 2, it is 
necessary to parallelize log processing. 
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Figure 22.  Performance evaluation for log processing 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0:00:06 55 25 26 21 19 3 26 19 14 27 64 36 33 24 18 23 22 11 13 13 54 27
0:00:07 55 30 28 17 18 12 18 13 20 21 63 26 29 22 20 16 15 19 14 21 52 22
0:00:08 54 10 28 17 31 22 24 19 3 25 66 30 29 29 21 17 21 29 22 2 59 32
0:00:09 52 11 24 27 23 26 17 23 6 22 69 35 26 23 28 23 21 19 24 5 62 38
0:00:10 58 29 28 24 22 1 29 22 23 31 76 38 34 26 29 24 25 26 1 23 56 16
0:00:11 60 28 28 28 25 1 27 26 22 23 77 38 34 28 28 26 25 26 5 23 60 24
0:00:12 62 31 31 27 13 24 27 29 21 22 76 40 44 27 22 26 22 5 22 24 63 33
0:00:13 44 19 43 18 66 8 18 34 17 21 53 34 29 19 16 20 18 37 22 36 40 20
0:00:14 60 34 25 30 31 23 25 30 28 22 80 44 38 24 27 26 22 27 26 28 66 38
0:00:15 71 37 38 31 33 29 32 25 30 29 81 41 38 36 30 22 25 29 29 27 71 41
0:00:16 74 38 41 40 34 34 32 39 29 37 84 46 41 37 34 31 30 29 29 31 78 45
0:00:17 76 42 38 43 40 38 32 40 33 32 84 49 43 36 35 32 32 31 32 34 78 47
0:00:18 75 41 41 38 40 35 33 36 33 36 83 46 44 34 37 30 26 33 32 34 74 45

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0:00:06 49 30 27 10 25 23 3 6 22 11 23 30 26 23 14 26 21 8 26 29 25 34
0:00:07 56 27 17 11 22 13 13 16 14 16 18 31 21 18 25 21 16 12 19 22 20 34
0:00:08 45 35 22 23 25 28 23 21 14 29 24 32 30 26 2 26 17 23 30 20 28 34
0:00:09 45 27 29 26 22 19 26 22 23 21 16 24 21 18 5 18 23 20 15 17 20 34
0:00:10 63 38 28 3 25 29 1 1 21 23 29 36 27 25 24 31 24 9 27 30 25 38
0:00:11 66 38 29 4 27 26 2 1 24 24 29 39 33 30 23 33 26 3 30 30 29 38
0:00:12 69 29 27 26 26 9 22 23 31 9 27 25 25 11 29 28 25 25 28 33 24 39
0:00:13 49 13 27 21 26 1 17 8 30 79 16 12 11 9 32 25 18 27 18 17 19 33
0:00:14 69 36 35 26 23 32 27 30 28 27 26 38 36 29 29 38 28 22 27 27 21 34
0:00:15 76 39 33 31 32 31 29 28 26 29 32 45 36 29 32 34 27 27 29 35 31 46
0:00:16 77 42 42 36 33 35 31 35 33 30 36 44 41 38 32 35 35 32 33 37 33 43
0:00:17 79 47 43 38 34 39 34 39 35 34 33 49 43 41 40 38 38 33 35 38 27 45
0:00:18 78 42 40 31 34 35 29 30 31 35 38 44 42 34 39 39 36 27 34 43 33 45
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Figure 23.  Load of I/O interrupt each CPU core 
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Figure 24.  Scalability evaluation for log processing 
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D. Experimental Results and Consideration for 

POMVCC 

We compared the performance of MVCC (8 logs) and 
POMVCC (8 logs) corresponding to the number of threads. 
In Figure 25, the x-axis represents the number of threads, and 
the y-axis represents tps on increasing conflict rate. The 
performance of both MVCC and POMVCC increased as the 
number of threads increased. POMVCC ran 1.36–1.60 times 
faster than MVCC. 

To investigate scalability more precisely, we conducted an 
experiment in which the number of warehouses changed 
corresponding to the number of threads. That is, the number 
of warehouses was ten (DB size was 0.45 GB) when the 
number of threads was ten and the one was 80 (DB size was 
3.61 GB) when the one was 80. The respective experimental 
results show Figures 26 and 27. 

In Figure 26, the x-axis represents the number of threads, 
and the y-axis represents tps on a fixed conflict rate. The 
performance of POMVCC on a fixed conflict rate (Figure 
26) is higher than the performance on increasing conflict rate 
(Figure 25). POMVCC on a fixed conflict rate was 1.34 
times faster than one on increasing rate. However, MVCC 
exhibited almost the same performance regarding increasing 
conflict rate (Figure 25) and regarding the fixed conflict rate 
(Figure 26). Therefore, POMVCC was 1.63-1.74 times faster 
than MVCC. 

We then compared the scalability of MVCC and 
POMVCC corresponding to the number of threads at a fixed 
conflict rate. In Figure 27, the x-axis represents the number 
of threads, and the y-axis represents the performance rate on 
Figure 26 when the performance at 10 threads was assumed 
as that at 100. The scalability of both MVCC and POMVCC 
slowly decreased as the number of threads increased. The 
scalability coefficient of MVCC was 87.98–97.96% and that 
of POMVCC was 94.02–98.32%. POMVCC improved by 
6.87% compared with MVCC. This experiment suggests that 
the scalability coefficient of POMVCC is greater than that of 
MVCC. 

From these experiments, the scalability coefficients of 
POMVCC and MVCC depended on the size of the DB and 
number of threads. When the size of the DB was large and 
the conflict rate of the transaction was low, the scalability 
coefficient of POMVCC was high, and in all experiments, 
POMVCC ran faster than MVCC. 
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Figure 25.  Performance evaluation regarding increasing conflict rate 
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Figure 26.  Performance evaluation regarding fixed conflict rate 
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Figure 27.  Scalability evaluation regarding fixed conflict rate 

VIII. CONCLUSION AND FUTURE WORK 

We proposed POMVCC, which maintains the protocol of 
MVCC and improves performance and scalability of DBMS. 
POMVCC is focused on the partial order of transactions. The 
conventional technique provides a timestamp to each 
transaction, but POMVCC provides a timestamp to multiple 
transactions. POMVCC reduces the number of timestamps 
that are updated and improves performance and scalability of 
DBMS. We discussed the difference in isolation levels 
between MVCC and POMVCC, as shown in Figure 4. 

We implemented and evaluated POMVCC on an in-
memory DBMS we developed called “MPDB”, which is an 
MVCC-based, lock-free, in-memory DBMS that is 
characterized by parallel logs and mixed PCC/OCC. 

We first compared the performance and scalability of 
MPDB corresponding to the number of threads. The results 
indicate that the most contributing mechanism to 
performance improvement was log parallelization. Parallel 
log processing maintains scalability degradation of less than 
15% even with 80 threads. We confirmed that if the number 
of CPUs exceeds 2, it is necessary to parallelize the log 
processing. 

We then compared the performance and scalability of 
MVCC and POMVCC corresponding to the number of 
threads regarding an increasing conflict rate. The 
performance of POMVCC was 1.36–1.60 times better than 
that of MVCC. We also compared the performance of 
MVCC and POMVCC regarding a fixed conflict rate. 
POMVCC was 1.63–1.74 times faster than MVCC. The 
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scalability coefficient of MVCC was 87.98–97.96% and that 
of POMVCC was 94.02–98.32%. The performance of 
POMVCC improved by 6.87 % compared with MVCC. 

The scalability coefficients of POMVCC and MVCC 
depended on the size of the DB and number of threads. 
When the size of the DB was large and the conflict rate of 
the transaction was low, the scalability coefficient of 
POMVCC was high, and in all experiments, POMVCC ran 
faster than MVCC. 

We implemented POMVCC on MPDB and evaluated it by 
using SNAPSHOT ISOLATION, for which POMVCC 
performed better than MVCC. However, the performance 
trend was unclear because the probability of WRITE SKEW 
increased on SERIALIZABLE. This occurs when reference 
and update transactions are executed at the same timestamp. 
POMVCC increases the number of transactions at the same 
timestamp. As a result, the number of WRITE SKEWs 
increases. It is also possible that RW-CONFLICT GRAPH 
will increase and a large cyclic graph will be created. 
Therefore, our future work is to implement and evaluate 
POMVCC by using SERIALIZABLE. 
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