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Abstract—This paper presents a practical solution to the prob-
lem of limited bandwidth in Quantum Key Distribution (QKD)-
secured communication through using rapidly rekeyed Internet
Protocol security (IPsec) links. QKD is a cutting-edge security
technology that provides mathematically proven security by using
quantum physical effects and information theoretical axioms to
generate a guaranteed non-disclosed stream of encryption keys.
Although it has been a field of theoretical research for some time,
it has only been producing market-ready solutions for a short
period of time. The downside of this technology is that its key
generation rate is only around 52,000 key bits per second over a
distance of 50 km. As this rate limits the data throughput to the
same rate, it is substandard for normal modern communications,
especially for securely interconnecting networks. IPsec, on the
other hand, is a well-known security protocol that uses classical
encryption and is capable of exactly creating site-to-site virtual
private networks. This paper presents a solution that combines
the performance advantages of IPsec with QKD. The combination
sacrifices only a small portion of QKD security by using the
generated keys a limited number of times instead of just once.
As a part of this, the solution answers the question of how many
data bits per key bit make sensible upper and lower boundaries
to yield high performance while maintaining high security. While
previous approaches complement the Internet Key Exchange
protocol (IKE), this approach simplifies the implementation with
a new key synchronization concept, proposing a lightweight
protocol that uses relatively few, slim control messages and
sparse acknowledgement. Furthermore, it provides a Linux-based
module for the AIT QKD software using the Netlink XFRM
Application Programmers Interface to feed the quantum key to
the IPsec cipher. This enables wire-speed, QKD-secured commu-
nication links for business applications. This paper, apart from
the description of the solution itself, describes the surrounding
software environment, including the key exchange, and illustrates
the results of thorough test simulations with a variety of different
protocol parameter settings.

Index Terms—Quantum Key Distribution; QKD; IPsec; Cryp-
tography; Security; Networks.

I. INTRODUCTION AND MOTIVATION

A recent paper presents an approach to combine quantum

key distribution (QKD) with IPsec by using QKD to provide

IPsec with the cryptographic keys necessary for its operation

[1]. This article extends the work described in the mentioned

paper such that it further examines the impact of noise (and

other effects that are likely to happen in real-world networks)

on the presented solution. Quantum cryptography, in this

particular case quantum key distribution, has the purpose to

ensure the confidentiality of a communication channel between

two parties. The major difference to classical cryptography is

that it does not rely on assumptions about the security of the

mathematical problem it is based on, nor the computing power

of a hypothetical attacker. Instead, QKD presents a secure

method of exchanging keys by connecting the two communi-

cating parties with a quantum channel and thereby supplying

them with guaranteed secret and true random key material [2,

p.743]. When the key is applied through a Vernam cipher (also

called one time pad - OTP) on a data channel on any public

network, this method provides the channel with information-

theoretically (in other words mathematically proven) security

[3, p.583]. An information-theoretically secure1 system means,

besides a mathematical proof, that this system is still secure

if an attacker has infinite resources and time at his disposal

to cryptographically analyze it [4, pp.659]. The downside of

combining QKD with OTP is the limitation to approximately

fifty-two kilobits over fifty kilometers, shown in a practical

QKD setup [5, p.1], due to physical and technical factors,

since in OTP one key bit is consumed by one data bit [6, S.9].

OTP is so far the only known information-theoretically (also

called unconditionally) secure encryption algorithm [7, pp.177

- 178]. The offered data rate, however, does not meet the

requirements of modern communications. Another practical

approach came to the same conclusion and therefore uses the

Advanced Encryption Standard (AES) instead of OTP [8, p.6].

As IPsec is a widespread security protocol suite that provides

integrity, authenticity and confidentiality for data connections,

this approach uses the combination of IPsec and QKD to

overcome this restrictions [9, p.4].

To save valuable key material, this solution uses it for

more than one data packet in IPsec, thus increasing the

effective data rate, which is thereby not limited to the key

1Shannon used the term secrecy instead of security. In cryptography, more
secrecy means more security [2, p.1]. Thus, the two terms are synonymous
in this context.
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rate anymore. Furthermore, using this approach, the presented

solution benefits from the flexibility of IPsec in terms of

cryptographic algorithms and cipher modes. In contrast to most

of the previous approaches (see Section II), that supplemented

the Internet Key Exchange (IKE) protocol or combine in some

way quantum-derived and classical keys, this paper refrains

from using IKE (for a key exchange is rather the objective of

QKD, as described later) in favor of a specialized, lightweight

key synchronization protocol, working with a master/slave

architecture. The goal of this protocol is to achieve very

high changing rates of purely quantum-derived keys on the

communicating peers while maintaining the keys synchronous

in a very resilient manner, which means to deal with subopti-

mal networking conditions including packet losses and late

or supplicate packets. In order to fulfill this objective, the

following questions need to be clarified:

• What is the minimum acceptable frequency of changing

the IPsec key that will ensure sufficient security?

• What is the maximum acceptable frequency of changing

the IPsec key to save QKD key material?

• Is the native Linux kernel implementation suitable for this

task?

• How can key synchronicity between the communication

peers be assured at key periods of 50 milliseconds and

less?

As a proof of concept, this paper further presents a software

solution, called QKDIPsec, implementing this approach in

C++. This software is intended to be used as an IPsec mod-

ule for the multi platform hardware-independent AIT QKD

software, which provides already a market-ready solution for

OTP-based QKD. The module achieves over forty key changes

per second for the IPsec subsystem within the Linux kernel.

At present time, the software uses a static key ring buffer

for testing purposes instead of actual QKD keys, for the

integration of QKDIPsec into the AIT QKD software is yet

to be implemented (although most of the necessary interfaces

are already present). The ultimate goal is to deliver a fully

operational IPsec module for the AIT QKD software.

The following Section II of this paper describes previous ap-

proaches on combining IPsec and QKD. Section III describes

considerations regarding necessary and sensible key change

rates, exhibiting the reflections that lead to the assumed re-

quirements of a quantum key synchronization solution. Section

IV contains the architecture of the presented solution and the

subsequent Section V its implementation, while Section VI

describes its incorporation into the AIT QKD software. De-

scriptions of the setups and results of laboratory Experiments,

showing the practical capabilities of this proof of concept,

form the Sections VII through VIII. Section IX, eventually,

contains the conclusions drawn.

II. RELATED WORK

This work is aware of some previously developed methods

to combine QKD with IPsec. All of them work in conjunction

with the IKE [10, pp.234-235][11, p.177-182][12][13, pp.5-

9][14, p.21] or the underlying ISAKMP [15, pp.6-8] protocol.

They introduce a supplement for QKD parameters or combine

IKE-derived and QKD-derived keys. Opposed to this, the

presented work tries to use an approach omitting IKE and

following the pivotal idea that there is no need for that protocol

to exchange keys, for that is the task of QKD. The key

feed from QKD therefore provides the material for manual

keying in this solution, all that is left is to keep those keys

synchronous. For this task, this paper proposes a more slender

approach (see Section IV). Furthermore, some of the previous

approaches operate at a substantially lower speed than the

key change presented in this thesis or use OTP limiting the

data rate to the QKD key rate (currently around 52 kilobits

per second) or simply suggest applying QKD keys to IPsec

without a mechanism for changing keys rapidly, effectively

not lowering the number of data bits per key bit.

III. KEY CHANGE RATE CONSIDERATIONS

The strength of every cryptographic system relies on the

key strength, the secrecy of the key and the effectiveness of

the used algorithms [16, p.5]. As this solution relies on QKD,

which generates a secret and true random key [17], this means

that more effective algorithms and more key material are

able to provide more cryptographic security. In this particular

case, the used algorithms are already prescribed by the IPsec

standard [18]. Therefore, the security is mainly determined by

the used key lengths, more precisely by the relation between

the amount of key material and the amount of data, which

should be as much in favor of the key material as possible -

given the low key rate compared to the data rate, naturally the

opposite is the case in practice. This section aims on giving

feasible upper and lower boundaries of key change rates (or

key periods Pk, respectively) and, thus, how much QKD key

material should be used in order to save precious quantum key

material while maintaining a very high level of security. The

two main factors determining the key period in practice are the

used algorithms (via their respective key lengths - the longer

the key, the more key bits are used in one key period) and the

capabilities of QKD in generating keys. The QKD solution of

the Austrain Institute of Technology has proven to provide a

quantum key rate Q of up to 12,500 key bits per second at

close distances, 3,300 key bits at around 25 kilometers and

550 key bits at around 50 kilometers distance [6, p.9]. As this

paper presents a practical implementation (see Section V) in

the form of a module for the AIT QKD software, the highest

of these values should be the reference key bandwidth for the

key length and period considerations made in this section.

In order to fully utilize the possible QKD key rate and given

the currently shortest recommended key length, which is 128

bits (see below), an IPsec solution using quantum-derived keys

should be able to perform around 100 key changes per second

( 12,500128 ≈ 97, 65), 50 for every communication direction (for

IPsec connection channels are in principle unidirectional and

therefore independent from each other even if they belong to
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the same bidirectional conversation). This corresponds to a

key period Pk of around 20 ms, as it is a function of the

Quantum key rate Q and the algorithm’s key length k. The

period for a bidirectional IPsec link is PK = ( Q
2k )

−1. At longer

key lengths, this period becomes longer, for a single change

cycle uses more key material and, thus, less key changes are

necessary to utilize the full incoming key stream, therefore

this period Pkmin = 20ms presents a feasible lower boundary

for the key period. As stated above, the security of this system

depends also on the data rate. Given a widespread data rate

of 100 megabits per second, a key period of 20 ms and 128

key bits means a ratio of 8000 data bits per key bit (or short

dpk, for the reader’s convenience).

A landmark in this security ratio is 1 dpk, as this rate

would provide unconditional security when applied with OTP.

For the cipher and hash suites included in the IPsec protocol

stack, there is no security proof and therefore they are not

unconditionally secure. However, applying an IPsec cipher

(for instance AES) with an appropriately fast key change and

restricted data rate to achieve 1 dpk is the closest match inside

standard IPsec, especially when the block size equals the key

size.

To define an upper boundary (and therefore a minimum

standard for the high security application of the presented

solution), a very unfavorable relation between data and key

bits through a high-speed connection of 10 gigabits of data is

assumed. A recent attack on AES-192/256 uses 269.2 computa-

tions with 232 chosen plaintext [19, p.1]. Because of the AES

block size of 128 bits, this corresponds to 232 ∗ 27 = 239

data bits. Although this attack is currently not feasible in

practice, as it works only for seven out of 12/14 rounds and

also has unfeasible requirements to data storage on processing

power for a cryptanalytic machine, it serves as a theoretical

fundament for this upper boundary. A bandwidth of 10 gigabits

per second equals approximately 9.3 gibibits per second. This

is by the factor of 64 (26) smaller than the amount of data for

the attack mentioned above, which means that it requires 64

seconds to gather the necessary amount of data to (though only

theoretically) conduct the attack. In conclusion (with AES-

192/256), the key should be changed at least every minute

(Pkmax
= 60s), while the maximum allowed key period

according to the IPsec standard lies at eight hours or 28,800

seconds [20].

For cryptographic algorithms operating with lower cipher

block sizes (ω), the birthday bound (2
ω
2 ) is relevant. The

birthday bound describes the number of brute force attempts

to enforce a collision with a probability of 50 percent, such

that different clear text messages render to the same cipher

text [21]. With a block size of 64 (birthday bound = 232),

the example speed of 10 gigabit per second above would

lower the secure key period to under half a second. Because

of this factor, using 64-bit ciphers is generally discouraged

for the use with modern data rates[22, pp.1-3] (although the

present rapid rekeying approach is able to cope with this

problem). Regarding key lengths, 128 bits are recommended

beyond 2031 [16, p.56] while key sizes of 256 bits provide

good protection even against the use of Grover’s algorithm in

hypothetical quantum computers for this period [23, p.32].

IV. RAPID REKEYING PROTOCOL

This section describes the rapid rekeying protocol, the

purpose of which is to provide to IPsec peers with QKD-

derived key material and keep these keys synchronous under

the low-key-period conditions (down to Pkmin
= 20ms) stated

in Section III.

This protocol pursues the approach that with QKD, there

is no need for a classical key exchange (for instance with

IKE). Relevant connection parameters (like peer addresses)

are available a priori (before the establishment of the connec-

tion) in point-to-point connections, whereas keying material

is provided by QKD, mostly obsoleting IKE. Furthermore,

IPsec only dictates an automatic key exchange, not specifically

IKE [9, p.48] and a protocol that only synchronizes QKD-

derived keys (instead of exchanging keys) is therefore deemed

sufficient, yet compliant to the IPsec standard. Consequently,

it is an outspoken objective to create a slender and simple key

synchronization protocol to increase performance and reduce

possible sources of error. Another objective for key synchro-

nization is robustness in terms of resilience against suboptimal

network environment conditions. The protocol described in

this paper uses two channels for encrypted communication:

an Authenticaton Header (AH)-authenticated control channel

(amongst other tasks, signaling for key changes) and an

Encapsulating Security Payload (ESP)-encrypted data channel

to transmit the protected data (see Figure 1). The reason for

the use of AH on the control channel is that it only contains

non-secret information, while its authenticity is crucial for the

security and stability of the protocol. The necessary security
policies (SPs) for the IPsec channels remain constant during

the connection. There are four necessary SPs, one data and one

control SP for each direction. The complete software solution

will, delivered by the AIT QKD software, contain additionally

the quantum channel for key exchange and a Q3P channel

(see Section VI), whereby the latter is another protocol that

provides OTP-encrypted QKD point-to-point links.
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Fig. 1. Rapid Rekeying Channel Architecture
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The protocol itself follows, taking account of the unidirec-

tional architecture of IPsec, a master/slave paradigm. Every

peer assumes the master role for the connection in which

the peer represents the sending part. When a key change

is due (for instance because of the expiration of the key

period), the master sends an according message (key change

request) to the slave and the latter changes the key (as does

the master). To compensate lost key change signals, every

key change message contains the security parameters index
(SPI) for the next-to-use key. The SPI is simply calculable

for the peers through a salted hash whereby the salt and a

initial seed value are QKD-derived and each SPI is a hash of

its predecessor plus salt, which makes it non-obvious to third

parties. This level of security is sufficient, for the SPI is a

public value, included non-encrypted in every corresponding

IPsec packet, making it a subject rather to non-predictability

than to secrecy. Also, using only a seed and salt from QKD,

the hashing method safes quantum keying material. As all

necessary IPsec parameters are available beforehand, as well

as the keys (through QKD), IPsec security associations (SAs)
may be pre-calculated and established in advance (which are

identified by unique SPIs). Permanently changing attributes

during a conversation are only the SPI and the key, while

all other parameters of an SA (for instance peer addresses,

services, protocols) remain constant. The master calculates

these two in advance and queues them for future use. Only one

SA is actually installed (aplied to the kernel IPsec subsystem),

for only one (per default, at least in Linux, the most recent)

may be used to encrypt data. The slave, on the other hand,

operates differently. For it identifies the right key to use based

on the SPI, it may very well have multiple matching SAs

installed. This makes key queuing expendable on the receiver

side, while the SPI queuing is used as an indexer for lost key

change message detection. For reasons of data packets arriving

out of synchronization, SAs are not only installed beforehand,

but also left in the system for some time on the receiver side,

allowing it to process packets encrypted with both an older or

newer key than the current one.

On every key change event, the master applies a new SA to

the system (using the next following SPI/key from the queues),

prepares a new SPI/key pair (SPI generation as mentioned

above and acquirement of a new key from the QKD system)

and deletes the deprecated data from both its queues and the

IPsec subsystem. The slave also acquires a new SPI/key pair

(the same the sender acquires) but installs it directly as an SA

and only stores the SPI for indexing. It subsequently deletes

the oldest SA from the system and SPI from the queue if the

number of installed SAs exceeds a configured limit. To sum

it up, on every key change event, the two peers conduct the

following steps:

• the master acquires a new key and SPI and ads it to its

queues

• it sends a key change request to the slave

• it fetches the oldest pair from the queue an installs it as

a new SA, replacing the current one

• it deletes the deprecated pair from its queue

• the slave receives the key change request and also ac-

quires a new SPI/key pair (the same as the master)

• it installs the pair as a new SA and the SPI into the

indexing queue

• it deletes the oldest SA from the system and oldest SPI

from the queue

• it sends a key change acknowledgement

This procedure keeps both of the installed SA types up to

date. For instance, 50 installed SAs for the slave resulting in

25 queued SPI/key pairs on the master, for the latter does not

need to store backward SAs. At the beginning, on every key

change, SPI/key pair is acquired, while the already applied

remain. When the (configurable) working threshold is met,

additionally the oldest SA or SPI/key pair is deleted, keeping

the queue sizes and number of installed SAs constant.

Figure 2 illustrates this process for a sender (Alice) and a

receiver (Bob), where the arrows show the changes in case of

an induced key change. Naturally, as with SPs, there are four

SA types on a peer: one for data and control channels, each for

sending (master) and receiving (slave). Each SA corresponds

to an SPI and key queue on the master’s side and one SPI

queue on the slave’s side, respectively.
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SPI=4

KEY=g

KEY=f

KEY=e

KEY=d SA=4/d SA=4/d

SA=3/c

SA=2/b
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Alice Bob
next SA=8

next key=h

next SA=5 next SA=8

delete SA=2

delete SA=4

delete key=d

new current=5

SA in queue installed SA current element key in queue

Fig. 2. Key Change Process

As the data stream is independent from control signaling,

this calculation in advance prevents the destabilization of the

key synchronization in case of lost and too early or too late

arriving key change messages. The buffer of previously created

SAs compensates desynchronization. For every receiver is

able to calculate the according SPIs beforehand, it may, by

comparing a received SPI with an expected, detect and correct

the discrepancy by calculating the following SAs. Through this

compensation process, there is neither need to interfere with

the data communication nor to even inform the sender of lost

key change messages; the sender may unperturbedly continue

with data and control communications. This mechanisms make

constant acknowledgements expendable and contribute thereby

to a better protocol performance through omission of the

round trip times for the majority of the necessary control

messages. Because of this, acknowledgement messages (key

change acknowledge) are still sent, but serve merely as a
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keepalive mechanism instead of true acknowledgements (see

Figure 3).

Alice Bob

DATA SPI=X

DATA SPI=X

DATA SPI=X

Key Change Request=Y
Change Key

SPI=Y
Change Key

SPI=Y

DATA SPI=Y
Key Change Acknowledge=Y

DATA SPI=Y

DATA SPI=Y

Fig. 3. Key Change Message Flow

In rare occasions, a key change message might be actually

received, but the slave might not be able to apply the key for

some reason (for instance issues regarding the QKD system

or the Kernel). In this case, it reports the failure to the master

with an appropriate message (key change fail). In case too

many control packets go missing (what the receiver is able

to detect by SPI comparisons and the sender by the absence

of keepalive packets) or the key application fails, every peer

is able to initiate a reset procedure (master or slave reset).

The actual threshold of allowed and compensated missing

messages is a matter of configuration and corresponds to the

queue sizes for the SAs and therefore the ability of the system

to compensate these losses. The master does not need to report

key change fails, for it is in control of the synchronization

process and might just initiate a reset if it is unable to apply

its key. An additional occasion for a reset is the beginning

of a conversation. At that point, the master starts the key

synchronization process with an initial reset. A reset consists

of clearing and refilling all of the queues and installed SAs.

For the same reason as for the data channel, the authentication

key for the control channel changes periodically. Due to the

relatively low transmission rates on the control channel the

key period is much longer (the software’s default is 3 seconds)

than on the data channel. As, therefore, control channel key

changes are comparatively rare and reset procedures should

only occur in extreme situations, both types implement a three

way handshake. This is, on the one hand, because of the low

impact on the overall performance due to the rare occurrences,

on the other hand due to higher impact of faulty packets. The

control channel, however, implements the same SA buffering

method as the data channel (only with AH SAs, for the reasons

stated at the beginning of this section).

V. IMPLEMENTATION

The presented solution, called QKDIPsec, consists of three

parts (see also Figure 4):

• key acquisition;

• key application;

• key synchronization;

QKD IPsec

Kernel IPsec Stack

AIT QKDUser

Network Interface

Control, Keys

SPs, SAs, Keys

Params, Key Sync

Data

Encrypt Data

Fig. 4. QKDIPsec Systems Context

Each of this tasks has a corresponding submodule inside

QKDIPsec, while the overall control lies within the responsi-

bility of the ConnectionManager class, which provides the

main outside interface and instantiates the classes of said

submodules using corresponding configuration. Also, all of

these classes have corresponding configuration classes using a

factory method pattern [24, p.134] and according configuration

classes, decoupling program data and logic. The first task (key

acquisition) is the objective of an interface to the AIT QKD

software, the KeyManager, which provides the quantum key

material. In this proof of concept, this class generates dummy

key from a ring buffer, while it already has the according

interfaces for the QKD software to serve as a class to acquire

quantum key material and provide it in an appropriate way

to QKDIPsec. By now, only one function implementation is

missing on the QKD software side to fully integrate QKDIPsec

into the QKD software.

The second part (KernelIPsecManager) enters the acquired

key directly into the Linux kernel, which encrypts the data

sent to and decrypts the data received from a peer. Responsible

for this part are a number of C++ classes, which control the

SP and SA databases (SPD and SAD) within the Kernel’s

IPsec subsystem via the Linux Netlink protocol. Therefore,

this solution uses the derived class NetlinkIPsecManager, but

leaves the option to use other methods for kernel access as

well. The reason for using Netlink to communicate with the

kernel is that it was found the most intuitive of the available

methods and that it is also able to handle not only the

IPsec subsystem but a broad span of network functions in

Linux. Furthermore, using a direct kernel API, as opposed
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to other IPsec implementations, omits middleware, both en-

hancing performance as well as eliminating potential source

of error. Also using Netlink functions, this part governs the

tunnel interfaces and routing table entries necessary for the

communication via the classes KernelNetworkManager and

NetlinkNetworkManager as well.

Netlink is a socket-oriented protocol and allows therefore

the use of well-known functions from network program-

ming. The difference to the latter is that instead of network

peers, communication runs within the system as inter-process
communication (IPC), through which also the kernel (via

process ID zero) is addressable. Due to its network-oriented

nature, a packet structure is used instead of function calls

via parameters. This means that commands to the kernel (for

instance to add a new SA) needs to be memory-aligned in

the according packet structure and subsequently send to the

kernel via a Netlink socket. A downside of Netlink during

implementation was the complicated nature and weak docu-

mentation of its IPsec manipulation part (NETLINK XFRM).

While the Netlink protocol itself is present in every message in

the form of its uniform header, the NETLINK XFRM parts use

a different structure plus individual extra payload attributes for

every type of message (add and delete messages for both SAs

and SPs), making the according class hierarchy rather inflated.

Also, the solution uses the NETLINK ROUTE protocol to add

and delete both IP interface addresses and network routes.

To take this into account, the QKDIPsec implementation

uses a set of Netlink message classes, deriving from the

common base class NetlinkMessage. This class contains the

common Netlink header. Each message type for IPsec and

network function configuration is further a child class, con-

taining the exact data fields necessary for Netlink. Due to

the separation of code and data segments in C++, the class

functions do not interfere with the netlink data fields and

therefore its alignment [25, pp.142-143]. This means that the

class hierarchy takes care of the memory alignment necessary

for the Netlink protocol. As stated above, the structure for

NETLINK XFRM messages is rather heterogenous, basically

requiring every message type to be assembled directly in

the class, except for the Netlink header. The messages of

the NETLINK ROUTE protocol, on the other hand, are more

structured, allowing it to introduce intermediate classes for

routing table and interface addresses messages.

The key synchronization, eventually, is the main task of

the Rapid Rekeying Protocol. As this is the very core of

the solution, its implementation resides directly inside the

connection manager. While it uses the classes mentioned

above to acquire and apply the QKD keys in the manner

discussed in Section IV, it handles the key synchronization

using sender and receiver threads (representing the master

and slave parts, respectively), as well as a class for key

synchronization messages. Within this class, also the described

lost message compensation and reset, as well as initialization

and clean-up procedures are implemented. The reset procedure

may also include some re-initialization process for the QKD

system, triggered via the KeyManager. This class also sets the

clocking for the key changes, which is dynamically adjustable

during runtime.

VI. INTEGRATION

QKDIPsec has been integrated into the current AIT QKD

R10 Software Suite V9.9999.7[26]. This Open Source soft-

ware contains a full featured QKD post processing envi-

ronment containing BB84 sifting, error correction, privacy

amplification and other steps necessary. The final stage of

an AIT QKD post processing pipeline is a QKD key store,

realized as Q3P link.

The central task of Q3P is to keep the key material derived

from quantum key distribution in synchronization on both

ends of a point-to-point link. It does this by managing several

buffers as depicted in Figure 5.

Fig. 5. Q3P Key Store Model

• A Pickup Store: Before a key can be used, Q3P has to

verify, that a particular key is present on the other side of

the connection. Reasons a key may not be present at the

same point of time in a peer’s key store are found in the

highly asynchrony and distributed manner key material is

inserted on both machines. Therefore, those key blocks

are treated as a collection of potentially usable keys and

are stored in a Pickup Store directly related to a certain

QKD post processing pipeline. Hence, a single Q3P link

can maintain multiple concurrent QKD post processing

lines to boost throughput. Also Q3P does not know if a

concrete QKD hardware device is pushing keys into the

Pickup Store or an application, which might have derived

shared secret keys by other means of deployment.

• A Common Store: Once the presence of the key material

has been verified on both sides the key is transfered to the

Common Store on disk. This is the only persistent data

storage of key material within Q3P. However, keys placed

in the Common Store are not bound to any dedicated

usage.

• An Outgoing Buffer: Once key material is present in the

Common Store, Q3P moves chunks of key material to
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an Outgoing Buffer. Keys residing in this buffer are used

to establish an information- theoretically secure channel

for encryption and authentication for outgoing messages.

Note that, due to the nature of information-theoretically

secure ciphers (such as the Vernam cipher), encryption

combined with authentication key consumption for single

messages is at a minimum as large as the length of the

message sent [27, p.15]. Also, keys that are used for

messaging are removed from the buffer and destroyed.

• An Incoming Buffer: For incoming messages each Q3P

endpoint mirrors the Outgoing Buffer of its peer as its

local Incoming Buffer. The keys for authenticity checks

of received messages as well as for decryption are picked

from this buffer.

• An Application Buffer: On behalf the Incoming and the

Outgoing Buffers Q3P established yet a third Buffer:

the Application Buffer. Key material moved from the

Common Store to this buffer in memory is dedicated for

use by any application utilizing Q3P.

The rationale for having separate buffers for outgoing mes-

sages and one for incoming is based on potential race con-

ditions when doing heavy communication in both directions.

Suppose both Q3P nodes do heavy interaction in streaming

messages in both directions, then without such separation the

situation, in which both key stores utilize the very same key

for different messages is most likely. Q3P also introduces a

master/slave role model on key dedication: one partner in

the communication acts as master, which is responsible for

assigning key material from the Common Store to one of

the three buffers. The slave on the other side requests such

assignments on demand.

The filling of the Outgoing and Incoming Buffers take

precedence before the Application Buffer. Only if both buffers

used for direct information theoretic communication do share

a minimum threshold of key material the Application buffer

is filled with keys from the Common Store.

The proposed protocol uses the established information

theoretic secured channel provided by Q3P by means of the

Outgoing and Incoming Buffer inside Rapid Rekeying. Key

material from the Application Buffer is used to create the

protocols SPI and SAs. As key material is directed to the

Outgoing and Incoming Buffers first, this results in “slow

start” of an IPSec enabled connection.

Although the protocol runs inside the process space of a

single Q3P instance, from a software engineering point of view

the protocol’s key withdrawal of the Application Buffer bears

no difference to any other application using the same buffer.

VII. THROUGHPUT EXPERIMENTS

The protocol design of the described solution aims on

the one hand on speed and flexibility and on the other

hand on fault tolerance, hence the architecture is as simple

and lightweight as possible (including abandoning the IKE

protocol). Due to this, very high IPsec key change rates can

be achieved, even under harsh conditions. The solution was

implemented in software using C++ and tested on two to

five year-old Linux computers (Alice and Bob), both in a

gigabit Local Area Network (LAN) and a UMTS-Wide Area

Network (WAN) environment (the latter further aggravated

by combining it with WLAN and an additional TLS-based

VPN tunnel - see Figure 6) by means of data transfer time

measurement and ping tests, as well as validation of the actual

key changes by a Wireshark network sniffer (Eve).

TLS/SSL VPN Tunnel

Switch

1Gb

1 Gb

Alice

Bob

Eve

1Gb

WAN

WAN

WLAN

UMTS

Firewall

Internet

LAN
1 Gb

Fig. 6. WAN Test Setup

Table I shows the results in seconds (four trials each,

separated by slashes) of data transmission and in percent on

ping tests within the mentioned LAN and WAN environments

with various configurations: unencrypted, standard IPsec and

QKDIPsec with different encryption algorithms, the latter also

with different key periods. In these tests, both data transfer

and ping were initiated by one peer (Alice). While the ping

test was continuous, the data transfer consisted each of one

data transfer from Alice to Bob and vice versa. The test file

used on the LAN was a video file of 69.533.696 bytes size,

while the WAN file was also a video, but only 1.813.904 bytes

big. In both cases, key periods of 25 ms and less could be

achieved, maintaining a stable data connection. This, using

the recommended key length of 256 bit, surpasses the goal of

12,500 key bits per second (the currently maximal quantum

key distribution rate under ideal circumstances), even though

(deliberately) legacy equipment and a less-than-ideal network
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environment was used. Comparison of the performance shows

a (expectable) higher data transfer period of QKDIPsec and

unencrypted traffic, but no significant difference to traditional

IPsec. Only the packet losses on a simultaneously running ping

test were a few percentage points higher (mainly in the WAN

environment).

TABLE I. PERFORMANCE TEST RESULTS

LAN
Setting A→B B→A Ping
unencrypted 6/6/7/6 7/9/7/8 100%
AES-256 CCM
standard IPsec 14/14/16/15 17/18/26/18 100%
50 ms 8/10/8/9 14/16/16/16 100%
25 ms 10/9/8/8 14/15/17/16 100%
20 ms 9/9/9/9 11/16/17/12 100%
AES-256 CBC
20 ms 9/7/7 11/13/17 100%
Blowfish-448
20 ms 14/9/7 15/13/14 99%

WAN
Setting A→B B→A Ping
unencrypted 10/10/10/10 9/7/6/7 99%
AES-256 CCM
standard IPsec 11/11/11/11 11/5/6/5 99%
50 ms 14/10/11/13 6/5/5/5 95%
25 ms 10/11/10/10 6/7/6/7 94%
20 ms 12/11/13/10 9/5/6/6 98%
AES-256 CBC
20 ms 10/11/11 9/7/8 100%

To verify the key changes, a network sniffer, Eve, was

keeping track of the actual SPI changes of the packets trans-

mitted between Alice and Bob. Table II shows a random

sample of key change periods in milliseconds during the

above mentioned LAN 20ms AES-256-CCM test. Within this

table, the first column shows the key change times for data

(ESP) packets from Alice to Bob while the second shows

the opposite direction. As the recorded data contains one file

copy from Alice to Bob (in the first half of the record) and

one vice versa (in the second half), one randomly chosen

sample of five consecutive key changes for each direction

and from each half is chosen. This form of sample choosing

from different phases and directions of the communication

session and averaging them compensates inaccuracies, induced

by the pause between key change and respective next following

packet, which become greater the less traffic is sent. As

the receiver only acknowledges received data and, therefore,

sends significantly less packets, the vagueness of the non-

averaged results is greater when receiving. The total average

of all four of these averaged values is 0.020495 ms, which is

approximately 2.5% above 20 ms per key change. This may

be explained by the send and receive overhead for processing

the key change messages, for the period determines only the

sleeping duration of a sender thread.

Because of the lower amount of traffic (due to the lower

speed) and higher latency such exact time readings are not

possible in the WAN environment. Therefore, the measurement

method was changed to averaging a sample set of 20 key

change periods, using the same random choosing as above.

With approximately 0.2475, the total averaged result lies

significantly higher (approximately 19%) than the one of the

LAN setting. One possible explanation for this behavior is the

latency in this environment.

TABLE II. Network Sniffing Results

A→B B→A
1st 2nd 1st 2nd

LAN 0.0220 0.0216 0.0208 0.0203
0.0187 0.0204 0.0197 0.0235
0.0145 0.0216 0.0203 0.0176
0.0195 0.0243 0.0204 0.0197
0.0225 0.0180 0.0207 0.0238

Ø 0.0194 0.0212 0.0204 0.0210

WAN
∑

20 0.5201 0.4899 0.4302 0.5397
Ø 0.0260 0.0245 0.0215 0.0270

Additionally, the recovery behavior was tested by letting the

master deliberately omit key change notifications through ma-

nipulating the sending routine, while again running ping tests

and file copies. Omitting single key change messages (and,

thus, testing the recovery mechanism) yield in no measurable

impact on the connection (along with 100% of successful

pings). Also, by the same method of omitting key change

requests, but this time surpassing the recovery queue size,

the reset procedure was tested. The queue size was set to 50

and Alice was programmed to omit 50 sending key change

messages after 200 sent ones. Expectedly, Bob initiated a reset

procedure during the hiatus, resulting in a cycle of 200 key

changes and a subsequent reset. Despite these permanent reset-

induced interruptions, bidirectional ping tests only yielded

insignificant losses (99.74% from Alice to Bob and 99.36%

vice versa). Furthermore, a file copy in both directions was

still possible.

Further, to test the endurance of the solution, one experiment

was conducted to show the capability of maintaining the

connection over a longer period of time. It was performed

with an earlier development version of QKDIPsec and ran

in LAN environment over around 16 hours. It consisted of a

running ping test on a 50 ms Blowfish configuration without

control channel key changes. Of 56179 pings returned 56164

resulting in a return rate of approximately 99.97%. This test

was also conducted in WAN environment, but (due to both

tests ran overnight) an automated network connection reset

after around eight hours prevented meaningful results.

The last test was actively severing the network connection.

Pulling the plug on one side resulted in a connection loss that

was only recoverable by executing the connection setup rou-

tine. This normally does not occur automatically in QKDIPsec

but can be induced by the calling function (ordinarily the

AIT QKD software). The cause for this behavior is that a

shut down (or connectionless) interface loses its additional IP

addresses and therefore the tunnel address for the data channel.

This problem might be circumvented by implementing an own

virtual interface in the future. When servering the connection

along the path (thus leaving the peer interfaces intact) the

solution automatically recovered (loosing only traffic during

the servered phase) when reconnected timely or entered the
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reset procedures (reset trial and function suspension on time)

on disruption spanning over more than the timeout period,

according to protocol.

VIII. QKDIPSEC IN A SIMULATION

In order to investigate the impact of the time interval

between key change notifications on the overall performance

and on the underlying data transmission, we implemented

the Rapid Rekeying Protocol in OMNeT++ [28] using the

INET framework. Besides IPSec and the Rapid Rekeying
Protocol we implemented an UDP application that sends a

certain amount of data to its counterpart using IPSec. We

built an evaluation setup with two communicating hosts, and

introduced delay and packet drops to the setup. The Rapid
Rekeying Protocol allows to vary the following variables: num-

ber of (simultaneous) installed SAs, and the interval between

sending a key change request. For now, we assume that the

keys can be provided with an infinite rate, thus idealizing

the generation of the key material. Table III provides the

different parameter settings used for the simulation. For each

combination of the parameters (64 in total) we conducted 30

runs. For the simulation we assumed a sufficiently large QKD

key rate (such that none of the applications has to wait for

new key material). In the following we report the averages of

these runs and their 95% confidence interval (CI) for some

selecting parameter settings.

TABLE III. Parameter Settings for the Simulation.

Parameter Values

Installed SAs 5, 15, 40, 70
Key Change Interval (ms) 25, 50, 100, 200

hline UDP Data Traffic (Mbps) 1, 1.5, 1.7, 1.9
Simulation Time (s) 600
Channel Delay (ms) X ∼ U(5, 25)

Channel Data Rate (Mbps) 2
Packet Drop Probability min(X ∼ U(0, 1) , 0.05)

Figure 7 depicts the average of deciphered packets with

95% CIs for a maximum of 5 installed SAs at the receiving

client. With an increase in the re-keying interval the receiver

is able to decipher approximately 80% of all data packets.

This is valid for the tested data rates. Although, reaching

the theoretical channel data rate of 2 Mbps decreases the

number of deciphered packets due to the fact that packets

are dropped by full queues. Figure 8 depicts the average of

out of synchronization packet with 95% CIs relative to the

total amount of received packets using the same parameter

settings as for Figure 7. It is evident that with a lower re-

keying intervals the amount of non-decipherable and out of

synchronization packets increases. However, selecting larger

re-keying intervals increases the probability that a man in

the middle attacks will be successful. Therefore, a tradeoff

between data rate and the desired security level has to be

found. Although, we have to consider that some packets are

dropped because of the chosen packet drop probability (cf.

Table III).

Fig. 7. Packets deciphered relative to the total amount of sent packets for
the given data rates with a maximum number of 5 installed SAs for

different re-keying intervals, respectively.

Fig. 8. Packets out of synchronization relative to the total amount of
received packets for the given data rates with a maximum number of 5

installed SAs for different re-keying intervals, respectively.

Figures 9 and 10 depict the relative amount of deciphered

and out of synchronization packets for a data rate of with 95%

CIs for a data rate of 1.5 Mbps. Increasing the the number of

simultaneous installed SAs, the probability of encountering

out of synchronization packets decreases. Nonetheless, one

observes the same behavior as for Figures 7 and 8. Assuming

a re-keying interval of 100 ms, a data rate of 1.5 Mbps and a

maximum of 15 installed SAs, using QKDIPsec we are able to

achieve an effective data rate of approx. 1.1 Mbps on average.

If a re-keying interval of 200 ms is acceptable, we are able

to achieve an effective data rate of approximately 1.35 Mbps

on average. However, it remains the ultimate goal to derive

a model by means of ε-security, which provides a trade-off

between security and the effective data rate. We devote this to

future work.
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Fig. 9. Packets deciphered relative to the total amount of sent packets for a
data rate of 1.5 Mbps.

Fig. 10. Packets out of synchronization relative to the total amount of
received packets for a data rate of 1.5 Mbps.

IX. CONCLUSION

These proof of concept tests show that using IPsec with

appropriate key management is able to overcome the band-

width restrictions of QKD, even when operating the data

channels in less-than-ideal conditions. This, however, comes

with the cost of having to reuse the key more than once.

Therefore, this paper discussed sensible boundaries of key

usage to maintain an acceptable level of security (see Section

III). Furthermore, this paper presents an approach to provide

QKD-secured links with high speeds meeting the bounds

discussed in Section III, including a suitable performant and

fault-tolerant key synchronization protocol (the rapid rekeying
protocol) and a corresponding software solution running under

Linux (QKDIPsec), integrated into the AIT QKD software.

Furthermore, this proof of concept was thouroughly tested

both on x86 system architectures and in a simulated machine

environments. These tests showed the operability of the prin-

cipal architecture design as well as possible snares regarding

its implementation. During these tests, it became obvious that

more installed SAs increase the rate of sucessfully deciphered

packets, especially in lower key period settings.

Despite promising test results, there is room for improve-

ment to transform the presented proof of concept module

into a fully productive and integrated part of the AIT QKD

software. Firstly, there are still obstructions to tackle regarding

the integration; the methods for key capturing from the Q3P

Application Buffer have to be elaborated and optimized. Sec-

ondly, further tests are needed to determine the optimal choice

of networking mechanisms. For instance, the implications of

switching from TCP to UDP as a transport layer protocol for

QKDIPsec have to be examined. Thirdly, some procedures

have to be introduced, which automate the reset process in

case of hardware connection losses and resets, eliminating the

need to restart the system manually. Fourthly, to ease its setup,

the solution needs the ability to use virtual interfaces as tunnel

endpoints (currently it only supports virtual addresses). Fiftly,

while the current version of QKDIPsec already supports on-

the-fly adjustments of the key period, the solution should be

able to provide interfaces to automatically align this key period

to a desired rate of data bits per key bit (dpk). This makes it

necessary to provide means to measure the actual data rate

running over the data channel and comparing them to the

key effective key change rate (consisting of key period and

key length). Furthermore, it is desirable to derive a model by

means of ε-security, to achieve a trade-off between the data

rate and the security of this solution.
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Abstract—Software-Defined Networking (SDN) is appealing
not only for carrier applications, but also in industrial control
systems. Network engineering with SDN will result in both
lower engineering cost, configuration errors and also enhance
the manageability of control systems. This paper analyzes the
different aspects of SDN in an industrial scenario, including
configuration management, security, and path computation. It
also shows the possible enhancements to mitigate the challenges
related to network segmentation and shared infrastructure situ-
ations. The utilization of SDN in traffic-segregation and security
measures is identified as one of the possible solutions for the
challenges of an internet-connected automation world.
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I. INTRODUCTION

The following paper is the extended version of [1], Security
Implications of Software Defined Networking in Industrial
Control Systems. Industrial Ethernet is the dominating tech-
nology in distributed control systems and is planned to take
over the whole communication network from office to the field
level, with sensor networks being the only exception at the
moment.

Since its introduction in time critical industrial applications,
Ethernet’s performance has been questioned, mainly because
of the old, coax networks. Current networks are built using
full duplex solutions and automation networks follow: these
are built with switches, have plenty of bandwidth and the
more demanding applications have their specific technologies.
These solutions provide intrinsic Quality of Service (QoS),
e.g., EtherCAT or try to implement extensions to the Ethernet
standards with e.g., efforts to implement resource reservation
like the IEEE 802.1 Time-Sensitive Networking Task Group.

Many of the issues the control system engineering is
facing, are not new. From the advent of packet switched
networks, QoS and resilience was a question. For metropolitan
and Wide Area Networks (WAN), different solutions, like
Asynchronous Transfer Mode (ATM) or Multiprotocol Label
Switching (MPLS) were developed to allow creation of virtual

circuits. These virtual circuits can be a natural representation
of the control loops.

With the industry moving towards Commercial Off The
Shelf (COTS) products in the networking solutions (both
hardware and software) opened for direct interconnection of
other company networks towards the automation systems [2],
[3]. The problems associated with network performance and
resilience are similar to the ones, which e.g., MPLS was built
to solve.

The possibility to proceed further with adopting technolo-
gies developed for WAN or telecommunication use is in
large part enabled by the extended use of COTS devices.
The common technology enables efficient data exchange, but
also opens the possibility to attack the previously island-like
automation systems from or through the company network [4].

One of the aspects of such interconnection of systems
is that the automation network might be attacked through
other systems. For a more structured approach, a possible
categorization of attackers is given by [5]:

• Hobbyists break into systems for fun and glory. Difficult
to stop, but consequences are low.

• Professional hackers break into systems to steal valuable
assets, or on a contract basis. Very difficult to stop,
consequences usually financial. May be hired to perform
theft, industrial espionage, or sabotage.

• Nation-States and Non-Governmental Organizations
(NGOs) break into systems to gather intelligence, disable
capabilities of opponents, or to cause societal disruption.

• Malware automated attack software. Intent ranges from
building botnets for further attacks, theft, or general dis-
ruption. Ranges from easy to stop to moderately difficult
to stop.

• Disgruntled employees, including insider threat and unau-
thorized access after employment.

Engineering efforts have been made to reduce the risks
associated with this interconnection, but it only gained mo-
mentum after the more recent incidents of e.g., stuxnet and
repeated cases of Denial of Service (DoS) incidents coming
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Fig. 1. Low port count switches in automation

from external networks. The first efforts were focused on
including well-known solutions from the IT industry: firewalls,
Intrusion Detection Systems (IDS), authentication solutions.

The challenge with these solutions is that they were de-
signed to operate in a different network environment [6].
Amongst others, the QoS requirements of an automation
system tend to be very different than of an office network. The
protocol set used is different and the typical protocol inside an
automation system runs on Layer 2 and not on the IP protocol
suite [7].

Beside the efforts on adopting IT security solutions to
industrial environments, several working groups are involved
in introducing security features into automation protocols and
protocols used to support an automation system (e.g., IEEE
1588v3 on security functions, IEC 61850 to have integrity
protection). The necessity of network management systems
are gaining acceptance to support life-cycle management of
the communication infrastructure.

In this landscape, SDN is a promising technology [8], [9] to
support automation vendors to deploy their distributed control
systems (DCS) more effectively, to allow easier brownfield
extensions and to have a detailed overview of the traffic under
operation [10], [11].

The paper is structured as follows: the second section gives
an introduction of Industrial Ethernet and SDN, the third
provides an overview of DCS structures, the fourth provides
an overview of the security landscape, while the fifth presents
an analysis of the impact of SDN on the security controls. The
last section draws the conclusion and provides an outlook on
future work.

II. STATE OF THE ART

Industrial Ethernet is built often as a special mixture of a
few high-end switches and a large number of small port count
discrete or integrated switches composing several network
segments defined by both the DCS architecture and location
constraints.

Engineering of networks composed from small switches
results in typically a magnitude more devices than a compa-
rable office network (e.g., a bigger refinery can have several
hundreds of switches with a typical branching factor of 4-7)
as shown on Fig. 1. The engineering cost and the possibility
of configuration-related delays has a big impact on competi-
tiveness.

In the majority of cases, the actual configuration of the de-
vices can be described with setting port-Virtual LAN (VLAN)

allocations, Rapid Spanning Tree (RSTP) priorities, Sim-
ple Network Management Protocol (SNMP) parameters and
performance monitoring [12]. These steps currently require
manual work.

In a different setting, practically all of these problem sce-
narios were present previously in the backbone engineering
of large networks. The centralized configuration management
was present since ATM was launched, offering a control
plane for making forwarding decisions and allowing simpler
devices inside the network. At that time, the consideration was
twofold: one for keeping QoS, but also to reduce complexity of
the networking nodes on the transit path. This was at that time
forced by the resources available in these nodes. In the current
industrial case, the forwarding decision itself is not a resource
problem for the local switch or router, but a policy question
where resource usage and security considerations play a key
role. As a less known alternative, Internet Engineering Task
Force (IETF) has defined an entity in RFC 4655 and 5440,
called Path Computation Element (PCE).

A. Path Computation Element

PCE is a visibility and control protocol for MPLS networks.
The protocol partially moves the control plane of the head-end
routers to define network paths. The problem for PCE to solve
was that the head-end router is expected to both deal with
internal routing and external connections. If a complex path
computation algorithm is added, it might exhaust the resources
of the device.

Compared to SDN, the PCE protocol presents an evo-
lutionary approach. Although an SDN implementation like
OpenFlow offers a wider feature set, PCE only requires a
change in the head-end routers and not in all routers and
switches.

The approach is noteworthy, because it splits the actual tasks
of the central element of an Autonomous System (AS) in a
way, which is transparent for the rest of the network and allows
a change in algorithm complexity without the exchange of the
central component. This can be beneficial in equipment with
a long expected life, like most of the automation installations.

The focus on head-end routers however makes it less
suitable for use in industrial networks, as the majority of
communication is done on Layer 2 (in switches), which is
outside the coverage of PCE. From the traffic viewpoint, the
possibility of per flow control of switch forwarding makes
SDN implementations more suitable.

B. Software-Defined Networking

The main difference from control systems perspective be-
tween PCE and a full SDN implementation is the support
for Layer 2. Often, solutions developed for other fields of
networking fail on this aspect. In a typical network case, where
security, manageability and monitoring has key importance is
on Layer 3. Although nodes in the industrial networks typically
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also have a presence on Layer 3, the focus of communication
is on a lower layer [13]–[15].

There are also different driving forces in the centralization
of the control plane. In a typical non-automation scenario,
centralized flow management is driven by reaching higher
forwarding efficiency and is applied in carrier networks [16].
Also, the network reaches higher flexibility by centralizing the
forwarding decisions as e.g., QoS requirements might lead to
different paths for flows with different requirements but the
same source and destination.

SDN capabilities for separating traffic and control on carrier
networks can be adopted to the control system scenario.
The focus, although, in this case is more on management
and the implementation of a call admission control-feature is
more interesting. The possibility of deploying new services
without disturbing the production network and the appealing
possibility of having a full overview of network flows from
one central controller is presenting a valid business case [17]–
[19].

With SDN, a telecom-like network structure is introduced
into distributed control systems with splitting the control
and the forwarding plane. In such a network, the flows are
programmable through a central entity on the control plane
[20]. This allows testing and resource reservation for specific
flows, not just at commissioning, but also during operation.
The ability to isolate new traffic flows can be beneficial from
both security and operational viewpoints. These possibilities
are appealing for the industrial automation systems, as they
are very much in line with the current trends of redundancy,
QoS and shared infrastructure.

As defined by the Open Networking Foundation [21], SDN
is or offers

• Directly programmable Network control is directly pro-
grammable because it is decoupled from forwarding
functions.

• Agile Abstracting control from forwarding lets adminis-
trators dynamically adjust network-wide traffic flow to
meet changing needs.

• Centrally managed Network intelligence is (logically)
centralized in software-based SDN controllers that main-
tain a global view of the network, which appears to
applications and policy engines as a single, logical switch.

• Programmatically configured SDN lets network man-
agers configure, manage, secure, and optimize network
resources very quickly via dynamic, automated SDN
programs, which they can write themselves because the
programs do not depend on proprietary software.

• Open standards-based and vendor-neutral When imple-
mented through open standards, SDN simplifies network
design and operation because instructions are provided
by SDN controllers instead of multiple, vendor-specific
devices and protocols.

SDN architecture is typically represented with three layers,
as show compared to a traditional network structure on Fig. 2

Fig. 2. Traditional network architecture compared to SDN [9]

and on Fig. 3 by OpenFlow. Using several planes in a
communication technology is not new, it was present both in
ATM, SDH or all the digital cellular networks. What is new,
that these management possibilities are now available also in
a much smaller scale. It is expected that a network with a
centrally managed control plane can better react on changes
in traffic patterns and also be more flexible in network resource
management [22]. The forwarding performance is expected to
be very similar or equivalent to the current switches used.
The industrial applications will be run without disturbance in
a stable network state [23], [24].

The normal communication traffic is expected to be sig-
nificantly larger than the control and signalling traffic gener-
ated by SDN and therefore not considered as a performance
problem. Also the considered communication on an industrial
network supports the mitigation of this performance threat, as
most of the sessions are periodic machine to machine (M2M),
which can be scheduled or event driven, with precisely defined
transmission deadlines. The gaps between planned periodic
traffic are rarely filled with event-driven communication.

III. DCS ARCHITECTURE

Current DCS networks are a result of an evolution from
analog wiring towards digital lines, buses and finally networks.
Many challenges related to both engineering and operation of
industrial networks originate from this evolution like the prob-
lematic expression of QoS parameters and the underestimated
importance of the communication infrastructure.

The systems considered by this paper are primarily the
current Ethernet-based solutions without special (e.g., Ether-
CAT, PROFINET IRT) hardware support. These networks
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Fig. 3. Three layer SDN architecture [21]

are composed by standard equipment where both the QoS
environment, protocols and capabilities used are similar.

The invisibility of the communication infrastructure in the
DCS is a constant problem and source of challenges in both
engineering and operations. Historically, this was not a seen
as problematic, as first there was direct wiring between the
components, so failure in the line resulted in immediate errors
and typically had no impact on other parts of the system. There
was also little change with the bus systems and serial solutions:
the communication infrastructure got digitalized, but still it
was more the task of an electric technician to create it than
one of an IT network specialist.

Current engineering practices still follow manual methods
with creating connection lists and per unit configuration. The
methods used lead to problems when one has to express
situations like shared infrastructure or formalized checking of
redundancy.

Traditional Network Management Systems (NMS) are typ-
ically not present in industrial deployments, mostly as a
result of cost pressure. The existence of the communication
infrastructure both in DCS (LAN) or SCADA (WAN) cases
is typically hidden from the automation tasks and operations.
The separate operation and maintenance of the DCS and the
communication infrastructure is inefficient in large scale. With
the evolution of control systems, covering more and more
processes with integrated solutions, the network complexity
is only expected to grow. Thus the current practice of using
command line or web interfaces on a per node basis. Even
in case of managed equipment (switches, routers), the nodes
are configured individually and the efficiency or in more
serious cases, the stability of operation is dependent on the
communication between the network specialist and the control
engineer.

Control systems are traditionally built using a three network
levels. The plant, the client-server and the control network.

These levels might have different names, but they share the
following characteristics:

• Plant network is home of the traditional IT systems, like
Enterprise Resource Planning (ERP), office services and
other support applications. It is typically under the control
of the IT department.

• Client-server network is the non-time critical part of
the automation system, where the process-releated work-
places, servers and other support entities are located. It is
firewalled from the plant network and is under the control
of Operations.

• Control network includes everything close to the ac-
tual process: controllers, sensors, actuators and other
automation components. Typically follows a strict time
synchronization regime and contains the parts of the
network with time-critical components. It is accessible
through proxies from the client-server network and under
the control of Operations.

There are some solutions, where network nodes can com-
municate status and errors to the DCS, but the possibilities are
limited and typically the information conveyed is not enough
to fully understand the situation. A possible way to reduce
visible network complexity is to use unmanaged switches.
These devices melt into the network fabric, but also remove
the possibility to analyze the network status or troubleshooting
of forwarding. In current engineering regimes, unmanaged
devices have their usage areas limited to small installations,
where managed equipment is prohibitively expensive or where
very high reliability is required, as a typical unmanaged switch
has nearly ten times longer Mean Time Between Failure
(MTBF) time than its managed counterpart.

In most cases, the use of a programmable network is
focusing on flow control. This is a typical efficiency-driven
effort to ensure, that the network flows are utilizing the
resources in an optimized or optimal way. An Internet Service
Provider (ISP) or a carrier network will focus on such use.
In case of an industrial deployment, the main motivation
is not per flow control, although later a use case related
to security will be shown. The main motivation however is
the possibility to control the network from one centralized
entity. This control functionality is expected to be easily
understandable and acceptable by operations, as it can be
compared to a Programmable Logic Controller (PLC), the very
base of an automation system: an SDN controller operates in
a very similar way, telling if the traffic should slow or take a
different direction, than a PLC, which can tell a valve to open
or close and can regulate the flow of materials or changing
the speed of a drive.

SDN concepts have the possibility to streamline the network
operations and enable diagnostics with more possible points of
entry and a wider tool set [25]. With communication paths con-
trolled through the vertical of the industrial network, it would
be possible to create end-to-end QoS links within a system.
This would allow more control and continuous monitoring of
the network performance. The simplification of configuration



105

International Journal on Advances in Security, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/security/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

and implementation of network architectures with possible
use of templates and macro building blocks may both lower
engineering costs and lead to higher performance. Also the
need of network specialists in operations will be lower as
the centralized control is assumed to require less (physical)
presence than today’s situation with may be hundreds of
switches on the plant floor, each of them uniquely configured.

The transition to programmable network on the plant floor
is expected to shorten the time needed to identify and locate a
problem and to ease tension between operations and IT. With
the control plane moved to a central entity, the technician can
exchange the identified faulty unit with one having default con-
figuration and, which can be configured by the SDN controller.
The automatic configuration also represents a mitigation for
some cases of physical misconfiguration of cables.

The centralized management of adding or removing network
devices can enable currently unavailable dynamism in an
industrial context: it would be possible to reconfigure the
network topology to adopt to new situations or tasks.

Real-time Ethernet also represents an area, where SDN can
have a positive impact. In the current situation, either an
industrial Ethernet technology with intrinsic QoS is used or the
network only can give a probabilistic guarantee on delivery.
Current engineering practice is, that these network parts are
configured once and run without reconfiguration for extended
periods, only changed when necessary. This operational regime
is acceptable with smaller network segments, but does not
scale. Using SDN to control the forwarding of real-time flows
can have definitive advantages: continuous evaluation of the
Service Level Agreement (SLA), immediate reaction at link
failure, prioritization of time sensitive traffic and the possibility
to integrate new technologies in a transparent way (e.g., IEEE
802.1AV). To be able to give a deterministic guarantee (upper
bound) on forwarding delays, the SDN controller needs to have
a connection to real time. This is not a priority in a carrier
environment and a feature, which needs to be developed. The
main potential of SDN in this case is, that since the forwarding
decisions are not being made on a per hop and per frame basis,
the traffic situation of a switch has less influence on the jitter
and delay of the communication.

The complete view of network paths also allows the con-
troller to choose the optimal route per flow also in a larger
environment: time sensitive traffic might be forwarded on an
express path and less sensitive on a more economic path, very
much implementing the different traffic classes of IntServ.

In case of link failure, the controller can reroute the flow
(depending on the SLA) to a precalculated backup path or
to a newly calculated alternate route. Precalculated backup
paths can also be used as a hot standby with actual forwarding
on two independent routes. Following the actual status of the
network, an SDN controller can also monitor if the backup
routes can still fulfill their tasks. This feature can protect again
cascading effects of link failures: the backup routes shall be
able to carry all the traffic they carry by default and in addition
the traffic of the primary route.

Controller Controller

Plant network/intranet

Client/server network

Control network

Fieldbus

Workplaces Servers

ERP, Remote control

Proxy

Fig. 4. Traditional DCS network architecture

Since the SDN controller also has a complete view of the
network and enough resources, it might precalculate indepen-
dent backup routes for most of the network flows. Having
alternatives ready might considerably reduce the recovery time
of the network.

Faster reaction times and status monitoring of the network
is also useful in case of node failures. In this case, SDN can
again provide better functionality than current solutions. It is
not only possible to spot the problematic node, but the system
can also show if it is possible to isolate the faulty device with
keeping the current SLAs for the involved traffic flows or if
now, then, which QoS parameters are achievable.

One of the possible limiting factors of SLA creation and
QoS parameter setting is, that traditionally, parameters of a
control loop are expressed with different measures.

A. Control loop parameters

Requirements definition for the communication network is
one of the actual challenges in automation. An example IEC
61850 control loop would be defined as: having a sampling
rate of 80 samples per cycle (4800 Hz for 60 Hz networks),
with sampling 16 inputs, 16 bit per sample. Event-based traffic
is negligible compared to the periodic traffic.

If there is a requirement for synchronous operation, time
precision (quality) can also be a QoS metric. Redundancy
requirements can lead to topologies, which are unusual in a
normal network infrastructure: first, the use of Rapid Spanning
Tree Protocol (RSTP) to disable redundant links, second the
general use of loops (rings) in the network to ensure that all
nodes are dual-homed. With dual-homing, the network can
survive the loss of one communication link without degrada-
tion in the service level. Path calculation algorithms created
for generic network use might not support such constellations.

From the network viewpoint, this control loop will in-
troduce a traffic flow, with a net ingress payload stream
of approx. 98Mbps. The sampling will generate 2560 bytes
of traffic each second, which can be carried by at least
two Ethernet frames, thus the system can expect at least
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approx. 10000 frames per second. The traffic will be for-
warded on a horizontal path to the controller. On the ingress
port to the backbone, it will enter with approx. 110 Mbps
(header+payload). The traffic flow will be consumed at the
egress port to the controller.

For SLA composition, either a definition of the traffic is
needed in forehand or the classification at the SDN controller
needs to be dynamic: the controller has no information at the
first ingress frame, which frequency or payload length will be
typical.

The information on the flows is not only beneficial for
resource management. Precisely defined traffic flows (which
is a possibility in industrial applications) can create an excel-
lent base for configuring and implementing network security
functions, like Intrusion Detection Systems or actual firewall
configurations.

B. SCADA and grid operations

With interconnection of previously isolated locations, in
addition to the traditional Supervisory Control And Data Ac-
quisition (SCADA) operations, industrial wide area networks
are being deployed.

Maybe the most important in the current European land-
scape is the effort to add more intelligence and dynamism into
the electric grid control: creation of smart grids. Current grid
communication networks are based on standard IP networking,
where network parameters and configuration are defined at the
design phase, the same process as in DCS. When the network
is in operation, and in this sense, the grid control is always
expected to be in operation with the possibility to have planned
maintenance stops. Dynamic changes outside these planned
stops tend to be problematic, both from economic and supply
security viewpoint. Such a rigid setup on the other hand can
be problematic in the expected dynamic environment of the
smart grid: where plants and consumers should communicate
about the power generation and usage, bandwidth and path
selection parameters might change under operation.

SDN is expected to be able to deliver appropriate QoS, since
the network parameters in steady state will not considerably
differ from a static network. The more important aspect is
how SDN could enhance system resilience. The features are
similar of those in case of a DCS and show the scalability
of SDN in this perspective. The first one is the possibility of
precalculated backup paths, then the possibility to isolate a
node if there is a chance, that it got compromised or failed.
Then an additional feature might be to reroute the control
information over the public internet. This possibility could give
a highly independent backup route, where the necessary flows
could be rerouted with applying appropriate encryption and
integrity protection.

There is also a possibility for coordinated actions between
the SDN controller, the security measures (firewall, IDS) and
the SCADA control.

IV. SECURITY LANDSCAPE

Industrial deployments were built traditionally as isolated
islands, thus security was more a question of doors and walls
then IT [5]. Employees from the operations department had
the responsibility to keep the communication network intact.

Security issues connected to computer networks came with,
amongst others, the SCADA applications, where remote access
to industrial deployments was granted. With the spread of Eth-
ernet and IP-based communication, more and more automation
networks could be connected to other networks, to allow easier
management and new applications.

Threat analyses showed that industrial systems can be more
prone to DoS and related attacks due to the more strict QoS
requirements and lack of available processing power in the
devices [26]. Typically the deployed network infrastructure
can handle a magnitude higher traffic than the end-nodes.
This helps in supporting the SDN operation with allowing the
traffic, which does not match any of the forwarding rules to
be sent to the controller in the normally unused bandwidth.
The static traffic picture will also allow the use of sharp
heuristics on new traffic, categorizing unknown traffic very
early as malicious and drop it early.

DoS attacks require no knowledge of the automation system,
only access to the infrastructure, which is a much larger attack
surface this case as DCS and especially SCADA systems have
a tendency to cover large areas, where enforcing of a security
policy (both physical and cyber) is a hard task [27].

This properties have focused the security efforts on protect-
ing the leaves of the network and also on creating policies to
ensure the use of hardening practices.

Standard hardening procedures in current industrial deploy-
ments include:

• Creation of a Security Policy following e.g., the IEC
62443 standard. This allows to have a structured approach
for operating the network.

• A standard way to introduce anti-virus solutions in the
automation network using central management.

• Specific focus on the configuration of server and worksta-
tion machines with e.g., policies and additional software
components.

• Access and account management: using Role-Based Ac-
cess Control (RBAC), OS functions like the Group Policy
Object (GPO) or tools like a trusted password manager.

• Backup and restoration as a part of disaster recovery.
• Network topology to support security levels in the IEC

62443, with using firewalls as separator.
• Specific remote access solution and whitelisting of both

traffic and nodes.

These tasks show that the there is an understanding of the
importance of security in this field and there are efforts on
standardization.

The problematic part of the process is, where these guide-
lines, policies and physical appliances need to be deployed in
a new or an existing installation.
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Correctness of the implementation is crucial for future reli-
ability of the system. In a typical current workflow, configura-
tion and deployment of devices is a manual task together with
the as-built analysis under or before the factory acceptance
test (FAT). At the moment there is no merged workflow and
software support for all of the steps mentioned earlier.

SDN can be part of the answer: the communication in-
frastructure, communication security and monitoring under
operation can be implemented using SDN, where the whole
or part of the tasks could be automated [28], [29].

V. SDN-RELATED CHALLENGES

SDN changes the security model considerably. To enable
automatic features, the operation and the way of controlling a
SDN system has to be analyzed in the industrial context.

A. The plane structure

After the author’s view, the introduction of the separated
control and forwarding plane is the biggest enhancement for
network security in this relation. In the telecommunication
field, separated planes are used since decades to support secure
service delivery with minimizing the possibility of a successful
attack from the user side towards network management.

In an industrial context, the split planes mean, that the
configuration of the devices is not possible from the network
areas what clients can see, thus intruders getting access to
e.g., the field network through a sensor, will not be able to
communicate with the management interfaces.

Attacks at the data plane could be executed with e.g.,
gaining access to the network through a physical or virtual
interface and try to execute a Denial of Service (DoS) attack
or a type of fuzzing attack, which might exploit a flaw in the
management or automation protocols.

An attacker could also leverage these protocols and attempt
to instantiate new flows into the device’s forwarding table.
The attacker would want to try to spoof new flows to permit
specific types of traffic that should be disallowed across the
network [30].

B. The SDN controller

The first group of issues are related to the SDN controller.
To allow a central entity to control and configure the whole
network, it has to gain administrative access over the whole
network infrastructure configuration and status. Thus the SDN
controller’s ability to control an entire network makes it a very
high value target.

The SDN controller has predefined interfaces towards other
systems:

• Northbound application programming interfaces (APIs)
represent the software interfaces between the software
modules of the controller platform and the SDN applica-
tions. These APIs expose universal network abstraction

data models and functionality for use by network appli-
cations.

• East-West protocols are implementing the necessary in-
teractions between the various controllers.

• Data plane and southbound protocols: the forwarding
hardware in the SDN network architecture.

• Communicate with the network infrastructure, it requires
certain protocols to control and manage the interface
between various pieces of network equipment.

This can be problematic if the controller has to cross several
firewalls to reach all nodes under its control. In the traditional
DCS network architecture (Fig. 4) in order to gain control
of the whole network, the controller has to pass the firewall
between the plant and the client-server network, the proxy
towards the control network and the controllers towards the
field devices.

In a realistic situation, the controller of the DCS will not
be allowed to control also the plant network, but is expected
to reside inside the DCS, most probably on the client-server
network. Inside the automation network, firewalls and the
controllers can be configured so, that they pass the SDN
signaling.

Network intelligence is being transferred from the network
nodes to the central controller entity. This, if being imple-
mented inside a switched network, might only be a semantic
difference in network control, as it extends the possibilities of
a NMS, but it does not need to integrate more sophisticated
devices in an industrial situation.

It is expected that a network with a centrally managed
control plane can better react on changes in traffic patterns
and also be more flexible in network resource management.

In addition to the attack surface of the management plane,
the controller has another attack surface: the data plane of the
switches. When an SDN switch encounters a packet that does
not match any forwarding rules, it passes this packet to the
controller for advice. As a result, it is possible for an attacker
who is simply able to send data through an SDN switch to
exploit a vulnerability on the controller [31].

Attacks directed against the controller can for example
aim to destruct the topology by taking control over the path
calculation. A compromised SDN controller may change the
configuration of the communication devices. This can put
keeping the SLAs in danger.

The standard SDN controller behavior of getting all the
frames forwarded, which were not classified already at ingress,
can lead to DoS attacks.

To mitigate the single-point-of-failure what the SDN con-
troller represents, in most installations, it will be required to
deploy two of the controllers in a redundant installation.

Also shared infrastructure between different operators can
be a problem in this case. Legal issues might arise if the
audit and logging of SDN-induced configuration changes is
not detailed enough.
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C. Service deployment security

In an SDN case, the controller entity can change the con-
figuration and forwarding behavior of the underlying devices.
This possibility is a valuable addition to the existing set of
features, because an SDN system could deploy a new service
without disturbing the current operation, which would reduce
costs related to scheduled downtimes.

Also, the fine-grained control of network flows and continu-
ous monitoring of the network status offers a good platform for
IDS, Managed Security Services (MSS) or a tight integration
with the higher operation layers of the DCS.

D. Central resource management

Currently, SNMP-based NMSs are widely used for mon-
itoring the health and status of large network deployments.
Using SDN could also here be beneficial, as the monitoring
functionality would be extended with the ability of actively
changing configurations and resource allocations if needed.

One of the most significant technological and policy chal-
lenges in an SDN deployment is the management of devices
from different providers. Keeping the necessary complexity
and configuration possibilities is hard to synchronize with
entities delivered from different providers.

With SDN’s abstraction layer one can hide differences
in features but also can introduce problems in logging and
audit. Network equipment manufacturers are not supporting
by default that their devices are managed by a third party.

Although, the rollout of new services would become safer,
as the system could check if the required resources are
available and the use of SDN is not expected to have a negative
impact on the reliability of the network the problems related
to shared infrastructure need to be elaborated further.

E. Security implications of shared infrastructure

As part of the universal use of Ethernet communication, it is
now common for vendors to share the network infrastructure
to operate different parts of an installation. An example is a
subsea oil production platform, which is controlled through
a hundreds of kilometers long umbilical, can have a different
operator for the power subsystem, an other one for the process
control and a third one for well control.

In the current operation regimes, the configuration of the
networks is rarely changing and all vendors have a stable view
of their part of the network shared with the one being the
actual operator. With SDN, the network could be controlled
in a more dynamic way.

From the technological viewpoint, the biggest challenge is
to find a solution, where both the controller and the devices
support encrypted control operations. If they support it, than
the logging and audit system has to be prepared for a much
more dynamic environment.

From a policy management viewpoint, the possibility of
fast per-flow configuration opens for new types of problems:

the valid network topology and forwarding situation might
change fast and frequently, which is not typical in the industry.
Logging has to provide the current and all past network con-
figurations with time stamping to allow recreation of transient
setups in case of communication errors.

In such a shared case, the use of SDN could reduce
risk in topology or traffic changes, as vendors could deploy
new services without an impact on other traffic flows in the
network. It is possible to create an overlay network, which
follows the logical topology of an application or subsystem.
This would improve the control possibilities as the staff could
follow the communication paths in a more natural way.

F. Industrial safety

Conversations on Safety Integrated Systems (SIS) mainly
include questions on QoS. The cause is that these installations
share the communication network between the automation task
and the safety function (as they can also share infrastructure
with the fire alarm system). In a safety sense, SIS have
no QoS requirements. The safety logic is built in a way,
that a communication error is interpreted as a dangerous
situation and the safety function will trip. So the system avoids
dangerous situations at the expense of lower productivity and
availability.

Safety as such is an availability question and through
availability, it implies QoS requirements on the automation
system as any other communication task. Special treatment is
not required.

Safety systems are classified into 4 levels, Safety Integrity
Level (SIL) 1 to 4. The different levels pose well-defined
requirements towards the system. These integrity levels cover
all aspects of the system, including hardware, software, com-
munication solution and seen in contrast with the application.
A similar approach could be also beneficial for formalizing
the relationship between the automation application and the
bearer network.

The IEC 61508 standard requires that each risk posed by the
components of the safety system is identified and analyzed.
The result of the risk analysis should be evaluated against
tolerability criteria.

Coverage of safety communication is not only important in
itself, but also because many of the processes used in safety
can be used effectively in deploying security measures, where
the vocabulary and test methods of functional safety help.

G. Wireless integration

Another key field currently is the integration of wireless
networks into industrial deployments. SDN could help with
integration of wireless technologies by checking if the needs
of a new service e.g., can be satisfied with a path having one
or more wireless hops or a new rule has to be deployed into
the network to steer the traffic of that service on a different
path.
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H. Integrating Security in the preliminary design

In the bidding phase, the control engineer could leave the
planning of the network on a high level with having an SDN
rule set to check if the network can be built. The needed
security appliances and other entities would be added to the
list of required components following rules developed using
the relevant standards.

The control engineer could add the control processes and
the SDN software will check if the required resources are
available on the communication path. In contrast with current
methods, the acceptance of a communication session would
also give a proof that the required resources are available and
the security requirements are met.

I. Network simulation and capacity estimation

The use of SDN and the central management entities will
also lead to more detailed information on network traffic
and internal states. The data gathered on operational network
not only supports the management of the current network,
but also can be used to fine-tune the models used in early
steps of bidding and planning and can lead to a more lean
approach on network resource allocation. SDN could provide
better communication security by helping to avoid overloaded
network situations.

J. Firewalls

A current limitation on the coverage of SDN is connected
to accountability. While automatic changes in the forwarding
table on layer 2 is not expected to cause big problems,
automatic rule generation for firewalls and other higher layer
devices might cause more problems than it solves.

Granting the control rights of network security devices to
the SDN controller is necessary to gain full control over
all network nodes. The challenge with this setup is, that
L2 forwarding can be described with relative few properties,
routing tables with some more, but still within a limited size,
firewall rules can contain a lot more properties and values to
fill. If automatic generation is disabled, then the SDN network
split into several security zones can only be partially managed
by the controller. If automatic generation is enabled, it can
cause security breaches (e.g., the early implementations of
Universal Plug and Play (UPnP)). This setup also potentially
requires cooperation from several companies, e.g., an MSS
provider running the security infrastructure and the operations
staff at the location focusing on automation.

From the practical viewpoint, there are several issues. The
first is that in most cases, management protocols only offer
the implementation of security functions, but they are optional,
so having a required encryption (one cannot avoid this when
managing firewalls) might result in incompatibility already in
the communication. The second is, that one needs much more
complex support for firewalls in the management software than
for switches or routers.

K. Intrusion Detection Systems

Running IDS in an SDN network is promising. The IDS
can notify the SDN controller upon detecting anomalies in
the traffic, so that the controller can reconfigure the network
accordingly. In addition, the SDN controller can also feed
information about legitimate flows to the IDS, enabling the
creation of a detailed whitelist.

Current IDS implementations typically use distributed wire-
taps or other traffic monitoring sources to watch for malicious
traffic and might get aggregated traffic information (e.g., over
NetFlow).

SDN can take this functionality into a whole new level. The
controller has a complete view of the L2 traffic streams over
the whole network, thus not only has a wiretap everywhere,
but also has the control of the forwarding entities: it can make
changes in the forwarding decisions in real time. In extreme
cases this can result in, that the malicious packet cannot even
travel through the network to its destination, because at the
entry the IDS system classifies it as potentially malicious and
in transit redirects it into an isolated network.

Industrial deployments are an excellent basis to develop
such a fast-reaction IDS: the communication is typically M2M,
the network traffic is stationary (whole-new traffic flows are
not typical) and the topology is mostly static. The heuristics
of the IDS could be as a result, very sensitive on non-planned
traffic, thus reacting fast on potential hazards.

If the SDN infrastructure is available because of network
management, the extension of providing IDS and firewall
management can also lead to cost reduction compared to
deploying and operating a separate solution for both.

L. Protecting the SDN controller

As it was mentioned earlier, the SDN controller represents a
single-point-of-failure in the network. As most of the industrial
deployments are redundant, it is natural to require also a
redundant deployment of the SDN controller.

This redundancy is required both from the availability view-
point (all crucial components have redundant counterparts in
most deployments) and also from network security: protection
from e.g., DoS attacks.

Transport security shall be ensured with up to date standard
protocols, e.g., TLS for web access or SSH for shell. An effort
shall be used to keep the cryptographic suites, which are used
by these protocols updated.

VI. CONCLUSION

SDN is very likely to be the next big step in industrial
networks, both on LAN and WAN level. It offers exactly the
functionality automation engineers are looking for: hiding the
network and allowing the planning and deployment of network
infrastructure without deep technical knowledge, based only
on definition of network flows and automatic dimensioning
rules.
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With a complete view over the current network traffic
situation, QoS parameters can be checked in a formal way
with the help of the central management entity and as such,
provide a proof in all stages of the engineering work, that the
infrastructure will be able to support the application.

In brown field extensions SDN can reduce risks associated
with deploying new equipment and extending the current
infrastructure because of the isolation of traffic flows and the
complete control over the forwarding decisions.

Network security is the other main area, where, if properly
planned and implemented, SDN can provide a big step forward
in both security and operational excellence. With the real-time
overview on the network infrastructure, an SDN-based IDS
could react much faster on attacks.

Technological advancements are clearly moving towards a
more automated network infrastructure and in the industrial
case, SDN is a promising technology, which has to be taken
seriously.
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Abstract—SIFT and the University of Minnesota teamed up to
create a fully autonomous Cyber Reasoning System to compete
in the DARPA Cyber Grand Challenge. Starting from our prior
work on autonomous cyber defense and symbolic analysis of
binary programs, we developed numerous new components to
create FUZZBOMB. In this paper, we outline several of the major
advances we developed for FUZZBOMB, including a content-
agnostic binary rewriting system called BINSURGEON. We then
review FUZZBOMB’s performance in the first phase of the Cyber
Grand Challenge competition.

Keywords-autonomous cyber defense; symbolic analysis; protocol
learning; binary rewriting.

I. INTRODUCTION

In June 2014, DARPA funded seven teams to build au-
tonomous Cyber Reasoning Systems (CRSs) to compete in
the DARPA Cyber Grand Challenge (CGC). SIFT and the
University of Minnesota together formed the FUZZBOMB
team [1], building on our prior work on the FUZZBUSTER
cyber defense system [2], [3], [4] and the FuzzBALL symbolic
analysis tool [5], [6], [7].

SIFT’s FUZZBUSTER system was built to automatically
find flaws in software using symbolic analysis tools and fuzz
testing, refine its understanding of the flaws using additional
testing, and then synthesize adaptations (e.g., input filters
or source-code patches) to prevent future exploitation of
those flaws, while also preserving functionality. FUZZBUSTER
includes an extensible plug-in architecture for adding new
analysis and adaptation tools, along with a time-aware, utility-
based meta-control system that chooses which tools are used
on which applications during a mission [8]. Before the CGC
began, FUZZBUSTER had already automatically found and
shielded or repaired dozens of flaws in widely-used software
including Linux tools, web browsers, and web servers.

In separate research, Prof. Stephen McCamant at the Uni-
versity of Minnesota had been developing the FuzzBALL tool
to perform symbolic analysis of binary x86 code. FuzzBALL
combines static analysis and symbolic execution to find flaws
and proofs of vulnerability through heuristic-directed search
and constraint solving. On a standard suite of buffer overflow
vulnerabilities, FuzzBALL found inputs triggering all but one,
many with less than five seconds of search [5].

Together, FUZZBUSTER and FuzzBALL provided the seeds
of a strategic reasoning framework and deep binary analysis
methods needed for our FUZZBOMB CRS. However, many

challenges still had to be addressed to form a fully functioning
and competitive CRS. In this paper, we outline several of
the major advances we developed for FUZZBOMB, includ-
ing a new content-agnostic binary rewriting system called
BINSURGEON. We discuss the technical advances that allow
BINSURGEON’s template-based rewriting of stripped binaries
to mitigate vulnerabilities. Finally, we review FUZZBOMB’s
performance in the qualifying round of the CGC competition,
and discuss lessons learned.

II. BACKGROUND

A. DARPA’s Cyber Grand Challenge

Briefly, the CGC is designed to be a simplified form of
Capture the Flag game, in which DARPA supplies Challenge
Binaries (CBs) that nominally perform some server-like func-
tion, responding to client connections and engaging in some
behavioral protocol as the client and server communicate. The
CBs are run on a modified Linux operating system called
Decree, which provides a limited set of system calls. In the
competition, CBs are provided as binaries only (no source
code) and are undocumented, so the CRSs have no idea what
function they are supposed to perform. However, in some cases
a network packet capture (PCAP) file is provided, giving noisy,
incomplete traces of normal non-faulting client/server interac-
tions (“pollers”). Each CB contains one or more vulnerability
that can be accessed by the client sending some inputs, leading
to a program crash. To win the game, a CRS must find the
vulnerability-triggering inputs (called Proofs of Vulnerability
(PoVs)) and also repair the binary so that the PoVs no longer
cause a crash, and all non-PoV poller behavior is preserved.
The complex scoring system rewards finding PoVs, repairing
PoVs, and preserving poller behavior, and penalizes increases
in CB size and decreases in CB speed.

B. FUZZBUSTER

Since 2010, we have been developing FUZZBUSTER [9]
under DARPA’s CRASH program to use software analysis
and adaptation to defeat a wide variety of cyber-threats. By
coordinating the operation of automatic tools for software
analysis, test generation, vulnerability refinement, and adap-
tation generation, FUZZBUSTER provides long-term immunity
against both observed attacks and novel (zero-day) cyber-
attacks.
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Figure 1. FUZZBUSTER refines both proactive and reactive fault exemplars into vulnerability profiles, then develops and deploys adaptations that remove
vulnerabilities.

FUZZBUSTER operates both reactively and proactively, as
illustrated in Figure 1. When an attacker deploys an exploit
and triggers a program fault (or other detected misbehavior),
FUZZBUSTER captures the operating environment and recent
program inputs into a reactive exemplar. Similarly, when
FUZZBUSTER’s own software analysis and fuzz-testing tools
proactively create a potential exploit, it is summarized in
a proactive exemplar. These exemplars are essentially tests
that indicate a (possible) vulnerability in the software, which
FUZZBUSTER must characterize and then shield from future
exploitation. For example, an exemplar could hold a particular
long input string that arrived immediately before an observed
program fault. Proactive exemplars based on program analysis
may be more informative: they can represent not just a single
faulting input, but a set of constraints that define vulnerability-
triggering inputs. Reactive exemplars pose a greater threat,
since they almost certainly indicate that an attacker has already
found a software flaw.

Starting from an exemplar, FUZZBUSTER uses its program
analysis tools and fuzz-testing tools to refine its understanding
of the vulnerability, building a vulnerability profile (VP).
For example, FUZZBUSTER can use concolic testing to find
that the long-string reactive exemplar is triggering a buffer
overflow, and the VP would capture this information. Or,
FUZZBUSTER can use delta-debugging and other fuzzing tools
to determine the minimal portion of the string that triggers the
fault. Similarly, constraint relaxation can generalize symbolic
analysis exemplars to find additional paths to a vulnerability.

At the same time, FUZZBUSTER tries to create software
adaptations that shield or repair the underlying vulnerability.
In the simplest case, FUZZBUSTER may choose to create a
filter rule that blocks some or all of the exemplar input (i.e.,
stopping the same or similar attacks from working a second
time). This may not shield the full extent of the vulnerability
(or may be too broad, compromising normal operation), so
FUZZBUSTER will keep working to refine the VP and develop
more effective adaptations. Even symbolic analysis may not
yield a minimal description of the inputs that can trigger
a vulnerability: there may be many vulnerable paths, only
some of which are summarized by a constraint description.

Over time, as FUZZBUSTER refines the VP and gains a better
understanding of the flaw, it may create more sophisticated and
effective adaptations, such as filters that block strings based on
length not exact content, or actual software patches that repair
the buffer overflow flaw. As it creates and applies adaptations,
FUZZBUSTER can choose to re-evaluate previous adaptations,
keeping those that remain effective and replacing those that
have been superceded. FUZZBUSTER already has sophisticated
techniques for creating filters that eliminate vulnerability-
triggering inputs, which can be used as network-layer filters
or application wrappers.

As different adaptations are developed, FUZZBUSTER can
assess their performance against the set of tests it has been
accumulating for a particular application, determining how ef-
fectively each adaptation stops known faulting inputs and pre-
serves the functionality of known non-faulting test cases (ei-
ther observed in the wild or generated by FUZZBUSTER) [10]1.
For example, Figure 2 illustrates FUZZBUSTER’s performance
on two applications, showing how it finds vulnerabilities
(indicated by faulting test cases, the solid red line) and creates
adaptations (patches) that try to fix those faults. The dotted
red line indicates the number of faulting test cases that no
longer cause a fault in the patched application. We refer to
the undesirable area between those red lines, during which
known vulnerabilities are still exploitable, as the exposure.

The blue lines show the performance of the original ap-
plication (solid blue) and patched application (dotted) on
the non-faulting test cases. In the first example, Figure 2a,
FUZZBUSTER’s analysis of the detected flaw is perfect: its
first patch fixes all the known faulting test cases and does
not degrade performance on the reference test cases. In the
second example, Figure 2b, FUZZBUSTER creates a series
of different patches and filters to shield a large number of
different faulting inputs, and in the process, some of those
degrade the application’s performance on the non-faulting test
cases (i.e., a gap appears between the solid and dotted blue
lines). However, eventually FUZZBUSTER replaces the lesser
adaptations with highly refined adaptations that restore all of

1We call this “poor man’s regression testing,” since it does not require any
manually-created regression tests.
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Figure 2. FUZZBUSTER works continuously to derive better adaptations, improving an application’s performance on faulting and non-faulting test cases.

the performance and still prevent exploitation of all the known
vulnerabilities.

While FUZZBUSTER already had the coordination infras-
tructure and representation/reasoning to manage exemplars,
VPs, and adaptations, many of the tools we had integrated
could not apply to the CGC because they do not operate
directly on binaries. To fill these gaps and support the full
spectrum of vulnerability detection, exploitation, and repair
needed for CGC, we integrated with UMN’s FuzzBALL and
also developed new components, as described in Section III.

C. FuzzBALL

FuzzBALL is a flexible engine for symbolic execution and
automatic program analysis, targeted specifically at binary
software. In the following paragraphs we briefly describe
the concepts of symbolic execution and explain FuzzBALL’s
architecture, emphasizing its features aimed at binary code.

The basic principle of symbolic execution is to replace
certain concrete values in a program’s state with symbolic
variables. Typically, symbolic variables are used to represent
the inputs to a program or sub-function, and the symbolic
analysis results in an understanding of what inputs can lead
to different parts of a program. An interpreter executes the
program, accumulating symbolic expressions for the results of
computations that involve symbolic variables, and constraints
(in terms of those symbols) that describe which conditional
branches will occur. These symbolic expressions are valuable
because they can summarize the effect of many potential
concrete executions (i.e., many possible inputs). When a
symbolic expression is used in a control-flow instruction, we
call the formula that controls the target a branch condition. On
a complete program run, the conjunction of the conditions for
all the symbolic branches is the path condition. We can use
an SMT solver [11], [12] (such as STP [13] or Z3 [14]) on a
path condition to find a set of concrete input values that would
cause the corresponding path to be executed, or to determine
what other paths might be feasible.

Many symbolic execution tools operate on program source
code (e.g., KLEE, Crest), but FuzzBALL is differentiated
by its focus on symbolic execution of binary code. At its

Figure 3. An overview of our FuzzBALL binary symbolic execution engine.

core, FuzzBALL is an interpreter for machine (e.g., x86)
instructions, but one in which the values in registers and
memory can be symbolic expressions rather than just con-
crete bit patterns. Figure 3 shows a graphical overview of
FuzzBALL’s architecture. As it explores possible executions
of a binary, FuzzBALL builds a decision tree data structure.
The decision tree is a binary tree in which each node represents
the occurrence of a symbolic branch on a particular execution
path, and a node has children labeled “false” and “true”
representing the next symbolic branch that will occur in either
case. FuzzBALL uses the decision tree to ensure that each
path it explores is different, and that exploration stops if no
further paths are possible.

To factor out instruction-set complexity, FuzzBALL builds
on the BitBlaze Vine library [15] for binary code analysis,
which provides a convenient intermediate language (the “Vine
IL”) for representing instruction behavior. Another complexity
that arises at the binary level is that because memory is
untyped, loads may not have the same size and alignment as
stores. For example, a location might be written with a 4-byte
store and then read back with a sequence of 1-byte loads.
FuzzBALL optimizes for the common case by representing
symbolic values in memory at the granularity with which they
were stored, if they are naturally aligned, using a tree structure.
But it will automatically insert bitwise operations to subdivide
or assemble values as needed.

We have used FuzzBALL on several CGC-relevant research
projects, which typically build on the basic FuzzBALL engine
by adding heuristics or other features specialized for a par-
ticular problem domain. Babić et al. [5] combined dynamic
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control-flow analysis, static memory access, and FuzzBALL
to find test cases for buffer overflow vulnerabilities in binaries,
using the results of static analysis to guide FuzzBALL’s search
toward potential vulnerabilities. Martignoni et al. [7] used
FuzzBALL to generate high-coverage test cases for CPU em-
ulators, illustrating how exhaustive exploration is feasible for
small but critical code sequences. Caselden et al. [6] combined
dynamic data-structure analysis and FuzzBALL to produce
proof-of-concept exploits for vulnerabilities that are reached
only after complex transformations of a program’s input, using
novel pruning and choice heuristics to efficiently find inverse
images of transformations such as data compression.

For FUZZBOMB and the CGC, we integrated FuzzBALL
with the FUZZBUSTER reasoning framework and significantly
extended FuzzBALL’s program analysis capabilities.

III. NEW DEVELOPMENTS

A. Hierarchical Architecture

We designed FUZZBOMB to operate on our in-house cluster
of up to 20 Dell Poweredge C6100 blade chassis, each holding
eight Intel XEON Harpertown quad-core CPUs. To allocate
this rack of computers, we designed a hierarchical command-
and-control scheme in which different FUZZBOMB agents play
different roles. At the top of the hierarchy, several agents are
designated as “Optimus”, or leader agents. At any time, one is
the primary leader, known as Optimus Prime (OP). All of the
other Optimi are “hot backups,” in case OP goes down for any
reason (hardware failure, software crash, network isolation).
All messages sent to OP are also sent to all of the other
Optimi, so that their knowledge is kept up to date at all times.
We enhanced our existing fault detection and leader election
protocol methods to ensure that an OP is active in the cluster
with very high reliability. Fault detection methods include
monitoring communication channels (sockets) for failure and
watchdog processes that send periodic messages to ensure
liveness. The Optimi are given unique integer identifiers,
and the next-in-order Optimus becomes Prime if the prior
OP is determined to have failed; handshake messages ensure
that the other Optimi agree on the new OP selection. We
usually configure FUZZBOMB with three Optimi, each run on
a different hardware chassis in the cluster.

Below OP, a set of “FUZZBOMB-Master” agents are des-
ignated, each to manage the reasoning about a single CB.
OP’s main job is allocating CBs to those Master agents and
giving them each additional resources (other FUZZBOMBS,
DVMs) to use to improve their score on a CB. A FUZZBOMB-
Master’s job is improve its score on its designated CB, using
its allocated computing resources in the best way possible
(whether that is analysis, rewriting, or testing/scoring). As
progress is made on each CB, the responsible FUZZBOMB-
Master will report that progress and the best-revised-CB-so-far
back to OP.

OP’s objective is to maximize the system’s overall score,
keeping in mind deadlines and other considerations. By design,
OP should dynamically re-allocate the reasoning assets to the
most challenging problems, to maximize the overall system’s

score. OP is also responsible for uploading FUZZBOMB’s final
best answers to the government-supplied response location.

B. FuzzBALL Improvements

FUZZBOMB uses an improved FuzzBALL symbolic execu-
tion engine in an approach that combines ideas from symbolic
execution and static analysis in order to find vulnerabilities in
binary programs. A static-style analysis identifies parts of the
program that might contain a vulnerability. Then a symbolic
execution search seeks an execution path from the start of the
program to the possible vulnerability point that constitutes a
proof of vulnerability. Symbolic execution generates a number
of input constraint sets, each set representing a family of
related program execution paths. The symbolic execution
engine uses these constraint sets to determine the inputs to the
program that can reach the program vulnerability, offering a
proof-of-concept exploit. While exploring this space, the sym-
bolic execution engine will encounter many decision points
(such as conditional branches). Each of these decision points
branches off a new set of paths, leading to an exponentially
growing number of paths. Exploring this search space of
paths represents a significant computational effort. Scaling
up the search in a way that mitigates this path explosion
poses a key challenge. To overcome this problem, we applied
parallelization techniques and heuristic search improvements,
as well as other algorithmic changes.

1) Heuristic Guidance: Because the space of program
executions is vast, even in the constraint-based representations
of symbolic reasoning, heuristic guidance is essential. For the
CGC, the key objective is to guide the search towards potential
vulnerabilities. FUZZBOMB identifies potentially vulnerable
instruction sequences and uses abstraction heuristics to focus
the search towards those targets. Although a wide variety of
source-level coding mistakes can leave a program vulnerable,
these dangerous constructs are more uniform when viewed in
terms of the binary-level capability they give to an attacker.
For example, many types of source-code vulnerabilities create
binary code in which the destination of an indirect jump
instruction can be influenced by an attacker. The source-code
and compiler details about why such a controllable jump
arises are often irrelevant, and are not our focus. In particular,
FUZZBOMB does not try to decompile a binary back to a
source language, nor will it identify which particular source
code flaw describes a vulnerability. FUZZBOMB’s search guid-
ance strategies target just these end-result capabilities; e.g.,
searching for an indirect jump that can be controlled to lead
to attack code.

FUZZBOMB uses problem relaxation heuristics to reduce
the search space of possible executions, drawing on recent
advances in heuristic search techniques for directed symbolic
execution and Artificial Intelligence (AI) planning. To search
through very large spaces, these techniques use rapid solutions
to relaxed or approximate versions of their real problems to
provide heuristic guidance. Over the last dozen years, research
on relaxation heuristics has produced immense improvements
in the scalability of AI planning and other techniques (e.g.,
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[16], [17]). For example, Edelkamp et al. [16] report up to four
orders of magnitude reduction in nodes searched in model-
checking. Similarly, AI planning systems have gone from
producing plans with no more than 15 steps to plans with
hundreds of steps (representing many orders of magnitude
improvement in space searched). These techniques are only
now being applied to directed symbolic execution to help find
program paths to vulnerabilities (e.g., Ma et al. [18]).

For FUZZBOMB, the problem is to find a symbolic execu-
tion path through a program that leads to a vulnerability. One
key research challenge is finding the best relaxation method
for symbolic execution domains. We developed an approach
using causal graph heuristics found in AI planning search [19]
to direct symbolic execution, in a manner similar to call-
chain backwards symbolic execution [18]. These heuristics use
factorization to generate a causal model of subproblems, then
“abstract away” interactions between the subproblems to create
a relaxed version of the problem that can be solved quickly
at each decision point during search. In symbolic execution,
solving the relaxed problem determines:

• A reachability analysis to a vulnerability. If the relaxation
of the program indicates a vulnerability is unreachable
from a particular program decision point, then exploring
from that point is fruitless.

• A distance estimate at each decision point, that lets
exploration proceed along an estimated shortest path.

To generate the relaxation heuristic, FUZZBOMB uses the
causal model present within data-flow and control-flow graph
(CFG) structures used in binary program analysis. For in-
stance, in a CFG, nodes represent blocks of code and edges
represent execution order. This provides a subproblem struc-
ture, allowing for bottom-up solving of each subproblem.

The FuzzBALL approach to hybrid symbolic execution and
static analysis needed many other improvements to work on
the CGC CBs. Our major developments have included:

• Porting to Decree— We adapted FuzzBALL to handle
the unique CB format, including emulating the restricted
Decree system calls and handling the specific limitations
of the CB binary format.

• Improving over-approximated CFG methods— Prior to
symbolic analysis, FuzzBALL requires the control flow
graph (CFG) of the target binary. Various existing meth-
ods are all imperfect at recovering CFGs, but some can
be combined. We developed a new CFG-recovery tool
that leverages prior work on recursive disassembly along
with an updated over-approximation method that finds
all of the bit sequences in a binary representing valid
addresses/offsets within the binary and treats those as
possible jump targets. While this overapproximation is
extreme, FUZZBOMB uses heuristics to reduce the size
of the resulting CFGs.

• Detecting input-controllable jumps— As FuzzBALL ex-
tends branch conditions forward through the possible pro-
gram executions, whenever it reaches a jump it formulates
an SMT query asking whether the CB inputs could force

the jump to 42 (i.e., an arbitrary address). If so, a likely
vulnerability has been identified.

• Detecting null pointer dereferences, return address over-
writes, etc.— FuzzBALL now uses similar methods to
detect various other vulnerable behaviors.

• Making incremental solver calls— We have enhanced
FuzzBALL’s SMT solver interface so that it can behave
incrementally. For example, after querying if a jump
target is input-controllable, it can retract that final part
of the SMT query and the SMT solver can retain some
information it derived during the prior solver call. Mi-
crosoft’s Z3 SMT solver is state of the art and supports
this type of incremental behavior.

• Handling SSE floating point (FP)— The original
FuzzBALL implementation used a slow, emulation-based
method to handle floating point calculations, and it
could not handle the modern SSE FP instructions. We
have recently completed major extensions that allow
FuzzBALL to handle SSE FP instructions using Z3. We
have switched over to using Z3 by default, and are
collaborating with both the Z3 and MathSAT5 developers
to fix bugs in their solvers and improve their performance.

• Implementing veritesting— David Brumley’s group
coined this term for a flexible combination of dynamic
symbolic execution (DSE) and static symbolic execution
(SSE) used to reason in bulk about blocks of code that
do not need DSE [20]. We completed our own first
version of this capability, along with associated test cases
and SMT heuristic improvements. However, as noted in
Section VI, this improvement was not used during the
actual competition because its testing and validation was
not complete.

Symbolic execution can be expensive because it is com-
pletely precise; this precision ensures that the approach can
always create proofs of vulnerabilities. At the same time, it is
valuable to know about potentially dangerous constructs even
before we can prove they are exploitable. To that end, we
modified FuzzBALL to run as a hybrid of static analysis and
symbolic execution techniques.

C. Proofs of Vulnerability (PoVs)

We developed two ways of creating PoVs. First, when
FuzzBALL identifies a vulnerability that can be triggered by
client inputs, it will have solved a set of constraints on the
symbolic input variables that describe a class of PoVs for that
vulnerability. Depending on the constraints, the PoV descrip-
tion may be more or less abstract (i.e., it may require very
concrete inputs or describe a broad space of inputs that will
trigger the vulnerability). For the concrete case, FUZZBOMB
has a mechanism to translate FuzzBALL’s constraints into the
XML format required for a PoV.

Second, if a CB is provided with a PCAP file that illustrates
how it interacts with one or more pollers, FUZZBOMB uses
protocol reverse engineering techniques to derive an abstract
description of the acceptable protocols for a CB. FUZZBOMB
then feeds this protocol description into one or more fuzzing
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tools, to try to develop input XML files that trigger an
unknown vulnerability.

We initially developed a protocol reverse engineering tool
building on Antunes’ ideas [21]. However, the techniques did
not scale well to the large numbers of pollers present in
the CGC example problems, and they are not robust to the
packet loss present in the provided packet captures. We then
developed a less elaborate protocol analysis tool which, while
not providing a full view of the protocol state machine, allows
FUZZBOMB to generate protocol sessions which are accepted
by the CBs. This tool uses a heuristic approach, based on
observations from prior work in the field [22], [23], [24],
to identify likely protocol command elements, fields required
for data delivery to the CBs (e.g. message lengths and field
offsets), and message delimiters. Additionally, the protocol
inference tool also attempts to identify session cookies and
simple challenge/response exchanges that are required by the
protocol. Significant effort was also required to process the
DARPA-provided PCAP files because they contain unexpected
packet losses and non-TCP-compliant behavior.

IV. BINARY REWRITING

Here we describe background on binary rewriting and
related work to clarify the technical contribution of BINSUR-
GEON, FUZZBOMB’s binary rewriting subsystem.

A. Control flow graphs

BINSURGEON operates on a binary’s Control Flow Graph
(CFG) to modify the binary. For the purposes of BINSUR-
GEON, a CFG is comprised of assembly instructions grouped
into blocks with exactly one entry point and one exit point. At
the exit point of any block, the program either (a) transitions to
the entry point of the adjacent block in memory, (b) transitions
the entry point of another block via a control flow instruction
such as jumps or calls, or (c) terminates. These blocks and the
control flows between them comprises the nodes and edges,
respectively, of a directed— and often cyclic— graph.

The executable’s functions are subgraphs of the CFG, often
bounded by called blocks at the source(s) and return blocks
at the sink(s), but exceptions exist, e.g., due to uncalled (or
indirectly called) functions and functions that conclude with
program termination rather than return instructions. To account
for these exceptions, BINSURGEON infers function subgraphs
by searching forward from called blocks and searching back-
ward from return blocks, merging the intersecting block-sets,
and also using common compiler idioms to identify function
prologues and epilogues.

CFGs are recovered by disassembling the binary, which is
a potentially-unsound process, since it is undecidable whether
bytes in a stripped binary correspond to data or code [25], [26].
This means that a smaller rewrite to the CFG is better, all else
being equal, since it relies on less of the potentially-incorrect
subgraph of the CFG.

Figure 4 shows a small CFG snippet of a single function
“Original Fn” rewritten by BINSURGEON to produce “Padded
Fn” and then “Cookied Fn,” as we describe in more detail

func80484f3/SETJMP

func8048445/TRANSMIT

func8048465/RECEIVE

func80484c5/DEALLOCATE func804850e/LONGJMP
func80484d9/RANDOM

func8048437/_TERMINATE

func8048360

func80484ab/ALLOCATE

func8048080

func80481a0

func8048485/FDWAIT

Blk 81 @ 0x80485c1 [5]

inc %edi

andl %ecx, (%edx)

orb (%eax), %al

Blk 80 @ 0x80485bc [5]

inc %ebp

pushl %edx

andb %al, 0x47(%ebp)

default

Blk 79 @ 0x80485aa [18]

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

andl %ecx, (%edx)

orb (%eax), %al

orb (%edx), %cl

inc %ebp

inc %ecx

pushl %ebx

pushl %esp

default

Blk 78 @ 0x80485a6 [4]

popady

andb %dh, 0x61(%eax)

default

Blk 77 @ 0x80485a4 [2]

jnb 0x80485c6

default

Blk 76 @ 0x804859e [6]

andb %dh, 0x61(%eax,%ebp,2)

jz 0x80485cb

default

Blk 75 @ 0x8048589 [21]

popady

andb %dh, 0x61(%eax)

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

orb (%edx), %cl

addb %cl, (%ecx)

orl %ebx, 0x65(%ecx)

jnb 0x80485ca

default

Blk 74 @ 0x8048585 [4]

outsbb

outsdl

jz 0x80485a9

default

Blk 73 @ 0x8048583 [2]

jnb 0x80485a5

default

Blk 72 @ 0x8048580 [3]

popady

jz 0x80485aa

jz

default

Blk 71 @ 0x804857e [2]

jz 0x80485e8

default

Blk 70 @ 0x804857c [2]

sub $0x20, %al

default

Blk 69 @ 0x8048564 [24]

imull $0x61702065, 0x6c(%edx), %esp

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

cmpb (%eax), %ah

addb %cl, (%ecx)

orl %ecx, 0x6f(%esi)

jo 0x80485e1

default

Blk 68 @ 0x804855e [6]

popady

andb %dh, 0x6f(%eax)

jnb 0x80485d7

default

Blk 67 @ 0x804855c [2]

jb 0x804857e

jb

default

Blk 66 @ 0x8048557 [5]

andb %ah, 0x6e(%ebp)

jz 0x80485c1

jz

default

Blk 65 @ 0x804854e [9]

orb (%eax), %al

orl %edx, 0x6c(%eax)

popady

jnb 0x80485bc

jnb

default

Blk 64 @ 0x8048530 [30]

orb 0x65(%edi), %dl

insbb

arplw %bp, 0x6d(%edi)

andb %dh, %gs:0x20(%edi,%ebp,2)

pushl %eax

popady

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

andb %al, 0x69(%esi)

outsbb

jb 0x8048558

default

Blk 63 @ 0x8048353 [13]

data16 nop

data16 nop

data16 nop

data16 nop

data16 nop

data16 nop

nop

Blk 16 @ 0x8048360 [52]

pushl %ebp

mov %esp, %ebp

pushl %esi

sub $0x34, %esp

movl 0x10(%ebp), %eax

movl 0xc(%ebp), %ecx

movl 0x8(%ebp), %edx

movl %edx, -0xc(%ebp)

movl %ecx, -0x10(%ebp)

movl %eax, -0x14(%ebp)

movl $0x0, -0x18(%ebp)

movl $0x0, -0x1c(%ebp)

cmpl $0x0, -0x10(%ebp)

jnz 0x80483a0

default

Blk 62 @ 0x8048191 [15]

nopw %ax, %cs:(%eax,%eax,1)

Blk 61 @ 0x80481a0 [31]

pushl %ebp

mov %esp, %ebp

pushl %esi

sub $0x84, %esp

movl $0xffffffff, -0xc(%ebp)

movl $0x1, -0x14(%ebp)

movl $0x0, -0x10(%ebp)

default

Blk 37 @ 0x8048431 [6]

pushl %eax

calll 0x8048437

Blk 32 @ 0x8048437 [14]

mov $0x1, %eax

pushl %ebx

movl 0x8(%esp), %ebx

int $0x80

popl %ebx

retl

calll default

Blk 35 @ 0x804842c [5]

calll 0x8048080

default

Blk 48 @ 0x8048080 [59]

pushl %ebp

mov %esp, %ebp

sub $0x48, %esp

mov $0x1, %eax

lea 0x8048530, %ecx

mov $0x1f, %edx

movl $0x0, -0x4(%ebp)

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x1f, 0x8(%esp)

movl %eax, -0xc(%ebp)

movl %edx, -0x10(%ebp)

calll 0x8048360

calll

Blk 56 @ 0x80484f3 [27]

movl 0x4(%esp), %ecx

movl (%esp), %edx

movl %edx, (%ecx)

movl %ebx, 0x4(%ecx)

movl %esp, 0x8(%ecx)

movl %ebp, 0xc(%ecx)

movl %esi, 0x10(%ecx)

movl %edi, 0x14(%ecx)

xor %eax, %eax

retl

Blk 51 @ 0x8048445 [32]

mov $0x2, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

movl 0x14(%esp), %ebx

movl 0x18(%esp), %ecx

movl 0x1c(%esp), %edx

movl 0x20(%esp), %esi

int $0x80

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 1 @ 0x8048465 [32]

mov $0x3, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

movl 0x14(%esp), %ebx

movl 0x18(%esp), %ecx

movl 0x1c(%esp), %edx

movl 0x20(%esp), %esi

int $0x80

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 43 @ 0x80484c5 [20]

mov $0x6, %eax

pushl %ebx

pushl %ecx

movl 0xc(%esp), %ebx

movl 0x10(%esp), %ecx

int $0x80

popl %ecx

popl %ebx

retl

Blk 50 @ 0x804850e [29]

movl 0x4(%esp), %edx

movl 0x8(%esp), %eax

movl (%edx), %ecx

movl 0x4(%edx), %ebx

movl 0x8(%edx), %esp

movl 0xc(%edx), %ebp

movl 0x10(%edx), %esi

movl 0x14(%edx), %edi

test %eax, %eax

jnz 0x804852c

Blk 42 @ 0x804852b [1]

inc %eax

default

Blk 39 @ 0x804852c [4]

movl %ecx, (%esp)

retl

jnz

default

Blk 33 @ 0x80484d9 [26]

mov $0x7, %eax

pushl %ebx

pushl %ecx

pushl %edx

movl 0x10(%esp), %ebx

movl 0x14(%esp), %ecx

movl 0x18(%esp), %edx

int $0x80

popl %edx

popl %ecx

popl %ebx

retl

Blk 21 @ 0x8048394 [12]

movl $0x1, -0x8(%ebp)

jmp 0x8048423

default

Blk 29 @ 0x80483a0 [13]

cmpl $0x0, -0x14(%ebp)

jnz 0x80483b9

jnz

Blk 25 @ 0x8048423 [9]

movl -0x8(%ebp), %eax

add $0x34, %esp

popl %esi

popl %ebp

retl

jmp

Blk 17 @ 0x80483ad [12]

movl $0x2, -0x8(%ebp)

jmp 0x8048423

default

Blk 7 @ 0x80483b9 [5]

jmp 0x80483be

jnz

jmp

Blk 41 @ 0x80483be [12]

movl -0x18(%ebp), %eax

cmpl -0x14(%ebp), %eax

jnb 0x804841c

jmp

Blk 54 @ 0x80483ca [38]

lea -0x1c(%ebp), %eax

movl -0xc(%ebp), %ecx

movl -0x10(%ebp), %edx

addl -0x18(%ebp), %edx

movl -0x14(%ebp), %esi

subl -0x18(%ebp), %esi

movl %ecx, (%esp)

movl %edx, 0x4(%esp)

movl %esi, 0x8(%esp)

movl %eax, 0xc(%esp)

calll 0x8048445

default

Blk 4 @ 0x804841c [7]

movl $0x0, -0x8(%ebp)

jnb

calll

Blk 0 @ 0x80483f0 [16]

movl %eax, -0x20(%ebp)

cmpl $0x0, -0x20(%ebp)

jz 0x804840c

default

Blk 55 @ 0x8048400 [12]

movl $0x3, -0x8(%ebp)

jmp 0x8048423

default

Blk 34 @ 0x804840c [16]

movl -0x1c(%ebp), %eax

movl -0x18(%ebp), %ecx

add %eax, %ecx

movl %ecx, -0x18(%ebp)

jmp 0x80483be

jz

jmp

jmp

default

Blk 31 @ 0x80484ab [26]

mov $0x5, %eax

pushl %ebx

pushl %ecx

pushl %edx

movl 0x10(%esp), %ebx

movl 0x14(%esp), %ecx

movl 0x18(%esp), %edx

int $0x80

popl %edx

popl %ecx

popl %ebx

retl

calll

Blk 52 @ 0x80480bb [3]

movl %eax, -0x14(%ebp)

default

Blk 26 @ 0x80480be [46]

mov $0x1, %eax

lea 0x8048550, %ecx

mov $0x25, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x25, 0x8(%esp)

movl %eax, -0x18(%ebp)

movl %edx, -0x1c(%ebp)

calll 0x8048360

default

calll

Blk 53 @ 0x80480ec [8]

movl %eax, -0x20(%ebp)

calll 0x80481a0

default

Blk 2 @ 0x80480f4 [16]

movl %eax, -0x8(%ebp)

cmpl $0xffffffff, -0x8(%ebp)

jnz 0x8048109

defaultcalll

Blk 40 @ 0x8048104 [5]

jmp 0x8048187

default

Blk 10 @ 0x8048109 [13]

cmpl $0x0, -0x8(%ebp)

jnz 0x804814c

jnz

Blk 30 @ 0x8048187 [10]

mov $0x0, %eax

add $0x48, %esp

popl %ebp

retl

jmp

Blk 18 @ 0x8048116 [46]

mov $0x1, %eax

lea 0x8048576, %ecx

mov $0x21, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x21, 0x8(%esp)

movl %eax, -0x24(%ebp)

movl %edx, -0x28(%ebp)

calll 0x8048360

default

Blk 57 @ 0x804814c [46]

mov $0x1, %eax

lea 0x8048598, %ecx

mov $0x1d, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x1d, 0x8(%esp)

movl %eax, -0x30(%ebp)

movl %edx, -0x34(%ebp)

calll 0x8048360

jnz

calll

Blk 46 @ 0x8048144 [8]

movl %eax, -0x2c(%ebp)

jmp 0x804817d

default

Blk 45 @ 0x804817d [5]

jmp 0x8048182

jmp

calll

Blk 44 @ 0x804817a [3]

movl %eax, -0x38(%ebp)

default

default

Blk 3 @ 0x8048182 [5]

jmp 0x80480be

jmp

jmp

Blk 36 @ 0x80481bf [13]

cmpl $0x40, -0x10(%ebp)

jnb 0x80481e4

default

Blk 27 @ 0x80481cc [24]

movl -0x10(%ebp), %eax

movb $0x0, -0x54(%ebp,%eax,1)

movl -0x10(%ebp), %eax

add $0x1, %eax

movl %eax, -0x10(%ebp)

jmp 0x80481bf

default

Blk 8 @ 0x80481e4 [50]

mov $0x0, %eax

mov $0x80, %ecx

lea -0x58(%ebp), %edx

lea -0x54(%ebp), %esi

movl $0x0, (%esp)

movl %esi, 0x4(%esp)

movl $0x80, 0x8(%esp)

movl %edx, 0xc(%esp)

movl %eax, -0x60(%ebp)

movl %ecx, -0x64(%ebp)

calll 0x8048465

jnb jmp

calll

Blk 20 @ 0x8048216 [11]

cmp $0x0, %eax

jnz 0x804822e

default

Blk 49 @ 0x8048221 [13]

cmpl $0x0, -0x58(%ebp)

jnz 0x804823a

default

Blk 11 @ 0x804822e [12]

movl $0xffffffff, -0x8(%ebp)

jmp 0x8048347

jnz

default

Blk 9 @ 0x804823a [7]

movl $0x0, -0x10(%ebp)

jnz

Blk 15 @ 0x8048347 [12]

movl -0x8(%ebp), %eax

add $0x84, %esp

popl %esi

popl %ebp

retl

jmp

Blk 58 @ 0x8048241 [19]

movl -0x10(%ebp), %eax

movsxb -0x54(%ebp,%eax,1), %eax

cmp $0x0, %eax

jz 0x804826f

default

Blk 13 @ 0x8048254 [27]

movl -0xc(%ebp), %eax

add $0x1, %eax

movl %eax, -0xc(%ebp)

movl -0x10(%ebp), %eax

add $0x1, %eax

movl %eax, -0x10(%ebp)

jmp 0x8048241

default

Blk 5 @ 0x804826f [37]

mov $0x2, %eax

movl -0xc(%ebp), %ecx

movl %ecx, -0x5c(%ebp)

movl -0xc(%ebp), %ecx

movl %eax, -0x68(%ebp)

mov %ecx, %eax

cdq 

movl -0x68(%ebp), %ecx

idiv %ecx

cmp $0x1, %edx

jnz 0x804829f

jzjmp

Blk 22 @ 0x8048294 [11]

movl -0x5c(%ebp), %eax

add $0xffffffff, %eax

movl %eax, -0x5c(%ebp)

default

Blk 19 @ 0x804829f [7]

movl $0x0, -0x10(%ebp)

jnz

default

Blk 47 @ 0x80482a6 [30]

mov $0x2, %eax

movl -0x10(%ebp), %ecx

movl -0x5c(%ebp), %edx

movl %eax, -0x6c(%ebp)

mov %edx, %eax

cdq 

movl -0x6c(%ebp), %esi

idiv %esi

cmp %eax, %ecx

jnle 0x8048301

default

Blk 24 @ 0x80482c4 [33]

movl -0x10(%ebp), %eax

movsxb -0x54(%ebp,%eax,1), %eax

movl -0xc(%ebp), %ecx

sub $0x1, %ecx

subl -0x10(%ebp), %ecx

movsxb -0x54(%ebp,%ecx,1), %ecx

cmp %ecx, %eax

jz 0x80482ec

default

Blk 28 @ 0x8048301 [15]

movsxb -0x54(%ebp), %eax

cmp $0x5e, %eax

jnz 0x8048341

jnle

Blk 23 @ 0x80482e5 [7]

movl $0x0, -0x14(%ebp)

default

Blk 60 @ 0x80482ec [5]

jmp 0x80482f1

jz

default

Blk 59 @ 0x80482f1 [16]

movl -0x10(%ebp), %eax

add $0x1, %eax

movl %eax, -0x10(%ebp)

jmp 0x80482a6

jmp

jmp

Blk 6 @ 0x8048310 [46]

mov $0x1, %eax

lea 0x80485b6, %ecx

mov $0xf, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0xf, 0x8(%esp)

movl %eax, -0x70(%ebp)

movl %edx, -0x74(%ebp)

calll 0x8048360

default

Blk 14 @ 0x8048341 [6]

movl -0x14(%ebp), %eax

movl %eax, -0x8(%ebp)

jnz calll

Blk 38 @ 0x804833e [3]

movl %eax, -0x78(%ebp)

default

default

default

Blk 12 @ 0x8048485 [38]

mov $0x4, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

pushl %edi

movl 0x18(%esp), %ebx

movl 0x1c(%esp), %ecx

movl 0x20(%esp), %edx

movl 0x24(%esp), %esi

movl 0x28(%esp), %edi

int $0x80

popl %edi

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

func80484f3/SETJMP

func8048445/TRANSMIT

func8048465/RECEIVE

func80484c5/DEALLOCATE func804850e/LONGJMP
func80484d9/RANDOM

func8048437/_TERMINATE

func8048360

func80484ab/ALLOCATE

func8048080

func80481a0

func8048485/FDWAIT

Blk 81 @ 0x80485c1 [5]

inc %edi

andl %ecx, (%edx)

orb (%eax), %al

Blk 80 @ 0x80485bc [5]

inc %ebp

pushl %edx

andb %al, 0x47(%ebp)

default

Blk 79 @ 0x80485aa [18]

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

andl %ecx, (%edx)

orb (%eax), %al

orb (%edx), %cl

inc %ebp

inc %ecx

pushl %ebx

pushl %esp

default

Blk 78 @ 0x80485a6 [4]

popady

andb %dh, 0x61(%eax)

default

Blk 77 @ 0x80485a4 [2]

jnb 0x80485c6

default

Blk 76 @ 0x804859e [6]

andb %dh, 0x61(%eax,%ebp,2)

jz 0x80485cb

default

Blk 75 @ 0x8048589 [21]

popady

andb %dh, 0x61(%eax)

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

orb (%edx), %cl

addb %cl, (%ecx)

orl %ebx, 0x65(%ecx)

jnb 0x80485ca

default

Blk 74 @ 0x8048585 [4]

outsbb

outsdl

jz 0x80485a9

default

Blk 73 @ 0x8048583 [2]

jnb 0x80485a5

default

Blk 72 @ 0x8048580 [3]

popady

jz 0x80485aa

jz

default

Blk 71 @ 0x804857e [2]

jz 0x80485e8

default

Blk 70 @ 0x804857c [2]

sub $0x20, %al

default

Blk 69 @ 0x8048564 [24]

imull $0x61702065, 0x6c(%edx), %esp

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

cmpb (%eax), %ah

addb %cl, (%ecx)

orl %ecx, 0x6f(%esi)

jo 0x80485e1

default

Blk 68 @ 0x804855e [6]

popady

andb %dh, 0x6f(%eax)

jnb 0x80485d7

default

Blk 67 @ 0x804855c [2]

jb 0x804857e

jb

default

Blk 66 @ 0x8048557 [5]

andb %ah, 0x6e(%ebp)

jz 0x80485c1

jz

default

Blk 65 @ 0x804854e [9]

orb (%eax), %al

orl %edx, 0x6c(%eax)

popady

jnb 0x80485bc

jnb

default

Blk 64 @ 0x8048530 [30]

orb 0x65(%edi), %dl

insbb

arplw %bp, 0x6d(%edi)

andb %dh, %gs:0x20(%edi,%ebp,2)

pushl %eax

popady

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

andb %al, 0x69(%esi)

outsbb

jb 0x8048558

default

Blk 63 @ 0x8048353 [13]

data16 nop

data16 nop

data16 nop

data16 nop

data16 nop

data16 nop

nop

Blk 16 @ 0x8048360 [52]

pushl %ebp

mov %esp, %ebp

pushl %esi

sub $0x34, %esp

movl 0x10(%ebp), %eax

movl 0xc(%ebp), %ecx

movl 0x8(%ebp), %edx

movl %edx, -0xc(%ebp)

movl %ecx, -0x10(%ebp)

movl %eax, -0x14(%ebp)

movl $0x0, -0x18(%ebp)

movl $0x0, -0x1c(%ebp)

cmpl $0x0, -0x10(%ebp)

jnz 0x80483a0

default

Blk 62 @ 0x8048191 [15]

nopw %ax, %cs:(%eax,%eax,1)

Blk 61 @ 0x80481a0 [31]

pushl %ebp

mov %esp, %ebp

pushl %esi

sub $0x8c, %esp

movl $0xffffffff, -0x14(%ebp)

movl $0x1, -0x1c(%ebp)

movl $0x0, -0x18(%ebp)

default

Blk 37 @ 0x8048431 [6]

pushl %eax

calll 0x8048437

Blk 32 @ 0x8048437 [14]

mov $0x1, %eax

pushl %ebx

movl 0x8(%esp), %ebx

int $0x80

popl %ebx

retl

calll default

Blk 35 @ 0x804842c [5]

calll 0x8048080

default

Blk 48 @ 0x8048080 [59]

pushl %ebp

mov %esp, %ebp

sub $0x48, %esp

mov $0x1, %eax

lea 0x8048530, %ecx

mov $0x1f, %edx

movl $0x0, -0x4(%ebp)

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x1f, 0x8(%esp)

movl %eax, -0xc(%ebp)

movl %edx, -0x10(%ebp)

calll 0x8048360

calll

Blk 56 @ 0x80484f3 [27]

movl 0x4(%esp), %ecx

movl (%esp), %edx

movl %edx, (%ecx)

movl %ebx, 0x4(%ecx)

movl %esp, 0x8(%ecx)

movl %ebp, 0xc(%ecx)

movl %esi, 0x10(%ecx)

movl %edi, 0x14(%ecx)

xor %eax, %eax

retl

Blk 51 @ 0x8048445 [32]

mov $0x2, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

movl 0x14(%esp), %ebx

movl 0x18(%esp), %ecx

movl 0x1c(%esp), %edx

movl 0x20(%esp), %esi

int $0x80

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 1 @ 0x8048465 [32]

mov $0x3, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

movl 0x14(%esp), %ebx

movl 0x18(%esp), %ecx

movl 0x1c(%esp), %edx

movl 0x20(%esp), %esi

int $0x80

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 43 @ 0x80484c5 [20]

mov $0x6, %eax

pushl %ebx

pushl %ecx

movl 0xc(%esp), %ebx

movl 0x10(%esp), %ecx

int $0x80

popl %ecx

popl %ebx

retl

Blk 50 @ 0x804850e [29]

movl 0x4(%esp), %edx

movl 0x8(%esp), %eax

movl (%edx), %ecx

movl 0x4(%edx), %ebx

movl 0x8(%edx), %esp

movl 0xc(%edx), %ebp

movl 0x10(%edx), %esi

movl 0x14(%edx), %edi

test %eax, %eax

jnz 0x804852c

Blk 42 @ 0x804852b [1]

inc %eax

default

Blk 39 @ 0x804852c [4]

movl %ecx, (%esp)

retl

jnz

default

Blk 33 @ 0x80484d9 [26]

mov $0x7, %eax

pushl %ebx

pushl %ecx

pushl %edx

movl 0x10(%esp), %ebx

movl 0x14(%esp), %ecx

movl 0x18(%esp), %edx

int $0x80

popl %edx

popl %ecx

popl %ebx

retl

Blk 21 @ 0x8048394 [12]

movl $0x1, -0x8(%ebp)

jmp 0x8048423

default

Blk 29 @ 0x80483a0 [13]

cmpl $0x0, -0x14(%ebp)

jnz 0x80483b9

jnz

Blk 25 @ 0x8048423 [9]

movl -0x8(%ebp), %eax

add $0x34, %esp

popl %esi

popl %ebp

retl

jmp

Blk 17 @ 0x80483ad [12]

movl $0x2, -0x8(%ebp)

jmp 0x8048423

default

Blk 7 @ 0x80483b9 [5]

jmp 0x80483be

jnz

jmp

Blk 41 @ 0x80483be [12]

movl -0x18(%ebp), %eax

cmpl -0x14(%ebp), %eax

jnb 0x804841c

jmp

Blk 54 @ 0x80483ca [38]

lea -0x1c(%ebp), %eax

movl -0xc(%ebp), %ecx

movl -0x10(%ebp), %edx

addl -0x18(%ebp), %edx

movl -0x14(%ebp), %esi

subl -0x18(%ebp), %esi

movl %ecx, (%esp)

movl %edx, 0x4(%esp)

movl %esi, 0x8(%esp)

movl %eax, 0xc(%esp)

calll 0x8048445

default

Blk 4 @ 0x804841c [7]

movl $0x0, -0x8(%ebp)

jnb

calll

Blk 0 @ 0x80483f0 [16]

movl %eax, -0x20(%ebp)

cmpl $0x0, -0x20(%ebp)

jz 0x804840c

default

Blk 55 @ 0x8048400 [12]

movl $0x3, -0x8(%ebp)

jmp 0x8048423

default

Blk 34 @ 0x804840c [16]

movl -0x1c(%ebp), %eax

movl -0x18(%ebp), %ecx

add %eax, %ecx

movl %ecx, -0x18(%ebp)

jmp 0x80483be

jz

jmp

jmp

default

Blk 31 @ 0x80484ab [26]

mov $0x5, %eax

pushl %ebx

pushl %ecx

pushl %edx

movl 0x10(%esp), %ebx

movl 0x14(%esp), %ecx

movl 0x18(%esp), %edx

int $0x80

popl %edx

popl %ecx

popl %ebx

retl

calll

Blk 52 @ 0x80480bb [3]

movl %eax, -0x14(%ebp)

default

Blk 26 @ 0x80480be [46]

mov $0x1, %eax

lea 0x8048550, %ecx

mov $0x25, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x25, 0x8(%esp)

movl %eax, -0x18(%ebp)

movl %edx, -0x1c(%ebp)

calll 0x8048360

default

calll

Blk 53 @ 0x80480ec [8]

movl %eax, -0x20(%ebp)

calll 0x80481a0

default

Blk 2 @ 0x80480f4 [16]

movl %eax, -0x8(%ebp)

cmpl $0xffffffff, -0x8(%ebp)

jnz 0x8048109

defaultcalll

Blk 40 @ 0x8048104 [5]

jmp 0x8048187

default

Blk 10 @ 0x8048109 [13]

cmpl $0x0, -0x8(%ebp)

jnz 0x804814c

jnz

Blk 30 @ 0x8048187 [10]

mov $0x0, %eax

add $0x48, %esp

popl %ebp

retl

jmp

Blk 18 @ 0x8048116 [46]

mov $0x1, %eax

lea 0x8048576, %ecx

mov $0x21, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x21, 0x8(%esp)

movl %eax, -0x24(%ebp)

movl %edx, -0x28(%ebp)

calll 0x8048360

default

Blk 57 @ 0x804814c [46]

mov $0x1, %eax

lea 0x8048598, %ecx

mov $0x1d, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x1d, 0x8(%esp)

movl %eax, -0x30(%ebp)

movl %edx, -0x34(%ebp)

calll 0x8048360

jnz

calll

Blk 46 @ 0x8048144 [8]

movl %eax, -0x2c(%ebp)

jmp 0x804817d

default

Blk 45 @ 0x804817d [5]

jmp 0x8048182

jmp

calll

Blk 44 @ 0x804817a [3]

movl %eax, -0x38(%ebp)

default

default

Blk 3 @ 0x8048182 [5]

jmp 0x80480be

jmp

jmp

Blk 36 @ 0x80481bf [13]

cmpl $0x40, -0x18(%ebp)

nop 

nop 

nop 

jnb 0x80481e4

default

Blk 27 @ 0x80481cc [24]

movl -0x18(%ebp), %eax

movb $0x0, -0x5c(%ebp,%eax,1)

movl -0x18(%ebp), %eax

add $0x1, %eax

movl %eax, -0x18(%ebp)

jmp 0x80481bf

default

Blk 8 @ 0x80481e4 [50]

mov $0x0, %eax

mov $0x80, %ecx

lea -0x60(%ebp), %edx

lea -0x5c(%ebp), %esi

movl $0x0, (%esp)

movl %esi, 0x4(%esp)

movl $0x80, 0x8(%esp)

movl %edx, 0xc(%esp)

movl %eax, -0x68(%ebp)

movl %ecx, -0x6c(%ebp)

calll 0x8048465

jnb jmp

calll

Blk 20 @ 0x8048216 [11]

cmp $0x0, %eax

jnz 0x804822e

default

Blk 49 @ 0x8048221 [13]

cmpl $0x0, -0x60(%ebp)

nop 

nop 

nop 

jnz 0x804823a

default

Blk 11 @ 0x804822e [12]

movl $0xffffffff, -0x10(%ebp)

jmp 0x8048347

jnz

default

Blk 9 @ 0x804823a [7]

movl $0x0, -0x18(%ebp)

jnz

Blk 15 @ 0x8048347 [12]

movl -0x10(%ebp), %eax

add $0x8c, %esp

popl %esi

popl %ebp

retl

jmp

Blk 58 @ 0x8048241 [19]

movl -0x18(%ebp), %eax

movsxb -0x5c(%ebp,%eax,1), %eax

cmp $0x0, %eax

jz 0x804826f

default

Blk 13 @ 0x8048254 [27]

movl -0x14(%ebp), %eax

add $0x1, %eax

movl %eax, -0x14(%ebp)

movl -0x18(%ebp), %eax

add $0x1, %eax

movl %eax, -0x18(%ebp)

jmp 0x8048241

default

Blk 5 @ 0x804826f [37]

mov $0x2, %eax

movl -0x14(%ebp), %ecx

movl %ecx, -0x64(%ebp)

movl -0x14(%ebp), %ecx

movl %eax, -0x70(%ebp)

mov %ecx, %eax

cdq 

movl -0x70(%ebp), %ecx

idiv %ecx

cmp $0x1, %edx

jnz 0x804829f

jzjmp

Blk 22 @ 0x8048294 [11]

movl -0x64(%ebp), %eax

add $0xffffffff, %eax

movl %eax, -0x64(%ebp)

default

Blk 19 @ 0x804829f [7]

movl $0x0, -0x18(%ebp)

jnz

default

Blk 47 @ 0x80482a6 [30]

mov $0x2, %eax

movl -0x18(%ebp), %ecx

movl -0x64(%ebp), %edx

movl %eax, -0x74(%ebp)

mov %edx, %eax

cdq 

movl -0x74(%ebp), %esi

idiv %esi

cmp %eax, %ecx

jnle 0x8048301

default

Blk 24 @ 0x80482c4 [33]

movl -0x18(%ebp), %eax

movsxb -0x5c(%ebp,%eax,1), %eax

movl -0x14(%ebp), %ecx

sub $0x1, %ecx

subl -0x18(%ebp), %ecx

movsxb -0x5c(%ebp,%ecx,1), %ecx

cmp %ecx, %eax

jz 0x80482ec

default

Blk 28 @ 0x8048301 [15]

movsxb -0x5c(%ebp), %eax

cmp $0x5e, %eax

jnz 0x8048341

jnle

Blk 23 @ 0x80482e5 [7]

movl $0x0, -0x1c(%ebp)

default

Blk 60 @ 0x80482ec [5]

jmp 0x80482f1

jz

default

Blk 59 @ 0x80482f1 [16]

movl -0x18(%ebp), %eax

add $0x1, %eax

movl %eax, -0x18(%ebp)

jmp 0x80482a6

jmp

jmp

Blk 6 @ 0x8048310 [46]

mov $0x1, %eax

lea 0x80485b6, %ecx

mov $0xf, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0xf, 0x8(%esp)

movl %eax, -0x78(%ebp)

movl %edx, -0x7c(%ebp)

calll 0x8048360

default

Blk 14 @ 0x8048341 [6]

movl -0x1c(%ebp), %eax

movl %eax, -0x10(%ebp)

jnz calll

Blk 38 @ 0x804833e [3]

movl %eax, -0x80(%ebp)

default

default

default

Blk 12 @ 0x8048485 [38]

mov $0x4, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

pushl %edi

movl 0x18(%esp), %ebx

movl 0x1c(%esp), %ecx

movl 0x20(%esp), %edx

movl 0x24(%esp), %esi

movl 0x28(%esp), %edi

int $0x80

popl %edi

popl %esi

popl %edx

popl %ecx

popl %ebx

retl
func80484f3/SETJMP

func80484d9/RANDOM

func8048445/TRANSMIT

func8048080

func8048437/_TERMINATE

func8048465/RECEIVE

func8048360

func804611e

func8048485/FDWAIT

func80484c5/DEALLOCATE func804850e/LONGJMP
func80484ab/ALLOCATE

Blk 98 @ 0x80485c1 [5]

inc %edi

andl %ecx, (%edx)

orb (%eax), %al

Blk 97 @ 0x80485bc [5]

inc %ebp

pushl %edx

andb %al, 0x47(%ebp)

default

Blk 96 @ 0x80485aa [18]

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

andl %ecx, (%edx)

orb (%eax), %al

orb (%edx), %cl

inc %ebp

inc %ecx

pushl %ebx

pushl %esp

default

Blk 95 @ 0x80485a6 [4]

popady

andb %dh, 0x61(%eax)

default

Blk 94 @ 0x80485a4 [2]

jnb 0x80485c6

default

Blk 93 @ 0x804859e [6]

andb %dh, 0x61(%eax,%ebp,2)

jz 0x80485cb

default

Blk 92 @ 0x8048589 [21]

popady

andb %dh, 0x61(%eax)

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

orb (%edx), %cl

addb %cl, (%ecx)

orl %ebx, 0x65(%ecx)

jnb 0x80485ca

default

Blk 91 @ 0x8048585 [4]

outsbb

outsdl

jz 0x80485a9

default

Blk 90 @ 0x8048583 [2]

jnb 0x80485a5

default

Blk 89 @ 0x8048580 [3]

popady

jz 0x80485aa

jz

default

Blk 88 @ 0x804857e [2]

jz 0x80485e8

default

Blk 87 @ 0x804857c [2]

sub $0x20, %al

default

Blk 86 @ 0x8048564 [24]

imull $0x61702065, 0x6c(%edx), %esp

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

cmpb (%eax), %ah

addb %cl, (%ecx)

orl %ecx, 0x6f(%esi)

jo 0x80485e1

default

Blk 85 @ 0x804855e [6]

popady

andb %dh, 0x6f(%eax)

jnb 0x80485d7

default

Blk 84 @ 0x804855c [2]

jb 0x804857e

jb

default

Blk 83 @ 0x8048557 [5]

andb %ah, 0x6e(%ebp)

jz 0x80485c1

jz

default

Blk 82 @ 0x804854e [9]

orb (%eax), %al

orl %edx, 0x6c(%eax)

popady

jnb 0x80485bc

jnb

default

Blk 81 @ 0x8048530 [30]

orb 0x65(%edi), %dl

insbb

arplw %bp, 0x6d(%edi)

andb %dh, %gs:0x20(%edi,%ebp,2)

pushl %eax

popady

insbb

imull $0x656d6f72, 0x64(%esi), %ebp

andb %al, 0x69(%esi)

outsbb

jb 0x8048558

default

Blk 80 @ 0x8048352 [14]

nop

data16 nop

data16 nop

data16 nop

data16 nop

data16 nop

data16 nop

nop

Blk 51 @ 0x8048360 [52]

pushl %ebp

mov %esp, %ebp

pushl %esi

sub $0x34, %esp

movl 0x10(%ebp), %eax

movl 0xc(%ebp), %ecx

movl 0x8(%ebp), %edx

movl %edx, -0xc(%ebp)

movl %ecx, -0x10(%ebp)

movl %eax, -0x14(%ebp)

movl $0x0, -0x18(%ebp)

movl $0x0, -0x1c(%ebp)

cmpl $0x0, -0x10(%ebp)

jnz 0x80483a0

default

Blk 77 @ 0x8048191 [15]

nopw %ax, %cs:(%eax,%eax,1)

Blk 43 @ 0x80481a0 [5]

jmp 0x80481a5

default

Blk 48 @ 0x804842c [5]

calll 0x8048080

Blk 37 @ 0x8048431 [6]

pushl %eax

calll 0x8048437

default

Blk 3 @ 0x8048080 [59]

pushl %ebp

mov %esp, %ebp

sub $0x48, %esp

mov $0x1, %eax

lea 0x8048530, %ecx

mov $0x1f, %edx

movl $0x0, -0x4(%ebp)

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x1f, 0x8(%esp)

movl %eax, -0xc(%ebp)

movl %edx, -0x10(%ebp)

calll 0x8048360

calll

Blk 59 @ 0x8048437 [14]

mov $0x1, %eax

pushl %ebx

movl 0x8(%esp), %ebx

int $0x80

popl %ebx

retl

calll default

Blk 68 @ 0x80484f3 [27]

movl 0x4(%esp), %ecx

movl (%esp), %edx

movl %edx, (%ecx)

movl %ebx, 0x4(%ecx)

movl %esp, 0x8(%ecx)

movl %ebp, 0xc(%ecx)

movl %esi, 0x10(%ecx)

movl %edi, 0x14(%ecx)

xor %eax, %eax

retl

Blk 66 @ 0x80484d9 [26]

mov $0x7, %eax

pushl %ebx

pushl %ecx

pushl %edx

movl 0x10(%esp), %ebx

movl 0x14(%esp), %ecx

movl 0x18(%esp), %edx

int $0x80

popl %edx

popl %ecx

popl %ebx

retl

Blk 63 @ 0x8048445 [32]

mov $0x2, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

movl 0x14(%esp), %ebx

movl 0x18(%esp), %ecx

movl 0x1c(%esp), %edx

movl 0x20(%esp), %esi

int $0x80

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 60 @ 0x80480bb [3]

movl %eax, -0x14(%ebp)

default

calll

Blk 73 @ 0x80480be [46]

mov $0x1, %eax

lea 0x8048550, %ecx

mov $0x25, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x25, 0x8(%esp)

movl %eax, -0x18(%ebp)

movl %edx, -0x1c(%ebp)

calll 0x8048360

default

Blk 25 @ 0x80480ec [8]

movl %eax, -0x20(%ebp)

calll 0x80481a0

default

calll

Blk 38 @ 0x80480f4 [16]

movl %eax, -0x8(%ebp)

cmpl $0xffffffff, -0x8(%ebp)

jnz 0x8048109

defaultcalll

Blk 57 @ 0x8048104 [5]

jmp 0x8048187

default

Blk 23 @ 0x8048109 [13]

cmpl $0x0, -0x8(%ebp)

jnz 0x804814c

jnz

Blk 29 @ 0x8048187 [10]

mov $0x0, %eax

add $0x48, %esp

popl %ebp

retl

jmp

Blk 41 @ 0x8048116 [46]

mov $0x1, %eax

lea 0x8048576, %ecx

mov $0x21, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x21, 0x8(%esp)

movl %eax, -0x24(%ebp)

movl %edx, -0x28(%ebp)

calll 0x8048360

default

Blk 54 @ 0x804814c [46]

mov $0x1, %eax

lea 0x8048598, %ecx

mov $0x1d, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0x1d, 0x8(%esp)

movl %eax, -0x30(%ebp)

movl %edx, -0x34(%ebp)

calll 0x8048360

jnz

Blk 75 @ 0x8048144 [8]

movl %eax, -0x2c(%ebp)

jmp 0x804817d

default

calll

Blk 21 @ 0x804817d [5]

jmp 0x8048182

jmp

Blk 61 @ 0x804817a [3]

movl %eax, -0x38(%ebp)

default

calll

default

Blk 22 @ 0x8048182 [5]

jmp 0x80480be

jmp

jmp

Blk 17 @ 0x8048465 [32]

mov $0x3, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

movl 0x14(%esp), %ebx

movl 0x18(%esp), %ecx

movl 0x1c(%esp), %edx

movl 0x20(%esp), %esi

int $0x80

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 11 @ 0x8048394 [12]

movl $0x1, -0x8(%ebp)

jmp 0x8048423

default

Blk 24 @ 0x80483a0 [13]

cmpl $0x0, -0x14(%ebp)

jnz 0x80483b9

jnz

Blk 55 @ 0x8048423 [9]

movl -0x8(%ebp), %eax

add $0x34, %esp

popl %esi

popl %ebp

retl

jmp

Blk 14 @ 0x80483ad [12]

movl $0x2, -0x8(%ebp)

jmp 0x8048423

default

Blk 39 @ 0x80483b9 [5]

jmp 0x80483be

jnz

jmp

Blk 74 @ 0x80483be [12]

movl -0x18(%ebp), %eax

cmpl -0x14(%ebp), %eax

jnb 0x804841c

jmp

Blk 62 @ 0x80483ca [38]

lea -0x1c(%ebp), %eax

movl -0xc(%ebp), %ecx

movl -0x10(%ebp), %edx

addl -0x18(%ebp), %edx

movl -0x14(%ebp), %esi

subl -0x18(%ebp), %esi

movl %ecx, (%esp)

movl %edx, 0x4(%esp)

movl %esi, 0x8(%esp)

movl %eax, 0xc(%esp)

calll 0x8048445

default

Blk 44 @ 0x804841c [7]

movl $0x0, -0x8(%ebp)

jnb

calll

Blk 12 @ 0x80483f0 [16]

movl %eax, -0x20(%ebp)

cmpl $0x0, -0x20(%ebp)

jz 0x804840c

default

Blk 46 @ 0x8048400 [12]

movl $0x3, -0x8(%ebp)

jmp 0x8048423

default

Blk 45 @ 0x804840c [16]

movl -0x1c(%ebp), %eax

movl -0x18(%ebp), %ecx

add %eax, %ecx

movl %ecx, -0x18(%ebp)

jmp 0x80483be

jz

jmp

jmp

default

Blk 58 @ 0x804611e [5]

calll 0x8048437

calll

Blk 76 @ 0x8046123 [10]

popl %eax

cmp $0x0, %eax

jnz 0x804822e

default

Blk 53 @ 0x804612d [5]

jmp 0x8048221

default

Blk 28 @ 0x804822e [12]

movl $0xffffffff, -0x10(%ebp)

jmp 0x8048347

jnz

Blk 19 @ 0x8048221 [13]

cmpl $0x0, -0x60(%ebp)

nop 

nop 

nop 

jnz 0x804823a

jmp

Blk 70 @ 0x8046132 [46]

mov $0x1, %eax

lea 0x80485b6, %ecx

mov $0xf, %edx

movl $0x1, (%esp)

movl %ecx, 0x4(%esp)

movl $0xf, 0x8(%esp)

movl %eax, -0x78(%ebp)

movl %edx, -0x7c(%ebp)

calll 0x8048360

calll

Blk 64 @ 0x8046160 [2]

jmp 0x8046162

default

Blk 71 @ 0x8046162 [9]

pushl %eax

movl -0x8(%ebp), %eax

xor $0x16, %eax

jz 0x8046171

jmp

Blk 9 @ 0x804616b [6]

popl %eax

calll 0x8048437

default

Blk 65 @ 0x8046171 [9]

popl %eax

movl %eax, -0x80(%ebp)

jmp 0x8048341

jz

calll

default

Blk 8 @ 0x8048341 [6]

movl -0x1c(%ebp), %eax

movl %eax, -0x10(%ebp)

jmp

Blk 30 @ 0x804617a [19]

movl -0x10(%ebp), %eax

add $0x8c, %esp

popl %esi

pushl %eax

movl -0x8(%ebp), %eax

xor $0x16, %eax

jz 0x8046193

Blk 47 @ 0x804618d [6]

popl %eax

calll 0x8048437

default

Blk 18 @ 0x8046193 [3]

popl %eax

popl %ebp

retl

jz

callldefault

Blk 40 @ 0x80481a5 [22]

pushl %ebp

mov %esp, %ebp

movl $0x16, -0x8(%ebp)

pushl %esi

sub $0x8c, %esp

jmp 0x8048315

jmp

Blk 7 @ 0x8048315 [26]

movl $0xffffffff, -0x14(%ebp)

movl $0x1, -0x1c(%ebp)

movl $0x0, -0x18(%ebp)

jmp 0x80481bf

jmp

Blk 78 @ 0x80481bb [4]

nop

nop

nop

nop

Blk 35 @ 0x80481bf [13]

cmpl $0x40, -0x18(%ebp)

nop 

nop 

nop 

jnb 0x80481e4

default

Blk 56 @ 0x80481cc [24]

movl -0x18(%ebp), %eax

movb $0x0, -0x5c(%ebp,%eax,1)

movl -0x18(%ebp), %eax

add $0x1, %eax

movl %eax, -0x18(%ebp)

jmp 0x80481bf

default

Blk 16 @ 0x80481e4 [50]

mov $0x0, %eax

mov $0x80, %ecx

lea -0x60(%ebp), %edx

lea -0x5c(%ebp), %esi

movl $0x0, (%esp)

movl %esi, 0x4(%esp)

movl $0x80, 0x8(%esp)

movl %edx, 0xc(%esp)

movl %eax, -0x68(%ebp)

movl %ecx, -0x6c(%ebp)

calll 0x8048465

jnb jmp

calll

Blk 52 @ 0x8048216 [5]

jmp 0x804832f

default

Blk 72 @ 0x804832f [13]

pushl %eax

movl -0x8(%ebp), %eax

xor $0x16, %eax

jz 0x8046123

jmp

Blk 79 @ 0x804821b [6]

nop

nop

nop

nop

nop

nop

default

default

Blk 2 @ 0x804823a [7]

movl $0x0, -0x18(%ebp)

jnz

Blk 69 @ 0x8048347 [5]

jmp 0x804617a

jmp

Blk 42 @ 0x8048241 [19]

movl -0x18(%ebp), %eax

movsxb -0x5c(%ebp,%eax,1), %eax

cmp $0x0, %eax

jz 0x804826f

default

Blk 5 @ 0x8048254 [27]

movl -0x14(%ebp), %eax

add $0x1, %eax

movl %eax, -0x14(%ebp)

movl -0x18(%ebp), %eax

add $0x1, %eax

movl %eax, -0x18(%ebp)

jmp 0x8048241

default

Blk 4 @ 0x804826f [37]

mov $0x2, %eax

movl -0x14(%ebp), %ecx

movl %ecx, -0x64(%ebp)

movl -0x14(%ebp), %ecx

movl %eax, -0x70(%ebp)

mov %ecx, %eax

cdq 

movl -0x70(%ebp), %ecx

idiv %ecx

cmp $0x1, %edx

jnz 0x804829f

jzjmp

Blk 27 @ 0x8048294 [11]

movl -0x64(%ebp), %eax

add $0xffffffff, %eax

movl %eax, -0x64(%ebp)

default

Blk 67 @ 0x804829f [7]

movl $0x0, -0x18(%ebp)

jnz

default

Blk 6 @ 0x80482a6 [30]

mov $0x2, %eax

movl -0x18(%ebp), %ecx

movl -0x64(%ebp), %edx

movl %eax, -0x74(%ebp)

mov %edx, %eax

cdq 

movl -0x74(%ebp), %esi

idiv %esi

cmp %eax, %ecx

jnle 0x8048301

default

Blk 36 @ 0x80482c4 [33]

movl -0x18(%ebp), %eax

movsxb -0x5c(%ebp,%eax,1), %eax

movl -0x14(%ebp), %ecx

sub $0x1, %ecx

subl -0x18(%ebp), %ecx

movsxb -0x5c(%ebp,%ecx,1), %ecx

cmp %ecx, %eax

jz 0x80482ec

default

Blk 13 @ 0x8048301 [15]

movsxb -0x5c(%ebp), %eax

cmp $0x5e, %eax

jnz 0x8048341

jnle

Blk 1 @ 0x80482e5 [7]

movl $0x0, -0x1c(%ebp)

default

Blk 31 @ 0x80482ec [5]

jmp 0x80482f1

jz

default

Blk 26 @ 0x80482f1 [16]

movl -0x18(%ebp), %eax

add $0x1, %eax

movl %eax, -0x18(%ebp)

jmp 0x80482a6

jmp

jmpBlk 33 @ 0x8048310 [5]

jmp 0x8046132

default

jnz

jmp

jmp

jz

Blk 34 @ 0x804833c [5]

jmp 0x804834c

default

Blk 0 @ 0x804834c [6]

popl %eax

jmp 0x804611e

jmp

default

jmp

jmp

Blk 49 @ 0x8048485 [38]

mov $0x4, %eax

pushl %ebx

pushl %ecx

pushl %edx

pushl %esi

pushl %edi

movl 0x18(%esp), %ebx

movl 0x1c(%esp), %ecx

movl 0x20(%esp), %edx

movl 0x24(%esp), %esi

movl 0x28(%esp), %edi

int $0x80

popl %edi

popl %esi

popl %edx

popl %ecx

popl %ebx

retl

Blk 32 @ 0x80484c5 [20]

mov $0x6, %eax

pushl %ebx

pushl %ecx

movl 0xc(%esp), %ebx

movl 0x10(%esp), %ecx

int $0x80

popl %ecx

popl %ebx

retl

Blk 50 @ 0x804850e [29]

movl 0x4(%esp), %edx

movl 0x8(%esp), %eax

movl (%edx), %ecx

movl 0x4(%edx), %ebx

movl 0x8(%edx), %esp

movl 0xc(%edx), %ebp

movl 0x10(%edx), %esi

movl 0x14(%edx), %edi

test %eax, %eax

jnz 0x804852c

Blk 15 @ 0x804852b [1]

inc %eax

default

Blk 20 @ 0x804852c [4]

movl %ecx, (%esp)

retl

jnz

default

Blk 10 @ 0x80484ab [26]

mov $0x5, %eax

pushl %ebx

pushl %ecx

pushl %edx

movl 0x10(%esp), %ebx

movl 0x14(%esp), %ecx

movl 0x18(%esp), %edx

int $0x80

popl %edx

popl %ecx

popl %ebx

retl
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Figure 4. BINSURGEON rewrites a function to (1) add stack padding
with space-preserving rewrites and (2) add a stack cookie with non-space-
preserving rewrites.
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in the next section. Instruction blocks are rendered as lists
of instructions, with edges to subsequent blocks in the CFG.
The shaded graphs are CFG subgraphs showing different
revisions of the same function (original, padded, and cookied).
Each directed edge from a version to the next indicates a
single rewrite over the outlined blocks. The letter on each
edge indicates the type of rewrite. For instance, there is one
cookie injection (labeled “d”) and two post-call cookie checks
(labeled “e”) written into the cookied function.

B. Revising CFGs

We distinguish between two types of revisions to a CFG,
both of which are supported by BINSURGEON:

1) Space-conserving rewrites replace or remove instruc-
tions from the CFG without requiring additional space,
e.g., by reordering instructions or substituting an instruc-
tion for an instruction of equal byte-size.

2) Space-consuming rewrites modify the CFG in a way that
requires additional space, e.g., by adding instructions
to existing functions/blocks or addition new functions
altogether.

These rewrites have an important practical difference: space-
conserving rewrites will preserve the integrity of the un-
changed CFG; but space-consuming rewrites require instruc-
tions to be shifted or relocated entirely, which potentially
changes the size and byte representation of instructions (in-
cluding relative control flow instructions). Space-consuming
rewrites may thereby cause arbitrarily-large ripples in the
CFG, so they require special attention.

One technique for implementing space-consuming rewrites
is to write a trampoline, where a jmp instruction is
written over the existing instructions, and the overwritten
instructions— and others to be injected— are written to a
blank space in the binary, which is targeted by the first jmp
and terminates in a jmp back to the existing control flow.

In Figure 4, solid outlines around rewritten blocks indicate
a space-conserving rewrite, and dashed outlines around rewrit-
ten blocks indicate space-consuming rewrites that required a
trampoline.

C. Related work in binary rewriting

Previous work has explored specialized binary rewriting
to harden or diversify binaries. For instance, some rewriters
perform targeted rewriting to inject single, specialized defenses
such as stack cookies in return blocks [27] or control flow
checks in return blocks or before indirect calls [28].

Many recent systems perform binary rewriting to increase
diversity. In-place code randomization (IPCR) performs space-
conserving rewrites to substitute and reorder instructions to
help prevent code reuse attacks [29]. Similarly, chronomor-
phic programs perform space-conserving rewrites— including
IPCR and block relocation— during their execution [30] to
diversify themselves against code reuse attacks and cyber-
reconnaissance (e.g., [31]). Other systems perform load-
time binary rewriting to diversify binaries with a modified
loader [26], [32]. These specialized rewriters locate blocks at

TABLE I
OUTLINE OF BINSURGEON’S BINARY REWRITING PROCEDURE.

GIVEN: Set of insertions/deletions to the CFG.
Compute the scope of the rewrite:

• SET affected blocks B = blocks that will change content.
• SET frontier blocks F = B.
• WHILE any block f ∈ F is too small to hold a jmp instruction,

add f ’s source block(s) to F and B; remove f from F .
Label the graph and rewrite it:

• CLAIM all space presently occupied by B as freespace.
• LABEL every block in B and every internal control flow

instruction accordingly.
• HOOK control flow at the previous start addresses of all F by

writing labeled jmp instructions to their new labels.
• REWRITE the labled graph in memory with the insertions and

deletions.
Inject the rewritten, labeled subgraph back into the binary:

• ASSEMBLE instructions to estimate their size in the binary.
• PACK instructions into freespaces.
• TEST the packing job by assembling a custom linker script.

– IF we overflowed a freespace:
∗ IF other freespaces are above jmp size, update instruc-

tion size(s) accordingly and GOTO: PACK.
∗ ELSE return not-enough-space.

Repair BINSURGEON’s CFG model in memory:
• REMOVE nodes corresponding to former blocks B and all

edges from those nodes.
• ADD nodes and incident edges for newly-assembled blocks

BSIFT .
• SPLIT blocks as necessary if new outward edges from BSIFT

fall between a block’s entry and exit points.

randomized locations in memory and then ensure the CFG is
intact.

Other methods exist for translating binaries into an interme-
diate representation (IR) (e.g., [33], [34]), and then rewriting
them back into machine code, e.g., for diversity or safety pur-
poses. In contrast to IR approaches, BINSURGEON rewrites the
CFG and assembly instructions directly, which avoids potential
IR translation errors and potential performance degradation
by making local, targeted changes. As we demonstrate in the
next section, the CFG and assembly instructions themselves
are expressive enough to write diverse templates for program
repair and defense.

Other tools such as DynInst2 automatically instrument the
binary, but they consume substantially higher disk space,
memory footprint, or performance overhead. For example,
DynInst’s instrumentation has been shown to increase runtime
overhead by 96% [35]; that performance penalty would have
led to zero scores in the CGC.

BINSURGEON’s rewrites are far less invasive and costly:
BINSURGEON adds no universal function call hooks or virtu-
alization, so the overhead of its modifications is only propor-
tional to the specific installed defenses/repairs.

2http://www.dyninst.org/
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V. REPAIR AND DEFENSE WITH BINSURGEON

Here we overview BINSURGEON’s procedure for rewriting
stripped, third-party binaries to add or remove arbitrary con-
tent [36]. We then describe some binary rewriting templates
that BINSURGEON uses for program defense and repair as part
of FUZZBOMB.

FUZZBOMB’s binary rewriting algorithm is summarized in
Table I. The procedure is given a CFG and a set of insertions
and/or deletions to the CFG. The insertions and deletions are
specified relative to existing instructions in the CFG (e.g.,
insert instructions X before instruction y or delete instructions
Z). BINSURGEON does not use absolute addresses (e.g., insert
instructions X at address y) for insertions and deletions, since
making space-consuming changes could shift the addresses
of subsequent instructions, thereby invalidating other absolute
addresses.

BINSURGEON’s rewriting procedure first identifies affected
blocks that must be rewritten and relocated, as well as
frontier blocks that will connect the affected blocks to the
rest of the CFG. The affected blocks will be rewritten, and
if BINSURGEON overflows these blocks, it will utilize (or
append) remote freespace (i.e., available executable memory)
within the binary. BINSURGEON identifies frontier blocks
iteratively, since not all blocks are large enough to support jmp
instructions (i.e., for a trampoline, described in Section IV-B).
The frontier blocks serve as trampoline jmp sites for the
affected blocks, which is the trampoline content.

After identifying affected and frontier blocks, BINSUR-
GEON labels these blocks from their absolute addresses by
injecting assembly labels before each block, and then it
rewrites all internal control flow edges (i.e., conditional or
unconditional jumps between affected blocks b1 ∈ B and
b2 ∈ B) to use these labels. BINSURGEON writes jmp
instructions at the former entry point of each frontier block to
build a compound trampoline into the labled affected blocks.
BINSURGEON does not explicitly write jmp instructions back
to the unmodified CFG; rather, it uses the existing control flow
instructions of the labled blocks, which will be reassembled
later in its procedure. It then rewrites the labeled, labled graph
with the given insertions and deletions.

BINSURGEON next injects the rewritten, labled graph
back into the binary, using the affected blocks’ previous
locations— and other claimed/extended executable memory—
as freespace. This is a greedy, iterative process of instruction-
packing: BINSURGEON finds the next freespace proximal to
the last freespace (since near jmp instructions require fewer
bytes) and writes as many instructions as possible, insofar as
it can also write a jmp instruction to the next freespace.

After packing its freespaces, BINSURGEON writes out a
custom linker script to assemble all of the desired instructions
at the desired addresses. This converts every instruction of the
labled CFG subgraph into the machine-executable, location-
specific opcodes. If the assembling and linking succeeds, BIN-
SURGEON writes the corresponding instruction bytes directly
into the binary and reports success.

TABLE II
REMEDIES IMPLEMENTED BY BINSURGEON FOR FUZZBOMB

Support remedies add utilites for defense & repair:
• cleanup: substitutes instructions in the CFG with instructions

guaranteed to re-assemble.
• add-text-section: appends a new executable section to

the binary by extending or adding a program header.
• fn-inject: adds new function(s) to the binary.
• fn-intercept: intercepts existing functions by rerouting

direct calls to new or existing functions.
• add-data-space: adds space in the binary for static data

storage.

Repair remedies address known PoVs:
• terminate: injects instruction(s) to terminate the program at

the PoV location.
• o/w-terminate: overwrite existing instructions to terminate

the program at the PoV location.
• null-ptr-check: test a register or memory address, and

terminate if zero.
• stack-top-cookie: write a cookie value to the top of

the program stack. Check it at the PoV location; terminate if
overwritten.

• heap-cookie: intercept malloc, write a cookie value after
each allocation. Check it at the PoV location; terminate if
overwritten.

• bss-cookie: write cookie value(s) into the binary’s static data
segment. Check it at the PoV location; terminate if overwritten.

Repair & Defense addresses known/unknown vulns:
• stack-pad: increase stack frame size; decrement all base

pointer offsets below a given threshold.
• stack-cookie: write a constant to frame pointer between

local variables or before the return address. Check the cookie
upon return or after function calls; terminate if overwritten.

• range-check: if a memory address (e.g., pointer or function
pointer) is not within a given range (e.g., text section), terminate.

• receive-check: intercept input functions and terminate if
they will write to illegal memory ranges.

• cfi: range-based control flow integrity on return addresses and
indirect call and jmp addresses.

In some cases, the assembled instructions may overflow
a freespace. This occurs when BINSURGEON underestimates
instruction sizes and thereby over-packs a freespace. In these
cases, BINSURGEON updates its size estimates and attempts
to re-pack in the remaining freespaces. Otherwise, if it has
no more freespace, BINSURGEON reports that it needs more
space.

Finally, BINSURGEON repairs its in-memory model of the
program CFG, since the insertions and deletions may well have
changed existing functions and blocks connectivity or added
new functions and blocks altogether.

BINSURGEON’s rewriting procedure is content agnostic,
which means its rewriting capability is decoupled from the
rewritten content. As a practical consideration, this allowed
us to develop BINSURGEON independently of the repair and
defense templates it deployed for FUZZBOMB.

A. Repairing & Defending Binaries

BINSURGEON uses rewriting templates— which we call
remedies— to harden and repair binaries. Figure 5 shows a
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Figure 5. Remedies for templated binary rewriting, including support functionality, targeted repair templates, and defensive templates.

dependence graph of remedies, since some remedies depend
on others’ functionality, and Table II lists a brief description of
each remedy. Each remedy takes one or more parameters (e.g.,
a vulnerable function or instruction) and produces a set of in-
struction insertions and deletions to use with BINSURGEON’s
rewriting procedure.

These specific remedies are designed to avoid compromised
states or terminate the program when a compromised state
exists. Intuitively, when the program is in a compromised
state— or in program states where compromise is imminent
and unavoidable— terminating the program safely is prefer-
able to relinquishing control to a cyberattack.

These remedies do not fix the underlying problems, such
as overflows or off-by-one errors; rather, they mitigate the
adverse, exploitable manifestations. Templated repair of the
underlying problems are the focus of some source-code repair
systems (e.g., [37]), which is evidence that we can also develop
BINSURGEON templates to fix underlying problems if they are
adequately described. Next, we describe some novel and/or
counter-intuitive remedies in additional depth.

The simplest remedies are terminate and
o/w-terminate, which terminate the program at a
specified location in the CFG. The o/w-terminate
(overwrite) remedy does this without first allocating
freespace, in case the binary cannot be properly extended.

The stack-pad and stack-cookie remedies are used
in succession to protect a function’s stack frame by (1) adding
padding to a stack frame before or between the local variables,
and (2) writing a cookie value within that padding, to flag an
overflow if it is overwritten. Figure 4 illustrates the injections
and deletions specified by these remedies as performed by
BINSURGEON: stack-pad (Figure 4, middle) revises the
setup and reset of the stack frame (Figure 4 [a] and [b],
respectively) and revises all references to the stack via the base
pointer (Figure 4[c]); and stack-cookie (Figure 4, right)
injects a cookie at the head of the function (Figure 4[d]), and

adds cookie checks after each function call (Figure 4[e]) and
at the return block (Figure 4[f]).

One of the most complex remedies used within FUZZBOMB
is the heap-cookie. This remedy template is comprised of
the following modifications:

1) Injecting functions that intercept memory management
functions, e.g., malloc and free, that allocate and
free an extra byte, respectively, and write a specific value
to the extra byte, and store the location of the byte within
an injected array.

2) Overwriting call instructions to malloc and free
to instead invoke the injected functions.

3) Inject a cookie-checking function that iteratively checks
the cookie array, and terminates if any have changed
value.

4) Inject a call to the cookie-checking function at the
location of the PoV.

In conjunction, these modifications to the CFG cause the
program to add an extra cookie-byte to each heap allocation
and then check these cookie-bytes where specified, terminating
if it senses an overwrite.

VI. RESULTS AND CONCLUSIONS

The first year of CGC involved three opportunities to
assess FUZZBOMB’s performance: two practice Scored Events
(SE1 and SE2) and the CGC Qualifying Event (CQE), which
determined which competitors would continue to the second
year of competition. In SE1, DARPA released fifteen challenge
binaries, some of which had multiple vulnerabilities. At the
time, FUZZBOMB had only recently become operational on
our computing cluster, and it did not solve many of the prob-
lems. However, with access to the source of the SE1 examples
and many bug fixes, some months later we had improved
FUZZBOMB enough that it was able to find vulnerabilities
in four of the problems, including at least one undocumented
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flaw. For each of those vulnerabilities, FUZZBOMB had a re-
pair that was able to stop the vulnerability from being attacked
while also preserving all of the functionality tested by up to
1000 provided test cases. FUZZBOMB also create defensive
rewrites for all of the other binaries. In SE2, DARPA provided
nine new challenge binaries in addition to the prior fifteen,
giving a total of twenty-four. Each problem was supplied
with either no PCAPs or a PCAP file containing up to 1000
client/server interactions. At the time of SE2, FUZZBOMB
was only able to find two of the new vulnerabilities, but that
performance was enough to earn fourth place, when the SE1
problems were included in the ranking.

Our progress in improving the system was slowed by
major problems with the government-provided testing sys-
tem: running parallel tests interfered with each other, and
running batches of serialized tests could cause false nega-
tives, hiding vulnerabilities. This meant we had to run tests
one at a time, incurring major overhead and making test-
running a major bottleneck (especially when given 1000 tests
from PCAPs, or when FUZZBOMB created many tests itself).
We finally resolved these issues by discarding the provided
testing tool and writing our own. Our tool supported safe
parallel testing and increased testing speeds by at least two
orders of magnitude. However, it took many weeks to come
to that conclusion. Several key analysis functions were not
completed, including handling challenge problems that had
multiple communicating binary programs, complete support
for SSE floating point instructions, and veritesting. We also
were not able to build the ability to have the system re-allocate
compute nodes to different CBs or to different functions (DVM
vs. running FuzzBALL). By the time of the CQE, in June
2015, FUZZBOMB was only able to fully solve seven of the
twenty-four SE2 problems. If given the PoVs for the twenty-
four problems, the repair system was able to fix twelve CBs
perfectly, and the defense system earned additional points on
the remaining CBs.

For CQE, DARPA provided 131 all-new problems to the
twenty-eight teams who participated (out of 104 originally reg-
istered). Each problem was supplied with either no PCAPs or
a single client/server interaction. Unfortunately, this singleton
PCAP triggered an unanticipated corner case in FUZZBOMB’s
logic: the protocol analysis concluded that every element of the
single client/server interaction was a constant, so the extracted
protocol had no variables to fuzz. And the default fuzz-testing
patterns were not used because there was a protocol extracted.
Thus FUZZBOMB’s fuzzing was completely disabled for all
of the challenge problems. Also, because the re-allocation
functionality was not available, we had to pre-allocate the
number of DVMs vs. FuzzBALL symbolic search engines.
We chose to use 325 DVMs and only 156 FUZZBOMBS,
because testing had been such a bottleneck. However, since
there were almost no test cases provided in the PCAP files and
fuzzing was disabled, FUZZBOMB had very few tests to run,
and the DVMs were largely idle. With most CBs having only a
single FuzzBALL search engine, there was little parallel search
activity, and FUZZBOMB only found vulnerabilities in 12 CBs

(some using prior SE2 PoVs). Of those, with the limited testing
available, repair was only able to perfectly fix six (as far as
our system could tell). Defense rewrote all of the remaining
problems.

When the final CQE scores were revealed, FUZZBOMB
came in tenth place and did not qualify to continue in the
competition (only the top seven teams qualified). In addition
to the singleton PCAP files and other issues, we learned of
another “curveball” when the scores were released: among
the 131 test cases, there were 590 known vulnerabilities,
an average of more than 4.5 flaws per binary. In hindsight,
FUZZBOMB’s defensive system should have been much more
aggressive in adding blind checks, to try to capture some
points from all of those flaws. Our conservative rationale had
been that retaining performance was more important, but with
that many flaws per CB, the balance is changed. Even so,
defensive rewriting earned FUZZBOMB more points than its
active analysis and repair capability. This result supports our
notion that CGC-relevant flaws boil down to a small number of
patterns in binary, and can be addressed with a small number
of repair/defense strategies.

Fortunately, the story is not over for FUZZBOMB; we have
other customers who are interested in the technology, and we
are actively pursuing transition opportunities to more real-
world cyber defense applications.
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Abstract— Automated Teller Machines (ATMs) contain con-

siderable amounts of cash and process sensitive customer data 

to perform cash transactions and banking operations. In the 

past, criminals mainly focused on physical attacks to gain ac-

cess to cash inside an ATM’s safe. For example, they captured 

customer data on the magnetic strip of an ATM card with 

skimming devices during insertion of the card. These days, 

criminals increasingly use logical attacks to manipulate an 

ATM’s software in order to withdraw cash or to capture cus-

tomer data. To understand the risks that arise from such logi-

cal attacks, we have conducted a risk assessment of an ATM 

platform. This ATM platform is running in a real bank envi-

ronment and is built on the CEN/XFS specification. The result 

of this assessment has revealed the main issues that are respon-

sible for vulnerabilities of an ATM platform. The risk assess-

ment has identified effective countermeasures and has addi-

tionally provided a prioritization of activities for ATM manu-

facturers.  

Keywords— ATM security; logical ATM attacks; XFS; 

embedded system security; risk assessment. 

I.  INTRODUCTION 

This paper represents an extended version of a previously 
published article [1]. It provides more details about the risk 
assessment and discusses the findings in a broader sense. 

Automated Teller Machines (ATMs) have their roots 
back in the late 1930s, but they began to revolutionize the 
banking environment in the 1960s [2]. With the integration 
of real-time terminals, ATMs have been developed to data 
processing units that contained commercially available com-
puters. Today, almost all three million ATMs around the 
world are running on the operating system (OS) Windows 
[3]. On top of Windows, an ATM platform controls all pe-
ripheral devices and uses the OS to communicate with device 
drivers. The ATM platform also provides an interface to 
multi-vendor ATM software, i.e., bank applications that uti-
lize the functionality of the platform. Besides Windows, 
ATMs use the Internet Protocol (IP) for communication in 
the banking network [4]. Consequently, the ATM network is 
part of the banking network, which in turn is part of the In-
ternet. All in all, ATMs have developed from stand-alone 
equipment with simple cash dispensing capabilities to a net-
work of connected devices for bank transactions.  

ATMs contain a remarkable amount of cash for their dai-
ly operation. Moreover, they are available around the clock 
and often located off-premises [5]. They have always been 

an attractive target for thieves and fraudsters [6]. Fraudulent 
activities are not only attracted by cash, but also by data that 
is required to conduct bank transactions. A further type of 
ATM attacks addresses malicious activities that impair the 
computer or the network of ATMs. Known as logical attacks, 
there is the common opinion that they are becoming more 
sophisticated and based on a well-organized execution. For 
example, representatives of malware, such as Skimer, Plou-
tus, or Stuxnet are indicators that these attacks bring up new 
challenges in securing ATMs and for providing secure bank-
ing environments. Furthermore, the XFS specification – see 
Section V – that represents the main reference for ATM en-
gineers, is out-of-date and missing two-factor authentication 
for bank applications [7]. 

We will show an approach for the above mentioned prob-
lems and present additional details for implementing a risk 
assessment at an ATM. This risk assessment aims at provid-
ing information to select adequate countermeasures and con-
trols for mitigating the likelihood or impact of risks. We 
have conducted the risk assessment concentrating on logical 
risks of an existing ATM platform. While the scope of the 
assessment is limited to logical risks, the used approach can 
easily be extended to physical risks and risks resulting from 
card and currency fraud. Early results of the risk assessment 
presented in this paper have been published previously at a 
conference [1]. Here, we provide a more detailed view on the 
conducted risk assessment including a broader discussion of 
the identified countermeasures. Besides, we use more recent-
ly published information on problems of the specification 
that is used by ATM manufactures.  

In this paper, we will first provide an overview of attacks 
to ATMs as well as their countermeasures. We will then 
evaluate the countermeasures for logical attacks by a risk 
assessment. As a result, we can confirm that suggested coun-
termeasures work for the identified risks. Additionally, we 
prioritize these countermeasures and provide a guideline for 
those responsible for ATM security.  

The remainder of the paper is structured as follows: Sec-
tion II provides an overview of criminal activities in context 
of ATMs and discusses traditional attacks and counter-
measures. Section III concentrates on logical ATM security. 
In Section IV, the used risk assessment approach is present-
ed, which is then applied in Section V to determine the risks 
of an ATM platform. Findings are discussed in Section VI. 
Related work and a conclusion follow in Sections VII and 
VIII, respectively. 
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II. AUTOMATED TELLER MACHINES  

An ATM is a cash dispensing machine with the capabil-
ity to credit or debit a customer account without human in-
tervention [2]. The term ATM has been used synonymously 
for cash machines, cash dispensers or cash recyclers. How-
ever, the designation ATM is inappropriate when a machine 
cannot perform a complete financial transaction initiated by 
the customer. In other words, an ATM has to support syn-
chronous or asynchronous electronic data processing opera-
tions in an online and real-time manner [2]. With these capa-
bilities in place, ATMs have revolutionized the way of bank-
ing. Their widespread dissemination has grown to a world-
wide use of around 2.8 million ATMs. This number is ex-
pected to reach 3.7 million by 2018 [8].  

ATMs have always been an attractive target for thieves. 
This problem is reinforced by the fact that ATMs are typical-
ly available 24/7, often located off-premises, and vulnerable 
to cash thefts [5]. However, ATM crime, including ATM 
fraud, goes beyond stealing cash inside the safe. Illegally 
obtaining personal information of customers, such as bank 
account data, card number, or PIN is an additional security 
issue related to ATMs [5][7]. While these digital assets do 
not provide an immediate profit, they can be sold on illegal 
credit card data markets [10]. From a general viewpoint, 
there are three different types of attacks: card and currency 
fraud, physical attacks and logical attacks [11]. Various In-
formation Technology (IT) security standards have been 
developed and vendors have recommended security concepts 
pertaining to ATMs [12]. The goal is to secure an entire 
ATM and its environment. Similar to ATM crime, ATM 
security can be divided into the three different core areas: 
namely, card and currency protection, physical security, and 
logical security. The former two are briefly addressed in the 
next subsections. Logical ATM security is more important to 
the context of our work and follows in Section III.  

A. Card and Currency Fraud 

Card and currency frauds include direct attacks to steal 
cash or cards as well as indirect attacks to steal sensitive 
cardholder data that is later used to create fake cards for 
fraudulent withdrawals [10]. The target of these attacks is a 
single ATM, which may be physically manipulated for 
skimming, card fishing and currency trapping. Skimming is 
the approach to install an additional device, called a card 
skimmer, to capture the card’s information on the magnetic 
strip. Lower tech card fishing and currency trapping focus on 
either card or cash capturing, typically using thin plates, thin 
metallic stripes, transparent plastic film, wires and hooks [5]. 
There are several security methods that deal with this threat 
category. Jitters, for example, vary speed and movement of 
cards or introduce motion. In other words, it distorts the 
magnetic stripe details and makes it difficult for the skimmer 
to read data while the card reader pulls the card into the 
ATM [13]. A further approach of an anti-skimming module 
is a jammer with the aim to disrupt a skimmer attached to the 
ATM dashboard. Instead of working on a mechanical level, a 
jammer uses an electromagnetic field to protect the cards’ 
magnetic strips. Hence, the card reader can generate an error 
code that can be traced by remote monitoring tools [5]. 

B. Physical Attacks 

Attacks that result in the physical damage of the entire 
ATM or a component thereof primarily focus on stealing 
cash from the safe [11]. But, some of these attacks are also 
conducted to prepare a further malicious activity on a single 
ATM. Vulnerable and easy targets for such attacks are off-
site ATMs that are open to the public, less protected and 
lighter compared to bank-located machines [14]. Physical 
security guidelines recommend seismic detectors, magnetic 
contacts, alarm control panels, access control and heat sen-
sors as alarm equipment [15]. Seismic detectors indicate 
abnormal vibrations and can cry havoc if an ATM is about to 
be raided. Heat sensors detect any form of unnatural temper-
ature rise. Volumetric detectors on the wall can detect 
movements in the ATM's surrounding area. Intelligent bank 
note neutralization or degradation systems use bank note 
staining. A trigger becomes activated in case an inapprop-
riate movement of the cassettes takes place. As a result, sto-
len banknotes get marked with a degradation agent or a dye. 

III. LOGICAL ATM SECURITY 

Logical attacks have become more sophisticated and their 
execution has typically been well organized [5][7][8]. Recent 
examples, such as Skimer [16], Ploutus [17], Stuxnet [18] 
and a logical attack demonstrated at the chaos computing 
club congress [19] are indicators that these attacks bring up 
new methods and approaches to ATM crime.  

ATM malware is designed to steal cardholder data and 
PINs or to withdraw cash [13][15]. Typically, malware hides 
in the system to remain undetected as long as possible. It 
impairs confidentiality, integrity and authenticity of transac-
tion data for its particular intention [5][10]. ATM networks 
are based on the Internet protocol and face the same attacks 
as other IP-related networks, e.g., denial of service (DoS), 
sniffing, man-in-the-middle attacks, or eavesdropping 
[3][10]. Communication between ATM and host can be used 
as entry point to launch remote attacks [5]. Even network 
devices like routers and switches can be targeted [4]. Logical 
security focuses on maintaining a secure network, protecting 
the OS and designing a system so that intruders cannot 
threaten cardholder's data and software components [5][10]. 
Subsequent subsections describe such measures. 

A. Cardholder Data Protection 

Sensitive data is the main target of logical attacks [22]. 
The Payment Card Industry (PCI) Data Security Standard 
(DSS) is for the protection of sensitive cardholder and au-
thentication data. It proposes a set of twelve requirements 
divided into six areas [22]. Based on these requirements we 
have identified four security controls, which are needed to 
protect cardholder data:  

 

 Change control - to guarantee that necessary and 
wanted changes are made only 

 Data masking - to disguise cardholder data 

 User access control - to restrict permsissions 

 Password policy - to hamper password guessing 
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B. Host-based Firewall 

To operate a secure ATM network, logical ATM security 
systems must be in place [5]. A firewall and a monitoring 
system to analyze and authenticate connection attempts are 
recommended in order to build such a layer of defense [5]. 
Instead of installing a central firewall, an integrated firewall 
on the ATM is feasible, controlling network communications 
on the processes, protocols and ports level [10]. 

C. Application Control 

Traditional security software like antivirus software is 
used on desktop PCs to prevent unauthorized software exe-
cution. But, antivirus software requires processing power 
that often goes beyond the capabilities of an ATM and relies 
on a signature database that needs periodic updates. These 
updates can only provide protection against known malware. 
Consequently, malware prevention must operate within the 
limited resources and with a minimal “footprint” to avoid 
complications with ATM software [10]. Whitelisting restricts 
software running on an ATM to a known set of applications 
[10] that are tested and approved for execution. Unapproved 
software outside the list and malware are prohibited. 

D. Full Hard Disk Encryption 

Some logical attacks bypass security protection by boot-
ing the ATM from an alternative medium, such as a USB 
stick or CD-ROM. This circumvention provides the possibil-
ity to manipulate configurations or to put malware in place 
[23]. As a countermeasure, the ATM hard disk can be pro-
tected with full hard disk encryption [23]. In addition, it is 
recommended to encrypt data on an ATM's hard disk to 
make it unreadable in case of theft or unauthorized access 
[11]. Physically protecting the hard disk is an additional 
safeguard, because data access becomes more difficult.  

E. Patch Management 

Logical security includes the handling of software vul-
nerabilities by patch management to ensure the efficiency 
and security of ATMs in a timely and efficient manner. Con-
tinuous patch management provides protection against virus-
es, worms and known vulnerabilities within an OS [24]. An 
example in this context is the Slammer virus, which was 
responsible for network outages of different systems, such as 
ATMs with Windows [24]. The incident could have been 
prevented because Microsoft had provided a patch covering 
the exploited vulnerability six month before the virus spread 
out [24]. Needless to say, precautions have to be taken to 
avoid malicious misuse of update mechanisms. 

F. Device-specific Requirements 

Depending on the actual installation of ATMs, additional 
security controls are required for a higher level of defense. 
Examples of countermeasures include secure test utilities and 
device controls. Test utilities that are built in an ATM plat-
form must be protected via access control mechanisms. Ex-
ternally available devices, especially USB ports, must be 
controlled on BIOS or on OS level. 

IV. RISK ASSESSMENT 

Risks must be controlled by countermeasures or safe-
guards [25]. Risk management is an important part of an 
organization’s security program. It provides support in man-
aging information security risks associated with an 
organization's overall mission [26]. Risk management must 
repeatedly be conducted in periodical time spans [27]. Each 
iteration begins with risk assessment, which is initiated at a 
predefined time, e.g., once a year or after a major IT 
transformation [28]. It results in the identification, estimation 
and prioritization of IT risks based on the security goals of 
confidentiality, integrity and availability [25]. The result 
represents a temporary view that will be used for further risk 
management decisions [27]. 

A. Risk Model 

The risk model specifies key terms and assessable risk 
factors including their relationships [25]. It defines all factors 
that directly or indirectly determine the severity and level of 
a particular risk, such as assets, threat source, threat event, 
likelihood, impact and countermeasure. Assets represent 
resources of value that need to be protected [29]. A person, 
physical object, organizational process or implemented tech-
nology can represent an asset. A threat is the potential for a 
malicious or non-malicious event that will damage or com-
promise an asset [29], e.g., unauthorized modification, dis-
closure or destruction of system components and infor-
mation. Depending on the degree of detail and complexity, it 
is possible to specify a threat as a single event, action or cir-
cumstance; or as a set of these entities [25]. A vulnerability 
is a weakness in the defense mechanism that can be exploit-
ed by a threat to cause harm to an asset [27][29]. This weak-
ness can be related to security controls that either are missing 
or have been put in place but are somehow inefficient [25]. 

The likelihood of a risk consists of two aspects, i.e., the 
likelihood of occurrence (initiation of an attack) and the like-
lihood of success [25]. The likelihood of occurrence demon-
strates the probability of a threat to exploit a vulnerability or 
a set of vulnerabilities [25]. Factors that determine this like-
lihood value are predisposing conditions, the presence and 
effectiveness of deployed countermeasures and the consider-
ation of how certain the threat event is to occur. The likeli-
hood of success expresses the chance that an initiated threat 
event will cause an adverse impact without considering the 
magnitude of the harm [25].  

The impact describes the magnitude of expected harm on 
an organization [29]. To determine the impact, it is important 
to understand the value of the asset and the value of an un-
damaged system. Besides, it is advisable to consider an im-
pact not only as a one-time loss because it can have relation-
ships to other factors that cause consequential damage [25]. 
A risk is a combination of the likelihood that an identified 
threat will occur and the impact the threat will have on the 
assets under review [25]. Risk factors, such as threat, vulner-
ability, likelihood and impact determine the overall risk. Im-
pact and likelihood are used to define the risk level [28]. 
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B. Risk Assessment Process 

Different risk assessment processes, frameworks and 
methodologies build on the same underlying process 
structure, which may vary in abstraction level and granu-
larity [26]. These steps, which are listeted below, do not have 
to be strictly adhered to in sequential order. For example, it 
is useful to perform threat and vulnerability identification 
side by side to cover all risk possibilities. Also, some step 
iterations are necessary to get representative results [25]. 

1) Definition of Assets 

No action can be taken unless it is clarified what the as-
sets are. Asset definition seeks to identify the processes, 
applications and systems that are highly important and 
critical to the daily operation of an organization [29]. 

2) Identification of Threat Sources and Events 

Threat sources can be characterized based on their 
capability, intent and target to perform a malicious activity 
[25]. Once the list of sources is complete, threat events must 
be identified that can be initiated by a threat source. 
Predefined checklists are an easy way to verify whether the 
listed threat events can occur in the context of the 
assessment. But, an exclusive use of checklists can 
negatively influence the outcome because it may impair the 
free flow of creative thinking and discussing. An important 
step is the determination of the relevance of each threat 
event. If considered relevant, an event will be paired with all 
possible threat sources that can initiate it. 

3) Identification of Vulnerabilities and Predisposing 

Conditions 

Next, we have to identify vulnerabilities that can be 
exploited as well as the conditions that may increase or 
mitigate susceptibility. Tool support is feasible for this task. 
For example, vulnerability scanners automatically test inter-
nal and external system interfaces in order to find known and 
obvious weaknesses. 

4) Determination of Overall Likelihood 

The overall likelihood represents the probability that the 
threat exploits vulnerabilities against an asset [29]. To get an 
adequate value and to keep focused on specific aspects, the 
overall value is divided into likelihood of initiation/oc-
currence and likelihood of success. These are an assessment 
of the probability that a non-adversarial threat happens or an 
adversarial threat source launches an attack [25]. In contrast, 
the likelihood of success is the probability that an initiated 
threat event results in an adverse impact [25].  

5) Determination of Magnitude of Impact 

It is necessary to determine the impact the event will 
have on the organization [29]. For this task, the values of 
reviewed assets are an important input because they show the 
potential harm and the severity of the impact in case of a full 
or partial loss. The harm can be expressed in terms of 
monetary, technical, operational or human impact criteria 
[28]. 

6) Determination of Risk 

The risk level is determined by combing impact and 
overall likelihood [27]. It shows the degree to which an 
organization is threatened [25]. Formulas, matrices or meth-
ods that are used for merging likelihood and impact must be 
consistent and precisely defined. 

V. CASE STUDY 

The aim of this case study is a risk assessment to 
establish a baseline of risks faced by an ATM platform of a 
specific manufacturer. The applied approach identifies all 
threats, vulnerabilities and impacts that cause a potential risk 
to an ATM asset. The focus on the ATM platform limits our 
investigation to software aspects only. This is why the case 
study mainly concentrates on logical risks. We have to 
mention at this point that we refrain from describing attacks 
in too much detail because this would provide valuable 
information to potential attackers. However, the given 
information is sufficient for readers to follow the 
conclusions. 

A. System Characterization  

From a general point of view, the logical system structure 
of an ATM consists of three layers as shown in Figure 1. On 
the bottom end of the structure is the operating system, 
which builds the base of all layers above. Hence, the ATM 
platform uses the functionalities of the operating system in 
order to communicate with the hardware components. To 
utilize the features that are implemented in the ATM 
platform, the ATM platform provides a public interface to 
multi-vendor ATM software and bank applications. 

For providing a standardized interface to the layer above, 
the platform implements the eXtension for Financial 
Services (XFS) interface specification defined in CEN [31]. 
This programming specification has been published by the 
European Committee for Standardization (CEN) and is 
designed to control all peripheral devices of an ATM. XFS 
does not differ between a multi-vendor ATM software and a 
bank application, but considers both forms of an ATM 
software as a Windows-based XFS application. 

Figure 2 shows the XFS architecture that builds the 
foundation of the ATM platform. With reference to this 
illustration, the key element of XFS is the definition of a set 
of Application Programming Interfaces (APIs) and a 

 

Figure 1. Logical System Structures of an ATM. 
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corresponding set of Service Provider Interfaces (SPIs). The 
API provides access to financial services for Windows-based 
XFS applications. The SPI is similar to the API, even though 
it is utilized for the direct communication of vendor-specific 
service providers. Each of the service providers represents a 
peripheral device of the ATM.  

1) XFS Manager 
The heart of the XFS architecture is the XFS manager 

that handles the overall management of the XFS subsystem. 
This component is responsible for establishing and mapping 
the communication between API and SPI. In addition, the 
XFS manager is concerned about synchronously or 
asynchronously calling the appropriate service provider. For 
this task, a service provider is identified by a logical name 
parameter, which is unique within each workstation. As 
support, the XFS manager uses the configuration information 
component. This component stores the logical name 
parameter and defines the relationships between the 
Windows-based XFS application and service providers. 

2) Service Providers 
Either a vendor of a peripheral device or the ATM 

manufacturer has to implement the service provider in order 
to translate the device features into XFS services. Due to the 
fact that the peripheral devices differ in their capabilities and 
applications, service providers are grouped according to 
device classes. For example, the two service providers, Card 
Reader and Cash Dispenser represented in Figure 2, belong 
to the device class Identification Card Device (IDC) and 
Cash Dispenser Module (CDM). Regardless of the device 
class, a service provider is responsible for the functionality 
of translating the generic XFS request to commands that are 
native to the used device. 

The main benefit of the XFS architecture is the fact that 
the XFS manager and the XFS applications are isolated from 
the communication between service providers and peripheral 
devices. As a result, vendors can individually develop their 
service providers, which are tailored to the devices and 
accessible through the XFS-API. Conversely, the XFS 
application that is using the ATM platform can be exchanged 

without changing the underlying implementation. While it 
would be desirable to not touch the ATM platform when 
changing the XFS application on the top, customizations are 
usually required due to some vague definitions in the XFS 
standard and different interpretations thereof. 

B. Logical Risk Assessment 

The risk assessment conducted in this case study is based 
on the risk assessment published in [25]. As defined in this 
document, the frst step focuses on the preparation of the 
assessment in order to establish the context. This includes the 
identification and definition of the purpose, scope, 
assumptions and the risk assessment methodology mentioned 
below. 

1) Purpose 
The purpose of this risk assessment is an implementation 

of an initial assessment to establish a baseline assessment of 
risks for the ATM platform. At the moment, the ATM 
manufacturer faces no security issues. This work is 
considered as preventive measure. In view of ensuring 
confidentiality, integrity and availability, the risk assessment 
identifies all logical threats, vulnerabilities and impacts to 
organizational operations, products and assets. This 
guarantees that the ATM manufacturer can offer a high level 
of software security. Additionally, the risk assessment must 
be reproducible, repeatable and extensible. 

2) Scope 
The ATM manufacturer sells its banking products in a 

business area that underlies different regulations designed to 
protect cash and sensitive data. Equivalent to these 
regulations, the scope of this risk assessment focuses on the 
protection of the same assets including the reputation of the 
company. Latter is part of the risk assessment because 
security issues are highly correlated to the public image of 
the ATM manufacturer and its products. 

3) Assumptions and Constraints 
The risk assessment ignores countermeasures, security 

solutions and security processes a financial institute or an 
independent ATM deployer has in place. Moreover, when 
evaluating risk factors such as threat sources, threat events, 
likelihood or impact, decisions are based on the worst case 
scenario. 

4) Information Sources 
Within the scope of the risk assessment, the ATM 

manufacturer provides security-related documents. These 
documents describe the platform architecture, planned and 
already implemented security mechanisms and possible 
threat scenarios. We use additional sources like ATM 
security guidelines [12] and best practice approaches for 
ATM security [30]. Besides this kind of explicit knowledge, 
the risk assessment is supported by expert interviews. The 
experts are employed at the ATM manufacturer and are 
divided into two groups. The first group contains technical 
staff with knowledge in developing the ATM platform. The 
second group has a deep understanding in operating the 
ATM platform for a financial institute or an independent 
ATM deployer. 

 

Figure 2. CEN/XFS Architecture. 

 



127

International Journal on Advances in Security, vol 9 no 3 & 4, year 2016, http://www.iariajournals.org/security/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 3. Snippet from Threat Diagram: Sensitive Data Disclosure. 

5) Risk Assessment Process  
The utilized risk assessment process takes its cue from 

the process recommended by NIST. A difference to the 
proposed process is that the definition of assets is in front of 
the threat source and threat event identification. Although 
NIST defines asset identification as part of the preparation, 
this task is added as an additional step in order to point out 
the assets that are worthy to protect. Consequently, the 
applied risk assessment process consists of the following six 
steps: 

a) Definition of Assets 

The main assets are sensitive data, cash and the compa-
ny's reputation. Cash can be more precisely defined as real 
cash represented by bills and coins as well as book money 
transferred from one bank account to another. The general 
term of sensitive data summarizes data and information that 
refers to an individual or is required to secure the system. For 
instance, card data, personal identification number (PIN), 
account data or secret keys belong to this category. 

b) Identification of Threat Sources and Events 

We have derived threat sources by interviewing ATM 
platform engineers and customer solutions employees. The 
resulting sources are: attacker (or hacker), thief, cash in 
transit (CIT) employee, IT specialist (in data center), bank 
clerk, helpdesk employee, service technician and employee 
of ATM manufacturer. Threat events were identified in form 
of brainstorming sessions. Threats were grouped to catego-
ries, which were derived from the primary objective of the 
threat events or an important key passage in an entire sce-
nario:  

 Denial of Service, making the ATM platform una-
vailable to a customer by dominating some of its 
resources. 

 Malicious Software Injection, injecting malicious 

software, such as Trojan horses, viruses or worms 

at the OS level or the ATM platform level.  

 Sensitive Data Disclosure, gathering unprotected 
cardholder data.  

 Configuration File Modification, changing configu-
ration files of the ATM platform. 

 Privilege Settings Modification, modifying configu-

ration files, focusing on the change of the user ac-
cess control model to gain more privileges.  

 Software Component Modification, modifying an 
executable or an assembly of the ATM platform, 
assuming the adversary can decompile the target 
file. 

 Test Utility Exploitation, exploiting test utilities 
used by service technicians, IT specialists and ATM 
platform engineers for maintenance.  
 

 Eventually, the events were connected to threat sources 
and logically ordered to create entire scenarios. As a result, 
we have designed a directed graph for each threat group. For 
the graphical representation of the threat events, CORAS, a 
model-based method for security risk analysis [31], is used. 
By using this graphical approach, the risk assessment bene-
fits from several advantages.  

 For instance, CORAS improves the communication and 
interaction between the involved parties. Therefore, it pro-
vides a precise description of the system including its securi-
ty features in a simple format. Additionally, CORAS pro-
vides a tool to support the risk assessment team in document-
ing, maintaining and reporting the assessment result and as-
sumptions [31]. Figure 3 shows a snippet of the graph re-
garding the disclosure of sensitive data. With this graphical 
visualization on the table, the relevance of all threat scenari-
os was assessed and classified as either confirmed, likely, 
unlikely or not applicable. This is shown in Figure 3 by a 
label next to the threat source. 

c) Identification of Vulnerabilities 

In order to disclose vulnerabilities in the ATM platform, 
we have analyzed the threat scenarios based on countermea-
sures recommended in Section III. For instance, as is shown 
in Figure 3 by the second of the two lock symbols, missing 
hard disk encryption may allow a thief or service technician 
to access and read data on an ATM’s hard disk. 

d) e) Determination of Overall Likelihood and Magni-

tude of Impact  

We have derived the likelihood of occurrence from the 
characteristics of particular threat sources. These characteris-
tics had been determined in discussions with employees from 
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TABLE I. DISTRIBUTION OF RISKS. 

Threat Group 

Risk Level 

very 
high 

high 
mod-
erate 

low 
very 
low 

Denial of Service - - - 2 - 

Malicious Software  

Injection 
- 7 40 19 - 

Sensitive Data Disclosure 2 8 13 - - 

Configuration File  

Modification 
1 7 13 7 - 

Privilege Settings  

Modification 
- 1 15 14 - 

Software Component 

Modification 
1 7 37 - - 

Test Utility Exploitation - 6 12 - - 

 

 
 

Figure 4. Likelihood Impact Diagram. 

the ATM manufacturer and included capabilities of threat 
sources as well as intent and targeting, see (24). The likeli-
hood of success has been determined by the vulnerabilities of 
the ATM platform. After the identification of both likelihood 
aspects (i.e., occurrence and success) they were combined to 
the overall likelihood of the threat scenario.  

The magnitude of impact is expressed by the final result 
of a threat scenario. Scenarios that were linked to the three 
assets of the ATM have been assessed as very high (10) or 
high (8) since they caused an immediate loss when they get 
stolen or damaged. Harm to the ATM manufacturer is evalu-
ated as high (8) and the impact of indirect harm is considered 
as moderate (5). The latter is weighted as moderate because a 
further threat scenario is necessary to actually cause damage. 

f) Determination of Risk 

Finally, the last step of the risk assessment is the risk de-
termination. The risk determination has the aim to aggregate 
all assessed aspects of the risk factors to a single value. 

Therefore, we have used a likelihood impact combination 
matrix as proposed by NIST; see in [25] on page I-1 of the 
appendix. According to this matrix the level of impact is 
heavier weighted than the likelihood. This idea is also ap-
plied in this case study because interview partners considered 
the impact as dominant determinant of the risk level.  

Based on the previous assessments of the overall likeli-
hood and magnitude of impact for each threat scenario, both 
determinants have been combined according to the matrix. 
As a result, a likelihood impact diagram illustrates the risks 
of each category, as shown by the example in Figure 4. The 
coloring of the diagram is based on the likelihood impact 
combination matrix and represents the five areas in which a 
risk can fall. For clarification, the ten-step scale on both axes 
is divided by five with the consequence that two steps count 
for one qualitative value. In the diagram a risk (caused by a 
single threat scenario) is indicated through a dot. The posi-
tion of this dot is horizontally defined by the estimation of its 
likelihood and vertically by its impact. 

The determination of the risk has been conducted for all 
seven threat groups by simply combining likelihood and im-
pact. As a result, Table I shows the distribution of risks 
across the seven threat groups. The numbers do not represent 
individual scenarios, but threat sources of such scenarios. For 
example, in Figure 3 we have one threat scenario with two 
different threat sources, i.e., thief and service technician. 
Table II changes the perspective and shows how counter-
measures affect risks of different risk levels. The letters A to 
F on the left correspond to Sections III.A through III.F as 
well as to Sections VI.A through VI.F. This table helps in 
identifying security controls that are useful to mitigate multi-
ple risks at once. Similar to Table I, the numbers do not rep-
resent single threat scenarios but threat sources. 

TABLE II. DISTRIBUTION OF COUNTERMEASURES. 

Countermeasure 

Risk Level 

very 
high 

high 
mod-
erate 

low 
very 
low 

A 

Change Control 1 7 13 7 - 

Data Masking - 1 3 - - 

User Access Con-
trol 

- 1 15 14 - 

Password Policy - 1 3 - - 

B 
Host-based Fire-
wall 

2 6 4 1 - 

C 
Application Con-

trol 
1 9 38 - - 

D 
Full Hard Disk  

Encryption 
- 9 55 19 - 

E Patch Management - 2 9 7 - 

F 

Securing Test  

Utilities 
- 4 8 - - 

Device Control  

(for USB Port) 
- 2 1 6 - 
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VI. DISCUSSION 

The discussion about countermeasures in the literature 
reflects the result of the assessment in our case study. The 
case study additionally highlights security approaches and 
technologies, which were identified as most appropriate for 
dealing with logical ATM risks. 

A. Cardholder Data Protection 

We have identified change control and efficient user 
access control as most appropriate for protecting cardholder 
data and also for threat scenarios that focus on settings 
changes or software components of a running ATM plat-
form. The main purpose is to guarantee that neither unneces-
sary nor unwanted changes are made. A change control sys-
tem also supports the documentation of modifications, en-
sures that resources are used efficiently and services are not 
unnecessarily disrupted. With reference to ATMs, it can be 
additionally applied for ensuring PCI compliance because 
the change control system provides an overview of software 
that is deployed within the ATM environment. Although data 
masking is activated by default by the investigated ATM 
platform, there are threat sources capable to disable this fea-
ture. Consequently, the approach of obfuscating data be-
comes inadequate if user access control is not in place. The 
most efficient way of implementing a user access control 
mechanism is by applying the user management that comes 
with the OS. Not a technical but an organizational counter-
measure is the implementation of a password policy, which 
enforces a periodical change of passwords that are either 
used for locking user accounts or for switching to the 
maintenance mode of the ATM platform. 

B. Host-based Firewall 

Malicious use of the network interface can be mitigated 
through a host-based firewall. Such a firewall should work 
on the level of protocols, ports and processes. In other words, 
the configuration of the firewall must specify the protocol 
and port that can be used by a particular process for estab-
lishing an outgoing connection. The same applies for pro-
cesses that are receiving incoming traffic. All ports and pro-
tocols that are not in use must be blocked by default. 

By configuring the firewall for each process and closing 
all other connections, it is unlikely that an adversary can dis-
cover an unauthorized port or protocol. Moreover, it is not 
possible to open a connection to transmit sensitive data over 
the network. So, malware that collects data on an ATM plat-
form cannot communicate with a receiving service due to the 
exclusive utilization of open ports and protocols. 

C. Application Control 

 Other threat events are focused on installing malicious 
code on the ATM platform. After the infection of the target, 
this malware hides in the system and can be activated 
through an adversary. Examples of such malware are 
discussed in Section III. In order to deal with this type of 
threat, a countermeasure must be in place that detects and 
avoids the execution of unauthorized software. In a 
workstation environment an antivirus solution should be 

utilized for this purpose. At these endpoints normally an 
Internet connection is available for regularly updating the 
signature database or transferring behavior-based malware 
data to an Internet service for further investigation. However, 
at an ATM the concept of a blacklist is inappropriate as 
mentioned in  Section III. Consequently, the protection 
against unauthorized software on an ATM must change the 
perspective and should focus on whitelisting.  

When establishing a whitelisting solution on an ATM, 
the execution of applications and executables is limited to a 
known set. This set includes files that are required to run the 
operating system and ATM platform. All other executable 
files that are not within the whitelist, even though they are 
not malicious, cannot be started. As a consequence, threat 
scenarios that install known or tailored malware on the ATM 
platform fail in the execution of the malicious software. In 
more detail, an adversary can apply different approaches to 
store the malicious file on the system without facing a 
restriction from the control of a whitelisting solution. 
However, the security protection raises an alert and stops the 
execution process when calling the executable.  

Additionally, threat scenarios with the attempt to use a 
modified software component of the ATM platform fail to 
execute the prepared file. The reason is that almost all 
whitelisting solutions calculate and store the hash value of a 
whitelisted executable in order to ensure integrity of the file. 
Hence, a slight modification can be detected because the 
difference in one bit results in another hash value. In case the 
hash values do not match, the executable is considered as 
untrusted and is prevented from running on the system. As 
an add-on to hash values, solutions make use of software 
certificates, trusted publisher or trusted directories. Latter can 
be a security weakness when a user has write permission on 
the directory. 

D. Full Hard Disk Encryption 

Hard disk encryption is a powerful countermeasure 
against alternatively booting the system for malicious activi-
ties. Several threat events require access to an ATM's com-
puter to boot the system from an alternative medium. Al-
though launching an alternative OS would work because the 
environment is running in the RAM, access to the encrypted 
hard disk fails. As a result, an adversary is not able to search 
for sensitive data, to drop malicious files, to collect executa-
bles and dynamic link libraries from the ATM platform or to 
change the privileges of restricted objects.  

Furthermore, hard disk encryption tones down threat sce-
narios that concentrate on stealing or exchanging a hard disk 
inasmuch as an encrypted hard disk is linked to the computer 
and cannot be used on another system. A Trusted Platform 
Module (TPM) chip, which is mounted on the main board of 
the computer, can be used to establish this connection. Other 
approaches do not require additional hardware, but can com-
pute the encryption key based on unique characteristics of 
installed hardware components or network location of the 
ATM. Consequently, exchanging the hard disk is useless as 
long as the surrounding environment cannot be made availa-
ble. 
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E. Patch Management 

A fundamental base for an effective patch management is 
appropriate hardening of a system. Compared to a firewall 
that works at the network side, system hardening focuses on 
the OS level and removes or disables all unnecessary appli-
cations, users, logins and services. For instance, non-
essential applications, which may offer useful features to a 
user at a workstation, must be removed because they could 
provide a backdoor to an ATM environment. Next to harden-
ing, a rule policy with defined user privileges must be in 
place. The reason is that managing a distributed system like 
an ATM network still provides a vector for the installation of 
malware by maintenance staff. Based on that groundwork, a 
continuous patch management allows a financial institute to 
provide protection against known viruses, worms and vul-
nerabilities within an OS.  

F. Device-specific Requirements 

For dealing with the potential danger arising from test 
tools used by ATM platform engineers, service technicians 
and IT specialists, it is important that these tools function 
only under certain circumstances. Especially, when the ATM 
is in maintenance mode, the tools should support the activi-
ties on the ATM. But, in all other cases they must be disa-
bled. Device control comes into play when the USB ports of 
an ATM represent possible entry points for a malicious ac-
tivity. Similar to the concept of application control, device 
control can be implemented by whitelisting solutions too. 
Instead of blocking an application, a whitelisting solution 
can block the USB driver resulting in disabled USB ports.  

VII. RELATED WORK 

This section highlights related work in the area of ATM 
security. Financial institutions argue that releasing any tech-
nical information about the implementation of an ATM 
would threaten the security of the devices. Consequently, it 
is difficult to find work that deals with the risk assessment of 
ATMs. Notwithstanding, some publications discuss security 
challenges in operating an ATM.  

A. Card and Currency Fraud 

In the summary of an ATM risk assessment, DeSomer 
demonstrates card skimming as the highest ATM risk [32]. 
In order to detect a card skimming device or the installation 
of a camera for PIN capturing, the author highlights risk mit-
igation measures, such as jitter devices, lighting improve-
ments or fraudulent device inhibitors. Furthermore, the arti-
cle provides recommendations for choosing a nonmanipulat-
ed ATM and for using the ATM card in a secure manner. 

With focus on installed ATMs in Minna, Nigeria, 
Adepoju and Alhassan show the result of their empirical 
research, which analyzes the ATM usage in combination 
with fraudulent activities in this area [33]. The authors come 
to the conclusion that most of the fraudulent activities are 
skimming attacks and PIN thefts by various means. Moreo-
ver, they point out that fraudsters are able to keep on track 
with the further development of ATMs, but banks do not 
install adequate countermeasures to deal with these types of 
threats.  

By conducting an additional survey about ATM security 
in Nigeria, Adesuyi et al. derive a similar result like Adepoju 
and Alhassan [34]. They highlight that some of the security 
measures of an ATM are obsolete and inadequate. Fraudu-
lent activities on can be easily performed on an ATM. In 
order to overcome this problem, the work proposes im-
provements in the authentication process by installing a fin-
ger vein technology or a facial recognition system. 

B. Logical ATM Attacks 

A work that investigates the security of ATMs from a 
logical viewpoint has been conducted by Bradbury in 2010 
[21]. According to this study, logical fraud activities on 
ATMs are increasing and executed as organized and highly 
sophisticated attack. Besides, adversaries are capable to ma-
nipulate the software inside of ATM to directly withdraw 
money. The severity of this issue is underlined by the fact 
that both banks and customers are facing heavy losses. 

C. ATM Risk Management 

In the article titled ATM Risk Management and Controls, 
Rasiah discusses the topic of an ATM risk assessment like 
this paper. But in contrast to our technical perspective, Ra-
siah adapts a non-technical approach and investigates the risk 
management and controls by defining general ATM security 
goals [35]. At the beginning, the work highlights the main 
points of ATM crime and ATM security as mentioned in 
Sections II and III, respectively. Without going into details, 
the work provides a general overview on ATM risk related 
topics. For instance, it provides recommendations for han-
dling stolen cards and for mailing the PIN to the customer. 
As a conclusion, the author points out that these issues have 
become a nationwide problem and banks must meet certain 
standards to guarantee a secure banking environment. 

VIII. CONCLUSION AND FUTURE WORK 

Automated teller machines have become indispensable in 
today's banking environment. Although customers primarily 
use ATMs for withdrawing money, the further development 
in this area has integrated additional features for other bank-
ing activities. This further development is the reason that an 
ATM is widely accepted and considered secure. However, it 
is also an attractive target for criminals especially because it 
processes financial customer transactions and contains real 
cash. In order to protect the money and customer data inside 
an ATM, it is essential to understand the threats and their 
risks. 

In this paper, we have discussed various aspects of ATM 
security, i.e., card and currency fraud, physical attacks as 
well as logical attacks. Logical risks of a specific ATM have 
been assessed in a case study to evaluate and prioritize ap-
propriate countermeasures. The risk assessment has provided 
information about countermeasures in general and their im-
portance in particular. This allows the ATM manufacturer to 
better plan resources for security and concentrate on the most 
important countermeasures first. Also, we have found out 
that countermeasures suggested in the literature are effective 
for the identified risks. By multiplying risk levels and the 
number of threat sources of Table II, we have identified ap-
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plication control, full hard disk encryption, and user access 
control to be most effective, as they provide protection to 
most identified risks. A host-based firewall is also a must for 
ATM security, as it protects against very high risks.  

Future work should focus on the consideration of addi-
tional adversarial threat sources, such as cyber criminals or 
cyber terrorists. Compared to the threat sources discussed in 
this work, these groups represent structured organizations 
with advanced skills for conducting sophisticated attacks. In 
the subject area of ATM security it is commonly accepted 
that these groups are gaining power. Another category of 
threat sources, which we did not consider in this paper, is the 
group of competitors in the field of ATM development. 
Threats outgoing from competitors are interesting for inves-
tigation because they would primarily focus on disturbing 
the availability of the targeted ATM in order to damage the 
manufacturer's reputation. Furthermore, this risk assessment 
is limited to the operating system and ATM platform. Con-
sequently, future work could consider the entire software 
stack including multi-vendor ATM software or a bank appli-
cation on the top of the ATM platform. When a risk assess-
ment contains multi-vendor ATM software, the main atten-
tion should concentrate on the interface to the ATM plat-
form. The reason is that the interface can contain an unclosed 
entry point for malicious software. This vulnerability can be 
unknowingly exploited, even though both the ATM platform 
and multi-vendor ATM software are functioning correctly.  

ATM frauds not only cause financial loss to financial in-
stitutes or independent ATM providers, but they also under-
mine customers' confidence in the use of ATMs. In order to 
deal with this issue and to provide a secure environment for 
the installed ATMs, it is important to understand the associ-
ated risks. A contribution to this challenge is made by this 
work, which emphasizes the consideration of ATM fraud 
from a logical perspective. This should help to integrate ade-
quate countermeasures in order to make it difficult to con-
duct and successfully complete an attack. 
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Abstract—Consider an area that is covered by a wireless sensor
network whose purpose is to detect any intruder trying to cross
through the area. The sensors can be divided into multiple
subsets, known as barriers. The area remains protected, or
covered, by a sensor barrier if the barrier divides the area into
two regions, such that no intruder can move from one region into
the other and avoid detection. By having only one barrier active
at any time, the duration of the coverage is maximized. However,
sensor barriers may suffer from breaches, which may allow an
intruder to cross the area while one barrier is being replaced
by another. Breaches are not dependent on the structure of an
individual sensor barrier. Instead, they are dependent on the
relative shape of two consecutive sensor barriers. In this paper,
the best-performing centralized heuristic for breach-free barriers
is transformed into a distributed protocol. Furthermore, the
protocol is stabilizing, i.e., starting from any state, a subsequent
state is reached and maintained where the sensors are organized
into breach-free barriers. A detailed proof of the stabilization of
the protocol is also given. Finally, it is shown how the barriers
can organize themselves into a sleep-wakeup schedule without
centralized support.

Keywords–Stabilization; Sensor networks; Sensor barriers.

I. INTRODUCTION

Earlier work [1] outlined a distributed protocol for ob-
taining a set of breach-free sensor barriers in a fault-tolerant
manner. In particular, the protocol in [1] is stabilizing. In this
paper, the protocol is presented in greater depth, and a detailed
proof that the protocol is stabilizing is also given. In addition,
a final component of the heuristic that was left in [1] for future
work is developed. Before presenting the protocol, the concepts
of sensor barriers, breach-free sensor barriers, and stabilizing
protocols are overviewed below.

A wireless sensor network consists of a large number of
sensor nodes distributed over a geographical area. Each sensor
has a limited battery lifetime, and is capable of sensing its
surroundings up to a certain distance. Data that is collected
by the sensors is often sent over wireless communication to a
base station [2].

The type of coverage provided by the sensors is either full
or partial. In full-coverage, the entire area is covered at all
times by the sensor nodes, and thus, any event within the area
is immediately detected [3] [4] [5] [6]. Partial coverage, on
the other hand, has regions within the area of interest that are
not covered by the sensors [7] [8] [9].

One form of partial coverage that received significant
attention due to its application to intrusion detection is barrier

coverage [10] [11] [12] [13] [14] [15] [16] [17]. A barrier is
a subset of sensors that divide the area of interest into two
regions, such that it is impossible to move from one of the
regions to the other without being detected by at least one of
the sensors. Fig. 1(a) highlights a subset of sensors that provide
barrier coverage to a rectangular area such as a corridor in
a building. The users are located at one end of the corridor
(called the bottom of the area) and possible intruders may
arrive via the opposite end (called the top of the area).

In the specific case of intrusion detection, providing full
coverage is not an efficient use of the sensor resources, and
leads to a reduced network lifetime. Instead, multiple sensor
barriers can be constructed, as illustrated in Fig. 1(b). Only one
barrier needs to be active at any moment in time; the remaining
barriers can remain asleep in order to conserve energy. When
a barrier is close to depleting all of its power, another barrier
is placed in service. Given a set of sensors deployed in an
area of interest, finding the largest number of sensor barriers
is solvable in polynomial-time [12].

Sensor barriers are susceptible to a problem, known as a
barrier-breach, in which it is possible for an intruder to cross
an area during the time that one barrier is being replaced
by another [18] [19]. The existence of a barrier-breach is
dependent not on the structure of an individual sensor barrier,
but on the relative shape of two consecutive sensor barriers.
The complexity of obtaining the largest number of breach-free
sensor barriers is an open problem. Thus, heuristics have been
presented in [18] [19].

An additional heuristic that outperforms those of [18] [19]
was presented in [20]. This heuristic, as well as those in [18]
[19], are centralized.

In [1], the centralized heuristic from [20] is transformed
into a distributed protocol, where the sensor nodes organize
themselves into breach-free barriers. In addition to being
distributed, the solution is self-stabilizing [21] [22] [23] [24],
i.e., starting from any arbitrary state, a subsequent state is
reached and maintained where the sensors are organized into
breach-free barriers. A system that is self-stabilizing is resilient
against transient faults, because the variables of the system can
be corrupted in any way (that is, the system can be moved
into an arbitrary configuration by a fault) and the system will
naturally recover and progress towards a normal operating
state.

In this paper, the distributed solution of [1] is presented
in greater detail and in a manner that is easier to follow. In
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Figure 1. Sensor barriers.

addition, a detailed proof is given that the solution is indeed
stabilizing. Finally, a feature of the protocol that in [1] was
left for future work is explored and developed. Namely, the
barriers organize themselves into a sleep-wakeup schedule
without centralized support.

The paper is organized as follows. Section II reviews
the concept of a barrier breach, and the centralized heuristic
for breach-free barriers. In Section III, the basic mechanisms
necessary to obtain a distributed version of the heuristic are
discussed. Notation for the specification is given in Section
IV, followed by the specification itself in Section V. A quick
overview of the proof is given in Section VI. The detailed proof
is given in the appendix. The specification of the component
that allows the barriers to organize themselves into a sleep-
wakeup schedule is given in Section VII, followed by the
conclusion and future work in Section VIII.

II. RELATED WORK AND BACKGROUND ON BARRIER
BREACHES

A. Motivation
The problem of barrier breaches can be seen through the

example in Fig. 1(b). The figure shows four different sensor
barriers, with each barrier displayed with different line types.

Let us assume that the lifetime of each sensor is one
time unit. Furthermore, assume all sensor nodes are operating
simultaneously. In this case, the lifetime of the network is
simply one time unit, after which an intruder is able to
penetrate the area and reach the users.

An alternative approach is to divide the sensors into multi-
ple barriers. In the example above, the sensors are divided into
four barriers, B1 through B4. Each of these barriers divides
the area into two horizontal sections. If the barriers are used
in a sequential wakeup-sleep cycle (B1, B2, B3, and finally
B4), the users are protected for a total of four time units.
Obviously, while transitioning from barrier Bi to barrier Bi+1,
there has to be a small amount of time during which both
barriers are active. Otherwise, an intruder can reach the users
at the moment barrier Bi is deactivated.

Although advantageous in terms of network lifetime, there
is a potential drawback to this approach. Consider Fig. 1(c),
where specific points in the plane have been highlighted.
(a) The order in which the barriers are scheduled makes a

significant difference, in particular, for barriers B1 and B2.

If B2 is scheduled first, followed by B1, then an intruder
could move to the point highlighted by a diamond, and
after B2 is turned off, the intruder is free to cross the
entire area.

(b) Only one of B3 and B4 is of use. To see this, suppose that
B3 is activated first. In this case, the intruder can move to
the location of marked by the black star. Then, when B4

is activated and B3 deactivated, the intruder can reach the
users undetected. The situation is similar if B4 is activated
first, and the intruder moves to the location of the grey star.

B. Definitions
The original definition of a barrier breach was given in

[18], as follows.
Definition 1: (Barrier-Breach). An ordered pair (B1, B2)

of sensor barriers have a barrier breach if there exists a point
p in the plane such that:

(a) p is outside the sensing range of B1 and B2,
(b) B1 cannot detect an intruder moving from the top of the

area to p, and
(c) B2 cannot detect an intruder moving from p to the bottom

of the area.

Before presenting our heuristic from [20], some back-
ground definitions given in [20] are reviewed.

Definition 2: (Ceilings and Floors) Given that a sensor
barrier B divides the area of interest into an upper region and
a lower region,

• The ceiling of B consists of all points p along the
border of the sensing radius of each sensor in B such
that one can travel from p to any point in the upper
region without crossing the sensing area of any sensor.

• The floor of B consists of all points p along the border
of the sensing radius of each sensor in B such that
one can travel from p to any point in the lower region
without crossing the sensing area of any sensor.

As an example, consider the sensor barrier depicted in Fig.
2(a). The ceiling and floor of this barrier are depicted in Fig.
2(b), where the ceiling is depicted with a solid line and the
floor with a dashed line.
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Figure 2. Ordered-ceilings method.

Using these definitions, a condition can be obtained that
guarantees that a breach is not present [20].

Lemma 1: (Breach-Freedom) An ordered pair (B1, B2) is
breach-free iff the floor of B2 is below the ceiling of B1.

This can then be used to ensure that an intruder does not
reach the users, as follows. A schedule, i.e., a sequence, of
barriers (B1, , B2, . . . , Bn) is said to be non-penetrable if there
is no sequence of moves that an intruder can make to reach
the users without being detected by any of the barriers during
the lifetime of the schedule.

Theorem 1: (Non-Penetrable) A schedule
(B1, B2, . . . , Bn) of sensor barriers is non-penetrable
iff, for each i, 1 ≤ i < n, the ordered pair (Bi, Bi+1) is
breach-free [20].

Consider for example Fig. 1(c). The pair (B1, B2) does not
have a barrier breach because the floor of B2 never crosses
over the ceiling of B1. The pair (B2, B1) does have a breach.

Note also that both (B3, B4) and (B4, B3) have a breach.
Thus, they cannot be scheduled one after the other. This,
however, does not preclude them from being in a schedule
together (although not in the network in Fig. 1). For example,
assume that more sensor nodes are added to form a new barrier
(that is, from the left border of the area to its right border) and
the sensors run along the middle of B3 and B4, closing the
gaps between these barriers. If this new barrier is B′, then the
schedule (B3, B

′, B4) is a non-penetrable schedule.

C. Disjoint Paths Heuristics
As mentioned above, several heuristics have been devel-

oped to obtain breach-free barriers. The heuristics presented
in [18] [19] [25] are based on using a variant of maximum
network flow to find the largest number of node-disjoint (i.e.,
sensor-disjoint) paths (i.e., barriers) that begin on the left side
of the area and terminate on the right side of the area.

In [20], a heuristic known as the ordered ceilings heuristic
is proposed, and it is shown to outperform the heuristics in [18]
[19] [25]. The only exception is when the number of sensors
per unit area is unreasonably high, in which case the heuristic
of [25] outperforms the ordered ceilings heuristic.

D. Ordered Ceilings Heuristic
The ordered ceilings heuristic, which is the focus of this

paper, is a centralized method that is based on the following
observation that follows from the above theorem.

Observation 1: If a set of m sensor barriers does not
have a pair of barriers whose ceilings intersect, then a non-
penetrable schedule exists of duration m by scheduling the
sensor barriers in order from top to bottom.

The heuristic simply finds each barrier iteratively as fol-
lows. Consider the set of all sensor nodes as a barrier, and
obtain its ceiling. The first barrier consists of all sensor nodes
that take part of this ceiling. These nodes are then removed
from the network, and a new ceiling is obtained, which yields
a new barrier, etc.. Fig. 2(c) shows a sample sensor network
and the three barriers resulting from the heuristic.

III. DISTRIBUTED IMPLEMENTATION

In this section, the method used to transform the centralized
heuristic into a distributed protocol is presented. Assumptions
about the network model are presented first, followed by the
steps to perform this transformation.

A. Model
Each sensor node is assumed to be equipped with a global

positioning system (GPS) or other means by which it can infer
its location. The sensing area of each node is assumed to form
a circle, or can be approximated by the largest circle within its
sensing area. The area of interest is assumed to be rectangular,
as shown in Fig. 1, and each sensor is able to determine if its
sensing area overlaps either the left or right border of the area
of interest. Finally, it is assumed that nodes whose sensing
range overlap are able to communicate wirelessly with each
other, i.e., the transmission range is greater than twice the
sensing range.

The batteries used by the sensors are assumed to be
rechargeable, by means such as solar cells or by a station
transmitting microwaves, and thus the network can run con-
tinuously. However, being actively sensing depletes the battery
of the sensor. Sensors must therefore have a period of rest to
recharge. However, self-stabilizing systems are assumed to run
continuously, otherwise, they would not have time to recover
from a transient fault.

Thus, by the above reasons, it is assumed that the network
operates as follows. If there are n barriers constructed, then
each barrier, from top to bottom, is activated sequentially. By
the end of the lifetime of barrier n, the first barrier has had
enough time to recharge to the level to be reactivated, and the
schedule continues.
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Figure 3. Neighbor relationships.

There is of course a period of vulnerability when switching
from barrier n to barrier 1, since an intruder that moved closer
to barrier n could reach the users once the barrier switch is
performed. It is expected that the users are aware of the time at
which this vulnerability occurs, and they will take additional
protection measures during this time.

Finally, sensor nodes, whether actively sensing or not, must
wake up at specified intervals and exchange messages with
their neighbors to maintain or correct their state.

B. Method
Consider Fig. 3(a). Any two sensor areas that overlap

each other will intersect at only two points. These points are
viewed as “edges” (P,Q) and (Q,P ). These edges are directed
according to clockwise order, as indicated in the figure. Hence,
the top intersection point corresponds to edge (P,Q) (from P
to Q), while the bottom intersection point corresponds to edge
(Q,P ) (from Q to P ).

To form a barrier, a node whose sensing range overlaps the
left border finds the outgoing edge clockwise that is closest to
its point on the left border. This edge points to the next node
on the barrier. This is process is then repeated. That is, the
second sensor node chooses the edge that is closest clockwise
the the incoming edge of the previous node, and so on. The
process continues until the right border is found.

As an example, consider again Fig. 2(a). The node over-
lapping the border begins by choosing as the next barrier node
its neighbor higher up as opposed to its neighbor below. This
is because the edge to the higher up neighbor occurs first
clockwise, with respect to the point on the border, than the
edge to the neighbor below. The process repeats, with the
node higher up choosing the first clockwise outgoing edge
(relative to the incoming edge of the previous node). The
border obtained is given in Fig. 2(b), which corresponds to
the ceiling of the nodes.

An interesting observation is that the ceiling may come
back to the original node. This is the case in Fig. 2(a), but
not in Fig. 2(c). This is illustrated more clearly in Fig. 3(b).
Consider the barrier drawn with solid lines. When the barrier
construction reaches sensor R, the next sensor in the barrier
is directly above it. As the barrier continues to be built, the
barrier returns back to R. These nodes constitute a detour, and

are drawn filled with gray. The next node is to the right of R,
which immediately returns back to R. This is another detour,
but it consists of a single node. The barrier then proceeds
along sensor S. Thus, there are two “detours” at R before
continuing on with the barrier. These detours have to be taken
into consideration when designing the distributed algorithm for
barrier construction below.

Another observation from Fig. 3(b) is that some sensors at
the left border are unable to find a path to the right border. This
is the case with the barrier attempt with dashed lines. However,
it is still possible for a node further below to reach the right
border, such as in the case of the barrier drawn with dotted
lines. In particular, assume that in a network there exists a set
of m barriers with no overlapping sensor regions. For example,
Fig. 3(b) has two barriers that do not overlap: the one drawn
with solid lines and the one drawn with dotted lines. Then,
the ordered ceilings heuristic is guaranteed to find at least m
breach-free barriers.

C. Variables and Neighbor Relationships

To implement the above scheme, the main variables (point-
ers) of a sensor node R are shown in Fig. 3(c). Both variables
from and to are parallel sequences of neighbors. If the node
has no detours, then from(1) is the previous neighbor in its
barrier, and to(1) is the next node in the barrier. However,
assume that node R has two detours, which is the case in
Fig. 3(c). In this case, to(1) is the next node after R in the
first detour, and from(2) is the neighbor from which the first
detour returns. Similarly, to(2) and from(3) are the next node
and the returning node for the second detour. Finally, to(3) is
the neighbor that follows R in the barrier, and this neighbor is
not involved in a detour at R. Hence, in a stable state where
all barriers are fixed, |from| = |to|, and the last element of
to corresponds to the next node in the barrier.

Assume a node R must choose between two neighbors, P
and Q, to become its from(1) neighbor. That is, P and Q are
both pointing towards R, and R must be able to distinguish
which one is “best”. If P ’s barrier originated at a higher
point on the border than Q’s barrier, then R will choose P .
However, if both have the same origin point (especially during
a stabilization phase), more information is needed to break the
tie. Also, R must be able to determine if P and Q are pointing
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at it because they occur before R in the barrier or because they
are returning to R from a detour of several hops.

One approach could be for neighbors to exchange the entire
path from the border node to themselves when communicating
with each other. This is sufficient but somewhat excessive,
especially since detours are likely to be either short or non-
existent in a barrier, and communication should be minimized
in a wireless system. For efficiency, each node instead main-
tains an abbreviated version of its path as follows.

For a node on the left border of the area, its path is simply
the pair (d, 1), where d is the distance from the top of the
area to the point on the border where the barrier begins. The
second number in the pair is a hop count. Thus, assuming the
barrier has no detours, then a node h hops from the left border
will have a path equal to (d, h). Also, notice that if there are
no detours, then variable to(1) always points to the next node
on the barrier.

Assume now that detours do exist. Let R.to(3) = S, i.e.,
S is the beginning of the third detour of R. Then

S.path = R.path : (2, 1)

where colon denotes concatenation. The first number denotes
the number of complete detours in its predecessor, R, and the
second number denotes the hop count from the point of the
detour. Hence, the number of pairs in a path correspond to the
number of nodes encountered that had at least one complete
detour. In consequence, if there are no detours after S, then
the nodes after S have the same path as S, except that the hop
count in the last pair increases with each hop.

Consider as an example Fig. 4, where a barrier is being
constructed from left to right (only part of the barrier is drawn).
The sensor node on the left border is P , and it intersects the
left border at a distance d from the top. Hence, its path is
(d, 1). Because P has no detours, node Q has a path equal to
(d, 2), i.e., two hops from the left border. Similarly, because
node Q has no detours, node R has a path equal to (d, 3).
However, R does have two detours, and thus the path of S
is (d, 3) : (2, 1). The pair (2, 1) indicates that two detours
were skipped at the previous node, i.e., at R, and that S is
one hop away from the node where the detours were skipped.

Because neither S nor any remaining node have detours, the
paths of the remaining nodes simply consist of increasing the
hop count of the last term in the path. E.g., the path of W
is (d, 3) : (2, 5), because W is five hops away from the node
where the last detour occurred, i.e., from R.

The hop count of a path is denoted by HC(path). It is
simply the sum of the hop counts of each term in the path. For
example, node HC(W.path) = 3+5 = 8 and HC(T.path) =
3 + 2 = 5. Note that HC corresponds to the number of hops
along the barrier if the nodes involved in a detour are not
counted.

Given the paths of two nodes, R and S, R ≺ S denotes that
R occurs first in the barriers before S. That is, either R occurs
in a barrier above the barrier of S, or they occur in the same
barrier and R occurs first in the barrier. This is straightforward
to determine from the paths as follows.

• If R.path and S.path are equal except in the hop
count of the last pair, then R ≺ S if the hop count of
R is smaller.

• Let (d, h) and (d′, h′) be the first pair in R.path and
S.path where d 6= d′. Then, R ≺ S if d < d′.

IV. PROTOCOL NOTATION

The notation used to specify the protocol originates from
[23] [24], and is typical for specifying stabilizing systems. The
behavior of each node is specified by a set of inputs, a set of
variables, a set of parameters, and a set of actions.

The inputs declared in a process can be read, but not
written, by the actions of that process. The variables declared
in a process can be read and written by the actions of that
process. For simplicity, a shared memory model is used, i.e.,
each node is able to read the variables of its neighbors. This
can be relaxed to a message-passing model, which is discussed
in the conclusion and future work section. Parameters are
discussed further below.

Every action in a process is of the form:

<guard> → <statement>.

The <guard> is a boolean expression over the inputs, vari-
ables, and parameters declared in the process, and also over the
variables declared in the neighboring processes of that process.
The <statement> is a sequence of assignment statements that
change some of the variables of the node.

The parameters declared in a process are used to write a set
of actions as one action, with one action for each possible value
of the parameters. For example, if the following parameter
definition is given,

par g : 1 .. 2

then the following action

x = g → x := x+ g

is a shorthand notation for the following two actions.

x = 1 → x := x+ 1

x = 2 → x := x+ 2
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An execution step of a protocol consists in evaluating the
guards of all the actions of all processes, choosing an action
whose guard evaluates to true, and executing the statement of
this action. An execution of a protocol consists of a sequence
of execution steps, which either never ends, or ends in a
state where the guards of all the actions evaluate to false. All
executions of a protocol are assumed to be weakly fair, that is,
an action whose guard is continuously true must be eventually
executed.

A network stabilizes to a predicate P iff, for every exe-
cution (regardless of the initial state) there is a suffix in the
execution where P is true at every state in the suffix [23] [24].

To distinguish between variables of different nodes, the
variable name is prefixed with the node name. For example,
variable x.v corresponds to variable v in node x. If no prefix
is given, then the variable corresponds to the node whose code
is being presented.

V. PROTOCOL SPECIFICATION

The specification of a stabilizing protocol that organizes
sensors into breach-free barriers is given below. The sensor
barrier of a node can be obtained by following its pointer
variables, i.e., the left node is indicated by variable from(1)
and its right node is indicated by the last entry in its variable
to.

The code below does not organize the barriers, i.e., assign
to each a natural number to indicate its position on the schedule
of barriers. This is a simple addition that will be presented in
Section VII.

To simplify the presentation of the code, the actions for
sensor nodes whose sensing region overlaps the borders, i.e.,
when nodes are a potential endpoint of a barrier, are not
presented. Instead, it is assumed that there are two virtual
nodes S and T , where S is beyond the left border and T is
beyond the right border. Any sensor node P overlapping the
left border is assumed to have an incoming edge (S, P ) whose
intersection point with P is the point where P intersects the
left border. Furthermore, the path that S advertises to P is of
the form (d, 0), where d is the depth of the point of (S, P ).
That is, the distance from the top of the region to this point.
In this way, no two sensors on the border will have the same
path. In the case when sensors are located right next to each
other, ties can be broken by node id’s.

The complete specification of an arbitrary sensor node u is
given in Fig. 5. The specification is broken down into smaller
segments below, and the intuition behind each of them is
presented.

The inputs and variables of a sensor node u are as follows.
The actions are described further below.

node u
inp G : set of node id’s {sensing neighbors}

L : natural number{max. barrier length}
var from : sequence of element of G;

to : sequence of element of G;
path : sequence of (N+, 1 . . . L);

par g : element of G {any neighbor of u}
i : 1 . . . |G|

node u
inp G : set of node id’s {sensing neighbors}

L : natural number {max. barrier length}
var from : sequence of element of G;

to : sequence of element of G;
path : sequence of (N+, 1 . . . L);

par g : element of G {any neighbor of u}
i : 1 . . . |G|

begin
{action 1: new or improved from(1)}
from(1) 6= g ∧ u = g.to(i) ∧HC(g.path) < L ∧
extend-one-hop(g.path, i) ≺ path ∧ →

from := {g}; to := ∅;
path := extend-one-hop(g.path, i);

{action 2: new or improved to(i)}
|from| ≥ i ∧HC(path) < L ∧ g 6= to(i) ∧
clockwise(from(1, i), to(1, i− 1) : g) ∧
|to| ≥ i⇒ between(from(i), g, to(i)) ∧
(extend-one-hop(path, i) ≺ g.path ∨
path ∈ extend-multiple-hop(g.path)) →

to := to(1, i− 1);
from := from(1, i);
if u /∈ g.from then

to := to : g;

{action 3: new or improved from(i+ 1)}
|to| ≥ i ∧ u ∈ g.to ∧ g 6= from(i+ 1) ∧
from-consistent(g, u, i) ∧
clockwise(from(1, i) : g, to(1, i)) ∧
|from| > i⇒ between(to(i), g, from(i+ 1)) →

from := from(1, i) : g;
to := to(1, i);

{action 4: sanity of to, from, and path}
¬(|to| ≤ |from| ≤ |to|+ 1) ∨HC(path) > L ∨
(|from| = 0 ∧ path 6= ∅) ∨ ¬clockwise(from, to)
→

from := ∅; to := ∅; path = ∅;

{action 5: sanity of from(i)}
|from| ≥ i ∧ ¬(u ∈ from(i).to ∧
from-consistent(from(i), u, i)) →

from := from(1, i− 1);
to := to(1, i− 1);

{action 6: sanity of to(i) and neighbor’s path}
|to| ≥ i ∧ g = to(i) ∧ ¬(path ≺ g.path ∧
(|from| > i⇒ to(i).from(1) = u)) →

from := from(1, i);
to := to(1, i− 1);

end

Figure 5. Specification of an arbitrary sensor node u.

The node has two inputs. Input G is the set of neighboring
sensor nodes. It is assumed that a sensor can determine its
neighbor set via a simple hello protocol. The second input, L,
is the maximum number of hops that is allowed in a barrier.
I.e., the sum of the hop counts of all elements of a path should
be at most L. This bound is not necessary to break loops, but
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it may be used to speed up convergence.
The variables from and to of each process are as described

earlier. Variable path is the abbreviated path of the node. Also,
from(i, j), where i < j, denotes the subsequence of from
starting at from(i) and ending at from(j). The subsequence
to(i, j) is defined in the same way.

Each node has six actions. Due to the semantics, the order
in which they are written is irrelevant for their execution. Thus,
actions are presented below in the order that is the easiest to
describe.

The first action obtains a value for from(1), or replaces
it by a better value.

from(1) 6= g ∧ u = g.to(i) ∧HC(g.path) < L ∧
extend-one-hop(g.path, i) ≺ path ∧ →

from := {g}; to := ∅;
path := extend-one-hop(g.path, i);

The above action checks that if a neighbor g is pointing at u
(i.e., g.to(i) = u for some i), and the path of g being offered
to u is better than u’s current path, then u chooses g as its
predecessor. Note that by changing the value of from(1) all
other values of from and to may be invalid, since in effect
the node is changing from one barrier to another. Hence, to
is set to empty, and the path of u is obtained form that of g.
This is obtained from function

extend-one-hop(path, i)

that returns the same path with an increased hop count of 1
when i = 1, or returns path : (i− 1, 1) when i > 1.

If to(i) has a value, then the following action attempts to
improve it, i.e., find a neighbor that is closer clockwise than
to(i). If to(i) does not have a value, then the action attempts
to find a neighbor to point to with to(i).

|from| ≥ i ∧HC(path) < L ∧ g 6= to(i) ∧
clockwise(from(1, i), to(1, i− 1) : g) ∧
|to| ≥ i⇒ between(from(i), g, to(i)) ∧
(extend-one-hop(path, i) ≺ g.path ∨
path ∈ extend-multiple-hop(g.path)) →

to := to(1, i− 1);
from := from(1, i);
if u /∈ g.from then

to := to : g;

Although the guard of the above action seems complex, it is
just a series of simple tests, one per line.

The first one ensures that from(i) is defined, since other-
wise to(i) cannot exist, and it ensures that the hop count of
the path of u can be extended (i.e., it is less than L).

Also, from and to should remain in clockwise order after
replacing to(i) by g.

Furthermore, if to(i) is already defined (i.e., if |to| ≥ i),
then the new value g has to be closer in clockwise order than
the current value of to(i), i.e., g has to be in between from(i)
and to(i).

Finally, u points to g under two conditions: either u’s path
will improve the current path of g (and thus g will choose
u as its predecessor in the barrier) or u is part of a detour
that started at g and u is the last node in this detour. This is

expressed using the functions extend-one-hop, defined earlier,
and extend-multiple-hops(path), which is defined below.

Intuitively, extend-multiple-hops(path) is the set of all
possible path values that can be obtained by extending the
given path by any number of hops. More formally, let

path = (x1, y1) : (x2, y2) : . . . : (xn−1, yn−1) : (xn, yn)

Also, let path′ ∈ extend-multiple-hops(path). Thus, path′
must have one of two forms. The first case is when

path′ = (x1, y1) : (x2, y2) : . . . : (xn−1, yn−1) : (xn, z)

where z > yn. This indicates that path′ extends path by z−yn
hops and there are no detours along these hops. The second
case is when

path′ = (x1, y1) : (x2, y2) : . . . : (xn−1, yn−1) : (xn, z) :

(a1, b1) : (a2, b2) : . . . : (am, bm)

where z ≥ yn and m ≥ 1. This indicates that path′ encounters
m nodes with detours after u.

Function extend-multiple-hops(path, i) denotes the more
specific case where the first hop is extended via to(i). Above,
it corresponds to z = yn ∧m ≥ 1 ∧ a1 = i.

Note that if the value of to(i) changes, then all subsequent
values of to and from are no longer valid, and they are thus
removed by the command of the action. Also, if g is chosen
to become to(i), then g cannot already be pointing at u with
g.from. This is necessary for the safety properties presented
in the detailed proof.

The following action obtains a new value of from(i+1),
or attempts to improve if it already exists. Note that this does
not apply to from(1). Thus, from(i+1) is the neighbor that
completes the return of detour i.

|to| ≥ i ∧ u ∈ g.to ∧ g 6= from(i+ 1) ∧
from-consistent(g, u, i) ∧
clockwise(from(1, i) : g, to(1, i)) ∧
|from| > i⇒ between(to(i), g, from(i+ 1)) →

from := from(1, i) : g;
to := to(1, i);

The above action checks that if g is the neighbor to become
from(i + 1), then the values of u and g are consistent.
This is done with function from-consistent(g, u, i) explained
further below. It also checks that the correct clockwise order
is maintained. Finally, if from(i + 1) is already defined,
i.e., if |from| > i, then g is between to(i) and the current
from(i+1), i.e., it occurs earlier in the clockwise order than
the current from(i+ 1).

Similar to above, all values of to and from after from(i+
1) are no longer valid, and they are thus removed by the
command of the action.

Function from-consistent(g, u, i), where g is u’s neigh-
bor, and g = from(i), is defined as follows. If i = 1, then g
is the node previous to u in the barrier, and thus it must be
that

u.path = extend-one-hop(g.path, 1).

On the other hand, if i > 1, then the path of g is actually an
extension of that of u, and thus

g.path = extend-multiple-hops(u.path, i).
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Thus,

from-consistent(g, u, i) =
(i = 1 ∧ (u.path = extend-one-hop(g.path, 1)))

∨
(i > 1 ∧ (g.path = extend-multiple-hops(u.path, i))).

The last three actions are sanity actions. That is, they check
that the local state of the node is correct and also consistent
with respect to that of its neighbors. Otherwise, the state of
the node is reset to an appropriate value.

The first of the three sanity actions is as follows.

¬(|to| ≤ |from| ≤ |to|+ 1) ∨HC(path) > L ∨
(|from| = 0 ∧ path 6= ∅) ∨ ¬clockwise(from, to)
→

from := ∅; to := ∅; path = ∅;

The above action ensures that the lengths of the from
and to variables are consistent, and also that they correspond
to points that are clockwise around the sensing circle of the
node. Also, it ensures that the path has a length of at most L,
and there cannot be a path if there is no from(1) node. If any
of these is not true, the local variables are reset to an empty
value.

The next action ensures that if from(i) has a value,
then the local information is consistent with that of neighbor
from(i).

|from| ≥ i ∧ ¬(u ∈ from(i).to ∧
from-consistent(from(i), u, i)) →

from := from(1, i− 1);
to := to(1, i− 1);

The above action first checks that from(i) is defined, and
if so, it checks if node from(i) is pointing towards u with,
and if so, that the path at node u is consistent with that of its
neighbor from(i).

In the last action, the value of to(i) and the path of the
neighbor it points to are coordinated. The neighbor must have
a path that is worse than that of u. In addition, if a detour has
completed, then the first node of the detour must point back
at u.

|to| ≥ i ∧ g = to(i) ∧ ¬(path ≺ g.path ∧
(|from| > i⇒ to(i).from(1) = u)) →

from := from(1, i);
to := to(1, i− 1);

VI. CORRECTNESS OVERVIEW

For terseness, the detailed proof of correctness of the
protocol is deferred to the appendix.

The fairness in the execution model allows the actions of
nodes to not be executed for an arbitrary (but finite) amount
of time. In practice, all nodes operate at about the same speed,
and thus, the proofs are based in the commonly used notion
of an execution round.

An execution round starting at a state s0 in an execution
sequence s0, s1, . . . , is the minimum prefix of this execution
sequence such that every action in every node either is disabled
at each state in the round, or is enabled at some state in the
round and is either executed or disabled at a later state in the
round.

The proof follows the following overall steps. First, due to
the sanity actions, from any arbitrary initial state, within O(1)
rounds the following will hold and continue to hold at every
node.

(|to|+ 1 ≥ |from| ≥ |to| ≥ 0) ∧
clockwise(from, to) ∧HC(path) ≤ L

I.e., variables satisfy what is depicted in Fig. 3(c).
Because the initial state is arbitrary, the path stored at each

node may not be consistent with that of its neighbors. The
next step is to show that it will. To this end, an ordered pair
of neighboring nodes (g, u) is said to be i-joined, i ≥ 1, if

u ∈ g.to ∧ g = u.from(i).

It must be shown that within O(1) rounds, for all i and for all
i-joined pairs (g, u), from-consistent(g, u, i) will hold and
continue to hold.

Next, although the upper bound L on the hop count is
enforced, the bound L is not necessary to break loops. A
loop exists if by following the from(1) variables there is a
node that can be reached twice. Loops are broken quickly,
because the hop counts must be consistent (differ by exactly
one) between nodes, or otherwise all variables are reset to nil
and empty values. The total order � on paths prevent new
loops to be formed.

Within O(1) rounds, it can be shown that there is no
sequence of nodes (u0, u1, . . . , un) such that u0 = un and
i-joined(uj , uj+1, 1), for each j, 0 ≤ j < n. That is,
following the from(1) values from one node to another does
not lead to a loop.

The following step is to show that all nodes only contain
abbreviated paths that have as their first entry a non-fictitious
entry point along the left border. The path with a fictitious
first entry and with the smallest hop count will not match the
path of its from neighbor, and thus will reset its values. Thus,
within O(L) rounds all path values with fictitious first entries
disappear.

Next, due to the total order of �, the nodes along the
top barrier will overcome any other path value in the system,
thus completing the top barrier in O(L) rounds. The remaining
barriers will be constructed similarly in top-down order. If the
total number of barriers is B, then within O(BL) rounds all
the barriers will be constructed, and the values of the variables
of each node will cease to change.

VII. COMPLETING THE PROTOCOL

The protocol presented in Section V organizes the sensors
into disjoint breach-free barriers, but it does not organize them
into a schedule. However, each sensor node must know the
number of its barrier (counting from top to bottom) to be able
to turn its sensing feature at the right time.

To accomplish the above, the nodes at the right barrier can
organize themselves in a simple sequence from top-to-bottom.
The steps required to do so are overviewed in this section. The
simple proofs of correctness are left to the reader.

First, each node needs to know if the construction of its
barrier has completed. To do so, a boolean variable, built, is
added to indicate if this is the case. The following two actions
need to be added to each node u.
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right-border → built := (|from| ≥ 1)

¬right-border → built := (|to| ≥ 1 ∧ to(|to|).built)

Above, right-border is true if node u overlaps the right
border of the area. The fact that the barrier has been built
propagates from the node on the right border back to the node
on the left border. If u is on the right border, then its barrier
is complete provided it is part of a barrier, i.e., if from(1) is
defined. If it is not on the right border, then the last element
of array to points to the next node along the barrier (other
elements of to point to detour nodes). Thus, if this last element
thinks the barrier is complete then node u also will consider
the barrier complete.

Next, if its barrier is built, each node must determine the
order of its barrier in the schedule. The topmost border is first
in the schedule, followed by the next border down. For this
purpose, four additional variables are added to each node u:

order : an positive integer, indicating the order of u’s barrier
in the schedule.

depth : the depth of the barrier of u (i.e., distance from the
top of the area.

prev : the depth of the barrier that is previous (right above)
the barrier of u.

src : the source of the information for the previous barrier.
This is the neighbor of u from whom u learned about
the previous barrier. This could be either a neighbor
on the same barrier as u that intersects the previous
barrier, or u has a neighbor that directly intersects the
previous barrier. If there is no previous barrier, src =
u.

The depth of the barrier of u is determined by the location
of the left-most node of the barrier, i.e., the node whose sensor
range overlaps the left border. Recall that this information is
present in the first item of the path variable. Hence, depth is
simply defined as the first value in path.

There are two tasks. The first task is to improve the choice
for the previous barrier. That is, there could be a barrier that is
in between node u’s barrier and what u believes should be the
previous barrier. The second task is to ensure that the values
of the four variables are consistent.

For the first task, the following action is added to each
node u.

(depth > g.depth > prev) ∧ built ∧ g.built →
order := g.order + 1;
prev := g.depth;
src := g

This action chooses g as the source of the information if its
depth is between the depth of the former previous barrier and
the depth of the barrier of u.

Next, the values of the four variables must be consistent.
If they are inconsistent, then they are reset using the following
commands.

src := u;
prev := 0;
order := 1;

With these commands, u assumes that it is the first barrier. It
will remain this way until it improves. Let us refer to those
three commands as reset-src;

There are three different cases when reset-src should be
executed, depending on the value of the source.

• The first is when the source is u itself, but its values
are inconsistent. Let us refer to this case as bad-u, and
is defined as follows.

src = u ∧ ¬(built ∧ prev = 0 ∧ order = 1)

• The second is when the source is either the left or
right node on the same barrier. Let us refer to this
case as bad-from-to, and is defined as follows.
src ∈ {from(1), to(|to|)} ∧
¬(src.src 6= u ∧ src.built ∧ built ∧

src.order = order ∧
(src.prev = prev < depth))

• The last one is when the source is not on the same
barrier as u, denoted by bad-other, and is defined as
follows.
src.depth 6= depth ∧
¬(src.built ∧ built ∧ src.src 6= u ∧

(src.depth = prev < depth) ∧
src.order + 1 = order)

Thus, to each node u, the following action is added.

bad-u ∨ bad-from-to ∨ bad-other → reset-src

VIII. CONCLUSION AND FUTURE WORK

In this paper, a distributed and stabilizing version of the
best-performing centralized heuristic for breach-free barriers
is presented. Also, an additional feature is developed that
allows the barriers to organize themselves into a sleep-wakeup
schedule without centralized support.

The execution model used is based on shared memory.
However, a message passing implementation is straightforward
using the techniques described in [23] due to the low level
atomicity of the actions, that is, each action refers to variables
of only a single neighbor at a time.

The stabilization time of O(B · L) rounds is an upper
bound on the worst-case behavior of the system when all
variables have an arbitrary initial value. A more detailed
analysis may reveal an even lower upper bound, such as O(L).
This investigation is left for future work. Also, on average,
it is expected that the system will recover much faster than
this from a few random faults. This could be analyzed via
simulations, which are also deferred to future work.

APPENDIX

Some basic stabilization properties are presented first. For
a property P to hold within O(1) rounds, it must be shown
that if P holds before each action, then it will continue to
hold after the action is executed. In addition, there must be
an action that once executed it makes P true. Hence, once P
becomes true, it continues to be true.

Theorem 2: Let S1 be the following safety predicate.

(|to|+ 1 ≥ |from| ≥ |to| ≥ 0) ∧
clockwise(from, to) ∧
HC(path) ≤ L
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Predicate S1 will hold and continue to hold after O(1) rounds.
Proof:

Step 1:
Assuming that S1 holds before each action, it is shown

next that it will continue to hold after the action is executed.
First action: If the action executes, from = {g} and to =

∅, which trivially satisfies the last two conjuncts of S1. From
the action’s guard, HC(g.path) < L, and thus, after extending
it by one hop, HC(path) ≤ L holds. Thus, S1 continues to
hold.

Second action: If the action executes, then after the action
|to| + 1 ≥ |from| ≥ |to|. The path is not affected, so
HC(path) ≤ L continues to hold. Also, the guard of the
action ensures that the new values of from and to will be
clockwise. Hence, S1 continues to hold.

Third action: If the action executes, then |from| = i +
1 ∧ |to| = i, which satisfies S1. Also, the guard of the action
ensures that the values are clockwise. The path variable is not
affected. Hence, S1 continues to hold.

Fourth action: The empty values assigned by the action
trivially satisfy S1.

Fifth action: The fifth action only shortens from and to,
with |from| = |to|, and hence, all three conjuncts of S1
continue to hold after the action.

Sixth action: Similar to above, the action only shortens
from and to, and hence, S1 continues to hold.
Step 2:

There must be an action that forces S1 to become true if
it does not hold before the action. This action is the fourth
action. If any of the conjuncts of S1 does not hold, then the
action is able to execute. Due to fairness, it will execute in
one round, and thus force S1 to become true.

Theorem 3: Within O(1) rounds,

(∀i, v, w : i-joined(v, w)⇒ from-consistent(v, w, i))

holds and continues to hold.
Proof: Let S2 be the above predicate. The same two

steps as above will be used but now for S2. Note that
if i-joined(v, w, i) is false for some specific values of
i, v, and w, then it is not required to be proven that
from-persistent(v, w, i) holds. The only case where the
implication can be falsified is in the case where the left-hand
side is true and the right-hand-side is false. Thus, let us focus
on when an action turns the left-hand side true (in which case
it must also set the right hand side true), or when an action
makes the right-hand-side false (in which case the left-hand
side must also be set to false).
Step 1:

Assuming that S2 holds before each action, it will be
shown that it will continue to show after the action is executed.

First action: This action eliminates all the join relations in
which node u is included. However, it does establish a new
one, 1-joined(g, u). In this case, the new value of path, i.e.,
extending by one hop the path of g, is what S2 demands. Thus,
S2 holds after this action.

Second action: This action also removes join relations since
it shortens to and from. It has the potential to add a new one

due to giving a new value to to(i). However, this is only done
if g is not pointing back at u with g.from. Hence, no new
join relation can be created, and thus S2 is preserved.

Third action: Similar to the second action, this action also
removes join relations since it shortens to and from. It has
the potential to add a new one due to giving a new value to
from(i+1), thus creating an i-joined(g, u) link. This new link
satisfies from-consistent(g, u, i) due to the guard. Hence, S2
holds.

Fourth, fifth, and sixth actions: Executing these actions can
only eliminate join relations, and hence S2 continues to hold.
Step 2:

There must be an action that forces S2 to become true
if it does not hold before the action. Consider any triple
(v, w, i) such that S2 does not hold. This implies that the left-
hand-side, i-joined(v, w) is true, while the right hand side,
from-persistent(v, w, i) is false. If within O(1) rounds the
left-hand-side becomes false, then there is no proof obligation.
Assume otherwise. Then, the guard of action 5 is true with
w = u and v = u.from(i). In this case, when the action
executes, the pair (v, w) is no longer i-joined, and S2 holds
and continues to hold for the triple (v, w, i).

Observation 2: Within O(1) rounds, there is no se-
quence of nodes (u0, u1, . . . , un) such that u0 = un and
joined(uj , uj+1, 1), for each j, 0 ≤ j < n. That is, following
the from(1) values from one node to another does not lead
to a loop. Furthermore, this continues to hold.

The above observation follows from the value of path
decreasing, with respect to ≺, at every hop when the from(1)
values are followed (as indicated by Theorem 3), and from the
antisymmetry of ≺.

Observation 3: Within O(1) rounds, any execution will
reach a state where S1∧ S2 holds, and this continues to hold
for all remaining states of the execution.

Recall that all variables can have an arbitrary value in the
initial state. Throughout the rest of this section, let us assume
a state as indicated in Observation 3 has already been reached.
Next, it must be shown that all nodes will have a path variable
whose initial position on the left border corresponds to that of
a real node on the border, i.e., no fictitious initial nodes will
exist in the path variables.

Lemma 2: After O(L) rounds, for any node u, if the first
value in its path variable is x, then there exists a node on the
left border with depth x.

Proof: Consider any value y such that there is no sensor
node on the left border with this depth, and there is at least
one node whose path contains (y, h) for some h. It must be
shown that all paths with a value of y must disappear.

First note that no new fictitious y can be introduced into
the system, since any new path of a node is derived from that
of its neighbors.

Let us denote a path value as a y-path if it begins with
a depth of y. The first pair in a y-path is of the form (y, h),
where h is the hop count. Let hmin be the smallest value of
h in a y-path. It is argued next that hmin must increase.

Let u have (y, hmin) in its path. Because of Theorem 3,
from-consistent(u.from(1), u, 1) must be false and con-
tinue to be false. This is because this requires the path of
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u.from(1) to be (y, h′) where h′ < hmin. Thus, either u
changes from(1) using the first action, or action 5 will set
from to empty (note that by definition from(1, 0) is the
empty sequence). In the former, the neighbor of u must have a
path that does not start with y, or has y and a hop count greater
than or equal to hmin. Thus, u loses the y value or increases its
hop count. In the latter, |from| = 0, in which case eventually
u chooses a new from(1) and the same argument applies for
a higher hop count. It is also possible that action 4 sets the
path to empty, in which case node u also loses its y value.

Thus, (y, hmin) will disappear. Since the hop count in
(y, h) has a maximum value of L, then within O(L) rounds
all paths values starting with y will disappear.

The main result is presented next, i.e., that the barriers are
actually constructed. The first step is showing that the top-most
barrier gets constructed, and all the values of its nodes remain
stable. The building of the remaining barriers follow simply
by induction on the barriers.

Theorem 4: Within O(L) rounds, the from and to vari-
ables of the nodes in the top most barrier correctly follow the
sequence of nodes in the barrier until the rightmost node is
reached.

Proof: The proof is by induction over the nodes in the
barrier. Let the barrier nodes be u0, u1, . . . , un.

Base case: Consider node u0, which intersects the left
border. Let its depth be x. If any node has a path starting
with (x, 0), when action 5 executes in the node, the new path
will not have (x, 0).

The only node that can advertise (x, 0) is the virtual node
S. Thus, consider any node whose path begins with (x, 1).
If the node is not on the left border, then the path cannot
be consistent with its from(1) node (and if from(1) is not
defined then action 4 will set path to nil). Thus, action 5 will
set the path to nil. Thus, no node other than the left node can
have (x, 1) in its path.

Finally, consider the left-most node. It receives an adver-
tised path of (x, 0) from the virtual node S.

There are four cases to consider.

1) u0.from(1) 6= S and u0.path = (x, 1).
As long as this is the case, the path is not consistent since
no node other than S can advertise (x, 0). Thus, action 5
remains enabled until the above case changes.

2) u0.from(1) = S and u0.path is worse than (x, 1).
This is not possible since it is not from-consistent, and
violates Theorem 3.

3) u0.from(1) 6= S and u0.path is worse than (x, 1).
Action 1 remains enabled unless the case changes. Since
no node can advertise (x, 0) other than S, the only way
this case may change is by executing the first action,
which establishes the fourth case.

4) u0.from(1) = S and u0.path = (x, 1).
In this case, no node can offer a better path than S, u0 is
consistent with S, and from Theorems 2 and 3 the sanity
actions will not fire. Hence, this case remains true forever.

Thus, these three cases must eventually end up in case 4,
which remains true forever, as desired. Note that this will be
done in O(1) rounds.

Inductive Step: Assume the Theorem holds for
u0, u1, . . . , uh, show that it will hold for u0, u1, . . . , uh+1.

Let to(i) be the pointer at uh that is meant to point at
uh+1 (all pointers less than i at uh are fixed by the induction
hypothesis). It must be shown that eventually uh.to(i) = uh+1,
uh+1.from(i) = uh for the appropriate i, and uh+1.path =
extend-one-hop(uh, i).

Note that because uh+1 follows uh in the barrier, there
cannot be any node, whether in the barrier or not, that is
clockwise in between the last from value at uh and node
uh+1.

There are two cases to consider.
Case 1:

Node uh+1 does not appear earlier in the barrier. Hence, it
should eventually be the case that uh+1.from(1) should point
to uh.

There are two subcases.
Sub-case (a): uh.to(i) = uh+1 already.

In this case to(i) cannot change value. This is because,
from Theorems 2 and 3, the sanity actions will not fire. Also,
no other neighbor can be clockwise in between uh and uh+1,
as mentioned above. Hence, action 2 cannot change to(i).
Sub-case (b): uh.to(i) 6= uh+1.

From the induction hypothesis, the path at uh+1 is worse
than that of uh. Furthermore, as argued before there are no
nodes clockwise in between these two nodes. Hence, the
second action fires, which clears all the pointers equal or
greater than i.

If uh /∈ uh+1.from, then uh.to(i) is set to uh+1, as
desired. Note that this continues to hold because there cannot
be a node clockwise in between these two nodes.

If uh ∈ uh+1.from, this prevents to(i) to be set. However,
from this point forward, no value to(j), j > i, can point to
uh+1. This is because if to(i), to(i+1), etc., are set by action
2, then the nodes chosen appear clockwise after uh+1. Hence,
uh+1 cannot be set to any to(j), j > i. Thus, eventually action
5 in uh+1 executes and removes the from value pointing back
at uh. Then, nothing can stop action 2 at uh to set uh.to(i) =
uh+1, which is subcase (a).

Hence, since uh continuously points at uh+1, the first
action of uh+1 will set uh+1.from(1) = uh, as desired.
Case 2:

Node uh+1 does appear earlier in the barrier. Hence, it
must be shown that uh = uh+1.from(i), where i is the next
index at uh+1 that has not been used for earlier parts of the
barrier. Note that from(j) and to(j), where j < i, are fixed at
uh+1 due to the induction hypothesis. Similarly, to and from
up to i− 1 are fixed in uh from the induction hypothesis.

The first step is to show that eventually uh.to(i) = uh+1

holds and continues to hold. The proof up to this point is the
same as in Case 1, except that in Case 1 extend-one-hop
was used in action 2, while in Case 2 extend-multiple-hop
is used. Thus, it is assumed below that uh+1.from(i) = uh

holds and continues to hold.
Note that since both uh and uh+1 are both already in the

barrier (i.e. uh+1 = uj for some j < h+ 1). Hence, from the
induction hypothesis, their paths are fixed, and the path of uh

is an extension of the path of uh+1.
Also, as argued above there is no neighbor that is clockwise

in between uh and uh+1.
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Hence, if uh+1.from(i) = uh, then this will continue to
hold (sanity actions no longer fire, and from above, action 3
cannot choose a node better than uh).

If on the other hand, uh+1.from(i) 6= uh, then also from
the above, the guard of action 3 is enabled and continues to
be enabled until it fires, setting uh+1.from(i) = uh.

End of inductive step.

Thus, within O(L) rounds, the barrier up to the node at the
right border will be constructed. Although discussed earlier, it
is assumed that nodes at the right border are aware that they
are located on the border. Thus, these nodes have only the first
and fifth actions, they restrict from to only one value, and
they have no to variable. Thus, their path will be maintained
consistent with its from(1) neighbor, and they always choose
the best possible neighbor for from(1).

Thus, by induction, the theorem holds.

After the top barrier is constructed above, there might be
some from and to values that are dangling, i.e., that point to
nodes not on the barrier. These have to disappear to ensure
that the next barrier is constructed without interference from
the first barrier.

Theorem 5: Let x be the depth of the top-most barrier.
Within O(L) rounds, there are no nodes that are not in the top
barrier that contain a depth of x in their path. Also, the from
and to variables of nodes in the top barrier point exclusively
to the appropriate nodes in the barrier.

Proof: Consider any node u that is on the barrier. Assume
that some of its from or to variables, other than those used
for the barrier, have values. Let to(i) be the last value in to
pointing at a barrier node. Thus, from(i+1) points to a non-
barrier node, let us say, w.

If the path of w is consistent with u, then the value of
w.path should be a possible extension of u via detour i, i.e.,
w.path ∈ extend-multiple-hop(u, i). If it is not, then the fifth
action of u will remove all from and to values after to(i). If
it is, then u cannot remove from(i+ 1).

In this case, consider following the from(1) variables
(i.e., backwards), starting at w, and continuing as long as
the next node’s path is the extension by one hop of the
previous node. Eventually, a node is reached whose path is
not in extend-multiple-hop(u, i), and thus is not a one-hop
extension of the previous node. Thus, action 5 in this node
will execute at the node and remove its pointers. This will
also activate action 5 in the previous node, continuing in a
cascade of nodes until w is reached. Then, in node u, action
5 will reset all pointers after to(i).

Thus, at all nodes, eventually only those pointers used for
the barrier have a value.

Since the nodes not in the top barrier cannot receive a path
value corresponding to nodes in the top barrier, at this moment
the next barrier can be built independently of the previous one,
and thus, from induction, all barriers will be built.

Corollary 1: Within O(B · L) rounds, where B is the
number of barriers in the ceilings heuristic, the from, to, and
path variables of all nodes are aligned to these barriers, and
continue to be aligned unless a fault occurs in the system.
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Abstract— Mobile medical apps are a growing mechanism 

for healthcare delivery through an increasingly complex 

network of information technology systems connecting 

patients, doctors, nurses, pharmacists and medical devices. 

Characteristically, these apps are designed to gather 

measure and transmit sensitive personal health data, which 

is required to be kept secure through regulations and 

legislation. With the integration of mobile medical apps into 

the healthcare industry, the multitude of sensitive personal 

health data transmitted across various applications, 

technologies and networks is increasing. This raises 

questions about compromised patient privacy and the 

security of the data associated with the mobile apps. The 

detections of increased app hacking by security companies 

and researchers are especially significant amidst today’s 

rapid growth in healthcare mobile apps. Consequently, 

security and integrity of the data associated with these apps 

is a growing concern for the app industry, particularly in the 

highly regulated medical domain. Until recently, data 

integrity and security in transmission has not been given 

serious consideration in the development of mobile medical 

apps. This paper provides an overview of existing mobile 

medical apps data security issues and security practices. We 

discuss current regulations concerning data security for 

mobile medical apps. The paper introduces our current 

research in data security for mobile medical apps. There are 

currently no procedures or standard practices for 

developers of mobile medical apps to assure data integrity 

and security. The paper introduces the concept of a process 

model to assist mobile medical app developers to implement 

data security requirements to assure the Confidentiality, 

Integrity and Availability of data in transmission. The 

research is grounded on the only published medical device 

security standard IEC/TR 80001-2-2:2012. 

Keywords- Mobile Medical Apps; data security; Mobile 

Medical Apps data regulations. 

I.  INTRODUCTION  

 In mHealth, mobile apps are in general classified into 
mobile health/wellbeing apps (MHAs) and mobile medical 
apps (MMAs) [1]. This classification is predominantly 
driven by the Food and Drug Administration (FDA) 
Mobile Medical Applications Guidance [2] and is outlined 
in Table I. Medical professionals and the general public 
use mobile apps to perform many tasks, such as: sharing 
medical videos, photos and x-rays; health and fitness 

tracking; blogs to post medical cases and images; share 
personal health information; and keep track of alerts on 
specific medical conditions and interests [3].  

MMAs are evolving quickly coinciding with the 
processing capabilities of mobile devices and are currently 
one of the most dynamic fields in medicine [4]. The use of 
mobile apps enables dynamic access to personal 
identifiable information and the collection of greater 
amounts of sensitive data relating to personal health 
information (PHI). The use of mobile apps implicates 
changes in the way health data will be managed, as the 
data moves away from central systems located in the 
services of healthcare providers, to apps on mobile devices 
[5]. MMAs by design collect process and transmit large 
quantities of information and data. Increasing reliance on 
mobile apps raises questions about compromised patient 
privacy [6] and the security of the data accompanying the 
apps [5]. There is continued mistrust in mobile apps in 
healthcare handling personal identifiable information and 
PHI in a secure and private manner. The 2015 PwC’s 
Health Research Institute’s survey, claims 78% of 
surveyed consumers were worried about medical data 
security, while 68% were concerned about the security of 
their data in mobile apps [7].  

The impact of data breaches in the medical industry is 
far-reaching in terms of costs, losses in reputation [8] and 
potential risk to patient safety. Reasons for obtaining 
access to PHI can be for monetary gain, to inflict harm and 
for personal intention [9]. An example of the importance 
of cybersecurity can be seen with the health insurer 
Anthem in the US. A reported breach involved hackers 
obtaining personal identifiable information and PHI for 
about 80 million of its customers and employees [10]. The 
information stolen falls under the Health Insurance 
Portability and Accountability Act (HIPAA), which is the 
federal law governing the security of medical data and 
could result in fines of up to $1.5million. A data breach 
that maliciously makes changes to a medical diagnosis or 
prescribed medication has serious consequences in terms 
of physical harm and patient safety. With PHI breaches, 
either through physician diagnosis or a treatment plan, the 
possibility of personal harm or loss is pronounced. In 2014 
the SANS Institute, a leading organization in computer 
security training, indicates health care security strategies 
and practices are poorly protected and ill-equipped to    
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  TABLE I.  FDA CATEGORIZATION FOR REGULATORY PURPOSES [2] 

Medical Mobile Apps - Focus of FDA 

Regulatory Oversight 

Mobile Apps which FDA Intends to 

Exercise Enforcement Discretion 

Mobile Apps that are NOT Medical 

Devices 

Mobile apps that: 

 Are extensions of one or more medical 
devices 

 Provide patient-specific analysis and 
providing patient-specific diagnosis, or 

treatment recommendations 

 Transform the mobile platform into a 

regulated medical device  

 Become a regulated medical device 
(software) 

Mobile apps that: 

 Provide or facilitate supplemental clinical 

care 

 Provide patients with tools or access to 

information  

 Specifically marketed to help patients 

document, show, or communicate to  
providers potential medical conditions  

 Perform simple calculation.  

 Interact with PHR systems or EHR systems 

Mobile apps that: 

 Provide access to electronic records, 

textbooks or other reference materials or 
educational tools  

 Are for medical training, general patient 
education and access, automate general 

office operations, are generic aids or are 

general purpose products 
 

 
handle new cyber threats exposing patient medical records, 
billing and payment organizations, and intellectual 
property [11].  

It is largely assumed MMAs are not typically deployed 
in “hacker rich” mobile environments [12]. The detection 
of increased app hacking by security companies and 
researchers is significant amidst today’s rapid growth in 
healthcare mobile app usage [7], [11]–[13]. An Arxan 
report states that many sensitive medical and healthcare 
apps have been hacked with 22% of these being FDA 
approved apps [12]. In the MMA domain, developers do 
not have extensive experience with the types of threats 
other consumer app industries (e.g., banking) are familiar 
with. Consequently, privacy has not been given serious 
consideration until recently, while the importance of 
security is getting recognized little is yet being done [14]. 
The FDA regulates medical devices in the U.S and are 
alert to the cybersecurity of medical devices. In July 2015, 
the FDA issued a cybersecurity alert to users of a Hospira 
Symbiq Infusion System pump, where it strongly 
recommended discontinued use, as it could be hacked and 
dosage changed [15]. In September 2015, the FBI issued a 
cybersecurity alert, outlining how Internet of Things (IoT) 
devices may be a target for cybercrimes and may put users 
at risk [16]. If a cyber-thief changes patient medical 
information or a physician diagnosis, serious medical harm 
or even death can result. An article that references the 
DarkNet, describes how it is now possible to purchase a 
medical identity that mirrors individual ailments, size, age 
and gender, to seek "free" medical services that would not 
be suspicious to a clinician [17]. According to CISCO the 
estimated cost associated with medical identity theft in the 
US, to the healthcare industry in 2015 is $12 billion [18]. 

Development of MMAs is picking up momentum as 
many companies are lured into the domain by the 
explosion of the market and the potential financial gains. 
However, issues arise such as: many of these developers 
do not have a background in the highly regulated domain 
of medical devices and are not aware of the data protection 
and privacy requirements of electronic PHI (ePHI). 
Developers coming from the medical device domain are 
discovering the technical complications of entering the 
mobile domain. The job of securing mobile apps in health 
care is primarily up to those building them, which also has 
its challenges because the developers tend not to be  

 
security experts [19]. The European Commission’s ‘Green 
Paper on mHealth’ findings are that this market is 
dominated by individuals or small companies, with 30% 
being individuals and 34.3% are small companies (defined 
as having 2-9 employees) [20]. This would advocate a lack 
of experience, knowledge and financial means to address 
the issues outlined above. The survey conducted by 
research2guidance [21] highlights that MHA developers 
regard the main market barrier for the next five years to be 
the lack of data security. The health industry is reaching 
out for help in designing security into mobile apps in 
healthcare that go beyond simple encryption to meet the 
potential sophistication of future threats [16]. This 
research aims to assist developers address privacy and 
security of data for MMAs, drawing from the standards 
and best practice perspectives.  

The rest of this paper is organized as follows. Section 
II covers background on MMAs, data transmission and 
MMA data security. Section III, outlines the privacy and 
security laws for health data. In Section IV, we introduce 
our research on the development of a process model to 
assure the Confidentiality, Integrity and Availability (CIA) 
of data in transmission for developers of MMAs. The 
concept of a corresponding testing suite is also introduced 
in this section. Finally, we conclude the paper and present 
the future work in Section V. 

II. MOBILE MEDICAL APP DATA 

A. MMAs and Data Transmission 

In July 2011, the FDA issued draft guidance for 
MMAs and defined a “mobile medical app” as a software 
application run on a mobile platform (mobile phones, 
tablets, notebooks and other mobile devices) that is either 
used as an accessory to a regulated medical device or 
transforms a mobile platform into a regulated medical 
device and can be used in the diagnosis, treatment, or 
prevention of disease [2]. Thus, a MMA is an app that 
qualifies as a medical device and is therefore required to 
follow the applicable medical device regulatory 
requirements. Mobile devices, on which MMAs run, now 
provide many of the capabilities of traditional PCs with the 
additional benefit of a large selection of connectivity 
options [22]. Data is transmitted to and from the MMA 
through various approaches depending on the goal of the 
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application. There are numerous MMA deployment 
scenarios that require consideration to ensure data is 
secure. As a result, MMAs use a variety of channels, wired 
or wireless, for transmission in a point-to-point, point-to-
multipoint and multipoint-to-multipoint setting, to 
communicate information. Transmission of data may 
occur between the MMA and for example: remote 
Health/Service Centers; Medical Professionals; or Health 
Record Networks. In some cases, the information sent to 
the MMA is processed on the app and retransmitted to the 
specified device or center. Through MMAs the collection 
of significant medical, physiological, lifestyle and daily 
activity data [20] is greatly amplified and transmitted via 
varied and numerous networks. Data in transit has a higher 
level of vulnerability to both losses through oversight and 
to misappropriation. Misappropriation in the context of 
this research is the unauthorized use of another's name, 
likeness, or identity without that person's permission, 
resulting in harm to that person. Consequently, particular 
attention is necessary to protect information made 
accessible in transmission, particularly when it is personal 
data and ePHI.  

Common technologies used for data transmission in 
MMAs include: Wireless Sensor Networks (WSNs) [23]; 
Body sensor networks (BSN) [24]; Wireless Body Area 
Network (WBANs) [25]; Bluetooth/ Bluetooth Low 
Energy (BLE) [24]; ZigBee [26]; UWB [27]; Wireless 
Medical Telemetry Service (WMTS) [28]; communication 
networks such as Wi-Fi [22];  wired communication 
(internet access, broadband and fiber-optic 
communication) [14]; and mobile networks 3G/4G and as 
it becomes more widely available 5G [26]. MMAs are 
predominantly executed from mobile devices and connect 
to wireless sensor networks. Consequently the data 
transmission to and from the MMAs will be predominantly 
via wireless technologies [24]. 

B. Mobile Medical Application Data Security  

Security and privacy related to patient data are two 
essential components for MMAs. The fundamental 
concepts when considering data security are 
confidentiality, integrity and availability (CIA). 
Confidentiality is protection of the information from 
disclosure to unauthorized parties. Integrity refers to 
protecting information from being modified by 
unauthorized parties. Availability is ensuring that 
authorized parties are able to access the information when 
needed. The intention of health data security and 
protection is to assure patient privacy through 
confidentiality, within the development of functional 
devices, while sustaining the data integrity and availability 
necessary for use [29]. 

When considering data security risks for MMAs it is 
necessary to specify what types of security threats they 
should be protected against. Deployment of MMAs 
involves security threats from multiple threat sources 
which include: attacks; the user; other mobile apps; 
network carriers; operating systems and mobile platforms. 
These security risks are further extended when 

consideration is given to the unauthorized access to the 
functionality of supporting devices and unauthorized 
access to the data stored on supporting devices [30]. Given 
the context in which MMAs are deployed and used, the 
information going to and from the MMA travels across 
potentially many different and varying networks in diverse 
operation settings [31]. In addition, consideration that 
wireless networks and channels are accessible to everyone 
[32] and have shared features, means information and 
network security is equally important in this domain [33]. 
The potential for breaches of CIA of data in transmission 
is consequently greatly amplified by these circumstances. 
The 2015 Ponemon report on mobile app security, 
emphasized that not enough is spent on mobile app 
security [34]. 

1) Attacks: Attacks are  techniques that attackers use 

to exploit  vulnerabilities in applications. There are 

numerous tools available for hacking into MMAs and 

wireless networks. Hackers target mobile apps to gain 

entry into servers or databases in the form of malware 

attacks. A recent list of these tools can be found in the 

Appendix of the Araxan Report [12]. This report examined 

20 sensitive medical and healthcare apps and discovered 

90% of Android apps and no iOS apps have been subject 

to hacking [12]. When data travels across a network, they 

are susceptible to being read, altered, or “hijacked”. 

Potential for breaches of confidentiality of data occurs 

during collection and transmission of data. Data in 

transmission to and from the MMAs must be protected 

from hacking. Some of the most common issues (but not 

inclusive) are Easvesdropping, Malware, Node 

Compromise, Packet Injection, Secure Localization, 

Secure Management, Sniffing Attacks, Denial of Service 

(DoS), SQL injection attacks, Code Injection and Man-in-

the Middle attacks. The consideration of WBANs for 

MMAs must satisfy rigorous security and privacy 

requirements [35]. Wireless channels are open to 

everyone. Monitoring and participation in the 

communication in a wireless channel can be achieved  

with a radio interface configured at the same frequency 

band [36]. This may cause severe damage to the patient 

since the cybercriminal can use the attained data [35] for 

many of the illegal purposes mentioned above. The 

ISO/IEEE 11073 standard deals only with mutual 

communication protocols and frameworks exchanged 

between and has never considered security elements until 

recently, irrespective of all sorts of security breaches [37]. 

Security issues must be resolved while designing medical 

and healthcare apps for sensor networks to avoid data 

security issues [24].  

2) Users: Many of the mobile devices will be personal 

and bypass the majority of inbound filters normally 

associated with corporate devices which leaves them 

vulnerable to malware. It is important that the user has 

good knowledge of the security safeguards, what measures 
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to follow and what precautions to take [38]. A key 

challenge with MMA data is the lack of security software 

installed on mobile devices [39]. Many mobile device 

users do not avail of or are unacquainted with basic 

technical security measures, such as firewalls, antivirus 

and security software measures. Mobile device operating 

systems are very complex and therefore demand additional 

security controls for the prevention and detection of 

attacks against them [40]. The accessibility of social media 

and email make it easy to post or share information in 

violation of HIPAA regulations.  An example being, a 

New York nurse was fired because she posted a photo to 

Instagram of a trauma room after treating a patient [41]. 

Mixed with the availability to mobile phone cameras and 

social media apps, the risk of employees divulging PHI 

and violating HIPAA requirements has increased [42]. 

One of the greatest threats to MMA data security lies with 

the fact that most are on mobile devices which are 

portable, making them much more likely to be lost or 

stolen [43]. Potentially any data on the device is accessible 

to the thief, including access to any data and hospital 

networks. Due to the regulatory protection of PHI, it is 

important that even when the app is on a stolen device the 

security of the data remains protected and is regularly 

backed-up [40]. Measures should be available to remotely 

lock the MMA, disable service, completely wipe out the 

data [40] and restrict access to supporting devices.  
Not all users’ password-protect their devices. Even 

when passwords are used because of the lack of physical 
keyboards with mobile devices, users tend to not use 
complex passwords to secure their information. The use of 
more than one type of authentication technique suggested 
by Alqahtani, would afford better data security for MMAs 
[40]. The difficulty is requesting lengthened authentication 
requirements from a busy medical professional. Inputting 
numerous passwords, or waiting for an authentication code 
in a pressurized situation is not desirable.  

3) Other mobile apps: Unfortunately, many users 

download mobile apps often without considering the 

security implications. Unintentionally, a user can 

download malware in the form of another application, an 

update or by downloading from an unauthorised source. 

The difficulty in detecting the attack was due to the fact 

that there currently is no mobile device management 

application programming interface (API) to obtain the 

certificate information for each app [44]. An attacker can 

use Masque Attacks to bypass the normal app sandbox and 

get root privileges by attacking known iOS vulnerabilities 

[44]. Cloned apps are a concern, over 50% of cloned apps 

are malicious and therefore pose serious risks. A recently 

discovered iOS banking app malware, Masque Attacks, 

replace an authentic app with malware that has an identical 

UI. The Masque Attacks access the original app's local 

data, which was not removed when the original app was 

replaced and steal the sensitive data [44]. The mobile 

device management interface did not distinguish the 

malware from the original as it had used the same bundle 

identifier.            

4) Operating systems & development: Consideration 

with handling data on mobile devices includes unintended 

data leakage. It is essential that the MMA is not 

susceptible to analytic providers that will sell the data to 

marketing companies. The app stores are attempting to 

address this, e.g., Apple is banning app developers from 

selling HealthKit data or storing it on iCloud. Google 

insists that the user is in control of health data as apps 

cannot be accessed without the user providing permission. 

Developers could include analytics that report how often a 

section of the MMA was viewed, similar to the analytics 

credit card provider’s use to flag unwanted access to data. 

It is equally important to consider the intentional or 

unintentional sharing of personal information. Leakage of 

personal data from the device to the MMA and the leakage 

of MMA data onto personal devices are key 

considerations. The bypass of outbound filters elevate the 

risk of non-compliance with data privacy laws and 

requirements, e.g., the use of personal Dropbox. 
A basic requirement such as encryption is not used in 

many MMAs. Data is encrypted so that it is not disclosed 
whilst in transit. Data encryption service provides 
confidentiality against attacks. The requirement of 
encryption is stressed, not only for the data, but for the 
code in development to assure data security [24][40]. Data 
encryption of passwords and usernames if they are to be 
stored on the MMA is essential; many apps store this 
information in unencrypted text. This means that anyone 
with access to the mobile device the MMA resides on can 
see passwords and usernames by connecting the device to 
a PC. If the MMA is hacked, the information encrypted 
will be useless to the cybercriminals. Many apps send data 
over an HTTPS connection without checking for revoked 
certificates [45]. MMA developers should ensure that 
back-end APIs within mobile platforms are strengthened 
against attacks using state of the art encryption. As 
discussed above a MMA could expose healthcare systems 
that had not previously been accessible from outside their 
own networks. In MMA data security consideration 
developers should always use modern encryption 
algorithms that are accepted as strong by the security 
community. 

Hackers are aware that just because a patch was 
released does not means it was applied, which, in turn 
make the app vulnerable for attacks [46]. Some 
recommend the installation of “Prevention and Detection” 
software for defending and protecting against malware as 
essential [40]. Consequently, software that tracks detection 
and anticipates attacks would require consideration in 
MMA development. 

It is essential that developers research the mobile 
platforms they are developing for. Each mobile OS offers 
different security-related features, uses different APIs and 
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handles data permissions its own way.  Developers should 
adapt the code accordingly for each platform the MMA 
will be run on. There are no standards that straddle 
development or security testing across the different 
platforms. Developers design security for each individual 
OS. 

III. REGULATIONS FOR HEALTH DATA 

This section of the paper highlights some of the 
difficulties MMA manufacturers encounter understanding 
PHI data security and privacy requirements. It describes 
the key regulations on data security and privacy, MMA 
developers are required to observe in Europe and the 
United States.  

Increasingly, MMA developers must deal with a range 
of international regulations if they want to perform 
business in more than one country. The absence of privacy 
laws in some countries, in addition to inconsistency or 
even conflicting laws means PHI is often misused and 
treated superficially. In the rush to market the aspects of 
privacy and security are not properly considered [47]. 
Some MMA providers find they are in breach of 
regulation only when they are warned or fined, blindsided 
by regulatory issues, due to the complexity [48]. Due to 
the surge in value of PHI on the black-market, owing to 
the lack of security controls within healthcare and the 
increase in the security of credit card data [17], privacy 
and security policy issues relating to data with MMAs are 
now of primary importance. The Thomas Reuters 
Foundation and mHealth Alliance published a global 
landscape analysis of the privacy and security policies to 
protect health data [48]. The report states, that most 
jurisdictions agree, data security is essential. The report 
proposes the world of privacy law is divided into three 
major groups: Omnibus data protection regulation in the 
style of the European laws that regulate all personal 
information equally; U.S.-style sectorial privacy laws that 
address specific privacy issues arising in certain industries 
and business sectors, so that only certain types of personal 
information are regulated; The constitutional approach, 
whereby certain types of personal information are 
considered private and compelled from a basic human 
rights perspective but no specific privacy regulation is in 
place otherwise [48]. 

A. European Union 

Data protection and privacy has always been a strong 
concern for European law makers. Within the EU, the EU 
Data Protection Directive (Directive 95/46/EC) [49] is the 
key piece of regulation that will affect how you manage 
health data. This Directive is currently implemented in 
laws of Member States and requires establishment of 
supervisory authorities to monitor its application. 
However, at the beginning of 2012, the EU approved the 
draft of the European Data Protection Regulation (EDPR) 
[50], and will be enforced by 2018. This means the law 
will apply generally over all states in the EU, it will not 
require individual Member States implementation. With 

this progression in regulation, all Member States will be at 
the same stage of security and data protection [47].  

The Directive enables ease in definition of terms. 
Health data is regarded in the Directive under the ‘special 
category of data’ known as sensitive data [49]. The 
Directive has specific sections in relation to sensitive data 
which include: Rules on lawful processing of sensitive 
data, Article 8 (1- 7); Rules on secure processing, Article 
17, Article 4 (2), and Article 16. The sections stipulate 
specific rules about sensitive data, the processing, 
protection and the requirement that this data is not 
transferred to an end point that does not have acceptable 
levels of protection. The Directive is now the international 
data protection metric against which data protection 
adequacy and sufficiency is measured [51], [52].  

Directive 2002/58/EC of the European Parliament and 
Council of 12 July 2002 [53], known as the ePrivacy 
Directive, is concerned with the processing of personal 
data and the protection of privacy in the digital age. It is 
now law in all EU countries and covers all non-essential 
cookies, and tracking devices. This Directive principally 
concerns the processing of personal data relating to the 
delivery of communications services. It provides rules on 
how providers of electronic communication services, 
should manage their subscribers' data. It also guarantees 
rights for subscribers when they use these services. The 
key parts that MMA developers are concerned with in the 
directive are: processing security; confidentiality of 
communication; processing traffic and location data; 
cookies and controls. 

B. United States 

The key law that applies to health data in the US is 
HIPAA. HIPAA was established to classify security 
policies and privacy rights across the healthcare spectrum 
[29]. As a result, new federal standards were implemented 
to assure patient’s medical information privacy, in addition 
to security procedures for the protection of privacy [54]. 
HIPAA is organized into separate Titles and the security 
and privacy of health data is addressed in Title II, referred 
to as the ‘Privacy Rule’ and the ‘Security Rule’ [55]. The 
HIPAA Privacy Rule covers all PHI in any medium while 
the HIPAA Security Rule covers ePHI. The Security Rule 
necessitates security controls for the physical and ePHI to 
ensure the CIA of the data. The US does not have any 
centralized legislation at the federal level regarding data 
protection and follows a fragmented approach, which 
requires looking at a number of laws and regulations to 
form the definition of terms [55].  The basic HIPAA 
requirements for MMA developers include: Secure access 
to personal health information via unique user 
authentication; Encryption of data that will be stored; 
Regular safety updates to protect from any breaches; A 
system to audit the data and ensure that it hasn't been 
accessed or modified in any unauthorized way; A mobile 
wipe option that allows personal health information to be 
wiped if the device is lost; Data backup in case of a device 
loss, failure, or other disaster [56].  
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HIPAA was updated in the HIPAA Omnibus Rule 
required by The Health Information Technology for 
Economic and Clinical Health Act of 2010, (HITECH 
Act). The HITECH Act established new information 
security breach notification requirements that apply to 
businesses that handle personal health information and 
other health data [57]. The FDA released guidance 
“Content of Premarket Submissions for Management of 
Cybersecurity in Medical Devices” [58]. This provides a 
list of recognized consensus standards dealing with 
Information Technology and medical device security [58].  

The circumstances in which MMAs may transmit 
information wirelessly places them in the domain of 
Federal Communications Commission (FCC) regulation, 
to ensure consumer and public safety [59]. Recognizing 
the need for regulatory clarity, the FCC, FDA, Office of 
the National Coordinator (ONC) and the Department of 
Health and Human Services (HHS) came together in a 
grouping called the Food and Drug Administration Safety 
and Innovation Act (FDASIA) Working Group. The 
group, through the FDA, released a report that contains a 
proposed strategy and recommendations on an appropriate, 
risk-based regulatory framework pertaining to health 
information technology including MMAs [60]. 

IV. CURRENT RESEARCH 

A. Research Perspective 

As the MMA domain grows and becomes a standard 
established mechanism for healthcare delivery, both the 
security and privacy of health data will be essential. The 
reference [12] report, which included investigation of 
MHAs and MMAs, highlighted that hacks are on the rise 
in mobile apps. Mobile apps in healthcare are being 
developed persistently without proper data security 
functionality. This is largely due to the lack of 
understanding of current standards and regulation 
requirements pertaining to data security and partly due to 
the fact that many of these apps are developed by 
businesses not familiar with the medical device industry. 
Consequently, a gap exists as there is no standardized way 
to assist mobile app developers in the healthcare domain 
and particularly the highly regulated MMA domain, to 
observe security related requirements of regulation or 
assure data security in operation. A study analyzing 
security vulnerabilities explicitly in mobile health apps, 
highlighted the lack of a global security standard for 
mobile devices [13]. There are no specific MMA standards 
for cybersecurity, which are visible in other industries 
where standards and guidance are available, e.g. the NIST 
Special Publication 800-82 Guide to Industrial Control 
Systems Security [61]. For mobile apps in healthcare, 
existing regulation and standards must be applied in a 
patchwork method to address security. 

The aim of this research is to investigate this gap 
further and provide a solution to assist clarity in relation to 
data security and regulation for MHA and MMA app 
developers. The intention of this research is to develop a 
Process for identifying the most applicable objective 

evidence to assist MMA developers to assure data security 
for MMAs during development, with specific focus upon 
data transmission. Due to the nature of MMAs and their 
use of public and open networks for data transmission, 
data is particularly exposed at this stage.  

B. Research Setting 

1) International standards, technical reports and best 

practice: This section briefly outlines the international 

standards, technical reports and best practice literature, in 

which the research is to be grounded. The research 

leverages on two medical device standards, IEC/TR 

80001-2-2:2012 [62] and IEC/TR 80001-2-8 [63]. The 

overall objective of the research is to develop a process in 

order to establish security controls pertinent to MMAs for 

all 19 security capabilities outlined in the IEC 80001-2-

2:2012 standard. IEC/TR 80001-2-2:2012 is the only 

published medical device security standard and presents 19 

high-level security-related capabilities in understanding 

the type of security controls to be considered and the risks 

that lead to the controls [64]. It is the only guidance 

available that specifically addresses security requirements 

for networked medical devices [65]. IEC/TR 80001-2-8 

(currently at a committee draft stage) is a catalogue of 

security controls developed relating to the security 

capabilities defined in IEC/TR 80001-2-2. The security 

controls support the maintenance of confidentiality and 

protection from malicious intrusion [66]. The report 

provides guidance to healthcare organizations and MD 

manufacturers for the selection of security controls to 

protect the CIA and accountability of data and systems 

during development, operation and disposal [66]. 
This research proposes using the applicable security 

controls in IEC/TR 80001-2-8 relating to two of the 
capabilities directly associated with data transmission from 
IEC/TR 80001-2-2, as an exemplar. The intent is to use the 
measured applicable security controls outlined in IEC/TR 
80001-2-8, with further research completed to assemble 
security controls pertinent to the mobile aspect, with 
comparative expert validation, by means of analysis of 
applicable standards and best practices. In addition, the 
research aims to establish a corresponding testing suite to 
assure data CIA in data transmission for MMAs against 
the developed security controls. 
 The two specific capabilities from IEC/TR 80001-2-2 that 
relate to data transmission are, TXCF – Transmission 
Confidentiality and TXIG – Transmission Integrity. Each 
capability comes with recommended reference material 
and a common standard to consider when developing and 
establishing security controls. The security controls 
established in IEC 80001-2-8 associated to the TXCF and 
TXIG capabilities will be mapped through the common 
standard and reference materials to establish security 
control objectives and technical strategies for MMA 
developers. Additionally, the security controls will be 
mapped to wireless network and healthcare standards to 
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determine if further controls are required for MMAs. The 
standards currently being mapped to the IEC 80001-2-8 
established security controls are: ISO/IEC 27033-2:2012; 
ISO/IEEE 11073; NIST SP 800-153.   

2) Threat Modeling Analysis (TMA): The research 

revealed Threat Modeling Analysis (TMA) assists in 

understanding and assessing the security risks an asset can 

be exposed to. A key part of TMA is threat modeling. The 

research revealed that threat modelling analysis and threat 

modelling are established methods considered in National 

Institute of Standards and Technology (NIST) standards 

and best practice (OWASP) in relation to mobile app 

security risk assessment. Threat modeling is an important 

basis for defining security requirements of information 

systems [67] and information protection. Threat modeling 

is widely acknowledged in NIST standards [68] and 

recognised as being best practice [69] in risk assessment 

for network and mobile app security. Threat modeling is 

widely recognized as an effective means to establish a 

solid basis for the specification of security requirements in 

app development and is considered as a significant step in 

the security requirement model [70].One of the objectives 

of this research is to develop an operational threat model 

from the developed security controls for MMA data 

transmission. Therefore, an understanding of best practices 

in threat modeling is essential for this research. The aim of 

the research is to create a threat modelling analysis 

framework that incorporates a threat model which is 

aligned with the developed security controls from the 

process model. Primary research has established the 

recommended TMA and threat modeling methods. This 

will be the foundation for the development of a threat 

modelling analysis framework, developed through focus 

groups and validation in two MMA development 

companies and the standards community.   

3) Threats and attacks: The introduction of risk 

assessment requires an understanding of the threats and 

how they exploit vulnerabilities to alter or attack an asset 

from the position of MMA data security. To establish this 

understanding, additional investigation was conducted in 

the area of threats and attacks on mobile apps. The 

research on the classification and some of the most 

common threats and corresponding attacks in the mobile 

app field for data in transmission can be seen in Table II, 

[22], [31], [34], [71]–[73], [74]. This section of the 

research is currently being written into a conference paper. 

By understanding the threats and corresponding attacks in 

this domain, this research will leverage on the existing 

understandings in app security to the MMA field. 

4) Testing suite: The dynamic nature of mobile app 

development creates difficulties for inexperienced 

developers and small organizations, particularly in the 

medical device domain. This is partially due to the 

budgetary resources or motivation to conduct extensive 

testing and this in turn can leave an app, the user’s device, 

and the user’s network vulnerable to exploitation by 

attackers [75].  Security testing of mobile apps is largely a 

manual, expensive and difficult process[76] and security 

testing is seen as  primarily a manual process, with little 

hybrid or automation testing available for use or used by 

developers and a significant challenge [77]. Complexity of 

testing the application security itself and consideration 

relating to the security requirements of open platforms in 

which apps transmit data is an additional emphasized 

difficulty [78]. Investigation has commenced in the area of 

transmission security testing methodologies and testing 

methods and mobile apps, to fully review the landscape of 

transmission security testing. This research was 

undertaken with the collaboration of data security experts 

within a specialist testing company. The company and 

experts have vast experience in working in both network 

and app data security. In collaboration with the testing 

company, their experts and academic experts the 

expectation is to develop a testing suite against the 

considered security controls. The testing suite will be 

developed to follow the information discovery process, 

which includes the threat modeling analysis that was 

developed to address the MMA security controls. A 

diagrammatic summary of the adapted OWASP Testing 

Guide 4.0 [79] and researched considerations required 

when completing mobile app security testing, concerning 

this research, can be seen in Figure 1. 

 

 Figure 1. Diagrammatic summary of requirements for mobile 

app security testing. 

OWASP highlight the need to have a clear 
understanding of the testing objectives and, therefore, the 
security requirements to have a successful testing program. 
The information discovery step would be accomplished 
with the completion of the first step in TMA, the collection 
of background information, and the first two steps of threat 
modeling. Both static analysis and dynamic analysis are 
standard requirements in any software testing process, 
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neither analysis approaches are sufficient alone to address 
all testing limitations [79]. In recent years much research 
and development has been completed in the field of static 
source review tools, called code scanners. These scanners 
automatically look for coding errors that can determine 
some security issues. Many organizations are using static 
source code scanners, however this approach is not 
effective when used alone [79]. The limitations of dynamic 
analysis are, it only monitors the behavior of the app 
during runtime and lacks the ability to identify potential 
vulnerabilities [80]. The dynamic approach is therefore 
generally used in the second step of the testing process 
[75], [80]. 

5)  Validation and trailing: Validation will combine 

expert opinion from the standards community, recognized 

experts in mobile data security, testers and developers 

from within the MMA industry. The trailing will be 

completed in two identified MMA companies, which are 

currently collaborating with the research to assure data 

security of their MMAs. Action Design Research (ADR) 

was considered the most appropriate approach for this 

research. ADR methodology was developed to facilitate a 

useful approach to benefit the interests of both IS research 

and organisational research [81] and the evaluation of an 

IT artifact. It was chosen in order to accommodate the 

development of IT artifacts, in collaboration with industry 

and stimulate organisational change when addressing 

transmission security in the development of MMAs. This 

research involves collaborative development of artifacts 

through theory- ingrained research and practice inspired 

research. ADR can account for both technological and 

organisational contexts, shaping of the artifact via design 

and use and influences of designers and users [82]. 

Additionally, consideration of the dynamic setting and 

development environment in which this research will be 

conducted, ADR was considered appropriate methodology 

to facilitate these challenges. 
 

                     
 TABLE II. DIFFERENT TYPES OF ATTACKS IN THE MOBILE APP FIELD  

Grouping of 

Attack Vectors 
Description Examples 

Security 

Concern 
Classification 

C
o

n
fi

d
e
n

ti
a

li
ty

 

In
te

g
ri

ty
 

A
va

il
a
b

il
it

y 

P
a

ss
iv

e 

A
c
ti

ve
 

Reconnaissance 

Attacks 

Referred to as information gathering, an activity 

that does not noticeably interfere with the regular 

operation of the device. They often serve as 

preparation for further attacks. 

Eavesdropping 

Sniffing 

Port Scans 

Distributed Network Services 

Queries 

x x x x x 

Access Attacks 
Gaining unauthorized access to a device and its 

resources. 

Spoofing 

Man-in–the-Middle 

SSL-stripping 

SQL Injection 

Session hijacking/replaying 

Re-ordering/rerouting 

Port redirection 

Backdoor 

Tampering 

Cross-site scripting 

Security Misconfiguration 

Privilege Escalation Attack 

x x   x 

 

 

 

Denial of Service 

Attacks 

 

Based on the layers 

 

 

Attacks on networks, in order to bring them to a 

stop or interrupt the system by saturating 

communication links or by flooding hosts with 

requests to deny access to the user. 

 

Distributed Denial of Service Attack 

Physical Layer 

Jamming/ De-synchronization 

Tampering  

Data Link 

Collision 

Exhaustion 

Neglect and greed 

Homing 

Misdirection  

Black holes 

Transport 

 x x  x 
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Grouping of 

Attack Vectors 
Description Examples 

Security 

Concern 
Classification 

C
o

n
fi

d
e
n

ti
a

li
ty

 

In
te

g
ri

ty
 

A
va

il
a
b

il
it

y 

P
a

ss
iv

e 

A
c
ti

ve
 

Flooding  

Malware Attacks 

A program covertly inserted into another program 

with the intent to destroy data, run destructive or 

intrusive programs. 

Worms (Mass Mailing)  

Bot/Botnet /Malicious Mobile Code 

Viruses (Compiled, Interpreted) 

Trojan 

Rootkits 

 x x x x 

Network Attacks 

MANET Re-ordering/Rerouting 

Path Traversal 

Byzantine Wormhole Attack 

Byzantine Attacks 

Black Hole Attack 

Worms (Network Services)  

Flood Rushing Attack 

Floor Rushing Attack 

x x   x 

 WSN Bluesnarfing 

Port Scan 
x x  x x 

 

V. CONCLUSION AND FUTURE WORK 

This paper examined existing data security issues and 
practices in relation to MMAs. A summary of regulations 
relating to data privacy and security MMA providers are 
mandated by law to adhere to, were outlined. Compliance 
and improved understanding of data security regulations 
and best practices will assist developers to meet the 
security requirements for data in transmission. The 
security gaps in MMAs are exploited due to lack of 
knowledge, understanding or amalgamated regulation for 
data security with MMAs.   

The mobile app industry claim innovation is stifled, 
due to the lack of clarity in regulations and security 
concerns. Developers will need to find the optimal balance 
between data security and privacy as MMAs expand and 
PHI enters into new aspects. The lack of consistent data 
security to assure privacy, to allow interoperability, and to 
maximize the full capabilities [83], presents a significant 
barrier to the industry. The primary focus for the continued 
research in this area will be two fold. The development of 
a framework to establish security controls for transmission 
of PHI to assist MMA developers assure CIA. The security 
controls will be completed in examining and mapping the 
referenced standards and best practices currently 
recognized in the medical, applications and data security 
domains. The intention is to fill the gap in knowledge and 
understanding for MMA developers, through ease of 
accessibility to the most appropriate information. The 
second objective of the future research is the establishment 
of a practical testing suite for the MMA developers in the 
data transmission domain. The testing suite will be 

developed against the validated mobile transmission 
security controls for PHI. The aim is to test the 
implemented transmission security controls during 
development, use and security patch updates to assure data 
CIA. The implementation of the transmission security 
controls would be encouraged from the preliminary 
development stage with the future research providing a 
checklist for developers with MMAs in the market.   

 Validation of the research will be completed in 
collaboration with two identified MMA development 
companies. The MMAs being developed will have 
different transmission requirements and capabilities to 
assure diversity.  
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Abstract—Support for secure mobile authentication in long-term
Machine-to-Machine (M2M) deployments, in which the network
operator may change, requires the use of common authentication
algorithms. The existing 3G MILENAGE algorithm is suitable
for this, however there is need for a back-up/alternative in
case vulnerabilities are discovered. TUAK is a new mutual
authentication and key generation algorithm proposed by the
Security Algorithm Group of Experts (SAGE) of the European
Telecommunications Standards Institute (ETSI) and published by
the Third Generation Partnership Project (3GPP). TUAK is based
on the Keccak sponge function, which has very different design
principles to MILENAGE. However, the practicality of imple -
menting TUAK on currently deployed and/or future Subscriber
Identity Module (SIM) cards was not well known. This paper
extends on work first published in ICONS16/EMBEDDED2016;
describing the implementation and performance of TUAK on
three smart card platforms and a server.

Keywords–3GPP; GSM; Keccak; SAGE; TUAK.

I. I NTRODUCTION

This text describes an extended version of an ICONS 2016
conference paper [1] that considered the performance of new
mobile authentication algorithm on two modern smart card
platforms. In this paper we also consider the implementation
on a third and older/legacy smart card as well as a server
representing an Authentication Centre (AuC). We start by
considering the history of standards evolution in this area.

The European Telecommunications Standards Institute
(ETSI) [2] and later the Third Generation Partnership Project
(3GPP) [3] standardised mobile networks so that Mobile
Network Operators (MNO) were able to choose/design their
own cryptographic algorithms for subscriber authentication and
session key generation. In GSM, [4] there is a proliferationof
algorithms, however for 3G most MNOs use the well-studied
and openly published MILENAGE algorithm [5]. MILENAGE
(AES [6] based) was designed and published by the ETSI
Security Algorithms Group of Experts (SAGE), and more
recently SAGE designed a second algorithm, called TUAK
[7] based on the Keccak [8] sponge function. This was
done for two main reasons. Firstly, although MILENAGE is
currently considered strong, industry should have a proven
alternative in case an advance in cryptanalysis exposes vul-
nerability. Secondly, machine-to-machine (M2M) devices will
use “embedded SIMs”, whereby a Subscriber Identity Module
(SIM) chip is fitted into a device, and the assignment (or
re-assignment) to a MNO and the provisioning of security
credentials is done later, over the air. Some devices may be
deployed for at least twenty years, which is a considerable

time in the life of a technical security solution. Having
two strong algorithms (MILENAGE and TUAK) built into
the hardware, and available for selection, should give good
assurance that effective security can be maintained throughout
the SIM lifetime.

TUAK inherits most of its security characteristics from
Keccak, which is the winning SHA-3 design and has of course
been extensively studied. See [9][10] for a closer analysis
of TUAK security. TUAK is fundamentally different from
MILENAGE in its design, so that an advance in cryptanalysis
affecting one algorithm is unlikely to affect the other. There are
very few academic publications around TUAK as the standards
are quite new, although a comprehensive security assessment
[11] of the TUAK Algorithm Set was carried out by the
University of Waterloo, Canada. It considered a wide range of
cryptanalysis techniques, and finally concluded that TUAK can
be used with confidence as message authentication functions
and key derivation functions. However, industry acceptance
and adoption of TUAK requires not just a secure design, but
also confidence that it can be implemented on limited resource
SIMs with sufficient performance.

• Is it possible to load the algorithm onto an existing
deployed or stocked smart card platform?

• If so, will the algorithm run with acceptable perfor-
mance?

• Will a new SIM require a crypto-coprocessor for
adequate performance?

• Will a new SIM need to have a high performance
processor (e.g., 32/64-bit type)?

• Will a new SIM require specialist low-level software
for the algorithm?

• Will the algorithm benefit from hardware security
protection?

There have been previous performance evaluation and com-
parisons [8][12][13], around the Keccak core for the SHA-
3 competition [14], however these were aimed primarily at
specialist hardware, or far more powerful and less memory
limited processors than are typically found in SIMs. Therefore,
at the request of SAGE, the evaluation described in this
paper was undertaken, in which the entire TUAK algorithm
performance was determined by experiment with the SAGE
specified settings for Keccak, using their published sourcecode
as a starting point. The latter is important, as SIM vendors
tend to base their implementations on the published security
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standards examples. In addressing the performance questions
it was necessary to define a method of experimentation that
would give relevant results yet would not be tied to a par-
ticular processor, platform or optimised for particular chip
features. The work began with the PC example implemen-
tations, before forking to a parallel development suited for
smart card evaluation. For the latter, simulation was originally
considered, however it is difficult to map results to real card
performance. The use of a multi-application card platform
was included as a positive means of abstraction from any
particular chip, and could be representative of loading the
algorithm onto existing/stock SIMs. However, the performance
of such platforms (e.g., MULTOS [15]/Java Card [16]) is
usually inferior to a native card implementation and so two
native mode implementations were initially included (and later
a third) as the principal benchmarks. To complete the picture,
experimentation was carried out on a server to represent and
compare the loading demands of MILENAGE and TUAK on
the network Authentication Centre (AuC).

In Section II an overview of MILENAGE and TUAK
is provided before describing the experimental setup and
software development in Section III and Section IV. Results
are presented in Section V and analysed in Section VI. Some
comments on security defences and performance are discussed
in Section VII and finally, conclusions and future work are
presented in Section VIII.

II. TUAK AND MILENAGE OVERVIEW

In each of GSM/GPRS (2G), UMTS [17] (3G) and the
Long Term Evolution (LTE 4G), a fundamental part of the
security architecture is a set of authentication and key agree-
ment functions [18][19]. The set of functions varies between
generations, with 3G providing more security than 2G, and
4G adding some further refinements. These functions exist in
the subscriber’s SIM card (which is provided by their MNO),
and in a network node called the Authentication Centre (AuC)
that is run by the MNO. The 3G authentication and key
agreement architecture requires seven cryptographic functions.
MILENAGE [5] is a complete set of algorithms to fulfil these
functions, built from a common cryptographic core (the AES
block cipher) using a consistent construction.

A. MILENAGE

The development and publication of MILENAGE was a
major step forward in mobile security standardisation. It pro-
vided a 3G solution that overcame known security weaknesses
in GSM, but it was also developed in an open and peer
reviewed manner, unlike the many proprietary approaches
used for GSM. MILENAGE and indeed any 3G authentica-
tion algorithm is required to support, mutual authentication,
replay protection and cipher and integrity key generation;
in accordance with best practice for information security.A
comparison of 3G and GSM authentication security parameters
is presented for information in Table I.

In GSM the AuC generates a random challenge (RAND)
that gets sent to the SIM card. The SIM uses the RAND, its
secret key (Ki) and algorithms A3/8 to compute the expected
result (XRES) and the cipher key (Kc). If the XRES value is
the same as the AuC calculation then the SIM is authenticated
and thereafter the network and mobile phone use Kc for
ciphering.

TABLE I. GSM and 3G Authentication Comparison

GSM 3G
Desc. Bits Alg Desc. Bits Alg

Ki 128 K 128
RAND 128 RAND 128
XRES 32 A3 XRES 32-128 f2
Kc 64max A8 CK 128 f3

IK 128 f4
AK 48 f5
SQN 48
AMF 16
MAC 64 f1

Figure 1. MILENAGE

The 3G solution follows a similar pattern, but is a little
more complex and is best described with respect to Figure
1. The challenge is now referred to as an authentication token
and includes the RAND as well as a sequence number (SQN) a
management field (AMF) and a Message Authentication Code
(MAC). If the SQN is correct (not a replayed message) and the
suplied MAC value can be recomputed then the SIM considers
the challenge genuine and calculates the requested outputs. The
CK is similar to Kc, but longer, and the IK is a new Integrity
Key. The AK is an anonymity key that can be used to conceal
the true value of the sequence number. OPc in the figure is
a network operator customisation field that is pre-computed
(from a common OP field) to be unique for the SIM and pre-
stored on the card. How the various outputs are computed
from the input challenge is specific to the chosen algorithm
and we can see that in MILENAGE this is implemented as
multiple calls to a block cipher with additional rotations (by
values r1-5) and XOR with constants (c1-5) and the OPc field.
TUAK [7] is an alternative design approach that also offers a
complete set of cryptographic functions for 3G authentication
and key agreement. Note that LTE security reuses the same set
of functions, so both MILENAGE and TUAK can also be used
for LTE. There is also a standardised method for using the 3G
authentication and key agreement functions in GSM/GPRS. A
lot of the strength and credibility for MILENAGE arises from
the block cipher being AES based, whereas we will see that
TUAK’s strength arises from the Keccak hash function.

B. TUAK Algorithm Inputs and Outputs
Whereas MILENAGE was designed with 3G in mind,

TUAK was from the outset also designed for LTE and so
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Figure 2. A Cryptographic Sponge Function

supports a 256 bit subscriber-unique secret key as well as
the 128 bit key size used in 3G. Moreover, TUAK also
allows for the possibility that certain other input or output
parameters might increase in length in the future. The input
and outputs of TUAK’s seven cryptographic functionsf1, f1*,
f2, f3, f4, f5 and f5* are defined in [7] and like MILENAGE, the
TUAK algorithm-set expects one additional input parameter,
an “Operator Variant Algorithm Configuration Field”. In the
case of TUAK, this field is called TOP (rather than OP) and
is 256 bits long; each mobile operator is expected to choose
its own value for this, typically the same value for many
SIMs. The 3GPP security architecture did not require this extra
parameter, but it was included for two main purposes:

• SIMs for different MNOs are not interchangeable, ei-
ther through trivial modification of inputs and outputs
or by reprogramming of a blank SIM.

• By keeping some algorithm details secret, some at-
tacks (such as side channel attacks like power analysis)
become alittle harder to carry out.

TUAK includes an algorithm to derive value TOPc from
TOP and the secret key K, and it is sufficient for the SIM
card to be programmed with TOPc (like OPc in MILENAGE))
rather than with TOP itself. This means that an attacker who
is able to extract TOPc from one card does not learn TOP or
TOPc for other cards.

C. TUAK Algorithm Building Blocks

The main building block from which all of the TUAK
algorithms are constructed is Keccak [8], the “cryptographic
sponge function”, which was selected by NIST as the
winner of the SHA-3 hash function competition [14]. Sponge
functions work by repeated application of a fixed length
transformation or permutationf, as shown in Figure 2, which
is copied from [20]. First the input bits are “absorbed”, and
then the output bits are “squeezed out”.

TUAK uses the Keccak algorithm with permutation sizen
= 1600, capacityc = 512 and rater = 1088. This rate value
is big enough that each of the algorithms in the TUAK set
needs only a single instance of the permutationf - repeated
iteration of the permutation is not necessary.

Details of the TUAK algorithm can be found in [7],
with test data in [21][22]. Keccak is a general purpose
cryptographic hash function, so in use, all the input fields are
simply written sequentially into a buffer, Keccak is run on
the buffer contents, and then the outputs are read from the
buffer, as fields in the hash output. This is equivalent, but
very different to running the individualf1-f5 functions used
in MILENAGE. If all the inputs were the same, we could
just run Keccak once, but the TUAK standards define three
algorithm functions as illustrated in Figure 3; although TOPc

is usually pre-calculated. In this diagram:

• The top picture shows how TOPc is derived from TOP.
• The middle picture shows how MAC-A or MAC-S is

computed (f1 and f1*)
• The bottom picture shows how RES, CK, IK and AK

are computed (functionsf2, f3, f4, f5 and f5*) - note
that these functions all take exactly the same set of
input parameters, so can be computed together

• INSTANCE is an 8-bit value that takes different values
for different functions, for different input and output
parameter sizes, and to distinguish betweenf1 and
f1* and betweenf5 and f5*, providing cryptographic
separation

• ALGONAME is a 56-bit ASCII representation of the
string “TUAK1.0”

• The block labelled “Keccak” is the 1600-bit permuta-
tion, with the shaded part corresponding to the 512-bit
“capacity” input; see Figure 3.

Although, TUAK is standardised and its security design
properties have been investigated [11], it was not until thework
in [1] that the feasibility of implementation on real, secured
SIM chips, was considered. This paper extend the work, by
investigation of an additional legacy SIM chip, and also by
providing some experimental insight into side-channel leakage
and security of implementation.

III. T HE EXPERIMENTAL SETUP

Based on the arguments presented in the introduction,
the goal was to use a combination of PC software, native
smart card chip implementations and a secure platform for
development and comparative testing. For the initial phaseof
native implementation, we required two chips of comparable
CPU power, yet different security protection to determine
if the inherent protective measures impacted performance.
Furthermore, to make useful comparisons with the secure
platform implementations, we prefered platforms based on
similar chips. A solution presented itself based around native
implementations on the Infineon SLE77 [23] and SLE78 [24].
The MULTOS platform was selected as the secure platform
primarily because test cards (types M3 and M4) were available
based on the same Infineon chips. The initial smart card
experiments were preceded by measurements on a PC platform
that used similar example C code. The code could in future
also be ported to Java Card platforms, although the Java coding
language would make comparisons less clear.
The extended phase of implementation and experimentation
added the code to an additional and older style smart card chip
(S3CC9E4/8) and also to a server representative of an AuC to
compare the comparative network loading of MILENAGE and
TUAK.
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Figure 3. The TUAK Algorithm Functions

TABLE II. PC EXAMPLE CODE IMPLEMENTATION VERSIONS

Version SupportedBits ShortDescription
0 8/16/32/64 Size optimized, generic, use of % and more tables
1 8/16/32/64 Speed optimized, generic
2 64 Use of CPU 64-bit rotate instruction
3 8/32/64 Original from the specification
4 64 Similar to v2 but trying to combine more operations
5 32 Totally unrolled version, only C code
6 8/16/32 With bit-interleaving, generic, not optimized
7 32 Optimized bit-interleaving, part unrolled, 32-bit

A. The PC Test Platforms

The initial PC tests used an Intel Core i5-2540M CPU @
2.60GHz, max turbo frequency 3.30GHz, 2 cores, 4 threads,
Intel Smart Cache 3Mb, Instruction set 64-bit + AVX, 4Gb
RAM, with a Windows 7 32-bit OS. The Keccak example
implementations were written in ’C’ and compiled to optimise
speed. Although the processor and the compiler supported 64-
bit integers, the resulting assembly code was limited by theOS
to 32-bit. Execution time was measured in CPU clock cycles,
although multiple runs were necessary due to the multi-tasking
OS interrupting execution. Various versions of the example
code became available during development as shown in Table
II. The smart card source code was originally modelled on
version 1 and then developed in parallel.

In Keccak, f is a permutation. Keccak is a family of
algorithms, from which a particular algorithm is selected by
setting three security parameters:

• The permutation sizen, which can be 25, 50, 100,
200, 400, 800 or 1600 bits.

• The “capacity”c, which is a security parameter (es-
sentially, for a given capacityc; Keccak is claimed to
stand any attack up to complexity 2c/2).

• The “rate” r = n - c, which determines how many
input and output bits can be handled by each iteration
of the permutation.

For the extended phase work that simulated an AuC, the
execution platform was an Intel Core i5-4300 CPU @ 1.9GHz,
running Windows 7 x64-bit OS. The evaluation used a single
core, so speeds would be scaled up for multiple cores and/or
CPUs.

B. The Smart Card Chips

The smart card chips for all experimentation had 16-
bit CPUs, which is a size representative of the majority of
deployed SIMs (although there are still 8-bit CPUs around, as
well as newer 32-bit CPUs). Whilst they are of similar family,
horsepower and vintage they are quite different in security
aspects.

1) SLE77: The SLE77 is a traditional style security con-
troller intended for mid-range payment applications, and eval-
uated to Common Criteria [25] EAL5+. Its crypto-coprocessor
does not support TUAK/Keccak so was not used in our tests.
Details of the chip protection measures against physical, side-
channel leakage and faults are not publicised, however in a
traditional security chip one might expect protective shields,
plus power smoothing and noise insertion to counter power
analysis, and sensors/detectors to counter fault attacks.Some
protection may arise from the application and OS software e.g.,
randomised/repeated operation and dummy cycles, although
this may be optimised for the included algorithms. For a
new algorithm running on this chip, we should expect some
protection from the hardware, although the final algorithm code
will need to improve this, which would likely degrade the
performance measured in our experiments.

2) SLE78: The SLE78 is an innovative security controller
intended for high security applications. Instead of relying
mainly on shields and sensors it uses “Integrity Guard” [26],
which exploits dual CPUs working in tandem. The claimed
features include:

• Dual CPU implementation for fault detection

• Full CPU, memory, Bus and Cache encryption

• Error detection codes on all memories

• Error codes for cache protection

• Address and data scrambling of memories

• Side-channel leakage suppression

• Active Shield

Running the algorithm on the SLE78 offers a good deal
of hardware protection with less reliance on added software
countermeasures; so we would anticipate less performance
degradation when compared with the SLE77.

Note that during the course of the initial experiments
it was thought beneficial to extend the investigation to an
older, but still relevant security controller, as not all networks
are deploying modern or higher-end smart card chips. The
S3CC9E4/8 was selected for this purpose, in part due to its
age and capabilities, but also because a hardware emulator was
available.

3) S3CC9E4/8: The target processors supported by the em-
ulation equipment are the Samsung S3CC9E4 and S3CC9E8.
The only differ in that the former has 4k + 256 bytes of
EEPROM whereas the latter has 8kbytes. The general features
are summarised in the Table III.
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TABLE III. S3CC9E8 Characteristics

Feature S3CC9E8

Harvard Y
RISC Y
16-bit CPU Y
Frequency (external clock) 1MHz-5MHz
ROM 96k
EEPROM 8k
RAM 2k
Internal RC Oscillator Y
DES/T-DES Y
16 -bit RNG seed generator Y
Serial port T=0 and 1 Y
Hardware EEPROM write inhibit Y
Abnormal Voltage/frequency sensor Y
Voltage range 2.7-5.5v
16 bit timer with 8bit pre-scaler and 20bitwatchdog timer Y
4 interrupt sources and vectors including FIQ, IRQ, SWI Y
General purpose 16-bit registers 16
6-bit extension registers 6
Program counter 22 bits
Status register 16 bit
Program Address Space 4M
Data Address Space 4M

The S3CC9E4/8 chips have what might be described as
”traditional” hardware security defences. To defend against
tampering and side-channel attack, the chip has the typical
range of environmental security detectors and a randomising
clock option that makes leakage trace averaging more difficult.
There are also bus scrambling options and ways to disguise the
core crypto operations within dummy operations. The clock
frequency can also be manually controlled, but this is intended
for performance and power efficiency rather than security.

IV. SOFTWARE DEVELOPMENT

The starting point for the smart card software development
was the example code published in 3GPP TS 35.231 [7]. This
went through several versions during the project, based on
results/feedback and on-going optimisation work. The final
versions should be regarded as optimised to the extent that was
possible with a generic implementation avoiding chip specific
enhancements. Referring to Table II the primary template for
the smart card experiments was the generic speed optimised
version 1 that could be built for 8, 16, 32 and 64 bits, and
made use of generic loops and macros. The 64 bit option was
discounted as being unrepresentative of current smart cards
and because legacy C compilers cannot easily cope with integer
variables beyond 32 bits. Some minor modifications were made
to the initial smart card code, but largely it remained true
to the original generic code. Later, in order to understand
performance issues relating to the algorithm running on the
MULTOS platform, a 32-bit version of the code was part-
optimised, which involved expanding the Macros and unrolling
the inner loops within the main Keccak functions. The final
MULTOS version also used fixed pointers for buffer manipu-
lation. Note that in all versions of the code, the calculation of
TOPc was removed from each function. Within a smart card,
this value would be pre-calculated and loaded into protected
memory and so there is no need to recalculate it; and doing
so could halve a TUAK function’s speed.

For the S3CC9E4/8 implementation the same non-
optimised version was used, as in the Infineon test-cards; so
a fair comparison could be made. For this native mode de-
velopment a notable amount of code/development was needed

TABLE IV. PC VERSION PERFORMANCE COMPARISON

Versions Minimum Cycles (average cycles)
8-bit 16-bit 32-bit

0 (size opt) 168652(380066) 85988(215250)
1 (speed opt) 49688(116200) 22496(55343) 7152(9024)
2 (N/A)
3 (original) 202140(221564) 87350(193371)
4 (N/A)
5 (unrolled) 6368(10391)
6 (bit-interl) 73120(185217) 59307(131112)
7 (bit-interl opt) 10216(25570)

simply to handle resets, memory management/access, serial
I/O and the APDU Command interface, so parts of this were
ported from another legacy/dummy project. The S3CC9E4/8
required additional functionality to manually control thein-
ternal CPU clock speed as this appears to be automatically
handled in the Infineon devices. The default starting pointing
for all operation on the new card was the standard (medium)
clock speed, which is safe for all memory accesses, whereas
the fast speed could not be used with the EEPROM.

A. Software Functional Testing

To test TUAK functionality, we used the six test data sets
published in 3GPP TS 35.232 V12.0.1 [21]. The data sets
were designed to vary all inputs and internal values, and assure
correctness of an implementation; they thus also serve wellfor
performance tests. To simplify testing the test data sets were
included within the card application. This added an extra static
data requirement, but meant that tests could be run by simply
specifying the test set within the card test command, or by
supplementing the test set with command data. Each command
had an execution count so the targeted function could be run
from 0 to 255 times (on the same input data). Typically the
count would be ’1’, although ’0’ was useful for estimating
round trip delays and higher counts improved measurement
precision.

V. RESULTS

In this section, we present the experimental results, based
on the 3GPP test data. The smart card results were obtained
via a scripting tool that would send a command message to
the card in the form of an Application Protocol Data Unit
(APDU) and then time the response. Although card processing
time should be consistent and repeatable, scripting tools have
tolerances. To compensate, the test commands instruct the card
to execute a function multiple times before returning a result.
A calibration was also carried out using a protocol analyser.

A. Initial PC Results

The initial performance experiments used to refine the
public example code were PC based, with results (in clock
cycles) from the various versions (see Table II) summarisedin
Table IV. Note that the cycle number includes pre, post data
processing and overheads for a single run of Keccak-1600 (24
rounds).

Variation between minimum and average results arises from
the OS. The minimum values are representative of the CPU
capability. Generally, speed increased with the target build size.
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TABLE V. NATIVE MODE PERFORMANCE (ms)

Test Mode/Chip SLE77 SLE78
Data f1f1s f2345 f5s f1f1s f2345 f5s

8-bit 18.11 18.17 18.11
1 16-bit 15.17 15.23 15.17

32-bit 19.58 19.64 19.51 19.58 19.70 19.51
8-bit 18.17 18.17 18.17

2 16-bit 15.23 15.23 15.17
32-bit 19.64 19.76 19.58 19.64 19.82 19.58
8-bit 18.23 18.17 18.17

3 16-bit 15.23 15.29 15.17
32-bit 19.70 19.82 19.58 19.70 19.88 19.58
8-bit 18.17 18.23 18.17

4 16-bit 15.17 15.23 15.17
32-bit 19.58 19.76 19.45 19.58 19.76 19.51
8-bit 18.17 18.23 18.17

5 16-bit 15.17 15.36 15.17
32-bit 19.58 20.01 19.58 19.58 20.00 19.58
8-bit 36.22 36.27 36.19

6 16-bit 30.16 30.28 30.10
32-bit 38.85 39.15 38.67 38.79 39.15 38.60

TABLE VI. MULTOS PERFORMANCE (ms)

Test Mode/Chip ML4 = SLE77 ML3 = SLE78
Data f1f1s f2345 f5s f1f1s f2345 f5s

8-bit 19882 19952 19796 23837 23947 23962
16-bit 10749 10826 10702 12824 12917 12838

1 32-bit 6396 6505 6350 7239 7348 7192
32x 3104 3214 3073 3432 3557 3400
32p 1529 1575 1529 1623 1654 1622
32-bit 6474 6568 6396 7332 7441 7254

2 32x 3198 3276 3120 3526 3619 3463
32p 1544 1576 1529 1638 1669 1623
32-bit 6537 6615 6396 7379 7504 7254

3 32x 3245 3339 3120 3603 3681 3463
32p 1560 1592 1529 1654 1670 1623
32-bit 6427 6552 6349 7269 7410 7191

4 32x 3151 3261 3089 3478 3603 3401
32p 1544 1591 1529 1623 1669 1622
32-bit 6443 6708 6412 7301 7597 7254

5 32x 3166 3432 3120 3494 3791 3463
32p 1544 1622 1529 1638 1700 1622
32-bit 12543 12808 12402 14211 14492 14071

6 32x 5990 6224 5866 6614 6879 6474
32p 2980 3057 2949 3135 3198 3105

B. Initial Smart Card Performance

The initial native card performance tests were mainly
carried out on on the SLE77; only the 32-bit algorithm was
run on the SEL78. The MULTOS results used both chip types
for all tests. The results are shown in Tables V and VI.

Normally, when the MULTOS organisation specifies a
new function for the Virtual Machine (VM) it would be
coded in low-level software and invoked from an Application
Programming Interface (API). The API performance should
be closer to that of Table V; however as this is currently
not the case, the Table VI figures apply. All versions of the
application benefit from a typical memory optimisation i.e.,
the Keccak main buffer (INOUT) was forced into a reserved
section of RAM. Using non-volatile memory (NVM) instead
made the 8-bit and 16-bit versions three times slower and the
32-bit version five times slower. The “32x” rows represent the
“unrolled” version of Keccak, which is a removal of inner
loops and macros in the C code, and the “32p” version also
uses fixed pointers rather than array index calculations. These
initial smart card test results are further described and analysed
in Section VI, but as there was interest in results from an older
style smart card, additional results were obtained from some

TABLE VII. S3CC9E4/8 NATIVE MODE PERFORMANCE (ms)

Test Mode/Chip Standard Clock (5MHz) Fast Clock (10MHz)
Data f1f1s f2345 f5s f1f1s f2345 f5s

8-bit 172.76 173.01 172.70 86.44 86.69 86.44
1 16-bit 155.51 156.00 155.39 77.88 78.18 77.82

32-bit 189.04 189.95 188.79 94.58 95.13 94.45
8-bit 172.89 173.07 172.76 86.56 86.69 86.50

2 16-bit 155.88 156.24 155.57 78.06 78.31 77.88
32-bit 189.77 190.51 189.22 95.01 95.44 94.70
8-bit 173.01 173.19 172.76 86.63 86.81 86.50

3 16-bit 156.06 156.49 155.57 78.24 78.49 77.94
32-bit 190.32 191.05 189.22 95.31 95.74 94.70
8-bit 172.82 173.07 172.70 86.50 86.69 86.44

4 16-bit 155.69 156.18 155.39 78.00 78.31 77.82
32-bit 189.34 190.32 188.73 94.82 95.38 94.45
8-bit 172.82 173.38 172.76 86.56 86.93 86.51

5 16-bit 155.76 156.86 155.63 78.00 78.67 77.94
32-bit 189.59 191.79 189.22 94.89 96.23 94.70
8-bit 344.91 345.46 344.73 172.70 173.13 172.58

6 16-bit 310.11 311.02 309.62 155.33 155.88 154.96
32-bit 376.24 378.32 375.25 188.36 189.53 187.81

TABLE VIII. AuC PERFORMANCE COMPARISON

Version Computation Time (ns)
8-bit 16-bit 32-bit 64 bit

f1f1s f2345 f1f1s f2345 f1f1s f2345 f1f1s f2345
0 71093 71944 39190 40633 20172 20203 19254 18841
1 35663 35924 15650 15257 12101 11245 7469 7540
2 7463 7400
3 171042 176158 21699 21827 16055 15941
4 6979 7289
5 8012 8090
6 58631 57406 37963 37396 8158 8513
7 7672 7867
MILENAGE 1928 4840

extended experiments.

C. Extended Smart Card Performance

In this section we present the results from the S3CC9E4/8
experiments. The native card performance of the Samsung chip
was measured on the emulator (for the various bit-size compile
targets in the source code) and the results are shown in Table
VII. The Fast Clock column is the most realistic in terms of
performance, with the Standard Clock column representing a
naive implementation.

D. AuC Comparative Performance

The focus of the algorithm performance testing was mainly
on the resource limited smart card devices, however, it should
not be forgotten that the same algorithm is run in the network
operator’s AuC. Although much more processing power will
be available from the AuC server, it will have to deal with
(directly or via Visiting Location Registers) large numbers of
authentication requests. Absolute performance will be very
much dependent on the chosen server, but a comparative
measurement is of interest, comparing the performance of
TUAK to the currently used MILENAGE algorithm. This was
determined experimentally, with the results presented in VIII.

VI. A NALYSIS OF RESULTS

To consider the experimental results, it is necessary to be
aware of the parameter sizes (bits) inherent in the standardised
test-sets, which are summarised in Table IX. The test data
parameters are designed to exercise TUAK in representative
modes of use. Note that for the first five test sets (single
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TABLE IX. TEST DATA PARAMETER SIZES

Test Data K MAC RES CK IK Keccak
Iterations

1 128 64 32 128 128 1
2 256 128 64 128 128 1
3 256 256 64 128 256 1
4 128 128 128 128 128 1
5 256 64 256 256 128 1
6 256 256 256 256 256 2

iteration) the Keccak core has very similar execution time,
with TUAK variations arising from the differing amounts of
data to absorb or squeeze out of the sponge (working buffer).

Note that the common/fixed parameters sizes (bits) for the
TUAK algorithm are: RAND = 128, SQN = 48, AK = 48,
AMF = 16.

A. Performance Target

We need to define an appropriate performance target, so
we can start by recalling the target used for the MILENAGE
design [5].

...“The functionsf1-f5 and f1* shall be designed so
that they can be implemented on an IC card equipped
with an 8-bit microprocessor running at 3.25 MHz
with 8 kbyte ROM and 300byte RAM and produce
AK, XMAC-A, RES, CK and IK in less than 500
ms execution time.”...

Technology has advanced since this target was created and
it might be difficult to find a SIM chip with these minimal
capabilities, and indeed many do not have ROM. Furthermore,
the target is ambiguous and could be interpreted that if you
ran the functions in sequence each could take 500ms. It is also
unclear how much of the ROM and RAM can be used. A more
appropriate and modern target was defined during the study.

...“The functions f1-f5 and f1* shall be designed
so that they can be implemented on a mid-range
microprocessor IC card (typically 16-bit CPU), oc-
cupying no more than 8kbytes non-volatile-memory
(NVM), reserving no more than 300bytes of RAM
and producing AK, XMAC-A, RES, CK and IK in
less than 500 ms total execution time.”...

This revised target definition has been proposed to 3GPP for
inclusion in future versions of the standard documents.

B. Initial Native Mode Results SLE77/78

If we consider the results from the native implementation
on the SLE77, the function execution times for the various
test data sets are quite similar with the exception of test set
6. The latter uses a double iteration of Keccak, which roughly
doubles the execution time. As can be seen from Figure 4,
compiling the generic code for the different target bit widths
affects the execution time, but not by an enormous margin.
The most efficient version is the 16-bit target, which provides
the best fit for the underlying processor.

Due to practical constraints we only have SLE78 mea-
surements for the 32-bit target, which show similar speed to
the SLE77 (native). The extra security features of the SLE78
seem not to penalise performance although there may be added
financial cost. The striking observation is that native mode

Figure 4. Comparison of Native Mode Execution Times

performance satisfies our target by a very comfortable margin.
It is therefore reasonable to suggest that provided the algorithm
is custom-coded on a typical SIM chip there is no need for a
crypto-coprocessor. Extended experiments on the S3CC9E4/8
(see later) were carried out to confirm this conclusion.

This study focussed more on performance than code-size
minimisation, however, all native implementations fitted within
our memory targets.

C. Platform Mode

Within the study we only considered the MULTOS plat-
form; although a Java Card would make an interesting compar-
ison. The results here were disappointing, although a signifi-
cant overhead had been expected due to the operation of the
secure Virtual Machine and the MULTOS Execution Language
(MEL) [27] abstraction. In practice, the best results were
around two orders of magnitude slower than native; see Figure
5. Furthermore, the performance improved with increasing
compiled bit-size, which suggests that the compilation and
MEL interpretation does not map closely to the underlying
CPU size for the processing in TUAK.

On inspection of the generic Keccak function one saw
extensive use of macros and loops. To determine if they were
causing problems for MULTOS, an “unrolled” 32-bit version
of Keccak was created, removing macros and inner loops. The
results are in the Table VI rows marked “32x” and in Figure 5,
showing a doubling of speed. A further improvement was to
adapt the algorithm to use fixed location buffer pointers rather
than indexed arrays; and the corresponding “32p” version
shows a further speed doubling. However, a single function
still takes around 1.5s.

If we consider the unrolled Keccak there are many shifts
on array contents, however MEL does not have a core shift
instruction, but uses shift primitives. The unrolled Keccak is
twice as fast as the generic version, partly due to the way that
MULTOS handles shifts. The amount of shift on a buffer m
can be known at compile time or run time, as shown below.

m = m << 3 or m = m << n
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Figure 5. MULTOS f1() Execution Times

The first example is handled as a single use of the shift
primitive, whereas the second will loop n times shifting 1 bit at
a time. This still leaves a big question mark over the efficiency
of the primitive itself (and other bitwise operations).

If we consider the x2 speed-up from pre-computing TOPc,
the x2 from removing loops/macros and the x2 from using
pointers, the application is x8 faster than the generic version.
However the conclusion is still that the algorithm cannot meet
the target performance if loaded as an application on a card
platform (MULTOS at least). This suggets it is not practical
to add the algorithm to deployed or existing stock cards. To
use a card platform, an API would need to be added so that
an efficient native implementation could be called.

D. Extended Native Mode Results S3CC9E4/8

If we consider the results from the native implementation
on the S3CC9E4/8, shown in Table VII, we can see that
performance is (as expected) optimised for 16-bit builds;
matching the CPU size. The use of the fast clock option is
essential for algorithm execution, as it is twice as fast as the
standard mode. For the single iterations of Keccak (test data
1-5) the functions complete in less than 80ms. Referring to
Figure 6 we can see that TUAK is roughly 20x faster than
MULTOS and 5x slower than the native SLE77/78.

Ignoring the ’s’ versions of functions, which are used
in resynchronisation, an authentication requires execution of
f1() and f2345(), so less than 160ms in total. This is still
comfortably within the 3GPP specification, however, when
compared to the SLE77/78 there is a smaller margin for
performance degradation due to added defensive coding.

E. Extended AuC Results

The results in Table VIII show function execution (ns)
for the various TUAK PC software versions and build-sizes
(8/16/32/64-bits), plus a reference result representing MILE-
NAGE execution. A first observation is that for MILENAGE,

Figure 6. MULTOS f1() Comparative Execution Times

f2345() takes significantly longer than f1(). This is because
the performance is dominated by calls to the block cipher
and more are used in f2345() than f1(). In TUAK the two
functions take about the same time as they both include
one Keccak call. The second observation is that TUAK is
slower than MILENAGE. Keeping to the 32-bit target the best
authentication time for TUAK (time to execute both functions)
is 15539ns compared to 6768ns for MILENAGE; so about 2.3x
slower. The performance difference is not huge, but should be
considered when planning load capacity.

VII. SECURITY DEFENCES ANDPERFORMANCE

Modern SIM cards are normally based on tamper-resistant
secure microcontrollers, which inherently have a range of de-
fences against physical, side-channel and fault attacks. There-
fore, a TUAK implementation on a SIM platform should be
much better protected than an implementation on a general
purpose microcontroller, with the latter incurring significant
performance overhead to achieve modest attack resistance.If
we consider the chips used in our tests then the SLE78 would
be expected to offer significant protection against physical,
side channel and fault attacks [25] due to the innovative
underlying hardware; requiring less software countermeasures
(and performance degradation) than a conventional secure
microcontroller. The SLE77 would also offer hardware based
protection, particularly against physical and fault attacks, but
adequately preventing side-channel leakage will require addi-
tional measures in software. Fortunately, the SLE77 is quite
fast and even if the performance was degraded by an order of
magnitude, we could still runf1, f2345 and f5s and meet the
overall performance target. MULTOS platforms are known and
marketed for their high security and had they been fast enough
they would have been expected to offer added OS security
to compliment the underlying chip hardware. However, the
current view is that a new MULTOS primitive will be needed
for the algorithm and so the issues are similar to the SLE77/78.

A. Fault Attack Defences and Performance Impact
The faults used in attacks are normally achieved by volt-

age glitches, radiation pulses and operating the target device
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beyond tolerance. The hardware sensors in tamper-resistant
smart cards are intended to detect the likely means of fault
insertion and prevent a response useful to the attacker; so
there is no significant added overhead for the software. A
very sophisticated and skillful attack might bypass the sensors,
however by adopting TUAK as an openly published algo-
rithm, with diversified card keys, we are avoiding proprietary
secret algorithms that might motivate such effort. An added
countermeasure could be to run the algorithm twice and only
output a response if the results agree; this would counter
attacks that analyse correct and faulty results from algorithms.
The added countermeasure is perhaps unnecessary for the
chips considered in this work, although halving the speed of
operation would still keep it well within specification. Note that
an attacker will seek to insert a fault at the most opportune
moment, which may be determined from side-channel leakage.
For example, disrupting the round counter could mean that
TUAK runs a single round instead of 24.

B. Side-Channel Attack Defences and Performance Impact

Timing leakage attacks [28] can be possible when there
are observable data dependent delays in the application; in
which case added redundancy is needed in the implementation.
Timing variations can be sufficiently large that they can be
detected despite low level measures to disguise side-channel
leakage that might be subject to power analysis. The leakage
generation principle is quite simple, e.g., if a variable istrue
do something time-consuming else do something quick. The
variable could represent a value that is tested at the application
layer, or just a low-level bit test. A brief inspection of Keccak
does not show obvious high-level timing leakage, as there are
no conditional branches in the code. However, there could
be lower level leakage if bit rotates are used. For example
a processor may effect a rotate by shifting the contents of a
register up one place and then testing the value that falls out of
the register. If the value is ’1’ then this has to be added back
in as the LSB, so unless the designer adds dummy operations,
processing a ’1’ is going to take longer than a ’0’.

The Keccak example code has macro names that imply
rotate, but on inspection they are buffer shift operations rather
than register rotates. However, there could be a timing effect
when the compiled target size (8/16/32 bit) does not match the
underlying register size. For example if we compile for 16-
bits, but the CPU registers are 8-bits then our shift may need
to modify the least significant bit of the upper byte based on
the bit value shifted out of the lower byte. In the case of native
code implementation, developers would be expected to take the
CPU size/shift/rotate into account. In the platform approach
the mapping between application variables and underlying
registers is unclear.

We have assumed that the chips have hardware counter-
measures to prevent bit-level side-channel leakage, as software
measures are inferior and significantly impact performance.
For example, Hamming-weight equalisation is a technique that
seeks to reduce leakage by ensuring that for each bit transition
there is a complementary transition; so as a ‘1’changes to
‘0’ there is also a ‘0’ changing to ‘1’. In a practical im-
plementation this could for example be a 16-bit processor
where the lower 8-bits of a register handle the normal data
and the upper 8-bits handle the complementary data. However,
at the physical/electrical level, the register bits are unlikely to

Figure 7. SLE77 8-bit Build Power Traces

have equal contribution to the leakage and so Hamming-weight
equalisation may not deliver a sufficient reduction. The impact
on execution speed is also significant, as it is necessary to clear
registers before and after use, and so a ten-fold rather two-fold
reduction in performance should be anticipated.

As a final extension to the work, practical leakage exper-
iments were carried out using power analysis to see if an
attacker might learn anything useful from our implementation.

C. Side-Channel Leakage Experiments

The main goal of the analysis was to try and accurately
determine the keccak rounds from the leakage traces, as
knowing this is often a prerequisite for attackers i.e., they
may wish to target particular rounds for analysis and/or fault
insertion. The first step to try and find the round structure was
to crudely capture the entire run of the command/algorithm;
from command to response. We know that keccak dominates
the response time and that it has 24 rounds. We could have
chosen any of the functions, however f5s() is convenient as it
depends on just RAND and K; and has a constant output size
regardless of the test data set selected. We initially focussed
on the 8-bit build as this was expected to show most leakage.

Figure 7 shows the screen shot from SLE77 execution.
The upper waveform is the I/O line used for triggering. The
raw leakage information is the middle waveform and the
lower trace is an average waveform computed over 50 traces.
Examining the lower trace one can see a repeating pattern of
pulse shapes. There are 24 in total, which matches the number
of rounds in KECCAK. This characteristic pattern is in fact
present for all the datasets - as would be expected. To check
this in a little more detail we can refer to the start section of
the algorithm shown in in Figure 8.

The repetitive structure is clearer in this waveform and
there is a pattern that repeats twice every three time markers
(1.5ms span). This gives an individual period of roughly 750us.
If this is a KECCAK round then the algorithm would complete
in 24x750us = 18ms. If we then refer back to Table 4 we
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Figure 8. SLE77 8-bit Build Start of Power Trace

Figure 9. SLE77 16-bit Build Start of Power Trace

see that the command response time (which is dominated by
the algorithm) takes 18.11ms, suggesting that we are indeed
looking at the round cycle. The waveforms presented so far
have been for the 8-bit build so the next step is to compare
with the 16 and 32-bit builds.

Regarding Figures 8-10 , we see that although the timing
of the waveforms differs a little due to performance aspects,
the repetitive round structure is still clearly visible regardless
of whether the build target is 8, 16 or 32 bits. As a final
comparison we can use traces captured from the SLE78
chip, which might be expected to have more inherent leakage
protection within the chip hardware.

Considering the SLE78 waveforms in Figure 11 we note
that a single trace is noisier than the SLE77 equivalent shown

Figure 10. SLE77 32-bit Build Start of Power Trace

Figure 11. SLE78 32-bit Build Start of Power Trace

in Figure 10. Furthermore, whilst there is some detectable
structure within the averaged trace of the SLE78 it is far less
obvious than for the SLE77, suggesting that the former is better
at impeding statistical averaging of power leakage traces.An
important point to note is that in all cases when using the
SLE77, waveform averaging makes significant improvement
to the SNR. This suggests that the chip is not automatically
adding any randomisation (at least at the scale observed) to
the processor timing.

VIII. C ONCLUSIONS ANDFUTURE WORK

The main conclusion is that it is feasible to implement
TUAK in software on typical smart card/SIM chips and meet
the performance target for 3G/4G authentication algorithms,
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without the need for a cryptocoprocessor. Native mode imple-
mentation is required and so for a card platform (such as MUL-
TOS) this should be supported via API calls. Processor and
memory requirements are very modest suggesting that TUAK
could meet performance targets even when implemented on
simpler legacy CPUs. Although there is no high-level data
dependent timing in TUAK, there is some potential for data
dependent side-channel leakage due to shift operations, which
will require countermeasures. Whilst high-end smart card
chips (like the SLE78) may offer significant hardware-based
resistance to side-channel analysis, other chips will require
help from software countermeasures. Such measures may
significantly impact performance; however the SLE77 results
show that function execution time could be reduced by an order
of magnitude and still satisfy the performance target. There is
less of a margin to add defensive measures to the S3CC9E4/8
implementation, however the basic implementation is 3x faster
than necessary to meet the 3GPP specification. When consid-
ering the impact on the AuC, TUAK is a little slower (x2.3)
however this is not a large margin; and server performance
tends to advance follow Moore’s law, whereas smart cards have
been restricted due to cost issues.

The primary impact of the work is that by showing TUAK
to be a practical back-up or alterative to MILENAGE for
typical SIM platforms, it will be adopted as a preferred public
algorithm (initially in M2M systems); displacing proprietary
solutions that are often the target and motivation for attack.

On-going work is considering side-channel leakage, and
also whether TUAK could be re-used in other applications.
Preliminary results indicate that TUAK is sufficiently fastfor
use on more limited chip platforms, and this suggests it might
also be a candidate for Internet of Things protocols. In fact
re-using a 3G algorithm is not a new idea as MILENAGE has
already been reused outside of mobile communications.
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Abstract—Cyber-security presents a serious challenge. Cyber-
security in the cloud presents a far more serious challenge, due to
the multi-tenant nature of cloud relationships and the transitory
nature of cloud instances. We have identified a fundamental weak-
ness when undertaking cloud audit, namely the misconceptions
surrounding the purpose of audit, what comprises a proper audit
trail, what should be included, and how it should be achieved
and maintained. A properly specified audit trail can provide a
powerful tool in the armoury against cyber-crime, yet it is all
too easy to throw away the benefits offered by this simple tool
through lack of understanding, incompetence, mis-configuration
or sheer laziness. A major weakness is the need to ensure the
audit trail is properly preserved. We propose that some simple
changes in approach are undertaken, which can considerably
improve the status quo, while radically improving the ability to
conduct forensic examination in the event of a breach, but of
course, merely having an effective audit trail is not enough —
we actually have to analyse it regularly to realise the potential
benefits it offers.

Keywords—cloud cyber-security; compliance; assurance; audit;
audit trail.

I. INTRODUCTION

This article is based on an extended version of our 2016
paper [1], in which we examined the possible strengths and
weaknesses of the proper use of the audit trail in cloud cyber
security. Achieving information security is not a trivial process.
When this involves a cloud setting, the problem intensifies
exponentially. Let us first consider how we go about achieving
security. Usually it is achieved by means of compliance with
standards, assurance or audit. We provide some useful back-
ground on this in [2]. In a non-cloud setting, we have a range of
established standards, which are well understood by industry.
However, when we move to cloud, everything changes. There
are an extensive range of cloud standard setting bodies, yet no
comprehensive cloud security standard yet exists. We outline
the status of cloud security standards in Section V.

Often, when a company moves its programmes to a cloud
setting, there is an assumption that it is a straight transfer. As-
surance in a non-cloud setting is well understood, but assurance
in a cloud setting is much less well understood. There are a
great many challenges to overcome and we addressed some
of those in earlier work [3], with a colleague, developing a
conceptual framework for cloud security assurance, where we
addressed three key challenges, namely standards compliance,
management method and complexity. There are a great many
issues to consider, and many common mistakes are made in
this process, and we discuss some of the most common of
these in Section III.

One of the fundamental, long standing security concepts for
internal business control is the concept of separation of duties,
which is designed to remove both opportunity and temptation
from staff employed in the business, and we look at this in
more detail in Section IV.

A further primary tool that can be used to help ensure cloud
security is the simple audit trail. There are, of course, many
other challenges, and we revisit these in Section II, where we
look at the definition of security goals, compliance with cloud
security standards, audit issues, the impact of management
approaches on security, how the technical complexity of cloud
and the lack of responsibility and accountability affects cloud
security. We look at the need for, and benefits derived from,
proper measurement and monitoring. We also consider the
impact of management attitude to security, the security culture
in the company and the threat environment, both external
and the possible impact of internal threats. In Section III,
as noted above, we discuss some of the most common mis-
takes companies make when adopting cloud computing, and
in Section IV, as already mentioned above, we review the
separation of duties in more detail. In Section V, we review
the current state of cloud security standards. The remainder of
the paper is organized as follows: in Section VI we discuss
how the literature approaches cloud auditing; in Section VII
we consider the misconceptions prevalent across different
disciplines of what exactly the audit trail is; in Section VIII we
discuss how we might go about improving the audit trail in a
cloud setting, suggesting the use of some simple measures that
can easily be taken to improve the status quo. In Section IX,
we provide a useful reminder of who should be responsible
for carrying out mitigating steps for the problem areas, and in
Section X we discuss our conclusions.

II. CLOUD SECURITY CHALLENGES

There are a number of challenges that need to be addressed
in order to achieve the goal of good security. The fundamental
concepts of information security are confidentiality, integrity,
and availability (CIA), a framework developed when it was
common practice for corporate management to run a company
under agency theory. We have all seen how agency theory has
failed to curb the excesses of corporate greed. The same is
true when applied to cloud security, which would suggest a
different approach is needed.

Ten key security issues have been identified, namely:

• The definition of security goals [6];
• Compliance with standards[3] [2];
• Audit issues [2] [13];
• Management approach [3] [25];
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• Technical complexity of cloud [3] [14];
• Lack of responsibility and accountability [6] [14];
• Measurement and monitoring [14];
• Management attitude to security [1];
• Security culture in the company [1];
• The threat environment [25].

These 10 key security issues are not the only issues that
need to be tackled, but in our opinion, these represent the issues
that present the greatest barriers to achieving a good level of
cloud security. We discuss each of these in turn below.

In looking at the definition of security goals, we have
recognised that the business environment is constantly chang-
ing, as are corporate governance rules and this would clearly
imply changing security measures would be required to keep
up to date. Many managers are unable, unwilling or unsure of
how to define proper security goals [4] [5] [6]. More emphasis
is now being placed on responsibility and accountability [7],
social conscience [8], sustainability [9][10], resilience [11] and
ethics [12]. Responsibility and accountability are, in effect,
mechanisms we can use to help achieve all the other security
goals. Since social conscience and ethics are very closely
related, we can expand the traditional CIA triad to include
sustainability, resilience and ethics (SRE). This expansion of
security requirements can help address some of the short-
comings of agency theory, but also provides a perfect fit to
stewardship theory. Stewardship carries a broader acceptance
of responsibility than the self-interest embedded in agency.
This breadth extends to acting in the interests of company
owners and potentially society and the environment as a whole.
Broadening the definition of security goals provides a more
effective means of achieving a successful cloud audit, although
the additional complexity cloud brings will potentially compli-
cate the audit trail.

In earlier work [3], we developed a conceptual framework
to address cloud security. In this work, we identified three
key barriers to good cloud security, namely standards compli-
ance, management method and complexity. We have already
addressed compliance with standards [2]. The lack of coherent
cloud standards undermines the effectiveness of cloud audit as
well as introducing a fundamental weakness in that process
[13] — the use of checklists. We also addressed complexity
as part of [14]. Naturally, there are not just three barriers to
good security to contend with, as we see from the above list.

On the matter of achieving compliance with cloud security
standards in practice, we have identified the use of assurance
to achieve security through compliance and audit. Turning first
to compliance, there are a number of challenges to address.
Since the evolution of cloud computing, a number of cloud
security standards have evolved, but the problem is that there
is still no standard that offers complete security — there is no
“one size covers all”, which is a limitation. Even compliance
with all standards will not guarantee complete security, which
presents another disadvantage [2]. The pace of evolution of
new technology far outstrips the capacity of international
standards organisations to keep up with the changes [15],
adding to the problem and meaning it may not be resolved
any time soon. We have argued that companies need to take
account of these gaps in the standards when addressing issues
of compliance. Reliance on compliance alone will undermine
effective security. We believe that standards need to shift from

a rule based approach to a risk based approach [16] [17] [18]
[19] [5] [20].

In [21], we addressed the basic issues faced in cloud
audit, namely the misunderstandings prevalent concerning the
reasons for audit, where we identified the three main purposes
of audit. We considered the impact of many factors on the audit
process, including addressing the impact of these shortcomings
on the successful outcome of the process. We expand on
that work here. It is certainly the case that cloud audit is
not a mature field, and much early work on cloud audit has
focussed on addressing technical issues. We have long held
the view that focussing on technical issues alone can never
solve cloud security. The business architecture of a company
comprises people, process and technology [22], not technology
alone, thus focussing only on a technical solution is likely
to undermine security. We suggest that management need to
better understand the purpose, and importance, of audit [21]
[23] [6] [14] [24]. It is also necessary to understand both the
key importance and weaknesses offered by the audit trail [1].

We also considered the management approach [25], where
we addressed the cloud security issue with management
method, and argued that the historic reliance on agency theory
to run companies can undermine effective security, and we
outlined what the impact of this might be on security. There
is no doubt that management approach is a key consideration
to be aware of in addressing the complex relationships in the
cloud ecosystem [25]. While all actors do not utilise the same
approach, it is certainly helpful for management to recognise
the management approach used by each of the actors involved
within their own cloud ecosystem. This will better arm them
to identify key risks they face and take appropriate mitigating
action.

Having started to address complexity of cloud in [14], it is
clear that there is a need for further research in this area. Too
many cloud users take the view that cloud is a simple paradigm
to use, but are unaware of the serious impact presented by
the complexities of cloud. The increasing complexity that
new technology brings, results in increased potential exposure
to risk as a result of failure to grasp the significance of
these risks [26]. Traditional distributed information systems
present a multiplicity of technical layers, each of which must
interact with one or more other layers, and this is already well
understood. Cloud introduces further layers, each of which can
be operated by different actors. Cloud brokers may also be
involved, leading to yet more layers, more complexity, and
more risk. This is an area that is less well understood. Cloud
allows a user to quickly deploy, for example, a web server with
a database back end, often relying on default settings, which
can introduce a number of weaknesses [21]. These default
settings usually pay far more attention to usability than to
security.

Monahan and Yearworth [27] observe that Service Level
Agreements (SLAs) should be meaningful, both for cloud users
and providers, as defined by some objective criteria. Evidence
from procurement failures for large IT systems suggests oth-
erwise. This observation has inspired an investigation into the
possibility of offering alternative security SLAs that would
be meaningful to both customers and vendors. Duncan and
Whittington [6] provide some useful background on these
issues in SLAs. It is hard to allocate proper responsibility to the
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right actors [28], personal data [29] and privacy [30], far less
persuade them to accept responsibility for it. Some [31] [30]
[32], have long argued that responsibility and accountability
should always be built in to the design of cloud systems.

While there has already been extensive research conducted
into the security concepts of CIA, there is less research into
our additional goals of SRE, We do see a good deal of research
into measurement of Corporate Social Responsibility (CSR),
[33] [34] [35] [36] [37] [38] [39] [40], resilience [41] [42]
[43] [44] [45] [46] [47] [48] and sustainability [49] [50] [51],
yet there is still some way to go before effective measures
are properly developed and deployed. While measurement is
extremely important, it can be very difficult to achieve. There
is a clear need to use continuous monitoring when it comes to
security management. Reports from global security companies,
which cover both non-cloud and cloud data [22], [52], [53],
suggest that over 85% of security breaches are achieved with
a low level of technical competence, often facilitated by lack
of understanding, lack of competence, or poor configuration of
victims’ systems. Duncan and Whittington [14] provide some
useful background on this.

Our first key goal was to define proper security goals,
and obviously proper measurement is essential to be able to
understand whether these goals can be met. This obviously
requires constant monitoring to ensure the goals are actually
achieved, or to warn of possible failures before it becomes a
more serious problem.

Management attitude to security has been a high priority
[54] for a considerable time. In [55], 77% of security profes-
sionals have recognised the need to set security attitudes from
the top. According to a report [22], management attitude is
high, if you listen to the executives, yet low when you listen
to IT practitioners. Thus management need to be fully aware
that it is not simply a technical issue to be passed down the
line, rather it is a fundamental business process that needs to
be driven right from the top of the organisation. Information
security presents one of the largest risks facing business today
and needs to be given the proper attention and commitment it
requires.

One of the most important aspects of creating good security
in a company lies in the development and maintenance of a
good security culture within the organisation. This has long
been recognised [54] [55] [22], but its success is dependant
on the attitude to security displayed by top management. This
attitude must be coupled with proper staff training to ensure
staff understand how to adequately deal with security threats.
It is estimated [22], that in 2012, only 26% of companies with
a security policy believed their staff understood how to use
them.

It is necessary to recognise the magnitude of the threat
environment. Attackers are constantly probing for weaknesses,
which they will exploit without mercy. It is clear that the threat
environment is developing just as quickly as the technological
changes faced by industry [2] [25] [24]. We need to be aware
of the threat this presents, be mindful of the fact that insider
threats also pose a significant security risk, and try to minimise
the possible impact. While we have absolutely no control
over attackers, we can help reduce the impact by making life
so difficult for them that they go away and attack an easier

target instead. It is also necessary to understand that the threat
environment is not restricted to outside actors. It is vital to
understand that an equally dangerous threat may come from
within the organisation. This can come in the form of employee
laziness, incompetence, inexperience, lack of proper training,
or worst of all, from malicious internal actors. This danger can
be multiplied exponentially where they are acting in collusion
with external malicious actors.

The above ten issues are of particular importance for
management of a company, as they are the people responsible
for determining the security position of the company, and
enforcing the delivery of these goals. In the next sections, we
consider a range of common mistakes made by management
when adopting a cloud solution. Some of these mistakes are
quite simple, some are more complex, but they all share a
common thread, they all impact adversely on security.

III. SOME COMMON MISTAKES COMPANIES OFTEN
MAKE WHEN TRANSFERRING TO CLOUD

Companies should not believe the economic arguments
of cloud service providers (CSPs) [56]. Instead, they should
evaluate their needs properly for themselves, and where they
are unsure, they should take neutral advice. It is necessary
to prepare properly ahead of time, not to rush the decision
to move to cloud, and to carry out their own due diligence
on downtime history, data accessibility, pricing structure and
CSP security and privacy record before signing any contract
[57]. Companies should not assume it will be easy. Instead,
they should think it through, understand the costs properly,
and purchase the right service package rather than taking the
first one that comes along [58].

Companies often wear cost blinkers when choosing cloud
provisioning, but it is vital to factor in the risks and exposure
too [59], not forgetting to just look at the short term, but to
take the long view too. Before deciding, companies should
check performance, making sure latency at end user nodes
is acceptable. Remember, all clouds are not created equal. It
is so important not to choose an inappropriate Cloud Service
Provider (CSP).

Often, companies fail to prepare a proper disaster recovery
plan [60]. Companies should always expect the unexpected,
and plan for it. It is vital to be aware of what data must go to
cloud, and who should be able to see it, and it is important not
to forget access control. One key consideration is “location,
location, location”. Companies must understand where their
data is stored [61], and how they can get their data back, if
required. They need to understand who can gain access to
their data. Cloud systems will not necessarily just be exposed
to CSP personnel, but also other sub-contracted organisations
[62], whose security and privacy approach may be nowhere
near as good as that of the CSP. Companies often fail to
account for data privacy risks. This presents a really good
incentive for using encryption for their data.

When it comes to cloud security and privacy, there is no
single solution [2]. In the first case, companies should not
assume the CSP’s security is good. CSPs have a heavy incen-
tive not to release full details of previous security and privacy
breaches so as not to adversely affect future sales. Companies
should not use the wrong privacy approach, and should try to
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align security with its business goals [63]. Whatever approach
is used, it must be cloud-friendly. For compliance, companies
should always consider encryption [64], preferably with split
encryption keys. Companies often sign up to cloud accepting
the standard SLA. This can be a big mistake as many of
these standard contracts are extremely vague about security and
privacy, or do not even mention it. This lack of accountability
on the part of the CSP will only help attackers breach company
systems more easily.

When a company does switch to cloud, a common mistake
is to try to do too much, too quickly. It is better to do small
applications first, preferably those where failure will have
minimal negative impact [65]. A company must not fail to
understand the true threat against their employees, customers,
suppliers and ultimately, their data. The company must have
a cutting-edge comprehensive information security plan. The
company needs to view security not just as an “IT problem”,
but rather as a “business problem” that also includes IT. Many
who have implemented security as an IT problem have ended
up with a strong IT implementation of data security controls
but limited (if any) attention paid to the majority of available
or required security controls such as physical security, security
policies and procedures, training, and other administrative and
environmental controls. People are generally the weakest link
in the security chain, which is why special attention needs to be
paid to their proper training in all security issues. This is also
why security mirrors the business architecture of a company,
people, process and technology [22], not technology alone.

It is also important for companies to “keep their eye on
the ball”, otherwise apathy soon follows, with consequent
weakening of company security policies leading to disaster.
Companies also need to keep up-to-date, by subscribing to
threat intelligence feeds and collaborating with other leaders
in the field [63]. New vulnerabilities and threats are discovered
every day, and there is no room for complacency.

There have been a range of interesting approaches to try to
alleviate some of the obvious issues in cloud security. One such
area is the issue of how to ensure data integrity in the cloud. We
see a number of interesting proposals, such as [66] [64] [67]
[68] [69], which seek to provide assurance of data integrity
to users through various forms of audit, which generally work
quite well. There are those, such as [70] [71] [72] [73], who
have suggested trust computing could be the way forward.
Again, these can work well, but it is important to realise
that despite establishing trust between providers and users,
nevertheless, the fact remains that the work is being performed
on someone else’s systems, thus an element of risk will always
remain. Others, such as [74] [75] [76] [77], believe provable
data possession could help address this problem. Some believe
that timeline entanglement, such as [78] [79] [80], is the way
forward.

These systems, while generally proving capable of deliver-
ing what they promise, share a common flaw. They all provide
an excellent means of achieving their objectives, but do not
provide a means to deal with what happens after a serious
security breach involving, usually brutal and indiscriminate,
modification or deletion of multiple records. Where users do
not understand the true purpose of an audit trail, it may be that
they no longer have access to the necessary data with which
to restore the modified or deleted data to its original state.

We can learn lessons from the accounting world, specifi-
cally in the area of the audit trail, as used with accounting
systems for centuries. One of the key requirements in the
accounting process is the separation of duties, and we discuss
this more fully in the next section.

IV. THE IMPORTANCE OF SEPARATION OF DUTIES

One of the core, long standing security concepts for internal
business systems is that of “separation (or segregation) of
duties.” This concerns the advisability of separating and then
parcelling out parts of a task to different people and places in
order to reduce the opportunity for fraud or theft as multiple
actors would need to take part. The fundamental nature of
this concept is shown in the ground-breaking behavioural
research of Ashton [81], who questioned auditors to seek an
understanding of their consistency in applying judgement. He
started with two questions in his questionnaire that embedded
the concept of separation of duties

• Are the tasks of both timekeeping and payment of em-
ployees adequately separated from the task of payroll
preparation?

• Are the tasks of both payroll preparation and payment of
employees adequately separated from the task of payroll
bank account?

The implications of judging that the answer to either of
these two questions is “no” are obvious — an opportunity and
a temptation arises for an individual to manipulate the payroll
to their advantage. Clearly if it were possible to locate the
payroll department away from the main work location and be
confident that no one in payroll knew anyone in the rest of
the company, then confidence would be increased yet further.
Such separation not only makes fraud difficult, but also means
unintentional errors are more likely to be spotted.

Gelinas et al. [82], pinpoint four basic transaction functions
that should be separated: authorising transactions, executing
transactions, recording transactions and safeguarding resources
subsequent to the transactions being completed. Vaassen et al.
[83], list five — “authorisation; custody; recording; checking
and execution”. Hall [84], takes the separation of duties
logic and applies it specifically to computerised accounting,
suggesting that the questions should now include “Is the logic
of the computer program correct? Has anyone tampered with
the application since it was last tested? Have changes been
made to the programme that could have caused an undisclosed
error?” (page 208). Whilst this may seem obvious and it might
be assumed to be a problem that no longer causes grief,
this is not the case. Ge and McVay [85], take advantage
of the additional disclosures following the Sarbanes-Oxley
Act [86], where executives were putting their lives on the
line when signing off the integrity of their accounts, and
examine companies that admit weaknesses. Looking at a two-
year window (2002-2004) they find 261 firms with confessed
internal control weaknesses and 45 of those admitted to a lack
of segregation of duties. Computer firms were over-represented
in the group of companies reporting problems.

The analogies to wider programming and software use
are obvious and well known at least at a theoretical level.
The more important question is whether the actual practice
matches with the theory and then whether there is a record
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to demonstrate that such safety features were both in place
and effective (i.e., the audit trail). As a real life example,
one of the authors used to manage a large purchase ledger
department and one of his staff got very confused with £2
million of invoices from a large supplier and had entered
invoices, cancelled them, entered credit notes, cancelled them
numerous times and had eventually come to him in tears. This
was sorted, but the auditor some months later picked out these
unusual transactions for investigation and an event log was
able to show the mistakes, how they were rectified and who
had performed each entry on the system.

We take a brief look at the current state of cloud security
standards at the present time in order to demonstrate possible
weaknesses in relying on compliance with these standards to
provide cloud security assurance.

V. THE CURRENT STATE OF CLOUD SECURITY
STANDARDS

There are a great many organisations who have worked on
cloud security standards over the past decade. The following
list, which is not exhaustive, gives a flavour of the variety of
organisations working on the standards that are evolving today:

• AICPA [87];
◦ AICPA Trust Service Criteria;

• ARTS [88];
• Basel 3 [89];
• BITS [90];
• CSA [32];
• CSCC [91];
• Control objectives for information and related technology

(COBIT) [92];
• CSO [93];
• DPA [94];
• DMTF [95];

◦ OVF;
◦ OCSI;
◦ CMWG;
◦ CADFWG;

• ETSI [96];
◦ TC Cloud;
◦ CSC;

• FedRamp [97];
• Generally accepted privacy principles (GAPP) [98];
• GICTF [99];
• HIPAA [100];
• IATAC [101];
• ISACA [92];

◦ COBIT;
• ISAE 3402 [102];
• ISO/IEC [103];
• Information technology infrastructure library (ITIL)

[104];
• ITU [105];
• Jericho Forum [106];
• NIST [107];
• NERC [108];

◦ CIP;
• OASIS [109];

◦ OASIS Cloud-Specific or Extended TC;
OASIS CAMP TC;

OASIS ID Cloud TC;
OASIS SAF TC;
OASIS TOSCA TC;
OASIS CloudAuthZ TC;
OASIS PACR TC;

• OCC [110];
• OGF [111];

◦ OCCI Working Group;
OCCI Core Specification;
OCCI Infrastructure Specification;
OCCI HTTP Rendering Specification;
Other OCCI-related Documents;

• OMG [112];
• PCIDSS [113];
• SNIA [114];

◦ SNIA CDMI;
• The Open Group [115];

◦ Cloud Work Group;
Cloud Computing Business Scenario;
Building Return on Investment from Cloud Com-
puting;

• TM Forum [116];
◦ Cloud Services Initiative;

TM Forum’s Cloud Services Initiative Vision;
Barriers to Success;
ECLC Goals;
Future Collaborative Programs;

◦ About the TM Forum;
TM Forum’s Framework.

Most of these organisations have addressed specific cloud
areas, particularly where they might relate to how their mem-
bers might use cloud services with a better degree of safety.
PCIDSS, for example, is specifically concerned with how cloud
impacts on payment mechanisms. Larger organisations, such
as CSA, ISACA, ISO/IEC, NIST tend to take a broader view
to solving the problem. CSA and ISACA are cloud oriented
organisations, while ISO/IEC and NIST have a much wider
focus. Of the latter two, NIST were very quick to produce
a cloud security standard, whereas the ISO/IEC standards
approval process is very slow. On the plus side, once approved,
an ISO/IEC standard will generally be adopted by large
global corporates. To illustrate this process, NIST released
their first cloud standard in 2009, followed in 2011 by a
more comprehensive standard, which was well adopted by US
corporates. Whereas, it took until 2014 before the ISO/IEC
even mentioned cloud.

However, once they started moving, cloud standards started
to flow, and ISO/IEC 27017:2015, which provides guidance for
cloud specific security controls based on ISO/IEC 27002:2013,
was finally approved in 2015. During the current decade, there
has been a shift in the ISO 27000 series of standards from
a compliance based approach to a risk based approach, and
this is to be welcomed. ISO/IEC 27018:2014 was published
in 2014, and covers use of personally identifiable informa-
tion (PII) in public clouds. ISO/IEC 270364:2016 provides
guidance on the security of cloud services. This standard
does not address business continuity management or resiliency
issues for cloud services. These are addressed in ISO/IEC
27031:2011, although this has been improved on in ISO
22301:2012.
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There are three security studies currently being conducted
by the ISO/IEC on: cloud security assessment and audit;
cloud-adapted risk management framework; and cloud security
components. Beyond that, the following four areas have been
proposed: guidelines for cloud service customer data security;
the architecture of trusted connection to cloud services; the
architecture for virtual root of trust on cloud platforms; and
emerging virtualization security.

Thus we will next take a brief look at cloud audit literature
to see what lessons we can learn from this area.

VI. CLOUD AUDIT LITERATURE

Vouk [117], in an early description of the issues surround-
ing cloud computing, suggests there must be an ability to audit
processes, data and processing results. By 2009, we see a little
more concern being expressed in the area of cloud audit. Wang
et al. [118] address how the cloud paradigm brings about many
new security challenges, which have not been well understood.
The authors study the problem of ensuring the integrity of data
storage in cloud computing, in particular, the task of allowing
a third party auditor (TPA), on behalf of the cloud client, to
verify the integrity of the dynamic data stored in the cloud. The
authors identify the difficulties and potential security problems
and show how to construct an elegant verification scheme for
seamless integration of these features into protocol design.

Leavitt [119] suggests CSPs will not be able to pass
customer audits if they cannot demonstrate who has access
to their data and how they prevent unauthorised personnel
from retrieving information, a a line of enquiry they generally
discourage. Some CSPs are addressing this by appointing
TPAs to audit their systems in advance and by documenting
procedures designed to address customers data security needs.
Where the TPA is not an accounting firm, there may be some
question as to auditor impartiality. Bernstein et al. [120] are
excited by the prospect of a “cloud of clouds”, but are worried
about the security processes used to ensure connectivity to the
correct server on the other clouds, and suggests some kind of
audit-ability would be needed. The authors stress the need for
cloud systems to provide strong and secure audit trails.

Pearson and Benameur [121] recognise that achieving
proper audit trails in the cloud is an unresolved issue. Wang
et al. [122] address privacy preserving public auditing for
data storage security in cloud, and are keen to prevent TPA
introduced weaknesses to the system. The authors present a
mechanism to enable a more secure approach to public audit
by TPAs. Zhou et al. [123] carry out a survey on security and
privacy in cloud computing, and investigate several CSPs about
their concerns on security and privacy issues, finding those
concerns are inadequate. The authors suggest more should be
added in terms of five aspects (i.e., availability, confidentiality,
data integrity, control and audit) for security. Chen and Yoon
[60] present a framework for secure cloud computing through
IT auditing by establishing a general framework using check-
lists by following data flow and its life-cycle. The checklists
are made based on the cloud deployment models and cloud
services models.

Armbrust et al. [124] present a detailed description of what
cloud computing is, and note that the possible lack of audit-
ability presents the number three barrier to implementation.

Ramgovind et al. [125] provide an overall security perspective
of cloud computing with the aim of highlighting the security
concerns that should properly be addressed and managed to
realise the full potential of cloud computing. The authors
note that possible unwillingness of CSPs to undergo audit
presents a real barrier to take up. Grobauer et al. [126] note
that discussions about cloud computing security often fail
to distinguish general issues from cloud-specific issues. The
authors express concern that many CSPs do not do enough to
ensure good cloud audit practice can be provided to ensure
proper security is achieved.

Doelitzscher et al. [127] present a prototype demonstration
of Security Audit as a Service (SAaaS) architecture, a cloud
audit system that aims to increase trust in cloud infrastructures
by introducing more transparency to both user and cloud
provider on what is happening in the cloud. This system aims
to keep track of changes to the infrastructure as VMs are
deployed, moved or shut down. Hale and Gamble [128] note
that current SLAs focus on quality of service metrics and lack
the semantics needed to express security constraints that could
be used to measure risk. The authors present a framework,
called SecAgreement (SecAg), that extends the current SLA
negotiation standard to allow security metrics to be expressed
on service description terms and service level objectives.

Pappas et al. [129] present CloudFence, a framework that
allows users to independently audit the treatment of their pri-
vate data by third-party online services, through the interven-
tion of the cloud provider that hosts these services. The authors
demonstrate that CloudFence requires just a few changes to
existing application code, while it can detect and prevent a
wide range of security breaches, ranging from data leakage
attacks using SQL injection, to personal data disclosure due
to missing or erroneously implemented access control checks.
Xie and Gamble [30] outline a tiered approach to auditing
information in the cloud. The approach provides perspectives
on audit-able events that may include compositions of inde-
pendently formed audit trails. Zhu et al. [77] propose the use
of provable data possession (PDP), a cryptographic technique
for verifying the integrity of data, without retrieving it, as part
of a means of carrying out audit on the data.

Ruebsamen and Reich [130] propose the use of software
agents to carry out continuous audit processing and reporting.
The authors propose continuous audit to address the dynami-
cally changing nature of cloud use, so as to ensure evidence
concerning vital periods of use are not missed. Doelitzscher
et al. [131] propose the use of neural networks to analyse and
learn the normal usage behaviour of cloud customers, so that
anomalies originating from a cloud security incident caused
by a compromised virtual machine can be detected. While
retrospective tests on collected data have proved very effective,
the system has yet to reach a sufficient level of maturity to be
deployed in a live environment.

Doelitzscher et al. [132] present a cloud audit policy
language for their SAaaS architecture. The authors describe
the design and implementation of the automated audit system
of virtual machine images, which ensures legal and company
policies are complied with. They also discuss how on-demand
software audit agents that maintain and validate the security
compliance of running cloud services are deployed. Thorpe et
al. [133] present a framework for forensic based auditing of
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cloud logs. The authors explore the requirements of a cloud
log forensics service oriented architecture (SOA) framework
for performing effective digital investigation examinations in
these abstract web services environments. Wang et al. [134]
propose a secure cloud storage system supporting privacy-
preserving public auditing. The authors further extend their
proposal to enable the TPA to perform audits for multiple users
simultaneously and efficiently.

Lopez et al. [135] propose privacy-friendly cloud audits
by applying Somewhat Homomorphic Encryption (SHE) and
Public-Key Searchable Encryption (PEKS) to the collection
of digital evidence. The authors show that their solution can
provide client privacy preserving audit data to cloud auditors.
Shameli-Sendi and Cheriet [136] propose a framework for
assessing the security risks associated with cloud computing
platforms. Xiong and Chen [137] consider how to allocate
sufficient computing resources but not to over-provision these
resources to process and analyse audit logs for ensuring the
guarantee of security of an SLA, referred to as the SLA-
based resource allocation problem, for high-performance cloud
auditing.

Now that we have looked at the cloud audit literature, will
take a look at the audit trail in a bit more depth, to gain a
better understanding of the detail we need to get to grips with
to help us gain some benefit from it.

VII. THE AUDIT TRAIL

Auditing in the accountancy world has enjoyed the benefit
of over a century of practice and experience, yet there remain
differences of opinion and a number of problems are yet
to be resolved. Duncan and Whittington [2] provide some
background on this issue. Cloud computing audit can not be
considered a mature field, and there will be some way to go
before it can catch up with the reflection and rigour of the
accounting profession. An obvious area of weakness arises
when taking audit professionals from the accounting world out
of their comfort zone, and placing them in a more technical
field. Equally, the use of people with a computing background
can overcome some of these issues, but their lack of audit
background presents an alternate weakness.

A fundamental element of the audit process is the audit
trail, and having two disciplines involved in providing cloud
audit services means we have two different professional mind-
sets to contend with, namely accounting professionals and
security professionals. An obvious concern is what is meant
by the term “audit trail”. It is easy to assume that everyone
is talking about the same thing, but is that actually the case?
To an accounting professional, the meaning of an audit trail is
very clear.

The Oxford English Dictionary (OED) [138] has two useful
definitions of an audit trail: “(a) Accounting: a means of
verifying the detailed transactions underlying any item in an
accounting record; (b) Computing: a record of the computing
processes that have been applied to a particular set of source
data, showing each stage of processing and allowing the
original data to be reconstituted; a record of the transactions
to which a database or a file has been subjected”. As we can
see, there is not a complete common understanding between

the two disciplines of what an audit trail should be able to
achieve.

In the accounting world, an understanding of exactly what
is meant by an audit trail, and its importance, is a fundamental
part of the training every accountant is subjected to. Some 20
years ago, the National Institute of Standards and Technology
(NIST) [139] provided, in the context of computing security,
a very detailed description of what an audit trail is, and this
is wholly consistent with the OED definition. However, when
we look at the definitions in use in some cloud audit research
papers, we start to see a less rigorous understanding of what an
audit trail is. For example, Bernstein [120] suggests the audit
trail comprises: events, logs, and analysis thereof, Chaula [140]
suggests: raw data, analysis notes, preliminary development
and analysis information, processes notes, etc.

Pearson et al. [121] recognise that achieving proper audit
trails in the cloud is an unresolved issue. Ko et al. [141]
explicitly note that steps need to be taken to prevent audit
trails disappearing after a cloud instance is shut down. Ko
[142] recognises the need to collect a multiplicity of layers
of log data, including transactional audit trails in order to
ensure accountability in the cloud. The EU Article 29 Working
Party [143] raises several cloud-specific security risks, such
as loss of governance, insecure or incomplete data deletion,
insufficient audit trails or isolation failures, which are not
sufficiently addressed by the existing Safe Harbor principles
on data security.

The audit trail can be a very powerful tool in the fight
against attack. Just as the audit trail offers forensic accountants
a means to track down fraudulent behaviour in a company, so
the audit trail in a cloud setting, providing it can be properly
protected against attack, offers forensic scientists an excellent
basis to track intrusions and other wrongdoing. In the event
of a catastrophic attack, it should be possible to reconstruct
the system that has been attacked, in order to either prove the
integrity of the system values, or in a worst case scenario,
reconstruct the system from scratch. The redundancy offered
by the simple audit trail, often seen by many IT people, as an
unnecessary duplication, will prove invaluable in the event of
compromise. One of the authors has spoken to countless IT
people who have claimed they already have multiple backups
of all their data, so do not see the need for a proper audit
trail. This completely misses the point that after a breach
occurs, the corrupted data will be duplicated over time into all
the carefully maintained backup copies, resulting in multiple
sets of corrupted data. This is particularly problematic where
there is a considerable time between breach and discovery.
Whereas, a simple, carefully protected audit trail would allow
the corrupted system to be fully reconstructed.

Many cloud users are punctilious about setting up proper
audit trails, but sometimes forget that when a virtual machine
(VM) running in the cloud is shut down, everything, including
the audit trail data they have so assiduously collected, dis-
appears as soon as the VM shuts down [141], unless steps
are taken to prevent their loss. In real world conditions, most
database software ships with inadequate audit trail provision
in the default settings. Anderson [144] states that the audit
trail should only be capable of being read by users rather than
being edited. While it is simple enough to restrict users to read-
only access, this does not apply to the system administrators.
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This presents an issue where an intruder gets into a system,
escalates privileges until root access is obtained, and is then
free to manipulate, or delete the audit trail entries in order to
cover their tracks.

Cloud users often assume that the VMs they are running
will be under their sole control. However, the VMs run on
someone elses hardware — the CSPs. These CSPs also employ
system administrators. CSPs also employ temporary staff from
time to time, some of whom are also system administrators.
While the CSP may vet their own staff to a high level, this
may not the case with temporary employees [146]. Network
connections too are often virtualized, opening up yet more
avenues of attack.

A cloud user can take as many steps to secure their business
as they wish, but a key ingredient in the equation is the fact
that all cloud processes run on somebody elses hardware, and
often software too — the CSPs. The cloud relationship needs
to include the CSP as a key partner in the pursuit of achieving
security [6]. Unless and until CSPs are willing to share this
goal, technical solutions will be doomed to failure.

Thus in the next section, we will take a look at some of the
practical approaches we can take to help us achieve the goal
of a better level of security. Most of these recommendations
will not be technically challenging, yet many companies fail to
act on these simple actions, which could significantly improve
security for their company.

VIII. HOW CAN WE IMPROVE THE AUDIT TRAIL?

There are three fundamental weaknesses here, which need
to be addressed. First, inadequate default logging options can
result in insufficient data being collected for the audit trail.
Second, there is a lack of recognition that the audit trail data
can be accessed by a malicious user gaining root privileges,
which can lead to the removal of key data showing who
compromised the system, and what they did once they had
control of it. Third, failure to ensure log data is properly
collected and moved to permanent storage can lead to loss
of audit trail data, either when an instance is shut down, or
when it is compromised.

To illustrate the first point, we discuss one of the most
popular open source database programmes in general use today
— MySQL. The vast majority of implementations will use
either standard default settings on installation, or install the
programme as part of a standard Linux, Apache, MySQL and
PHP (LAMP) server. In the case of a LAMP server, all four of
the constituent elements are set up using the default settings.
This works very well for easy functionality “out of the box”,
which is the whole purpose of a LAMP server. Unfortunately
this does not adequately address security in each of the four
elements of the LAMP server.

MySQL offers the following audit trail options:

• Error log — Problems encountered starting, running, or
stopping mysqld;

• General query log — Established client connections and
statements received from clients;

• Binary log — Statements that change data (also used for
replication);

• Relay log — Data changes received from a replication
master server;

• Slow query log — Queries that took more than
long query time seconds to execute;

• DDL log (metadata log) — Metadata operations per-
formed by Data Definition Language (DDL) statements.

By default, no logs are enabled, except the error log on
Windows. Some versions of Linux send the Error log to syslog.

Oracle offer an audit plugin for Enterprise (paid) Editions
of MySQL. This allows a range of events to be logged, but
again, by default, most are not enabled.

The MariaDB company, whose author originally wrote
MySQL, have their own open source audit plug-in, and offer a
version suitable for MySQL. It has the following functionality:

• CONNECTION — Logs connects, disconnects and failed
connects (including the error code);

• QUERY — Queries issued and their results (in plain
text), including failed queries due to syntax or permission
errors;

• TABLE — Which tables were affected by query execu-
tion;

• QUERY DDL — Works as the ‘QUERY’ value, but
filters only DDL-type queries (CREATE, ALTER, etc);

• QUERY DML — Works as the ‘QUERY’ value, but
filters only Data Manipulation Language (DML) DML-
type queries (INSERT, UPDATE, etc).

By default, logging is set to off. Thus, those users who rely
on default settings for their systems are immediately putting
themselves at a severe disadvantage.

Turning to the second point, as Anderson [144] states, the
audit trail should only be capable of being read by users. This
presents a problem in a cloud setting, where the software being
used is running on someone else’s hardware. There is a risk
of compromise from an outside user with malicious intent.
There is also a risk of compromise by someone working for the
CSP. While the CSP may well take vetting of staff seriously,
there may be situations that arise where a temporary contract
worker is engaged at short notice who has been subject to
lesser scrutiny.

Looking at the third point, where MySQL data logging is
actually switched on, all data is logged to the running instance.
This means the data remains accessible to any intruder who
successfully breaches the system, allowing them to cover their
own tracks by deleting any entries that relate to their intrusion
of the system, or to simply delete the entire audit trail files.
And, when the instance is shut down, all the data disappears
anyway.

These three points are generally not much thought about,
yet they present a serious weakness to the success of main-
taining the audit trail. Equally, these are relatively trivial to
address. Often management and IT staff will take the view
“so what?”.

Simply turn on data logging and send all log output to an
independent secure server under the control of the cloud user.
Adding an Intrusion Detection system (IDS) is also a useful
additional precaution to take, and again, this should be run on
an independent secure server under the control of the cloud
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user. The use of an audit plug-in in addition to all the basic
logging capabilities, is also a useful thing to do. While there
will be an element of double processing involved, it is better
to have more data than none at all.

Where the MySQL instance forms part of a LAMP server,
then it would also be prudent to make some elementary
security changes to the setup of the Linux operating system,
the Apache web server, and to harden the PHP installation.

It is rather worrying that as far back as 2012, Trustwave
[145], report an average of 6 months between breach and
discovery. It is also rather worrying to see that three years later
[147], see Fig. 1, that 75% of breaches happen within days,
yet only 25% of discoveries are actually made within the same
time-frame. This still leaves a large gap where compromised
systems may still be under the control of malicious users.

Fig. 1. The Lag Between Breach and Discovery c© 2015 Verizon

This presents a clear indication that very few firms are
actually scrutinising their server logs. Back in 2012, Verizon
[53] highlighted the fact that discovery of security breaches
often took weeks, months or even years before discovery,
with most discovery being advised by external bodies, such
as customers, financial institutions or fraud agencies.

The Open Web Application Security Project (OWASP)
carry out a survey every 3 years in which they collate the
number of vulnerabilities with the greatest impact on compa-
nies. In TABLE I we can see the top ten list from 2013, 2010
and 2007:

Sitting at the top of the table for 2013, again for 2010,
and in second place in 2007, we have injection attacks. It is
very clear that companies are consistently failing to configure
their database systems properly. Injection attacks rely on mis-
configured databases used in dynamic web service applica-
tions, which allow SQL, OS, or LDAP injection to occur when
untrusted data is sent to an interpreter as part of a command
or query. The attackers hostile data can trick the interpreter

TABLE I. OWASP TOP TEN WEB VULNERABILITIES — 2013 [148]

2013 2010 2007 Threat
1 1 2 Injection Attacks
2 3 7 Broken Authentication and Session Management
3 2 1 Cross Site Scripting (XSS)
4 4 4 Insecure Direct Object References
5 6 - Security Misconfiguration
6 - - Sensitive Data Exposure
7 - - Missing Function Level Access Control
8 5 5 Cross Site Request Forgery (CSRF)
9 - - Using Components with Known Vulnerabilities

10 - - Unvalidated Redirects and Forwards

into executing unintended commands or accessing data without
proper authorization. This can lead to compromise, or deletion
of data held in company databases.

SQL injection attacks are relatively straightforward to
defend against. OWASP provide an SQL injection prevention
cheat sheet [149], in which they suggest a number of defences:

• Use of Prepared Statements (Parameterized Queries);
• Use of Stored Procedures;
• Escaping all User Supplied Input;

They also suggest that companies should enforce least
privilege and perform white list input validation as useful
additional precautions to take.

For operating system injection flaws, they also have a
cheat sheet [150], which suggests that LDAP injection attacks
are common due to two factors, namely the lack of safer,
parameterized LDAP query interfaces, and the widespread use
of LDAP to authenticate users to systems. Their recommenda-
tions for suitable defences are:

• Rule 1 Perform proper input validation;
• Rule 2 Use a safe API;
• Rule 3 Contextually escape user data.

And for LDAP system injection flaws, their cheat sheet
[151], recommends the following injection prevention rules:

• Defence Option 1: Escape all variables using the right
LDAP encoding function;

• Defence Option 2: Use Frameworks that Automatically
Protect from LDAP Injection.

None of these preventative measures suggested by OWASP
are particularly difficult to implement, yet judging by the
recurring success of these simple attacks, companies are clearly
failing to take even simple actions to protect against them.

When considering secure audit trail and system logging
for a database, there are a number of simple configuration
options open to the user. First, applying the above OWASP
recommendations would considerably limit exposure. Looking
at the database itself, the user access for posting records to
the logging database can have the option to modify or delete
records disabled. On the plus side, full database capabilities
are retained. On the negative side, should an attacker be able
to gain access to the database, and subsequently be able to
escalate privileges, then these restrictions could be reversed,
thus exposing the database.

Another simpler approach would be to configure the
database as an archive database. This allows new records to
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be added, prevents modification of records in the database,
and also prevents deletion of records. On the plus side, the
attacker cannot change the database type, but on the negative
side, the database cannot be indexed, thus making searching
more difficult (time consuming).

Yet another possibility would be to configure the database
such that full facilities are retained, but with the modify and
delete commands completely removed. This would meet the
goals for a proper audit trail, and would provide the ability to
retain full search capabilities for rapid analysis and searching
of the audit trail.

Thus, in addition to making the simple suggestions we
propose above, cloud users should also make sure they actually
review these audit trail logs. It is vital to be able to understand
when a security breach has occurred, and exactly which records
have been accessed, compromised or stolen. While recognising
that this is not a foolproof method of achieving cloud security,
it is likely to present a far higher level of affordable, achievable
security than many companies currently achieve.

However, we must warn that even if a company implements
these simple suggestions, that still will not guarantee security.
While it will annoy the majority of attackers to such an extent
that they will move on to easier pickings, it may well be that
new vulnerabilities will arise. Therefore the company must
remain vigilant at all times. It would be prudent to subscribe
to security feeds, and follow leaders in the field to ensure
they remain aware of all the latest security vulnerabilities and
exploits. Of course, companies must also realise that the threat
environment is not restricted to outside parties alone. Perhaps
of greater concern is the threat posed by malicious internal
actors, which can be even more serious where they act in
concert with outside parties. This presents one of the most
serious weaknesses to the security of a company. Equally,
laziness on the part of staff or lack of knowledge, particularly
where they have not been regularly trained to provide them
with full awareness of all the latest threats, including social
engineering attacks, and the consequence of falling victim to
them, can also pose an extremely serious risk to company
security.

In the event of a security breach, not if, but rather when it
happens, it may be necessary to conduct a forensic examination
to establish how the company defences were breached. With
traditional distributed systems, there is usually something for
the forensic computer scientists to find, somewhere in the
system. They are completely accustomed to dealing with being
able to find only partial traces of events, from which they
can build a forensic picture of the breach. This becomes more
problematic the longer the time between breach and discovery.

However, once a company adopts cloud use, this becomes
far more problematic. While forensic computer scientists can
work wonders with a range of partial discoveries, deleted or
otherwise, once a cloud instance is shut down, there is virtually
zero chance of regaining access to the shut down system. The
disk space used by that system could be re-used, literally
within seconds, and where the time interval between breach
and discovery is considerably longer, as is generally the norm,
then this opportunity becomes a physical impossibility. Thus,
for forensic purposes, companies need to pay far more attention
to what is actually going on in the cloud.

In the next Section, we provide a number of tables as a
reminder of the issues we have discussed in this article and
how to attempt to mitigate these issues.

IX. A REMINDER ON WHO IS RESPONSIBLE TO
MITIGATE THE PROBLEM AREAS

In this Section, we provide some tables as a handy reminder
of who is responsible for ensuring the mitigation of problem
areas. We start, in TABLE II, by taking a look at the 10 key
management risk areas we discussed in Section II.

TABLE II. 10 KEY MANAGEMENT RISK AREAS
WEAKNESSES AND MITIGATING RESPONSIBILITIES c©2016 DUNCAN AND

WHITTINGTON

Item Weakness Responsibility for Mitigation
1 Definition of Security Goals Management
2 Standards Compliance Management
3 Audit Issues Management and Internal Audit
4 Management Approach Management
5 Technical Complexity Management and IT
6 Lack of Responsibility Management
7 Measurement and Monitoring Management and IT
8 Management Attitude to Security Management
9 Security Culture Management and All Employees
10 Threat Environment Extreme Vigilance by Management and IT

Clearly, since these are key management risk areas, man-
agement must necessarily take a heavy responsibility for en-
suring these areas are properly dealt with. First, the definition
of clear security goals provides the fundamental basis for
ensuring a good security posture can be achieved by the
company. Note, there should be no delegation of this vital
task to IT. Management must take full ownership of this task.
On the matter of standards compliance, management must
understand that since cloud security standards are not yet
complete, they must recognise the risks involved in attempting
to rely on this compliance for security. Management must also
recognise the shortcomings pertaining to audit methodology,
and should do so in conjunction with internal audit, and, if
necessary, in consultation with the external auditors.

Management need to recognise the impact of the manage-
ment approaches adopted by all cloud actors, and recognise
how these differing approaches and risk appetites can increase
risk to the company. Management, in conjunction with their
IT department, must explicitly understand the potential impact
due to the added complexity of cloud ecosystems, in order to
ensure proper mitigation is achieved. Management must also
recognise the potential impact brought about through a lack
of responsibility and accountability from all the actors in the
cloud ecosystem chain, including their own staff.

Management must recognise fully the need for establishing
proper metrics in order to ensure proper measurement and
monitoring can take place. In this way, there will at least be a
recognition of when an attack has occurred, thus providing
an opportunity to ensure mitigating steps are immediately
taken. Management need to ensure they take a serious atti-
tude towards security, preferably with a board member being
appointed as the responsible security board member of the
company. This will help to ensure a proper security culture
can be developed, and maintained within the company.

Finally, there is a pressing need for management to take
very seriously the potential danger posed by the threat envi-
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ronment. By ensuring that currently known vulnerabilities are
quickly identified and mitigating action is taken promptly, this
will help reduce the impact posed by the threat environment.
Obviously, new vulnerabilities will become exposed all the
time, and with the previous steps taken, and in particular
extreme levels of vigilance, this should help to mitigate the
overall danger posed.

In TABLE III, we consider the common mistakes compa-
nies often make when adopting cloud computing within their
organisation, as we discussed in Section III.

TABLE III. COMMON MISTAKES
WEAKNESSES AND MITIGATING STRATEGIES c©2016 DUNCAN AND

WHITTINGTON

Item Weakness Action Required
1 CSP Sales Talk Do not believe the hype. Do your own due diligence
2 Business Continuity Prepare a proper disaster recovery plan
3 Cloud Security Remember, there is no single solution
4 Rapid Deployment Don’t try to do it all at once
5 Ongoing Ennui Do not relax. Be vigilant at all times
6 Other Approaches Look out for the loopholes
7 After a Breach Have a plan for what to do after a breach

Remember, the primary goal of the CSP is get your
signature on the contract. Take nothing at face value, and
scrutinise the small print very carefully. What will you do in
the event of a security breach? You must have a proper and
comprehensive disaster recovery plan in place before you start
using cloud. Later will be too late. Do not forget that there
is no single solution to cloud security. Identify the risks, take
mitigating steps and above all remain vigilant at all times.

Do not try to implement your cloud installation too quickly.
You need to thoroughly carry out security testing to ensure you
eliminate as many issues as possible before you commit fully
to the system. Once it is up and running, do not assume all
will be well for evermore.

Do not assume new approaches will be a perfect solution
to the problem. There will likely be one or more loopholes
involved. Make sure that you are the one to find them. Above
all else, have a plan in place for what to do the moment you
have a breach. With cloud systems, you cannot afford to wait
while you develop a plan. You have to take action right away,
otherwise there might be very little for you to investigate where
cloud systems are in use.

With regard to separation of duties, as discussed in Sec-
tion IV, it is worth remembering that this advice can and
should be applied to people, processes and technology. This
will ensure proper internal control can be organised across the
whole of the business architecture of the company.

When it comes to cloud security standards, as covered in
Section V, remember there is no complete cloud security stan-
dard yet in existence, and often, the compliance mechanisms
can be flawed, leading to a false sense of security evolving.
Guard against this arising at all costs.

Finally, do not forget the benefits to be obtained from
implementing a proper audit trail. In TABLE IV, we reiterate
the main points addressed in Section VIII.

There is a great deal of work that can be carried out with
databases to ensure a more robust environment is used to limit

TABLE IV. POSSIBLE IMPROVEMENTS TO ENSURE
A COMPLETE AUDIT TRAIL c©2016 DUNCAN AND WHITTINGTON

Item Weakness Action Required
1 Inadequate Default Logging Make sure adequate logging is turned on
2 Insecure Audit Trail Data Protect access to this data properly
3 Incomplete Audit Trail Data Ensure full data collection
4 Secure Audit Trail Use a separate secure server for this
5 Secure Server Setup Setup a hardened server
6 Securing the Audit Trail Server Add an Intrusion Detection system
7 Ensuring Security Setup a live monitoring system
8 Ensuring Security Update all security patches regularly
9 Ensuring Security Setup immutable databases for the audit trail
10 Ensuring Security Collect data from all running cloud instances

the damage from any security breach that might occur. It is
vital to ensure that taking the easy option of using default
settings is never to be allowed to happen. Default settings,
while very easy to implement, are a vital security weakness
which can be a great enabler for the attacker. A company
should always take the trouble to take this treat away from
potential attackers.

In the next section, we shall review our findings and discuss
our conclusions.

X. CONCLUSION

We have looked at some of the challenges facing companies
who seek to obtain good cloud security assurance. We have
seen how weaknesses in standard CSP SLAs can impact on
cloud security. We have identified issues with cloud security
standards, and how that might impact on cloud security. We
have considered how the lack of accountability can impact on
security. We have discussed how a number of the above issues
must additionally be addressed. It is clear that companies who
use cloud need to understand the impact that the complexities
of using cloud will have on their security will have to be very
carefully considered in order to ensure they do not fall foul of
the many opportunities that exist for security controls to “fall
down the gaps” and thus become lost forever.

The practice of using default settings when installing
software in a cloud environment is clearly asking for trou-
ble. These simple steps we propose are relatively easy to
implement, need not be particularly expensive to implement
and maintain, and providing some on-going monitoring of the
audit trail logs will certainly prove beneficial. Examination
of the logs need not be challenging or costly — there are
many software solutions available to address this task using
programmatic means. Complicated solutions generally lead to
complex problems, as the more complex the solution, the more
the risk of ineffective configuration and maintenance can lead
to compromise in security. Yet all. too often, the simple steps
than can really help improve security are ignored.

We have touched on how these difficult areas of security
might easily be approached as part of a comprehensive secu-
rity solution using simple and inexpensive methods. Clearly,
companies could benefit from further research in several of
these areas. However, we would caution that action is needed
now, not several years down the line when research reaches
a more complete level of success in these areas. The threat
environment is too dangerous. Companies have to act now to
try to close the door, otherwise it may be too late.
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Abstract—The electronic health records are a widely utilized
system in electronic health. It offers an efficient way to share
patient health records among those in the medical industry, such
as physicians and nurses. The barrier that currently overshadows
the effective use of electronic health records is the lack of security
control over information flow where sensitive health information
is shared among a group of people within or across organizations.
This study highlights authorization matters in cooperative en-
gagements with complex scenarios in the collaborative healthcare
domain. The focus is mainly on collaborative activities that are
best accomplished by organized groups of healthcare practition-
ers within or among healthcare organizations with the objective
of accomplishing a specific task (a case of patient treatment). In
this study, we first investigate and gain a deep understanding of
insider threat problems in the collaborative healthcare domain.
Second, an authorization schema is proposed that is suitable
for collaborative healthcare systems to address the issue of
information sharing and information security. The proposed
scheme is based on attribute-based authentication, which, is a way
to authenticate users by attributes or their properties. Finally,
we evaluate the security of the proposed scheme to ensure our
proposed scheme is unforgeable, coalition resistant, and traceable
as well as it providers confidentiality and anonymity.

Keywords–Healthcare; Access control; Authorization; Collabo-
ration environments; Attribute based authentication.

I. INTRODUCTION

The electronic health records (EHRs) [1], [2], [3] is a
widely utilized application in healthcare sector. It offers an
efficient way to share patient health records among those in
the medical industry, such as physicians and nurses. Here,
patient data is captured over time and electronically stored in
databases to enable secure and reliable access. EHRs are highly
beneficial to end users and health providers alike. Advances in
EHRs systems will likely reduce the cost of care by facilitating
easy collaborative support from multiple parties to fulfill the
information requirements of daily clinical care [4], [3], [5].
Patient and healthcare providers can cooperate continuously
with one another to attain health services at lower prices [6],
[7]. In addition, enhancing the quality and delivery of health
services by giving healthcare providers access to information
they require to provide rapid patient care [1], [3]. Typically,
rapid patient care requires the collaborative support of different
parties including primary care physicians, specialists, medical
laboratory technicians, radiology technicians and many other
medical practitioners [1], [8], [9]. Moreover, collaboration

among healthcare organizations is required for patients being
transferred from one healthcare provider to another for spe-
cialized treatment [10], [11].

Although EHRs systems may improve the quality of
healthcare, the digitalization of health records, the collection,
evaluation and provisioning of patient data, and the trans-
mission of health data over public networks (the Internet)
pose new privacy and security threats [5], [12], [13] such
as data breaches and healthcare data misuse, leaving patients
and healthcare providers vulnerable to these threats. However,
security control over information flow is a key aspect of such
collaboration where sensitive information is shared among a
group of people within or across organizations.

The patient health record is a sensitive collection of in-
formation that calls for appropriate security mechanisms to
ensure confidentiality and protect integrity of data as well as
filter out irrelevant information to reduce information overload
[14], [15]. According to the Health Information Portability
and Accountability Act (HIPAA) [16], [17], the keepers of
health records are required to take the necessary steps needed
to protect the confidentiality, integrity and privacy, among
others, of the patient health records [18]. As a result, ensuring
confidentiality and protect integrity of data in EHR systems
with proper authorization control has always been viewed as
a growing concern in the healthcare industry.

In this study, focus is mainly on authorization issues when
EHRs are shared among healthcare providers in collaborative
environments with the objective of accomplishing a specific
task. The main concern with EHRs sharing during collab-
orative support is having an authorization mechanism with
flexibility to allow access to a wide variety of authorized
healthcare providers while preventing unauthorized access.
Since healthcare services necessitate collaborative support
from multiple parties and healthcare teamwork occurs within
a dynamic group, dynamic authorization is required to allow
team members to access classified EHRs.

A. Access Control Mechanism
Access control enables determining if the person or object,

once identified, is permitted to access the resource. As shown
in Figure 1, access control is a combination of authentication
and authorization processes aimed at managing and securing
access to system resources while also protecting resources’
confidentiality and integrity, among others.
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Figure 1. Authorization mechanism

Authentication entails validating the identity establishment
between two communicating parties, showing what or who
the user is? Authorization checks if the user can access the
resources he/she has requested or not. When a user requests
an access to resource on the system, first, the user has to au-
thenticate himself/herself to the system, then the authorization
process decides on the access request to be permitted or denied
based on the authorization policies. The policy enforcement
point (PEP) (Figure 1) intercepts a user’s request to access a
resource. The PEP forwards the request to the policy decision
point (PDP) to obtain the access decision (permit or deny).
PEP then acts on the received decision. The PDP is used
to evaluate access requests against authorization policies and
makes decisions according to the information contained in the
request before issuing access decisions [19].

In the literature, two main access control models have
been developed: role-based access control (RBAC) [20] and
attribute-based access control (ABAC) [21]. RBAC allows or-
ganizations to enforce access policies based on user’ roles (job
functions) rather than users or groups [10]. RBAC promotes
the management of related permissions instead of individual
ones. The sets of permissions are compiled under a particular
role. Consequently, all permissions are managed based on the
role itself. Any changes in the permission within the role will
impact the subjects who are assigned the corresponding role. In
ABAC [21], permissions to access the objects are not directly
given to the subject. It uses attributes of the subject (e.g.,
name, age or role in organization) and attributes of object (e.g.,
metadata properties) to provide authorizations as shown in
Figure 2. The permissions in ABAC depend on a combination
of a set of attributes and their relative values [22]. When a
user wants to access an object, it sends an access request to
the system with its attributes. PDP receives the request from
PEP and combines the user’s attributes, the object’s attributes
and environmental conditions (e.g., time and location), then
check if they satisfy the authorization policies (Figure 2). If
so, the subject’s access request will be allowed and it will be
enforced by the PEP [23]. During the process described above,
PDP’s decision making part can be considered as a part of
authentication, while the authorization policy enforcing part
by PEP be can considered as authorization.
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Figure 2. Access control mechanism for ABAC

To combine the strengths of both approaches without being
hindered by their limitations, we proposed the work-based
access control (WBAC) model [10], [24], [25], [26]. WBAC
model is proposed by introducing the team role concept and
modifying the user-role assignment model from RBAC and
ABAC. The main goals of WBAC are flexibility, easy man-
ageability, security, as well as suitability to support cooperative
work of dynamic teams in healthcare environments [25]. In the
proposed model, a secondary RBAC layer, with extra roles
extracted from team work requirements, is added to RBAC
and ABAC Layers to manage the complexity of cooperative
engagements in the healthcare domain. Policies related to
collaboration and team work are encapsulated within this
coordinating layer to ensure that the attribute layer is not overly
burdened. In this study, focus is mainly on authentication using
attribute-based authentication (ABA) [27], [23], [28], [29]. We
propose an authentication scheme using ABA to authenticate
users by attributes or their properties.

ABA is part of ABAC and the authentication result of
ABA is an important factor to decide whether a user’s access
request can be enforced or not. ABA is used as an approach
to authenticate users by their attributes, so that users can get
authenticated anonymously and their privacy can be protected
[28]. Since there have already been lots of research on the
cryptographic construction of attribute-based signatures (ABS)
[30], [31] and attribute-based encryption (ABE) [32], it must
be a good choice to utilize these results to construct ABA
schemes for for collaborative healthcare systems.

B. Study Contribution
The main contribution of this work are as follows:

1) Investigate and gain a deep understanding of collab-
orative healthcare environment and insider security
threats associated with it.

2) Design an attribute-based group authorization model
that is suitable for collaborative healthcare systems
to address the concern with information sharing and
information access. The proposed model ensures that
access rights are dynamically adapted to the actual
needs of healthcare providers. Healthcare providers
can access the resources associated with a work task,
but only while the work task is active. Once the task
is completed, access rights should be invalidated.

3) Evaluate and analysis the security of the proposed
model.
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Figure 3. Collaborative environment and work sharing

C. Structure of the Study
The remaining parts of this study are organized as fol-

lows. In Section II, a brief description of the collaboration
environment and insider threats in healthcare is presented.
An overview of the EHRs systems architecture and usage
scenario are provided in Section III. Security assumption and
requirements are given in Section IV. Section V presents the
proposed scheme. Security analysis is provided in Section VI.
Finally, conclusions and aspects for future work are given in
Section VII.

II. BACKGROUND KNOWLEDGE

In this section, relevant work related to the study is re-
viewed. An overview of healthcare collaboration environment
is presented, followed by a brief summary of the insider threat
problem in the healthcare domain is highlighted. The main
aim of this section is to understand the security requirements
and propose an attribute-based group authorization model that
ensures sufficient security, which strikes a balance between
collaboration and safeguarding sensitive patient information.

A. Collaborative Environment
A collaborative environment is a virtual infrastructure that

allows individuals to cooperate with greater ease to perform
their duties. It provides the necessary processes and tools to
promote teamwork among individuals with similar goals [33].
For example, work can be divided amongst the team and
performed separately (Figure 3). Afterwards, the outcome of
each individual is assembled into a cohesive whole.

Collaboration at a medical facility is an integral part of the
work process, whereby experts with different specializations
and backgrounds must contribute together as a group in order
to ensure treatment success. This necessity is further amplified
with the increasing complexity of the medical domain. Health-
care services necessitate collaborative support from multiple
parties to fulfill the information requirements of daily clinical
care and provide rapid patient care. Collaborative support is re-
quired within healthcare organizations such as hospitals, where
patient records must be moved among healthcare professionals,
laboratories and wards, to name a few [10]. Collaboration
among healthcare organizations is also essential for patients
being transferred from one healthcare provider to another for
specialized treatment. Such collaboration within or among

User 1

Resource 1

User 2 User 3 

Resource 2 Resource 3

(a) Resource in isolation

User 1

Resource 1

User 2 User 3 

Resource 2 Resource 3

(b) Resource sharing in collaborative environment

Figure 4. Resource in isolation and resource sharing

healthcare organizations has been shown to provide cost-
effective healthcare services [10]. EHRs improve how people
work and enables more fluent cooperation between personnel
at a medical facility. To cite an example, collaborative medical
imaging [34] demonstrates the importance of sharing between
medical practitioners. It utilizes cloud computing to provide
a repository of medical imaging for physicians to discuss,
diagnose and treat a particular disease effectively as a team.

One of the key aspects of a collaborative environment is the
sharing of resources. To cooperate, each team member must
be prepared to gather and share their findings with the rest
of the team members. In Figure 4, initially each individual
is accessing their own resource in isolation (Figure 4(a)).
However, once collaboration is established, the process of
sharing transpires (Figure 4(b)). Resource sharing is vital in
collaboration. In order to analyze, decide and solve a certain
problem collaboratively, team members must have similar
knowledge of the defining situation. This way, cooperation can
be achieved without the aggravating friction. However, balanc-
ing between collaboration and security of shared information
is difficult. On the one hand, collaborative systems are targeted
towards making all system elements (i.e., hardware, software,
data, humans, processes) available to all who need it. On the
other hand, security seeks to ensure the availability, confiden-
tiality, and integrity of these elements while providing them
only to those with proper authorization. Therefore, avoiding
security and privacy violation are very important while sharing
resources with others [10], [35].

B. Insider Threats
Although a collaborative environment can help enhance

healthcare quality, it may also render the shared resources
more vulnerable to insider threats [36], [37], [38]. This hap-
pens when someone within the collaborative team accesses
shared resources for unethical reasons, for instance accessing
a patient’s private information for personal gain. In Figure 5,
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Figure 5. Insider Threat during collaboration

it is assumed that three physicians are working collaboratively
on a case at the hospital. They are discussing the possible
treatment for a patient named Alice. To do so, they must
analyze her medical file, but not her personal information.
However, the 2nd physician is attracted to the patient. He
exploits the collaborative environment to obtain her contact
number without permission.

Insider threats pose a serious concern in the healthcare in-
dustry. In 2015, it was reported [39] that 35.5% of documented
breaches involved medical counterparts. It is the second highest
category in comparison. Breaches include stealing protected
health information for later use to launch numerous fraud
attacks on related medical parties. The danger with insider
threats that occur due to the collaborative effort in healthcare
is their low detectability. In other words, an incident could
happen repeatedly over an extended period of time without
being discovered by authorities. Actual attacks on victims can
therefore be attempted at any time, which makes the threat
harder to combat. Given the severity of insider threats within
the healthcare sector, a number of countermeasures have been
developed. These measures can be divided into two main
categories: passive and active [36], [40], [41]. Passive measures
are more geared toward detecting the perpetrators while active
measures protect targeted assets from being compromised
altogether.

To begin insider threat analysis, applying a framework can
be quite useful [42], [43]. Insider threats are analyzed from
four main aspects: the catalyst that can lead to an attack,
the actor, the attack and the organization characteristic. These
aspects can provide authorities with a method of formalizing
the dominant patterns in an attack. Authorization and access
control are the most popular approaches for developing an
active form of mitigating insider threats [44], [10], [45],
[46]. For instance, in order to secure a shared repository on
epidemics, the group-based discretionary access control [47]
is employed. It allows certain individuals to access the data
and prohibits others based on their group membership.

III. ELECTRONIC HEALTH RECORDS

Healthcare providers deal with large number of sensitive
healthcare records, which are shared and collaboratively used

Multidisciplinary 
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Singed medical 
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Access to various 
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Figure 6. An example scenario of collaboration and sharing of healthcare
data

among different healthcare practitioners [8]. Collaboration
occurs when a healthcare provider such as primary care doctor
requests help from another healthcare provider to treat a case.
To better understand collaborations in the healthcare domain,
in this section, we present a usage scenarios provide examples
of collaboration and healthcare data sharing, followed by the
EHRs system architecture.

A. Usage Scenario: Multiple Healthcare Practitioners Coop-
eration Among Multiple Healthcare Organizations

As shown in Figure 6, a typical use case scenario adopted
from [4] is presented. A patient named Alice is recently
diagnosed with gastric cancer. Surgical removal of the stomach
(gastrectomy) is the only curative treatment. For many patients,
chemotherapy and radiation therapy are given after surgery
to improve the chances of curing. Alice entered a cancer-
treatment center at her chosen hospital (e.g., hospital A in
Figure 8). Alice has a general practitioner (Dean) who she
regularly visits. Upon entering the hospital, Alice also sees an
attending doctor (Bob) from the hospital. Alice’s health con-
dition has caused some complications, so her attending doctor
would like to seek expert opinions and consultation regarding
Alice’s treatment from different hospitals (e.g., hospital B in
Figure 8), including Alice’s specific general practitioner who
is fully informed about Alice’s medical history. Note that the
invited practitioners are specialized in different areas, where
some are specialists and others are general practitioners. In
such group consultation, every participant needs to obtain the
medical records they request based on the health insurance
portability and accountability act (HIPAA) [16] minimal dis-
closure principle.

In such group consultation, also so-called multidisciplinary
team consultation [48], [49], [50], it is noticeable that, sev-
eral healthcare professionals are involved in various roles
to provide patient care. That includes primary care doctors,
general physicians and specialists. Every participant needs to
obtain the medical records they request based on HIPAA [16]
minimal disclosure principle [4], [8]. In this case, the act of
managing the collaborative work must be clearly defined. By
default, only the main practitioner should be aware of the
patient’s personal information. The other medical practitioners
with supporting roles are given information based on their
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contributing roles (need-to-know principle) [51]. For instance,
if the supporting party is included solely for consultation
purposes concerning the disease, only information essential for
diagnosis is provided. It is not necessary to allow perusal of
personal information related to the patient.

Hospital personnel roles are often simplistically split into
medical practitioners, nurses and administrators [52], [53].
However, in [10], we further categorized personnel roles into
a total of nine roles per group, which are classified into main,
action, thought and management roles, as shown in Figure 7.

Dean Bob Cara Alex

Main Implementation Thought Management

Practitioners 

Team Role

Personnel

Work

Resource

Patient

Alice

 resource1  ...  ... resource n

Medical 

Information 

Personal 

Information

Figure 7. EHRs usage scenario

The workflow of every healthcare practitioner is as follows:

1) The general practitioner (Dean) could not solve Al-
ice’s case. He invites multidisciplinary team including
Bob, Cara and Alex to help. In this team consid-
eration, Dean is the core physician of the collab-
orative work. He serves as the group manager. He
is responsible for initiating the work (treatment of
Alice’s case) and choosing the practitioners (group
of doctors) who may be required to attend Alice’s
consultation and treatment. This implies that his pos-
sesses the main team role (Figure 7). In other words,
he owns the collaborative work initiated. Therefore,
full access is given to Dean with regard to the
information related to the patient. He can access the
personal information of the patient as well as the
medical records. Moreover, the general practitioner
must revoke the team upon completion of the patient’s
diagnosis consultation.

2) Bob helps Dean with the operational part of the case.
Operation refers to a series of responsibilities that
entail interaction with the patient. Bob needs to see
Alice on a face-to-face basis to perform various tasks
that are related to her recovery. In this respect, there
is a need for Bob to know personal and medical in-
formation about Alice to perform his duty effectively.

It must be reminded however, that access to a collab-
orative resource can be tailored more specifically by
harnessing the stipulated team roles. Bob is involved
in the action part of the collaboration. Therefore, his
team provider falls under the category of action.

3) Cara has more of a thought role. She is responsible
for helping Dean solve the medical case. There is no
need for Cara to meet Alice personally on a day-to-
day basis. In fact, Cara is only required to analyze
the medical situation and suggest a possible solution.
Cara’s strategic role within the team implies a rather
clear indication of the access that she needs. Since
Cara is predominantly preoccupied with diagnosing
the disease, there is no urgent need for her to know
the patient’s personal information. As such, she is
only given access to the patient’s medical information
as per her strategic team role.

4) With the increasing number of physicians working
on Alice’s case, their interaction can become more
complex. For instance, if there exists a competition
between conflicting diagnoses given by Bob and
Cara, which would gain priority? This is where Alex
comes in. He contributes to the team by coordinating
the interaction of the other members by taking on the
team management role. To work effectively, Alex does
not really need to know the patient’s personal infor-
mation. However, he must be aware of the patient’s
medical information to enable coordination.

In addition, Alice may have some historical health informa-
tion (e.g., mental illness or sexual issues, etc.), to which the
group (or some of the team) of specialists and practitioners
do not have to have access. In WBAC, we assume that each
resource (EHR files) in the system are divided into two types,
mainly private and protected during the collaborative work.
The collaborative resources required for work are enumerated
in Table form as proposed by Abomhara and Køien in [10].
Each resource is tied to the set of collaborative roles or team
roles that can access it. In effect, the selected roles will
determine the extent of collaborative access.

B. EHRs Systems Architecture
EHRs system is considered in this study. Multiple owners

(referring to patients who have full control of their EHRs) and
healthcare providers, such as physicians and nurses, among
others, who require access to these EHRs to perform a task. In
Figure 8, the architecture of the reference system is illustrated.
The reference system includes the following main domains:

1) EHRs: The medical records are collected, stored
and provisioned by the electronic health records
system to achieve the features of low cost opera-
tion, collaborative support and ubiquitous services.
The EHRs can reside in a centralized or distributed
systems depending on the deployment needs [54].
Authorized healthcare providers, including hospitals
and healthcare practitioners can access EHRs through
different services such as web portals and health apps
[55]. In WBAC, we assumed that all the medical
records covered by WBAC are classified into two
sets of objects (private and protected) listed in the
permissions that are assigned to roles and team roles,
which will be accessed by a users.
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a) Private object contains medical records re-
lated to personal information such as names
and addresses as well as resources that are
not related to the current patient case such
as family medical history and sexual health,
among others.

b) Protected object contains resources related
to current patient case. For example, con-
sider Alice’s case (Section III-A), we could
say that protected objects contains resources
related to Alice’s current case such as past
surgical history, data related to abdominal
CT scan (computed tomography scan) and
gastroscopy data, to name a few.

The access to medical records is controlled via the
team roles and the requirements of attributes. For
each medical records, the access policy is represented
by a combination of attributes. When a user (health-
care providers who have already joined a team and
assigned to team role) requires to access (read, write,
etc) the file on EHRs, it should show an evidence that
it satisfies the required attributes. Only if the evidence
is valid, the user’s access can be granted. This process

will be implemented by an ABA scheme presented in
Section V-A.

2) Trusted authority: A fully trusted authority such as
the Ministry of Health is responsible for key genera-
tion, distribution and management of users’ keys. The
main responsibilities of the trusted authority include
the following:

a) Generate the main system public and private
keys.

b) Generate user keys for each user.
c) Generate public and attribute keys for each

attribute in the system.
d) Generate attribute keys for attributes pos-

sessed by each user.

As for implementation, it is possible to have dif-
ferent authorities to perform these responsibilities
separately, such that the compromise of one authority
will not lead to the compromise of the whole system.
More specifically, healthcare delivery organizations
(e.g., hospitals) perform as a registration center with a
certain qualification certified by the trusted authority.
Healthcare delivery organizations are responsible for
checking their healthcare practitioners’ professional
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expertise and send their attributes to the trusted au-
thority to issue the corresponding attribute-based cre-
dentials. As for implementation, it is possible to have
different authorities to perform these responsibilities
separately, such that the compromise of one authority
will not lead to the compromise of the whole system.
More specifically, healthcare delivery organizations
(e.g., hospitals) perform as a registration center with a
certain qualification certified by the trusted authority.

3) Healthcare providers: Healthcare providers from
various domains, such as doctors, nurses, radiology
technicians and pharmacists, among others, require
access to patients’ records to perform a task. Once
a new healthcare practitioner joins a system, the
healthcare delivery organization must send healthcare
practitioner’ attributes to the trusted authority to
obtain attributes based credentials. Healthcare practi-
tioners apply their authentication credentials obtained
from the trusted authority to access classified EHRs
through authorization mechanisms in the EHR aggre-
gator. In case of group collaboration, multiple EHRs
have to be shared with various healthcare providers
and practitioners. A group manager is responsible for
registering healthcare practitioners to form a group.
The hospital’s (registration center) responsibility is to
verify the authenticity of each healthcare practitioners
in the group based on the professional expertise and
required access, and send it to the trusted authority
to issue the corresponding group credentials for the
group.

IV. SECURITY ASSUMPTION AND REQUIREMENTS

In this study, we consider the healthcare providers are
honest and trusted but curious. That means, they will try to
find as much as confidential and private information just for
curiosity. Therefore, healthcare providers will try to access files
on EHRs, which are beyond their privileges (i.g, healthcare
providers intend to access the medical records that needed to
fulfill their tasks but sometimes they intentionally or uninten-
tionally access patients’ medical records that are irrelevant
to their task [56]). For example, as shown in Figure 5, a
healthcare provider may want to obtain information about the
patient for his/her own interest. To do so, healthcare provider
may impersonate other healthcare provider. Also, healthcare
provider may collude with other healthcare providers to gain
an access to information. Thus to achieve a secure sharing
of EHRs, a core requirements of a well-designed ABA sys-
tem were presented by Yang [28], [29]. According to our
assumption and usage scenarioa, the system should fulfill the
following requirements:

• Confidentiality: Unauthorized users who do not pos-
sess enough attributes satisfying the authorization pol-
icy should be prevented from reading EHR documents.

• Minimum attributes leakage: To be authenticated,
a healthcare provider only need to provide required
attributes rather than the whole package of attributes
it possesses.

• Signature: The final medical report of Alice’s treat-
ment should be signed by appropriate practitioners
using digital signatures.

Alice should be able to verify the authenticity of the
consultation results through the practitioner’s digital
signature. Note that the practitioner’s digital signa-
ture can be opened (reveal the practitioner’s identity)
depending on the requirements. In some cases, prac-
titioners do not want to reveal their identities when
participating in group treatment.

• Unforgeability: An adversary who does not belong
to the group should not be able to impersonate a
group member and forge a valid signature to get
authenticated.

• Coalition resistance: Group members should not be
able to pile up their attributes to forge a signature to
help a member to get authenticated.

V. PROPOSED SCHEME

In this section, the system setup and security analysis are
presented.

A. System setup
System setup, including key generation, distribution and

revocation are explained in this subsection. As mentioned
before (Section III-B), the trusted authority is responsible for
users’ key and attribute key generation. For each user in the
system, the trusted authority will generate a unique user key
that represents the user’s identity information and will be used
to trace users’ identities if necessary. The proposed scheme is
based on bilinear mapping [57], [58].

Definition 1: [Bilinear Mapping] [59] Let G1, G2 and G3

be cyclic groups of prime order p, with g1 ∈ G1 and g2 ∈ G2

as the generators. e is an efficient bilinear map if the following
two properties hold.

1) Bi-linearity: equation e(ga1 , g
b
2) = e(g1, g2)ab holds

for any a, b ∈ Z∗p.
2) Non-degenerate: e(g1, g2) 6= 1G3

, where 1G3
is the

unit of G3.

Firstly, the proposed ABA scheme needs to set up the
system, which is considered as a preparation for the phase of
signature generation, verification and opening. During system
setup, the system main parameters, such as main public and
private key sets will be generated by the trusted authority.
Based on the main private and public key sets, the trust
authority will generate system attribute keys and users’ keys.
More importantly, the trusted authority will authorize Dean the
power to generate attribute keys for group members. This is
how Dean gains the control over the group.

Assume k0 is the system security parameter. G1, G2 are
two multiplicative groups of prime order p with g1 ∈ G1 and
g2 ∈ G2 as their generators. Let e : G1 × G1 → G2 be
a bilinear mapping. Select h ∈ G1, ξ1, ξ2 ∈ Z∗p, where Z∗p =
{a ∈ Zp|gcd(a, p) = 1} is a multiplicative group modulo a big
prime number p. Set u, v ∈ G1 such that uξ1 = vξ2 = h. Select
x0, β0 ∈ Z∗p as the top secret and compute w0 = gx0

1 , f0 =

g
1/β0

1 and h0 = gβ0

1 . The public key set of the trusted authority
is denoted by MPK =< G1, G2, g1, g2, h, u, v, f0, h0, w0 >
and the private key set is MSK =< x0, β0, ξ1, ξ2 >, where
the pair < ξ1, ξ2 > is handed to the opener as its tracing key
tk.

Then the system setup proceeds as follows.
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1) Dean authorization: Dean described in our usage
scenario can be considered as an attribute domain
authority in the scheme proposed in [60]. To authorize
Dean, first, the trusted authority selects a secret xd ∈
Z∗p and computes Ad = g

(x0+xd)/β0

1 and wd = gxd .
The pair DSK =< Ad, xd > is the Dean’s private
key and Ad should be registered in the opener’s
database for identity tracing. DPK =< wd > as
the Dean’s public key.

2) User key generation: All users in the system should
register themselves and obtain their users’ key from
the trusted authority. Assume there are N users in
the EHRs usage case. To generate the secret key of
user Ui (1 ≤ i ≤ N ), the trusted authority randomly
selects xi ∈ Z∗p and computes Ai = g

(x0+xi)/β0

1 .
bski =< Ai, xi > is Ui’s secret key base and Ai
should be handed to the opener.

3) Attribute key generation: Assume the attribute set
owned by all members in the EHRs usage case is
denoted by Ψ = {att1, · · · , attNa} (Na = |Ψ|). To
generate a pair of private and public attribute key for
an attribute attj ∈ Ψ (1 ≤ j ≤ Na), the trusted
randomly selects tj ∈ Z∗p as its private attribute key
and computes apkj = g1

tj as its public attribute key.
4) Attribute key authorization: The trusted authority

authorize attribute keys to Dean. For attribute attj ,
the trusted authority selects rj ∈ Z∗p and computes
Td,j = g

(x0+xd)/β0

1 H(attj)
tj+rj and apkdj = g

rj
1 as

Dean’s private and public attribute keys for attribute
attj respectively.

5) User attribute key generation: To be active in
the EHRs usage case described above, each member
should gain their attribute keys from Dean. Assume
the attribute set possessed by user Ui is denoted
by Ψi = {atti1, · · · , attiNi} and attribute attik
(1 ≤ k ≤ Ni) corresponds to attj ∈ Ψ. For
simplicity, we will use attj to represent attik instead.
To generate a private attribute key of attj (1 ≤ k ≤
Ni) for Ui, Dean interacts with Ui and computes
Ti,k = fxi0 Td,j = g

(x0+xd+xi)/β0

1 H(attj)
tj+rj as

Ui’s private attribute key for attribute attj .

All these attribute keys are only active during the period
of a specific workload. When this workload is finished, all
attribute keys of users in this group should be revoked. This
requirement can be realized by combining these attribute keys
with a timing token. Thus, these attribute keys are only valid
during this fixed time period.

B. Signature Generation, Verification and Opening
After the system setup, all entities in the group of the

EHRs usage case have obtained their users’ keys and attribute
keys for authentication. As described before, each medical file
is bound with access policies represented by a combination
of attributes. More specially, this combination of attributes is
represented by an attribute tree [28]. An attribute tree is a tree
structure that represents the logical relations among required
attributes, based on, which a user generates a signature as a
proof of possessing the required attributes.

The user can only be authenticated when the signature is
valid. However, it is also possible that the user’s access request

is reject even though the signature is valid because of other
factors, such as system time, locations and so on.

Assume that Ui is a user to the authenticated, V is
the verifier and f is the file that Ui wants to access. The
verifier here can be the access system or another entity that is
responsible for users’ authentication. It depends on the specific
enforcement of the system. The authentication phase proceeds
as follows:

1) (Ui) access request sending: Ui sends a request to
the verifier V wants to access file f .

2) (V ) attribute requirement embedding: In this step,
the verifier embeds a secret key Ks and the attribute
requirements in an attribute tree and sends related
parameters to Ui. The details are as follows:
Once V receives the access request, it retrieves the
access policy related to the requested access and file
f . Next, V will generate an attribute tree Γ with root
value αr ∈ Z∗p for root r to represent the access
requirement as described in [28]. The same as in [60],
we use qNode() to denote the polynomial bound to an
interior node Node. For a leaf node y whose parent is
interior node Node, qy(0) is computed by qNode(0).
Thereafter, the verifier computes

Ks = (e(f0, w0)e(g1, wd))
αr

= e(g1, g1)(x0+xd)αr/β0 .

Let L(Γ) be the leaf node set of the attribute tree
Γ. V computes ∀y ∈ L(Γ), Cy = g

qy(0)
1 and

C ′y = H(y)qy(0) and sends {Γ, gαr1 ,∀y ∈ Leaf(Γ) :
Cy, C

′
y} to Ui.

3) (Ui) signature generation: In this step, Ui recovers
the embedded secret key Ks as Kv first if it owns all
the required attributes. Next it generates a signature
as a proof that it possesses the required attributes and
to provide traceability, which means that an opener
can trace the identity information of Ui given this
signature.
The details are as follows. Assume Ui possesses all
the required attributes represented by attribute tree
Γ and attik owned by Ui is the attribute related to
leaf node y in attribute tree Γ. After Ui receives the
message from V , it computes

DecryptNode(Ti,k, Cy, C
′
y, y)

=
e(Ti,k, Cy)

e(apkjapkdj , C ′y)

= e(g1, g1)(x0+xd+uk)qy(0)/β0 .

If x is an interior node, DecryptNode(Tk,j , Cy, C ′y,
y) proceeds as follows: for all x’ children z,
DecryptNode(Tk,j , Cy, C

′
y, y) is called and the out-

put is stored as Fz . Assume Sx is the subset of all
x’s children z and ind(x) is the index of node x. We
define

∆Sx,ind(z) =
∏

l∈{Sx−ind(x)}

l

ind(z)− l
.

Then we have
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Fx =
∏
z∈Sx

F
qz(0)∆Sx,ind(z)
z

=
∏
z∈Sx

(e(g1, g1)(x0+xd+xi)qz(0)/β0)∆Sx,ind(z)

=
∏
z∈Sx

(e(g1, g1)(x0+xd+xi)qpar(z)(ind(z))/β0)∆Sx,ind(z)

=e(g1, g1)(x0+xd+xi)qx(0)/β0 .

Ui calls DecryptNode(Ti,k, Cy, C ′y, y) for the root
and gets the result

Fr = e(g1, g1)(x0+xd+xi)αr/β0 .

Next Ui computes

Ks = Fr/e(g
xi
1 , g

αr
1 ) = e(g1, g1)(x0+xd)αr/β0 = Kv.

Until here, Ui has successfully recovered the em-
bedded secret key Ks as Kv . In the following, Ui
generate a signature to provide traceability.
The signer randomly selects ζ, α, β, rζ , rα, rβ , rx,
rδ1 , rδ2 ∈ Z∗p and calculates

C1 = uζ , C2 = vβ , C3 = Aih
ζ+β ,

δ1 = xiζ, δ2 = xiβ,

R1 = urζ , R2 = vrβ , R4 = Crx1 u−rδ1 , R5 = Crx2 v−rδ2 ,

R3 = e(C3, g1)rxe(h,wd)
−rζ−rβe(h, g1)−rδ1−rδ2 ,

c = HKs(M,C1, C2, C3, R1, R2, R3, R4, R5) ∈ Z∗p
sζ = rζ + cζ, sβ = rβ + cβ, sα = rα + cα,

sx = rx + cxi, sδ1 = rδ1 + cδ1, sδ2 = rδ2 + cδ2.

Finally, the signer sends the signature σ =<
M,C1, C2, C3, c, sζ , sβ , sα, sδ1 , sδ2 > to the verifier.

4) (V ) signature verification: V computes

R′1 =usζC−c1 , R′2 = vsβC−c2 , R′4 = u−sδ1Csx1 , R′5 = v−sδ2Csx2 ,

R′3 =e(C3, g1)sxe(h,wd)
−sζ−sβe(h, g1)−sδ1−sδ2 (

e(C3, wd)

e(g1, g1)
)c

and c′ = HKv (M,C1, C2, C3, R
′
1, R

′
2, R

′
3, R

′
4, R

′
5).

If c′ equals to c that V has received from Ui, V
believes that Ui owns the required attributes and the
authentication succeeds.

5) (The opener) signature opening: The opener com-
putes Ai = C3/(C

ε1
1 Cε22 ), where Ai was registered

in the opener’s database as Ui’s identity information
during system setup.

C. Group Operations
As described in Section III-A, Bob needs to read patients’

personal and medical information, but Cara only needs to have
access to patients’ medical records. To achieve this goal, we
first express these access policies based on attributes. When
group members want to access the documents, they generate
a signature based on the required attributes defined in the
access policies. If their signatures are valid, we believe that
they satisfy the access policies and will be granted with the
required access.

In addition, Dean needs to revoke this temporary group and
the privileges granted to group members after the workload is

finished. There are two possible solutions. The first solution
is to combine all keys generated for this temporary workload
with a time token, but it requires a precise estimation about the
time period how long this task will last. If the time period is too
short, all keys will be revoked before the task is finished and
the system has to be set up again. To the contrary, if the time
period is too long, group members will still be able to access
to patients’ documents after the task is completed, which may
cause security and privacy issues. The second solution is to
add the temporary attribute public keys in a revocation list.
Before signature verification, the verifier firsts check whether
the related attribute public keys are valid. If not, the verifier
will abort the signature verification, and group members will
not gain additional access privileges when the temporary task
finishes.

VI. SECURITY ANALYSIS

In this section, we analyze the security requirements of
the proposed model based on the security analysis described
in Section IV, including confidentiality, minimum attributes
leakage, signature, unforgeability and coalition resistance.

Confidentiality: When a user Ui wants to read EHR
documents, he should successfully be authenticated by the
ABA scheme proposed in Subsection V-B. From [60], we
know that our ABA scheme satisfies the security requirement
traceability, which means that a user without the required
attributes cannot generate a valid signature to successfully
authenticated. As a result, as long as user Ui is required to
pass the authentication described in Subsection V-B before he
accesses EHR documents, the confidentiality can be satisfied.

Unforgeability: requires that a user outside the group (an
outsider) cannot generate a valid signature in the ABA scheme
proposed in Subsection V-B. We assume that an outsider does
not possess any valid required attributes. From the analysis of
confidentiality, we know that a valid user who does not possess
all required attribute cannot generate a valid signature, so an
outsider without any valid required attributes cannot generated
a valid signature.

Coalition resistance: This security requirement is weaker
than traceability, because it is one way to try to forge a valid
signature that the opener cannot trace its identity. Assume
that the ABA scheme proposed in Subsection V-B is not
coalition resistant, it means that a couple of users can pile
up their attributes and generate a valid signature. Since these
attributes do not belong to the same user in the group and
it is valid, the identity retrieved from the signature does not
belong to any user in the group. It contracts with the security
requirement traceability. Therefore, the ABA scheme proposed
in Subsection V-B is coalition resistant.

Minimum attributes leakage: This security requirement
is straight forward. To generate a valid signature, a user only
needs to use the required attributes other than the whole
package of attributes he possesses.

Signature: This property can be satisfied by requiring
Alice’s practitioner to generate a signature using its attribute
keys based on the ABA scheme proposed in Subsection V-B,
where as the verifier, Alice can define the required attributes
and therefore can check the validity of the signature. When
necessary, the signature can also be identified by the opener
in the system.
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VII. DISCUSSION AND CONCLUSIONS

A. Discussion
The central trusted authority within the healthcare system

sustains an EHRs data source of aggregated to ensure availabil-
ity and to provide an easy access to the health professionals.
However, accessing patient’s health records raises patient con-
cerns about the security of their data. This is because patients
generally want to make sure that their sensitive information
is accessed by authorized and trusted healthcare providers. As
such, a health supplier needs to be sure that actual legal entity
is the only party to grant access to the EHRs. Furthermore,
patient permission must also be considered to create a EHRs
accessibility role.

The goal of this study is to have attribute verification
within a group of healthcare providers. The main purpose
of our scheme is authenticating users by attributes or their
properties to achieve security requirement (Section IV) in-
cluding confidentiality, anonymity, traceability, unforgeability,
coalition resistance and signature.

Confidentiality protects system resources and informa-
tion from unauthorized disclosure. In our study, healthcare
providers who join a team of treatment (e.g., Cara and
Alex) should register themselves to obtain their authorization
key from the trusted authority (Section V-A). Therefore, all
the healthcare providers who join Alice’s treatment will be
identified by the team manager (Dean) and authorized to access
Alice’s EHRs once they obtain their authorization keys. An
important concerns about user’ identity are anonymity and
traceability of healthcare provider’s identity. In other words,
the verifier cannot get any identifying information related
to the user during the authentication process [23]. On the
one hand, anonymity is important to keep a patient’ privacy.
For example, in our scenario (Figure 6), assume that Alice
dose not need anyone to know that she was treated by a
gastroenterologist (Cara). Therefore, keeping the identity of
Cara anonymized is a very impotent aspect. On the other
hand, tracing of healthcare providers’ identities is of great
importance. When disputes happen and the identify of the
healthcare provider are treated as legitimate evidence, tracing
of the identity is useful. The main purpose of our scheme is to
achieve anonymity and allow tractability. Since our scheme
is based on group signatures, it is traceable. In our ABA
scheme the system tracing the signers’ identity is done by the
attribute authority (opener). The identity revealing can only
be performed when a disputes happens and a legal authority
should authorize it. There are two requirements for identity
reveal [60], [23]. First, given a valid signature, the opener
should be able to trace the signature and reveal the identity
information. Second, the revealed identity should belong to
real signer rather than a forged one.

Digital signature forgery is another concern when design-
ing of ABA schemes. Forgeability is the ability to create a
signature by illegitimate signer such as an adversary. Our
proposed scheme ensures that, a user (healthcare provider or
adversary) who does not possess all required attribute cannot
generate a valid signature. It is said the scheme is strongly
unforgeable if the signature is existentially unforgeable under
chosen-message attack [61], [62] and, given signatures on
some messages, the adversary cannot produce a new signature.
In this study, we have not analyze our scheme against chosen-
message attack. But we assume that it is unforgeable since the

adversary need a number of required attributes to generate a
valid signature.

Coalition attack is one of the most difficult tasks in devel-
oping a group signature, It occurs when a malicious collisions
of group members that produce untraceable signatures [63].
Considering the coalition resistance, in our scheme the user
can only generate the signature if he or she has all the required
attributes. As we showed in security analysis (Section VI) it is
not possible for different users to collude and generate a valid
signature together if they as a whole have all the required
attributes.

The security requirement ”signature” is very important
because it provides three properties. First of all, the signature
should be able to be verified by Alice that it is generated by a
legal practitioner according to Alice’s treatment requirements.
This property can prevent the case that the signature was forged
by an illegal practitioner or an adversary. Secondly, the practi-
tioner can keep itself anonymous if he wants, and this property
is provided by the security requirement anonymity of the ABA
scheme proposed in Section V. Finally, the practitioner cannot
deny that the signature was actually generated by him since
there is an opener who can ”open” the signature and retrieves
the practitioner’s identity, and this property is provided by the
security requirement traceability of the proposed ABA scheme.

B. Conclusions and Further Work
In this work, an authorization scheme was proposed for

collaborative healthcare system to address the problem of
information sharing and information security. The proposed
scheme provides an efficient solution to security challenges
related to authorization. The security analysis has showed that
our proposed scheme is unforgeable, coalition resistant, and
traceable as well as it providers confidentiality and anonymity.

In the future, the plan is to develop and prototype the func-
tionality to be implemented as well as evaluate the validity of
the scheme based on its efficiency and practicality. Efficiency is
the scheme’s performance in terms of resource consumption,
e.g., time and computational capability. Practicality denotes
the possible difficulties in managing the model during actual
implementation. The motivation behind studying the issue of
efficiency and practicality is to simplify decentralized admin-
istrative tasks, and enhance the practicability of authorization
in dynamic collaboration environments. It is very important to
design a system to not only ensure shared information con-
fidentiality but also to avoid administration and management
complexity.

Furthermore, in recent years, cloud computing and in-
formation technology adaptation to healthcare has become
increasingly important in many countries [7], [64]. EU coun-
tries are seeking new ways to modernize and transform their
healthcare systems using information and communications
technology in order to provide EU citizens (patients) with safe
and high quality treatment in any European Union country
[65], [66] (EU directive 2011/24/EU framework on cross-
border health care collaboration in the EU [67], [68], [69]).
Access to cross-border healthcare in the EU has undergone
many developments in both academia and industries in order
to meet EU healthcare domain needs. The eHealth Action Plan
2012-2020 [70] and the EU-funded project UNIversal solutions
in TELemedicine deployment for European HEALTH care
(United4health) [71] are among such developments. The aim
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of these projects is to provide solutions to improve healthcare
quality, provide access to a high-quality healthcare system to
all EU citizens around Europe, and support close cooperation
between healthcare professionals and care providers from
different organization.

Therefore, in future, the proposed scheme will be further
investigated towards cross-border healthcare collaboration. The
plan is to evaluate the validity of the scheme to provide
solutions to improve healthcare quality, provide access to
a high-quality healthcare system to all EU citizens around
Europe, and support close cooperation between healthcare
professionals and care providers from different organization.
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Abstract—JavaScript is a common attack vector to probe for
known vulnerabilities to select a fitting exploit or to manipulate
the Document Object Model (DOM) of a web page in a harmful
way. The JavaScripts used in such attacks are often obfuscated
to make them hard to detect using signature-based approaches.
On the other hand, since the only legitimate reason to obfuscate
a script is to protect intellectual property, there are not many
scripts that are both benign and obfuscated. A detector that
can reliably detect obfuscated JavaScripts would therefore be a
valuable tool in fighting JavaScript based attacks. In this paper,
we compare the performance of nine different classifiers with
respect to correctly classifying obfuscated and non-obfuscated
scripts. For our experiments, we use a data set of regular,
minified, and obfuscated samples from jsDeliver and the Alexa
top 5000 websites and a set of malicious samples from MELANI.
We find that the best of these classifiers, the boosted decision tree
classifier, performs very well to correctly classify obfuscated and
non-obfuscated scripts with precision and recall rates of around
99 percent. The boosted decision tree classifier is then used to
assess how well this approach can cope with scripts obfuscated
by an obfuscator not present in our training set. The results
show that while it may work for some obfuscators, it is still
critical to have as many different obfuscators in the training set
as possible. Finally, we describe the results from experiments to
classify malicious obfuscated scripts when no such scripts are
included in the training set. Depending on the set of features
used, it is possible to detect about half of those scripts, even
though those samples do not seem to use any of the obfuscators
used in our training set.

Index Terms—Machine learning; Classification algorithms;
JavaScript; Obfuscated; Malicious

I. INTRODUCTION

JavaScript is omnipresent on the web. Almost all websites
make use of it and there are a lot of other applications,
such as Portable Document Format (PDF) forms or HyperText
Markup Language (HTML) e-mails, where JavaScript plays
an important role. This strong dependence creates attack
opportunities for individuals by using malicious JavaScripts,
which may provide them with an entry point into a victim’s
system. The main functionalities of a malicious JavaScript
are reconnaissance, exploitation, and cross-site scripting (XSS)
vulnerabilities in web applications.

The JavaScripts used in such attacks are often obfuscated to
make them hard to detect using signature-based approaches.

On the other hand, the only legitimate reason to obfuscate
a script is to protect intellectual property. Our evaluation of
the prevalence of such scripts on the Alexa top 5000 home
pages suggests that this is fairly uncommon. One reason for
this might be that a lot of JavaScript code on these pages is
code from JavaScript libraries that are available to the public
anyway. If it is indeed the case that there are not too many
scripts that are both benign and obfuscated, it should be easy
to capture these with a whitelist. A detector that can reliably
detect obfuscated JavaScript code would then be a valuable
tool in fighting malicious JavaScript based attacks. But even
if there would be a lot of obfuscated benign JavaScript code, a
detector could play an important role in that it helps to filtering
such scripts and feed them to a component that performs a
more in-depth analysis.

The most common method to address the problem of
malicious JavaScripts is having malware analysts write rules
for anti-malware or intrusion detection systems that identify
common patterns in obfuscated (or non-obfuscated) malicious
scripts. While signature-based detection is good at detecting
known malware, it often fails to detect it when obfuscation
is used to alter the features captured by the signature. Fur-
thermore, keeping up with the attackers and their obfuscation
techniques is a time consuming task. This is why a lot of re-
search effort is put into alternative solutions to identify/classify
malicious JavaScripts. See Section V for details.

In this paper, we analyze and extend our approach to
automatically detect obfuscated JavaScripts using machine
learning presented in [1]. Our paper makes the following three
contributions. First, we make use of the cloud based Microsoft
Azure Machine Learning Studio [2] to quickly create, train,
evaluate and deploy predictive models of nine different clas-
sifiers and to do an analysis of what the most descriptive
features are. The top performing one, the boosted decision
tree classifier, was not among the three classifiers tested in [1].
Second, using the boosted decision tree classifier we perform
a comprehensive analysis of how well this approach can cope
with scripts obfuscated by an obfuscator not present in our
training set. As pointed out in [1], such an analysis would be
quite desirable since malicious JavaScripts are likely to make
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use of a custom obfuscation approaches. Finally, we describe
the results from experiments to classify malicious obfuscated
scripts when no such scripts are included in the training set.

For our experiments, we use the same data set as in [1] with
two important modifications. First, we use the scripts from the
Alexa top 5000 instead of the top 500 websites and second,
we perform a rigorous preprocessing to get rid of scripts that
are identical or almost the same as other scripts in the data
set (see Section III). Not doing this could produce results that
are better than they should be if there are scripts that appear
on almost all of the pages (e.g., Google Analytics scripts).

The rest of the paper is organized as follows. Section II
briefly explains the different JavaScript classes that we dis-
tinguish in this work. In Section III, we discuss our data set,
the preprocessing steps performed, feature selection and the
machine learning methodology and tools. Section IV presents
our results, followed by a discussion of results IV. Section V
discusses related works and Section VI concludes the paper.

II. SYNTACTIC AND FUNCTIONAL VARIETIES OF
JAVASCRIPT

Client-side JavaScript for JavaScript-enabled applications
can be attributed to one of the following four classes: regular,
minified, obfuscated, and malicious. Note that only regular,
minified, and obfuscated are disjoint classes and that we
distinguish only obfuscated, non-obfuscated, and malicious
JavaScripts in the reminder of this paper.

A. Regular JavaScripts

The regular class contains the scripts as they have been
written by their developers. These scripts are typically easy to
read and understand by human beings.

B. Minified JavaScripts

Minified scripts are more compact versions of the regular
scripts. To achieve this, minifiers such as the YUI Compres-
sor [3] remove space and new line characters that only exist to
make the code easier to read for humans. Some of the minifiers
do also rename functions and variables to get rid of long
function or variable names. While this makes the scripts harder
to read and understand for a human, the program flow stays
the same. Minification main purpose is to reduce bandwidth
usage when loading JavaScripts.

C. Obfuscated JavaScripts

Obfuscation tools keep the original functionality of the code
but modify the program flow with the goal to make it hard to
understand. Many obfuscation techniques exist. For example,
encoding obfuscation encodes strings using hexadecimal char-
acter encoding or Unicode encoding to make strings harder
to read. Other obfuscation steps involve hiding code in data
to execute it later using the eval JavaScript function (code
unfolding). The following listing shows a simple example of
the latter technique:

var a = "ale";
a += "rt(";
a += "’hello’";
a += ");";
eval(a);

Listing 1. A simple example of code unfolding

Note that the obfuscated files can also be considered
minified. The obfuscators remove whitespaces and make the
scripts more compact. Scripts that are first minified and then
obfuscated look similar or are the same as when only obfus-
cation is applied. Applying obfuscation and then minification
might lead to partial de-obfuscation (e.g., decoding of encoded
strings) and is therefore unlikely to be used in practice.

D. Malicious JavaScripts

Whether or not a JavaScript is malicious is a question of its
semantics and not of its syntax. Hence, a malicious JavaScript
could be a regular, minified or obfuscated one. Previous work
sometimes conflates obfuscation with maliciousness. In this
work and in prior art (see [4]), it is explicitly stated that
neither is all obfuscated code malicious nor is all malicious
code obfuscated. However, in practice, it appears that at least
for now, most malicious scripts are indeed obfuscated, as all
of the recent malicious JavaScripts samples we collected in
the wild were obfuscated.

III. MACHINE LEARNING APPROACH TO JAVASCRIPT
CLASSIFICATION

In order to evaluate the feasibility and accuracy of dis-
tinguishing between different classes of JavaScript code, we
adopted a classic machine learning approach. We collected a
data set containing a number of JavaScripts representing each
of the classes of interest, i.e., non-obfuscated, obfuscated and
malicious. For each of the samples in the data set we extracted
a set of discriminatory features, which we list in Table III be-
low. The extracted features form fixed-length feature vectors,
which in turn are used for training and evaluation of classifiers.

A. Data Set

Our data set consists of data from three different sources:
(1) the complete list of JavaScripts available from the jsDelivr
content delivery network, (2) the Alexa Top 5000 websites
and (3) a set of malicious JavaScript samples from the Swiss
Reporting and Analysis Centre for Information Assurance
MELANI.

jsDeliver: contains a large number of JavaScript libraries and
files in both regular and minified form. We use the regular
form of the files as a basis for our evaluation.

Alexa Top 5000: To have a more comprehensible
representation of actual scripts found on websites [5],
we downloaded the JavaScripts found on the Alexa
Top 5000 home pages [6]. To extract the scripts from
these websites, we parsed them with BeautifulSoup [7]
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and extracted all scripts that were either inlined
(e.g., <script>alert("foo");</script>)
or referenced via external files (e.g., <script
type="text/javascript" src="filename.js"
></script>).

MELANI: The fileset from MELANI contains only
malicious samples. Most of the malicious samples in the set
are either JS droppers used in malspam campaigns or Exploit
Kits (EK) resources for exploiting vulnerabilities in browser
plugins. All samples are at least partially obfuscated and
seem to make use of different obfuscation techniques and
tools. The composition of the malicious data set is shown in
Table I.

TABLE I. MALICIOUS DATA SET COMPOSITION

Name Description Count
CrimePack EK Landing pages and iFrame injection

code
2001

JS-Droppers Malicious samples from different
malspam campaigns

419

Angler EK Landing pages 168
RIG EK Landing pages 60
Misc Different samples from other EKs

(Nuclear Pack, Phoenix, BlackHole)
58

For our evaluation, we make the following three assump-
tions about the files from jsDelivr and the Alexa Top 5000
home pages: these files are non-malicious, non-minified and
non-obfuscated.

Assuming that there are no malicious scripts in the files
downloaded from the top 5000 home pages should be quite
safe. The same is true for the files from jsDelivr since they
are subject to manual review and approval. Nevertheless, we
checked the scripts with Windows Defender and in contrast
to the set of well-known malicious JavaScripts, Windows
Defender did not raise any alarm.

The second assumption that these scripts are not minified,
is very unlikely to hold since making use of minified scripts
has become quite popular. In order to make this assumption
hold, a preprocessing step is required to remove scripts that
are not minified from the data set. Only then we have a clean
starting point for the generation of the seven additional file
sets (see III-B for details).

The last assumption about the absence of obfuscated scripts
should hold for the jsDelivr data set since these scripts are
subject to manual review and approval. It should also be
true for the Alexa Top 5000 data set because there is little
reason that home pages contain JavaScripts that need to be
protected by obfuscating them. To check whether this is true,
we inspected a random subset of about 150 scripts and found
none that was obfuscated. Furthermore, we inspected those
scripts that are later reported to be obfuscated by our classifier
(supposedly false-positives) and found that from the 173 files
only 15 were indeed obfuscated. However, when considering
our results in relation to the presence or absence of a specific
obfuscator in the data set, we cannot be sure that the Alexa

Top 5000 data set does not contain scripts obfuscated by an
obfuscator whose characteristics (as captured by our feature
vector) are very different from the characteristics of the other
obfuscators. Note that even if this were the case, it would not
invalidate our results but confirm our findings concerning the
presence or absence of a specific obfuscator.

In summary, after the preprocessing step, which removes
minified scripts and does some additional sanitation of the
dataset (see III-B for details), our data set should have the
assumed properties and contain regular, non-obfuscated and
non-malicious JavaScript files only.

Based on this set of files, we generated seven additional
sets of files. For the first set, we processed the files with
uglifyjs [8], the most popular JavaScript minifier, to obtain
a minified version of them. Uglifyjs works by extracting an
abstract syntax tree (AST) from the JavaScript source and then
transforming it to an optimized (smaller) one. For the second
to seventh set, we used six different JavaScript ofuscators:

• javascriptobfuscator.com standard: To use this com-
mercial obfuscator [9], we wrote a C# application that
queries its web API with the default settings plus the
parameters MoveStrings, MoveMembers, ReplaceNames.
The version used was the one online on the 28th of July
2016.

• javascriptobfuscator.com advanced: Since the two pa-
rameters DeepObfuscation and EncryptStrings change the
way the resulting scripts look like significantly, we added
them to the configuration from above to create another
file set.

• javascript-obfuscator: This obfuscator is advertised as
free offline alternative to [9]. We used version 0.6.1 in
its default configuration.

• jfogs: This is a javascript obfuscator [10] developped by
zswang. We used version 0.0.15 in its default configura-
tion.

• jsobfu: This is the obfuscator [11] used by the Metas-
ploit penetration testing software to obfuscate JavaScript
payloads. We used its default configuration with one
iteration.

• closure: The Closure Compiler [12] has not been devel-
oped to obfuscate JavaScripts but to make them download
and run faster. Nevertheless, it makes most JavaScripts
that contain more than a few lines of code hard to
read and understand even when JavaScript beautifiers are
applied to them. Scripts with a few lines of code are often
left unchanged. That is why the set of scripts obfuscated
with this tool is smaller than the others. We obfuscated
only scripts that are at least 1500 characters long. We
used version 20160822 with option –compilation level
SIMPLE.

The reason why we did not use the old but well-known
Dean Edwards’ Packer [13] from [1] is that it may create
parsable but semantically incorrect JavaScripts. For example,
in some cases, this obfuscator removed entire parts of the
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script because it uses regular expressions instead of a parser
to identify multi-line comments correctly.

B. Preprocessing

The preprocessing of the files downloaded from jsDelivr and
the Alexa Top 5000 home pages is divided into the following
three steps:

1) Removal of duplicate and similar files
2) Removal of minified files
3) Removal of files that cannot be parsed

The preprocessing starts with a total of 42378 files down-
loaded from Alexa Top 5000 home pages and 4224 files from
the jsDelivr data set used in [1].

The removal of duplicate and similar files in the first
preprocessing step is performed using the tool ssdeep [14], a
program for computing fuzzy hashes. ssdeep can match inputs
that have homologies. It outputs a score about how similar two
files are. We remove 13234 (Alexa) and 587 (jsDelivr) files
that had a score of 90 or higher with 75 of them having a
score equal or higher to 99. Not removing such files could
produce results that are better than they should be if the same
script appears in the training and the testing set. The impact
is even worse if the same or a slightly modified script appears
not just twice but multiple times in the training and testing
data sets.

In the next step, we remove minified files downloaded from
the Alexa Top 5000 home pages using the following heuristics:

• Remove files with fewer than 5 lines
• Remove files if less than 1% of all characters are spaces.
• Remove files where more than 10% of all lines are longer

than 1000 characters).

14490, approximately half of the remaining files were minified
and therefore removed. Note that in [1], this heuristic has
also be applied to the jsDelivr files even though they should
be non-minified. A manual inspection of a random subset of
supposedly non-minified files showed that around 10% of them
were minified.

It is important to point out that by doing this, we get rid
of small scripts (fewer than 5 lines), which is likely to make
classification of such scripts difficult. This limitation could
be used to split an obfuscated script into multiple parts and
(probably) circumvent detection. As a countermeasure, one
would have to detect such behavior.

The third preprocessing step removes any of the remaining
original jsDelivr and Alexa Top 5000 scripts, where the parsing
of the script, or of one of its transformed versions (minified,
obfuscated), failed. After this step, the data set contains the
number of samples listed in Table II. Overall, there are 101974
samples. Note that since the closure compiler does not perform
well on small files (no obfuscation), we are only obfuscating
samples with more then 1500 chars. Therefore, the number
of samples reported there is significantly smaller than for the
other obfuscators.

TABLE II. DATA COLLECTIONS

Collection Properties #Samples
jsDelivr.com regular 3403
jsDelivr.com minified (uglifyjs) 3403
jsDelivr.com obfuscated (closure) 2004
jsDelivr.com obfuscated (javascript-obfuscator) 3403
jsDelivr.com obfuscated (javascriptobfuscator.com

standard)
3403

jsDelivr.com obfuscated (javascriptobfuscator.com
advanced)

3403

jsDelivr.com obfuscated (jfogs) 3403
jsDelivr.com obfuscated (jsobfu) 3403
Alexa Top 5000 unknown / potentially non-obfuscated 9519
Alexa Top 5000 minified (uglifyjs) 9512
Alexa Top 5000 obfuscated (closure) 6825
Alexa Top 5000 obfuscated (javascript-obfuscator) 9519
Alexa Top 5000 obfuscated (javascriptobfuscator.com

standard)
9516

Alexa Top 5000 obfuscated (javascriptobfuscator.com
advanced)

9516

Alexa Top 5000 obfuscated (jfogs) 9519
Alexa Top 5000 obfuscated (jsobfu) 9517
MELANI malicious and obfuscated (see Table I) 2706

C. Feature Selection

For our experiments reported in this paper, we selected a
set of 45 features derived from manual inspection, related
work [15], [16], and analysis of the histograms of candidate
features. For example, observations showed that obfuscated
scripts often make use of encodings using hexadecimal,
Base64 or Unicode characters (F17) and often remove white
spaces (F8). Furthermore, some rely on splitting a job in a lot
of functions (F14) and almost all use a lot of strings (F7) and
are lacking comments (F9).

Table III lists the discriminatory features we used for
training and evaluation of the classifiers in the reported ex-
periments. These features are complemented with 25 features
reflecting the frequency of 25 different JavaScript keywords:
break, case, catch, continue, do, else, false, finally, for, if,
instanceof, new, null, return, switch, this, throw, true, try,
typeof, var, while, toString, valueOf and undefined. The ratio-
nale behind the selection of these keywords is that if control
flow obfuscation [17] is used, the frequency of these keywords
might differ significantly.

While the present set yielded promising results in our
experiments, further investigations are required to determine
an optimal set of classification features for the problem. The
features labeled as ’new’ in Table III are a novel contribution
of the present paper. The special JavaScript elements used in
feature F15 are elements often used and renamed (to conceal
their use) in obfuscated or malicious scripts. This includes the
following functions, objects and prototypes:

• Functions: eval, unescape, String.fromCharCode,
String.charCodeAt

• Objects: window, document
• Prototypes: string, array, object
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TABLE III. DISCRIMINATORY FEATURES

Feature Description Used in:
F1 total number of lines [15]
F2 avg. # of chars per line [15]
F3 # chars in script [15]
F4 % of lines >1000 chars new
F5 Shannon entropy of the file [16]
F6 avg. string length [15]
F7 share of chars belonging to a string new
F8 share of space characters [15]
F9 share of chars belonging to a comment [15]
F10 # of eval calls divided by F3 new
F11 avg. # of chars per function body new
F12 share of chars belonging to a function body new
F13 avg. # of arguments per function [15]
F14 # of function definitions divided by F3 new
F15 # of special JavaScript elements divided by F3 new
F16 # of renamed special JavaScript elements di-

vided by F3
new

F17 share of encoded characters (e.g., \u0123 or
\x61)

[15]

F18 share of backslash characters new
F19 share of pipe characters new
F20 # of array accesses using dot or bracket syntax

divided by F3
new

F21-F45 frequency of 25 common JavaScript keywords new

D. Feature Extraction

To extract the above features, we implemented a Node.js
application traversing the abstract syntax tree (AST) generated
by Esprima [18], a JavaScript parser compatible with Mozilla’s
SpiderMonkey Parser API [19].

E. Machine Learning

To train and evaluate the machine learning algorithms, we
decided to use Azure Machine Learning [2] (Azure ML)
instead of a more traditional local approach. Azure ML is a
cloud-based predictive analytics service that makes it possible
to quickly create, train, evaluate, and deploy predictive models
as analytics solutions. To design and run the experiments,
we used Azure Machine Learning Studio, which provides an
efficiently usable collaborative drag-and-drop tool.

Azure ML offers different classification algorithms [20].
Given the flexibility of the cloud-based service, we trained
and evaluated several of them:

• Averaged Perceptron (AP)
• Bayes Point Machine (BPM)
• Boosted Decision Tree (BDT)
• Decision Forrest (DF)
• Decision Jungle (DJ)
• Locally-Deep Support Vector Machine (LDSVM)
• Logistic Regression (LR)
• Neural Network (NN)
• Support Vector Machine (SVM)

For a quick introduction into these classifiers and a com-
parison of their advantages and disadvantages, the Azure ML
documentation [21] provides a concise overview. For more
details about some of these algorithms, the reader is referred
to [22].

For each experiment that we performed, the steps in the
following list were carried out. These steps guarantee a sound
machine learning approach with clear separation of testing data
and training data.

1) Normalization of the data in the case of SVM-based
classifiers using the Azure ML default normalizer (with
the other classifiers, normalization is not required).

2) Partitioning of the the data into a testing set, a training
set, and a validation set.

a) First, the testing set is constructed. The samples to
include in this set depends on the experiment (see
Section IV).

b) The remaining data is randomly partitioned into a
training set and a validation set, using a split of
60%/40%.

c) We always use stratified partitioning, which guar-
antees that the data in each set is representative for
the entire data set.

3) Training of the classifier using the training set and
optimizing it using the validation set.

4) Assessing the performance of the fully-trained classifier
using the testing set.

For each script in the testing set, classification works as
follows: The classifier computes a probability p ∈ [0, 1] that
states how likely the script is obfuscated. The probability is
then mapped to the discrete labels obfuscated if p ≥ t and
non-obfuscated if p < t, where t is the threshold. We set
the threshold always to 0.5 to make the different experiments
comparable. In practice, this threshold can be used to fine-
tune the classification: Setting it to a higher value (e.g., 0.8)
increases the probability that a script labeled as obfuscated
is truly obfuscated (true positive), but also implies a higher
rate of false negatives (obfuscated scripts falsely labeled as
non-obfuscated). Conversely, setting it to a value below 0.5
increase true negatives at the cost of more false positives.

For each experiment, we report the (p)recision, (r)ecall,
(F1)-score and (s)upport for each considered class and con-
sidered classifier. Precision is the number of true positives
divided by the number of true positives and false positives.
High precision (close to 1) means that most scripts labeled
as obfuscated are indeed obfuscated. Recall is the number
of true positives divided by the number of true positives
and false negatives. High recall (close to 1) means that
most of the obfuscated scripts are indeed labeled correctly
as obfuscated without missing many of them. The F1 score
conveys the balance between precision and recall, is computed
as 2∗ precision∗recall

precision+recall and should ideally be close to 1. Finally,
support is the total number of scripts tested for a specific label.

IV. RESULTS

In this section, we present the results of the three main
experiments we performed. First, we show the performance of
all nine different classifiers with respect to correctly classifying
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obfuscated and non-obfuscated scripts. The best of these clas-
sifiers is used in the further experiments. Next, we demonstrate
how well this classifier is capable of correctly classifying
scripts that were obfuscated with an unknown obfuscator, i.e.,
an obfuscator that was not used for any of the scripts in the
training set. Finally, we describe the results from experiments
to classify malicious obfuscated scripts when no such scripts
are included in the training set.

A. Obfuscated vs. Non-Obfuscated

In the first series of experiments, we analyzed the perfor-
mance of the classifiers with respect to correctly classifying
obfuscated and non-obfuscated scripts. We used the entire data
set (see Table II) and labeled the regular and minified files as
non-obfuscated, the files processed with one of the obfuscator
tools as obfuscated, and the malicious files also as obfuscated.
30% of all scripts are used in the training set and the other
70% are used for the training and validation sets, using a split
of 60%/40%.

In the first experiment, all 45 features as described in Sec-
tion III-C were used. All nine classifiers listed in Section III-E
were trained and optimized using the training and validation
sets and evaluated using the testing set. Table IV shows the
results. The upper half shows the performance to classify non-
obfuscated script correctly while the lower half shows the same
for the obfuscated scripts. It can be seen that the best results
can be achieved using a boosted decision tree classifier. With
this classifier, only 80 of 7752 non-obfuscated scripts were
classified as obfuscated (false positive rate of 1.03%) and
only 73 of 22842 obfuscated scripts were classified as non-
obfuscated (false negative rate of 0.32%). Overall, boosted
decision tree was the only classifier that achieved F1-scores
above 99% for both classifying obfuscated and non-obfuscated
scripts.

At the bottom end with respect to classification perfor-
mance, there are the averaged perceptron, logistic regression,
and support vector machine classifiers. All three of them
performed quite poorly. The explanation is that all of them are
linear models (the support vector machine classifier in Azure
ML only supports a linear kernel), which is apparently not
well suited to classify obfuscated and non-obfuscated scripts.

Next, we performed the same experiment as above but
instead of using all features, we only used the features that
are most descriptive for correct classification. One advantage
of using fewer features is that it reduces the time and memory
requirements to train a classifier, but as we will see later, it
has additional benefits when trying to classify scripts that
are obfuscated with an unknown obfuscator. To determine
the most descriptive features, we used Pearson’s correlation.
For each feature, Pearson’s correlation returns a value that
describes the strength of the correlation with the label of the
scripts.

Table V lists the 20 most descriptive features based on Pear-
son’s correlation, in descending order. The rightmost column

shows the value of the Pearson’s correlation and the column
’Feature’ references the corresponding feature in Table III if
the feature is also included in that table. The table contains
several interesting findings. First of all, by comparing Table V
with Table III, we can see that only five of the features that
were described in previous works [15], [16] are among the 20
most descriptive features while 15 of them are new features
that were introduced by us. Also, it appears that quite simple
features such as the frequencies of some JavaScript keywords
are well suited to distinguish between obfuscated and non-
obfuscated scripts, as nine of them made it into the list.

Table VI shows the performance of all nine classifiers when
using only the 20 most descriptive features listed in Table V
instead of all features. It can be seen that in general, the
performance is a little lower compared to Table IV, but the
difference is small in most cases. For instance, in the case
of the boosted decision tree classifier, the F1-scores were
reduced by 1.12% and 0.42% resulting in 97.89% and 99.25%.
This allows two conclusions: First, using only the 20 most
descriptive features instead of all 45 features does not reduce
classification performance significantly. Second, as 15 of the
features in Table V are newly introduced features and only
five of them have been used in previous works, the newly
added features provide a significant improvement to classify
the scripts.

To justify that using the 20 most descriptive features is
a reasonable choice, we analyzed the performance when
using the most descriptive 5, 10, 15,. . . , 40 features with the
boosted decision tree classifier. Figure 1 shows the F1-scores
depending on the number of used features. As expected, using
fewer features results in lower performance while using more
features increases the performance, getting closer and closer to
the performance when using all features. In addition, Figure 1
shows that using 20 features is a good compromise between
computational requirements during training and performance
of the trained classifier because on the one hand, using 20
features provides a substantial improvement compared to using
only 15 features and on the other hand, using more than 20
features only provides small further benefits.

As the number of malicious scripts in the data set is
small compared to the others, it is important to have a
more detailed look at the classification performance of these
scripts. Table VII depicts the results when evaluating only the
malicious scripts in the testing set. As all malicious scripts
are labeled obfuscated, the figure only contains results to
classify obfuscated scripts correctly. For the same reason, false
positives cannot occur, which implies a precision of 100%. To
assess the results, it is therefore best to use the recall value
and comparing this value with the ones in Table IV and VI.
Doing this, it can be seen that the recall value of malicious
scripts is about 1% lower than of the other scripts. However,
both recall values are still above 98%, which clearly shows
that classifying malicious scripts still works well despite the
relatively low fraction of malicious scripts in the data set.
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TABLE IV. PERFORMANCE OF THE CLASSIFIERS TO CLASSIFY NON-OBFUSCATED
AND OBFUSCATED SCRIPTS, USING ALL FEATURES

AP BPM BDT DF DJ LDSVM LR NN SVM
Non p 80.46% 92.44% 99.06% 98.50% 97.93% 93.53% 78.31% 95.64% 81.65%
Obfuscated r 66.31% 78.03% 98.97% 98.14% 98.10% 88.40% 68.28% 90.02% 66.82%

F1 72.70% 84.63% 99.01% 98.32% 98.02% 90.89% 72.95% 92.74% 73.50%
s 7752 7752 7752 7752 7752 7752 7752 7752 7752

Obfuscated p 89.21% 92.61% 99.65% 99.37% 99.36% 96.14% 89.68% 96.68% 89.39%
r 94.54% 97.73% 99.68% 99.49% 99.30% 97.92% 93.58% 98.61% 94.90%
F1 91.80% 95.10% 99.67% 99.43% 99.33% 97.02% 91.59% 97.63% 92.07%
s 22842 22842 22842 22842 22842 22842 22842 22842 22842

TABLE V. 20 MOST PREDICTIVE DISCRIMINATORY FEATURES

Feature Description Used in Corr.
F18 share of backslash characters new 0.238
F9 share of chars belonging to a

comment
[15] 0.236

frequency of keyword if new 0.233
F15 # of special JavaScript ele-

ments divided by F3
new 0.221

F4 % of lines >1000 chars new 0.219
frequency of keyword false new 0.209

F17 share of encoded characters
(e.g., \u0123 or \x61)

[15] 0.208

F8 share of space characters [15] 0.203
frequency of keyword true new 0.194

F20 # of array accesses using dot
or bracket syntax divided by
F3

new 0.160

F12 share of chars belonging to a
function body

new 0.158

frequency of keyword return new 0.139
frequency of keyword var new 0.133

F7 share of chars belonging to a
string

new 0.119

frequency of keyword
toString

new 0.112

F5 Shannon entropy of the file [16] 0.106
F2 avg. # of chars per line [15] 0.102

frequency of keyword this new 0.084
frequency of keyword else new 0.081
frequency of keyword null new 0.081

60.00%

70.00%

80.00%

90.00%

100.00%

5 10 15 20 25 30 35 40 45	(all)

F1-scores

Classify	non-obfuscated	scripts Classify	obfuscated	scripts

Figure 1. Performance of the Boosted Decision Tree classifier to classify
non-obfuscated and obfuscated scripts, depending on the used number of

most descriptive features.

To conclude this first series of experiments, we summarize
the most relevant findings:

• Using our data set, classification between obfuscated and
non-obfuscated scripts works well. The best classifier,
boosted decision tree, yields F1-scores above 99% when
using all 45 features.

• Using only the 20 most descriptive features, classification
performance gets lower. However, the boosted decision
tree classifier still achieves F1-scores close to and above
98% with the benefit of reduced time and memory
requirements to train the classifier.

• Compared to the features used in previous works, the
newly added features provide a significant improvement
to classify the scripts.

• Even though the number of malicious scripts in the data
set is relatively small, classifying them delivers only
slightly lower performance as with the other scripts.

In the remainder of the paper, we will focus on the boosted
decision tree classifier, as this has demonstrated to be the best
classifier to classify obfuscated and non-obfuscated scripts.

B. Detecting Unknown Obfuscators

In the experiments performed above, all three sets (training
set, validation set, and testing set) included scripts obfuscated
with all different obfuscators that are used in our data set.
This implies that the trained classifier ’knows’ about all
obfuscators and as a result, the evaluation using the testing set
exhibited good classification performance. In reality, however,
new obfuscators will be developed and used and ideally, the
classifier should also perform well in classifying scripts that
are obfuscated with such a new obfuscator.

To evaluate the performance to classify obfuscated scripts
that were obfuscated using an unknown obfuscator, we first
excluded the malicious scripts from the data set, which guar-
antees we are using a well-defined set of obfuscators. Then, we
took the scripts that are obfuscated with a specific obfuscator
(say obfuscator Obfunknown) and put them into a testing set 1.
From the remaining scripts, we put 30% into a testing set 2
and the rest was split into a training set and a validation
set, using a split of 60%/40%. Note that this means that the
scripts obfuscated with obfuscator Obfunknown are only present
in testing set 1 and not included in any of the other sets.
Training and validation sets were then used to train a boosted
decision tree classifier and the trained classifier was evaluated
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TABLE VI. PERFORMANCE OF THE CLASSIFIERS TO CLASSIFY NON-OBFUSCATED AND
OBFUSCATED SCRIPTS, USING THE 20 MOST DESCRIPTIVE FEATURES

AP BPM BDT DF DJ LDSVM LR NN SVM
Non p 80.78% 74.43% 98.36% 97.35% 96.93% 94.51% 77.19% 95.65% 82.35%
Obfuscated r 65.16% 63.97% 97.42% 95.18% 94.34% 85.13% 66.38% 89.33% 64.04%

F1 72.13% 68.80% 97.89% 96.25% 95.61% 89.58% 71.38% 92.38% 72.05%
s 7752 7752 7752 7752 7752 7752 7752 7752 7752

Obfuscated p 88.90% 88.33% 99.13% 98.37% 98.10% 95.12% 89.11% 96.46% 88.65%
r 94.74% 92.54% 99.45% 99.12% 98.98% 98.32% 93.34% 98.62% 95.34%
F1 91.73% 90.39% 99.25% 98.75% 98.54% 96.69% 91.18% 97.53% 91.87%
s 22842 22842 22842 22842 22842 22842 22842 22842 22842

TABLE VII. PERFORMANCE OF THE BDT CLASSIFIER TO CORRECTLY
CLASSIFY MALICIOUS SCRIPTS AS OBFUSCATED

BDT BDT
(all features) (20 features)

Obfuscated p 100.00% 100.00%
r 98.40% 98.52%
F1 99.19% 99.25%
s 811 811

using both testing sets. Classifying the scripts in testing set 2
should work well as it includes only obfuscators that are also
included in the training set. Classifying the scripts in testing
set 1 shows the performance of the classifier to classify scripts
that were obfuscated with the unknown obfuscator Obfunknown.

Table VIII shows the results. Each column contains the
results when one specific obfuscator was excluded from the
training and validation sets. The lower part with the results of
evaluating training set 2 shows that classifying non-obfuscated
scripts and scripts that were obfuscated with known obfus-
cators performs similar as in Table IV, which corresponds
to the expected result. More interesting is the evaluation of
training set 1 in the upper part of Table VIII, which shows the
performance to detect scripts obfuscated with the excluded
obfuscator. Just like in Table VII, false positives cannot occur,
so the precision is always 100% and we use the recall value
to assess the performance. The results vary greatly depending
on the excluded obfuscator. Scripts obfuscated with closure
or jfogs can hardly be detected (recall <1%) while those
obfuscated with javascript-obfuscator and javascriptobfusca-
tor.com advanced can be detected quite well (recall 76.93%
and 99.80%). Scripts obfuscated with javascriptobfuscator.com
standard and jsobfu are also hard to detect with recall values
of 18.22% and 39.88%.

These results imply that some obfuscators are more similar
than others. For example, scripts obfuscated with javascrip-
tobfuscator.com advanced result in code that – with respect
to the discriminatory features – is similar to the output of
one or more of the other obfuscators. On the other hand,
scripts obfuscated with jfogs must be very different from
all other obfuscated scripts, as nearly none of them could
be correctly classified as obfuscated. The results also imply
that one should include many different obfuscators into the
training and validation sets so the classifier can learn many
different kinds of obfuscation techniques, which increases the
probability that scripts obfuscated with unknown obfuscators
can be detected.

In Table IX, the results of the same analysis while using
only the 20 most descriptive features instead of all features
is shown. Comparing the recall values of training set 1 in
Tables VIII and IX, one can see that the performance is better
when using only 20 features. While basically nothing changed
for javascriptobfuscator.com advanced (it already had a very
high recall value) and jfogs, the recall values for closure and
javascriptobfuscator.com standard could be improved by about
2.5 %, for jsobfu by about 6% and for javascript-obfuscator
by more than 16%.

Determining the exact reason of this increased performance
requires more detailed analysis, but in general, using fewer
features increases the fitting error of a trained classifier and
at least with the obfuscators we used in the data set, this is
beneficial for the recall value. Of course, this comes at a price:
Reducing the number of features reduces the F1-scores when
classifying scripts that are either non-obfuscated or obfuscated
with a known obfuscator, as can be seen by comparing the
evaluation results of training set 2 in Tables VIII and IX. This
is not surprising and confirms what we already observed in
Section IV-A.

To conclude this second series of experiments, we summa-
rize the most relevant findings:

• It is possible to detect scripts obfuscated with an unknown
obfuscator. Depending on the unknown obfuscator and
the obfuscators in the training and validation sets, the
recall value can range from close to 0% (closure and jfogs
in our case) to more than 99% (javascriptobfuscator.com
advanced in our case).

• One should include many different obfuscators into the
training and validation sets so the classifier can learn
many different kinds of obfuscation techniques, which
increases the probability that scripts obfuscated with
unknown obfuscators can be detected.

• Using only the 20 most descriptive instead of all features
can increase the classification performance of scripts that
are obfuscated with unknown obfuscators – at least with
the obfuscators we used in our data set. On the downside,
this has a slightly negative effect on classifying non-
obfuscated scripts and scripts obfuscated with known
obfuscators.

C. Detecting Malicious Scripts

With the results in Table VII, we demonstrated that correctly
classifying malicious scripts as obfuscated if malicious scripts
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TABLE VIII. PERFORMANCE OF THE BDT CLASSIFIER TO DETECT SCRIPTS OBFUSCATED
WITH AN UNKNOWN OBFUSCATOR, USING ALL FEATURES.

javascript- javascript-
javascript- obfuscator. obfuscator.

closure obfuscator com advanced com standard jfogs jsobfu
Obfuscated p 100.00% 100.00% 100.00% 100.00% 100.00 100.00
(training set 1) r 0.05% 76.93% 99.80% 18.22% 0.24% 39.88%

F1 0.09% 86.96% 99.90% 30.83% 0.48% 57.02%
s 8829 12922 12919 12919 12922 12920

Non p 99.53% 99.38% 99.34% 99.73% 99.55% 99.29%
Obfuscated r 99.15% 99.03% 99.02% 99.45% 99.26% 98.99%
(training set 2) F1 99.34% 99.21% 99.18% 99.59% 99.41% 99.14%

s 7752 7752 7752 7752 7752 7752
Obfuscated p 99.66% 99.59% 99.58% 99.76% 99.69% 99.57%
(training set 2) r 99.81% 99.74% 99.72% 99.88% 99.81% 99.70%

F1 99.74% 99.66% 99.65% 99.82% 99.75% 99.63%
s 19382 18154 18155 18155 18154 18155

TABLE IX. PERFORMANCE OF THE BDT CLASSIFIER TO DETECT SCRIPTS OBFUSCATED
WITH AN UNKNOWN OBFUSCATOR, USING THE 20 MOST DESCRIPTIVE FEATURES

javascript- javascript-
javascript- obfuscator. obfuscator.

closure obfuscator com advanced com standard jfogs jsobfu
Obfuscated p 100.00% 100.00% 100.00% 100.00% 100.00 100.00
(training set 1) r 2.59% 93.48% 99.65% 20.76% 0.22% 45.89%

F1 5.06% 96.63% 99.83% 34.38% 0.43% 62.91%
s 8829 12922 12919 12919 12922 12920

Non p 98.92% 98.21% 98.11% 98.81% 99.31% 98.89%
Obfuscated r 98.09% 96.72% 97.30% 97.47% 98.93% 97.90%
(training set 2) F1 98.50% 97.46% 97.71% 98.14% 99.12% 98.39%

s 7752 7752 7752 7752 7752 7752
Obfuscated p 99.24% 98.61% 98.85% 98.93% 99.54% 99.11%
(training set 2) r 99.57% 99.25% 99.20% 99.50% 99.71% 99.53%

F1 99.41% 98.93% 99.03% 99.21% 99.63% 99.32%
s 19382 18154 18155 18155 18154 18155

using the same obfuscators are also included in the training set
works well. In the final experiments, we analyzed how well
this works if no malicious scripts are used in the training set.
Basically, these experiments are similar to the ones done in
Section IV-B as the malicious scripts use different obfuscators
than the ones we used to create our own obfuscated scripts in
the data set.

The setting is similar to the previous experiments, but
this time, testing set 1 contains all malicious (and therefore
also obfuscated) scripts from the data set. Table X illustrates
the results. Just like above, the evaluation of training set 2
shows that classifying non-obfuscated scripts and scripts that
were obfuscated with known obfuscators performs well. With
respect to classifying the malicious scripts as obfuscated,
the recall value is low (16.52%) when all features are used
(left column). This indicates that the obfuscation techniques
used for the malicious samples are not represented well by
the obfuscators in the training set. However, using only the
20 most descriptive features (right column) increases the
performance substantially: The recall value raises by more than
31% to 47.71%. This confirms the finding of Section IV-B that
reducing the number of features can increase the performance
to detect scripts that are obfuscated with an unknown obfus-
cator.

To conclude this third and final series of experiments, we
summarize the most relevant findings:

TABLE X. PERFORMANCE OF THE BDT CLASSIFIER TO DETECT
MALICIOUS SCRIPTS, USING ALL FEATURES OR THE 20 MOST

DESCRIPTIVE FEATURES.

BDT BDT
(all features) (20 features)

Obfuscated p 100.00% 100.00%
(training set 1) r 16.52% 47.71%

F1 28.35% 64.60%
s 2706 2706

Non p 99.38% 98.58%
Obfuscated r 99.05% 97.67%
(training set 2) F1 99.21% 98.12%

s 7752 7752
Obfuscated p 99.66% 99.18%
(training set 2) r 98.78% 99.51%

F1 99.72% 99.34%
s 22031 22031

• It is possible to detect malicious obfuscated scripts that
are obfuscated with an unknown obfuscator. Using all
features and based on our data set, the recall value is
low, though.

• Using only the 20 most descriptive substantially improves
the recall value in our case. This confirms that reducing
the number of features can increase the performance
to detect scripts that are obfuscated with an unknown
obfuscator.

• Ideally and for best possible recall value of malicious
scripts, different malicious scripts should be included
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into the training and validation sets as demonstrated in
Table VII.

V. RELATED WORK

In [23] Xu et al. study the effectivenes of traditional
anti-virus/signature based approaches to detect malicious
JavaScript code. They find that for their sample set, the
average detection rate of 20 different anti-virus solutions is
86.4 percent. They also find that making use of additional
data- and encoding-based obfuscation, the detection ratio can
be lowered by around 40 and 100 percent respectively.

Likarish et al. [15] take an approach similar to ours. They
apply machine learning algorithms to detect obfuscated mali-
cious JavaScript samples. The authors use a set of 15 features
like the number of strings in the script or the percentage of
white-space that are largely independent from the language
and JavaScript semantics. The results from their comparison
of four machine learning classifiers (naive bays, ADTree, SVM
and RIPPER) are very promising: the precision and recall of
the SVM classifier is 92% and 74.2%. But since their study
originates from 2009, it is unclear how recent trends like the
minification of JavaScripts (see II-B) would impact on their
results.

Wang et al. [24] propose another machine learning based
solution to separate malicious and benign JavaScript. They
compare the performance of ADTree, NaiveBayes and SVM
machine learning classifiers using a set of 27 features. Some of
them are similar to those of Likarish et al. [15]. Their results
suggest a significant improvement over the work of Likarish
et al.

Study from Kaplan et al. [4] addresses the problem of
detecting obfuscated scripts using a Bayesian classifier. They
refute the assumption made by previous publications that
obfuscated scripts are mostly malicious and advertise their so-
lution as filter for projects where users can submit applications
to a software repository such as a browser extension gallery for
browsers like Google Chrome or Firefox. Similarly, ZOZZLE,
a malicious JavaScript detection solution from Curtsinger
et al. [25] also uses a Bayesian classifier with hierarchical
features but, instead of just performing pure static detection, it
has a run-time component to address JavaScript obfuscation.
The component passes the unfolded JavaScript to the static
classifier just before being executed.

Other solutions toward dynamic analysis, like Wepawet [26]
(now discontinued), use JavaScript instrumentation to extract
features and apply anomaly detection techniques on them.
JSDetox [27] on the other side is a tool that uses both static
and dynamic analysis capabilities in order to help analysts
understand and characterize malicious JavaScript.

AdSafe [28] uses a completely different approach, it defines
a simpler subset of JavaScript, which is powerful enough
to perform valuable interactions, while at the same time
preventing malicious or accident damage. This allows to put
safe guest code (e.g., third party advertising or widgets) on a
web-page defeating the common malvertising scenario.

VI. DISCUSSION AND CONCLUSIONS

In this paper, we analyzed how well a machine learning
approach is suited to distinguish between obfuscated and non-
obfuscated JavaScripts. To perform the analysis, we used a
data set with more than 100000 scripts consisting of non-
obfuscated (regular and minified) scripts, obfuscated scripts
that are generated with several different obfuscators, and mali-
cious scripts that are all obfuscated. This large data set and the
broad spectrum of obfuscators strengthen the general validity
of our results. To train and evaluate the different classifiers,
we used 45 discriminatory features from the samples.

The results in Section IV-A show that if the training set
contains a representative set of all samples (i.e., it contains
obfuscated samples of all obfuscators), very good classification
performance can be achieved. Of the nine classifiers we
compared, the boosted decision tree classifier provided the
best performance, with F1-scores above 99% when using all
45 features. When using only the 20 most descriptive features,
classification performance gets lower, but it is still possible to
achieve F1-scores close to and above 98%, while having the
benefit of reduced time and memory requirements to train the
classifier. As these 20 most descriptive features have only a
small overlap with the features used in previous works but
still provide nearly as good classification performance as with
45 features, it can be concluded that the newly added features
provide a significant improvement to classify the scripts.

We also evaluated the performance to classify obfuscated
scripts that were obfuscated using an unknown obfuscator,
i.e., one that is not used by the samples in the training set.
The results in Section IV-B demonstrate that it is possible to
detect such scripts, but the classification performance heavily
depends on both the unknown obfuscator and the obfuscators
in the training set and the recall value ranges from close to
0% to more than 99%. We also observed that using only
the 20 most descriptive instead of all features increases the
classification performance of scripts that are obfuscated with
unknown obfuscators. While determining the exact reason of
this increased performance requires more detailed analysis, the
most plausible reason is that using fewer features increases
the fitting error of a trained classifier, which is beneficial
for the recall value of samples obfuscated with an unknown
obfuscator. However, for best performance, it is important to
include many different obfuscators into the training set so the
classifier can learn many different kinds of obfuscation tech-
niques, which increases the probability that scripts obfuscated
with unknown obfuscators can be correctly classified. The best
performing classifier trained with the full data set and using
all of the 45 features can be tested under the following URL:
http://jsclassify.azurewebsites.net.

Finally, we analyzed the classification performance of ma-
licious obfuscated scripts if no malicious scripts are used in
the training set. The results in Section IV-C show that it was
possible to correctly classify such scripts with recall values
of about 16% when all features are used and 47% when
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the 20 most descriptive features are used. This undermines
two findings from above: Using fewer features increases the
performance to detect scripts that use an unknown obfuscator
and for best classification results, one should include many
different malicious obfuscated scripts in the training set.

Besides showing that machine learning is a well-suited
approach for classification of obfuscated and non-obfuscated
JavaScripts, our work also created new questions that require
more analysis. One of these questions is whether detection of
JavaScripts that use unknown obfuscators can be improved by
using additional or different features. This requires analyzing
the obfuscated scripts that could only be classified poorly if
the obfuscator was not used in the training set in more detail
to understand their differences compared to scripts that are
obfuscated with other obfuscators. In addition, while being
able to distinguish between non-obfuscated and obfuscated
scripts is already very helpful towards detecting malicious
scripts because obfuscated scripts are likely candidates to be
malicious, we envision to eventually being able to distinguish
between malicious and benign scripts, independent of whether
they are obfuscated or not. The main obstacle here is currently
the data set: We have a good data set of non-obfuscated and
obfuscated scripts, but the number of malicious samples is still
relatively small. Getting more malicious samples is therefore
the key to start a more detailed analysis about classifying
malicious and benign scripts.
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