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Abstract—A post-payment copyright system is used to legalize
copyrighted music files which a user has obtained illegally. We
compare a post-payment copyright system to an online music
shop by analyzing three scenarios using both qualitative
business and quantitative techno-economic modeling. We
analyze the privacy challenges and solutions related to the
post-payment copyright system. According to our quantitative
analysis, the post-payment copyright system is potentially a
more profitable business than an online shop when no media
replacement is required. Our qualitative analysis suggests
benefits in bundling post-payment copyright system with
online music shop and customer sensitivity to the marketing
message. The privacy threat analysis and the list of suggested
solutions show that privacy is a key factor in the system
success, but it is possible to develop adequate protection for the
user privacy. Our research is a continuation to the trend of
studies suggesting peer-to-peer networks as a part of a viable
business model for media distribution.

Keywords-business model; copyright; post-payment system;
privacy; risk analysis; security; techno-economic modeling

I. INTRODUCTION

This paper analyzes a post-payment copyright system
with three methods: (1) qualitative business modeling; (2)
quantitative techno-economic modeling; and (3) the attack
tree method for security analysis of user data privacy. It
extends and refines our previous work on quantitative
techno-economic modeling of such a system [1] with
extensive qualitative analysis on business model and privacy
issues. In a post-payment system the users are able to
legalize the unauthorized music files on their hard disks and
memory cards. In order to understand the service, let us
consider a user of peer-to-peer (P2P) networks. The user has
downloaded music files on his computer from a peer-to-peer
network. With the post-payment copyright system, the user
can pay the required fees to copyright agencies and avoid
potential litigation, resulting in both personal and
commercial security. In this paper we study the cost

efficiency of such a system in comparison to two related
systems: a conventional online music shop and a post-
payment copyright system where the illegal file is replaced
with a legal file.

We study the following research questions: what are the
main differences in the business models of post-payment
copyright systems and conventional online music shops;
what are the differences in profit, risk and cost distribution
between post-payment copyright systems and conventional
online music shops; and what is the role of privacy in the
post-payment copyright system.

For our qualitative analysis we use the STOF (Service-
Technology-Organization-Finance) business model analysis
framework established by Bouwman et al. [2]-[5]. In our
quantitative analysis, we conduct techno-economic analysis
for digital music sales complemented with risk analysis
using Monte Carlo simulations.

The term business model has been defined in several
ways in the academic literature. Timmers [6] concentrated on
technology elements, whereas Amit and Zott [7] emphasized
revenue generation aspects, and Chesbrough and
Rosenbloom [8] design aspects. Based on the previous
research, Bouwman et al. [3] proposed a unified definition,
which acts as a basis for the STOF business model analysis
framework.

The other bases for the STOF framework are several
componentizations of business models. Alt and Zimmerman
[9] recognized mission, structure, process, revenues, legal
issues, and technology as the main elements of business
models. Osterwalder et al. [10] proposed product, customer
interface, infrastructure management, and financial aspects
as the basic elements of business models. Shafer et al. [11]
identified strategic choices, value creation, value capturing,
and value network as the main components in 12
componentization publications. Bouwman et al. [3] decided
to focus on four components in their STOF framework:
service, technology, organization, and finance.
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Figure 1. Post-payment copyright system architecture

The post-payment copyright system was introduced by
Kokkinen et al. [12]. The legal framework for the service
was discussed in [13], and the method for illegal vs. legal
classification of MP3 files in [14]. In an online survey
Hietanen et al. [15] identified post-payment copyright
system as the second most attractive new P2P related
business model for consumers, following a monthly paid
file sharing service with unlimited access to music and
video.

Consumers, copyright authorities and legislators have
varying views about P2P. Cohn and Vaccaro [16] apply
neutralization theory to the ethics of P2P music file
sharing. The P2P file sharing divides opinions about its
impact on music business. Peitz and Waelbroeck [17]
show that P2P music file sharing has a positive impact on
music sales through wider sampling of music by
consumers. Bhattacharjee et al. [18] simulate online music
sales with different strategies in the presence of P2P-based
piracy.

Techno-economic modeling can be considered as a
quantitative extension to qualitative business modeling. It
analyzes profitability of a new technology or service.
Techno-economic modeling and its application to
broadband access networks is introduced in [19] where a
quantitative framework for conducting techno-economic
analysis on broadband networks and several case studies
based on it are depicted. Elnegaard and Stordahl [20]
demonstrate the use of Monte Carlo simulations as a
method for risk analysis in quantitative techno-economic
models. Both qualitative and quantitative techno-economic
modeling have been used in several studies related to
telecommunications: Monath et al. [21] on fixed
broadband access network strategies, Jerman-Blažič [22]
on network backbone upgrade investments, Kumar and
Kueh [23] on international mobile roaming, Smura et al.
[24] on virtual operators, Kivisaari et al. [25] on mobile
broadcast, Rokkas et al. [26] on fixed-mobile convergence,

and Heikkinen and Luukkainen [27] on mobile P2P
communications.

Security is essential in deploying the post-payment
copyright system. Schäfer et al. [28] studied security in
P2P networks from a general perspective, Suomalainen et
al. [29] from a mobile perspective, and Merz et al. [30]
from a grid perspective. Koshutanski et al. [31] analyzed
security in digital ecosystems. Without underestimating
the concerns in the web generally, the post-payment
copyright service raises even more serious concerns than
an average web or e-commerce site, because the post-
payment copyright service requests user to give
information about past illegal activities. Such information
is very sensitive to the user, and in normal circumstances
past illegal activities are not disclosed to anyone. Storing
so sensitive information also requires special measures.

Privacy in the general context is understood as a “right
to be left alone”. In the digital information world, privacy
can be interpreted as a right of the user to control what
personal information is disclosed to whom, and under
which circumstances [32]. In the post-payment copyright
service, privacy means among other things that the user of
the service can control the information that is submitted to
the service and that the exposure can be limited to only
such data that will not have negative consequences for the
user.

Already in the early days of online commerce,
consumer privacy concerns were prevailing. However,
during the last decade, consumers have learnt to trade
private information for personalized services. Wang et al.
[33] classify privacy concerns in Internet marketing as
follows: data is acquired improperly including access,
collection, and monitoring; data is used improperly
including analysis and transfer; privacy is invaded as
unwanted solicitation; and data is stored improperly.
Kobsa [34] has found the following privacy principles in
the European legislation: personalized services based on
traffic or location data require the anonymization of such
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data or user’s consent; users must be able to withdraw
their consent to the processing of traffic and location data
at any time; the personalized service provider must inform
the user of the type of data that will be processed, of the
purposes and duration of the processing, and whether the
data will be transmitted to a third party prior to obtaining
the user’s consent; personal data obtained for different
purposes may not be grouped; and usage data must be
erased immediately after each session. Lu et al. [35]
classified the elements of privacy in a peer-to-peer system
to be identity of peers, content, and interests.

The major privacy concerns of the user arise due to the
fact that in the course of using the post-payment copyright
service, the users are submitting indirect evidence about
their past illegal activities. Users want to be absolutely
sure that there is no considerable risk of their data being
used in any other way than what it is necessary for
fulfilling the purpose of the service, i.e., legalizing the
user's content.

The nature of the service itself can feel for the user like
being accused as a criminal. Such feelings raise easily
negative reactions. An example of this was the blog
discussion triggered by a questionnaire study investigating
internet users' perceptions on peer-to-peer file sharing. The
study was published in [15]. The blog writers used very
strong language when they expressed their outrage. They
felt that the survey questions blamed all peer-to-peer file
sharing content to be illegal and that the creators of the
questionnaire allegedly accused the respondents as
criminals.

Many web and e-commerce sites use methods which
decrease privacy concerns and build trust in users. Kobsa
[34] has found the following aspects to decrease the
privacy concerns on web sites: positive past experiences,
design and operation of the site, reputation of the site
operator, presence of a privacy statement, presence of a
privacy seal, privacy laws, pseudonymous users and user
models, client-side personalization, and privacy enhancing
techniques for collaborative filtering. Hoffman et al. [36]
discussed how to build trust online by anonymity or
pseudonymity, cooperative interaction between site owner
and consumers, and privacy policies. Palmer et al. [37]
showed how trusted third parties and privacy statements
increase the trust on an e-commerce site. Freenet [38]
protects the peer-to-peer users from privacy infringements
and uses anonymity to decrease privacy concerns.

The post-payment copyright service provider should
use the known methods of creating trust on web sites and
e-commerce sites. In Table 1, we list the web site privacy
enhancing techniques, and how they could be applied in
the post-payment system. In addition to the generic
challenges of a typical Internet site or peer-to-peer
network, the post-payment system has its own privacy and
trust challenges. The web and online shop-related privacy
challenges in the post-payment copyright system can be
solved by utilizing the methods suggested above.

TABLE I. ONLINE SHOP AND WEB PRIVACY SOLUTIONS

AND THEIR APPLICATION IN POST-PAYMENT SYSTEM

Web site privacy solutions Application in post-payment
copyright system

Positive past experiences Objective to meet the customer
expectations

Design and operation of the
site

Simple and reliable workflow on
the site

Reputation of the site
operator

Established site operator brands
visible on the site

Presence of privacy statement Use of privacy statement
Presence of a privacy seal Not applied
Privacy laws Finnish and EU privacy legislation
Pseudonymous users and user
models

Possibility to use the service
without giving personal
information before actually paying
for the content.

Client-side personalization Not used in the beginning
Privacy-enhancing techniques
for collaborative filtering

Web analytics tools, which have
privacy enhancing techniques

In this paper, we study the digital music business from
the perspective of copyright owners. According to our
analysis, the post-payment copyright system is potentially
a more profitable business than the online shop when no
media replacement is required.

Our paper is structured in a following way: Section 2
portrays the post-payment copyright system; Section 3
describes our qualitative business modeling, quantitative
techno-economic modeling, and privacy threat analysis
methods; Section 4 presents our scenarios; Section 5
contains our results; and Section 6 discusses our findings.

II. POST-PAYMENT COPYRIGHT SYSTEM

The post-payment copyright system allows the user to
pay the copyright fees of illegally copied files. The system
was introduced by Kokkinen et al. [12], and it is described
here in more detail.

In the system, the payment process and distributing the
copyright fees to the rights holders are similar to the
respective functions of an online music shop. After
creating the shopping basket, the user is directed to a
payment page. Depending on the payment method, the
user interface for typing in the payment details may belong
to an online shop or to a financial institute. Typically,
credit card information is given through the online shop
user interface and bank account information through the
financial institute interface. The details of the shopping
basket are not visible to the financial institution and the
online shop does not know the specifics of the payment
arrangement. A transaction identification code ties
together the operations in these two systems.

The payments for the rights holders are regulated by
the legislation and signed contracts between the online
shop operator and the rights holders. In most jurisdictions
a value added tax is reported and paid to the tax
authorities. Artists, composers, writers, technicians, and
other people involved typically get their share through
record labels and copyright organizations. The contracts
between the online shop and these organizations define the
method and amount of payments for the rights holders.
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Figure 2. Post-payment copyright process

The architecture of an online music shop is similar to that
of a post-payment copyright system; see Fig. 1 for
component numbering. Rights holder (7), back-end (6),
payment (5) and consumer (1) are identical. The web front-
end (3) and user device (2) are present in both architectures,
but their functionality differs from each other. The catalogue
matching server (4) is unique to the post-payment copyright
system.

We use corresponding numbering to describe the
components involved in the post-payment copyright process,
see Fig. 2. Compared to online music shops, the post-
payment copyright specific part takes place prior forming the
shopping basket.

Consumers are made aware of the post-payment
copyright site through advertising. A consumer enters the
post-payment copyright site and downloads an application,
which is used to scan user’s hard disk. The application helps
the user in selecting the files for legalizing. This phase
consists of classifying the illegal and legal files, creating a
shopping basket, and matching the selected files to the titles
in the music catalogue of the system provider. The music
catalogue is a list of tracks and albums, which are available
in the service.

With the user device and the user application, the
consumer can access the storage where the user has content
files. The user application scans the device for illegal files
and stores the information locally. The user application helps
the user to select the relevant files. With the user client it is
possible to access the services on the web front-end and on
the payment system, although also a web browser interface is
needed as a part of the process. The client communicates
with the catalogue matching server and allows the consumer
to operate the system through the user interface.

The web front-end provides the user with information
about the service and the capability to download the required
client. The web-front end manages the transfer of the content
catalogue from the back-end to the catalogue matching
server. The transfer requirement is due to an organizational
setup. The web front-end manages the contents of the
shopping baskets.

For an overview of the privacy related issues of the
system components, see Table 2. For using the web front-
end, the user does not need to provide an authentication, i.e.,
the user can interact with the service in a pseudonymous
fashion. The only personal information that the user has to
provide to the service is an email address as contact
information. The contact information is cryptographically
embedded in the purchase receipt, and its purpose is to
discourage users from copying and redistributing fake
licenses to other users. The user address in the receipt can
not be forged without making the forgery detectable and
invalidating the receipt.

TABLE II. PRIVACY RISKS OF THE SYSTEM COMPONENTS

System
component

Required private
information

User
identifi-
cation

Re-
identification
risks

Front-end and
back-end

User contact
address and list of
content in
shopping basket

Pseudonym User's contact
information is
available as
long as it has
not been
deleted

Catalogue
matching
server

Illegal and legal
content in user's
possession

Anonymous User's IP
address can be
tracked

Payment
system

Payment
information,
possibly including
user identification

Payment
information

Linking of
payment
information to
actual user
identification

The catalogue matching server matches the user file
information with the music catalogue items. When there is a
mismatch between the user file information and the
catalogue, the catalogue server returns one or more closest
matching items from the catalogue. Respectively, when there
is more than one match in the catalogue, the matching server
returns all matches. Catalogue matching server collects only
statistical data about the matching requests. Individual
catalog matching requests are anonymous and no private
information is stored on the catalogue matching server. The
requester can only be identified based on the source IP
address of the device. However, the catalogue matching
server does not track source IP addresses. It only collects
statistical information about the incoming requests.

The payment server has a commercial online payment
security level. The user can pay with major credit cards,
online bank, and a selection of micro-payment systems. The
payment system collects all data that are required for the
payment and stores them as long as legislation requires. The
payment system does not store information about the
contents of the shopping basket but only the transaction
identification codes. Linking of payments to shopping carts
happens via transaction identifiers and only the back-end
server has access to the actual shopping cart information.
The payment system has the most specific information about
the user in the whole system, since the user has to provide
payment information in order to fulfill the payment process.
The payment information typically consists of credit card
information. The payment information may include
information that identifies the user.

The back-end system maintains the catalogue by
communicating with the rights holders. It sets the prices of
the catalogue items based on the rights owner price, value
added tax, payment method, and the target margin of the
service. The back-end system maintains records of the
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payments. It may have a username database, and it stores the
information about the shopping basket, payment, and the
username. The back-end does not contain any information
about illegal files. The purchase information and the related
personal information are kept as long as the legislation
requires. Currently, the retention period in the book-keeping
legislation is six years in Finland. However, no direct link to
the user identity exists.

Before issuing a receipt, the back-end communicates
with the payment service to make sure that the payment has
been completed. Each paid basket is assigned a transaction
identification code, which is used to link basket information
to payments in the payment system. The only personal
information required by the service is the email address of
the user. It is used to send the payment receipt to the user by
email. The receipts issued by the system also include the
email address of the user in order to reduce the temptation to
copy and resell the receipt to other users, i.e., to gain
financial benefit by selling fake authorizations. The user
email addresses are deleted in the back-end daily.

In the post-payment copyright system model, the rights
holders are customers of the system. The music right holders
include record labels, and copyright organizations
representing the rights of the artists. Tax authorities belong
to the rights holder category from the system point of view.
The rights holders receive periodically a share of the user
payments. The content owners cannot track personal
payments in the system without consulting the post-payment
service provider.

III. METHODS

A. Qualitative Business Modeling

The STOF framework for business model evaluation by
Bouwman et al. [2] consists of four domains: Service,
Technology, Organization, and Finance. A business model
outline based on the four domains is evaluated based on
Critical Design Issues (CDIs) and Critical Success Factors
(CSFs). Finally, after internal and external issues are taken
into account, a viable and feasible business model design
should have been reached. Together these steps form the
STOF method of business model evaluation, see [5] for an
elaboration.

In the following paragraphs we summarize the discussion
of Bouwman et al. [3] on the four domains of the STOF
framework. Value is the main component of the service
domain in the STOF model. Value is further divided into
intended and delivered value for the provider, and expected
and perceived value for a customer. Service domain has
additional components. Context encompasses both concrete
situations and larger socio-cultural aspects of the usage
environment of the service, and co-determines perceived
value of the service. Tariff is the price paid for the service,
and effort is made by a customer to use the service, both
affecting perceived value of the service. Bundling of services
generally increases perceived value of the service. Security
can be an essential co-determinant in the value of the service.

The Technology domain focuses on technical
architecture, which is used to deliver technical functionality.

The technical architecture consists of applications, devices,
service platforms, access networks, and backbone
infrastructure. All these generate costs and affect the
delivered value of the service. Intended value in turn puts
requirements on the technical architecture and the value
network behind the service. Security is generally a cost item.

The main component in the Organization domain is the
value network, which consists of several actors and their
interactions. Actors have strategies, goals, resources, and
capabilities. They perform value activities which together
with organizational arrangements are combined into roles.
The organizational arrangements affect both interactions and
financial arrangements of the actors. Value activities sett
requirements on the technical architecture, and generate
investment sources, costs, and delivered value. Security
aspects can be included in the strategy of an actor.

The Finance domain determines pricing of the service. It
consists of four sources which generate capital, costs,
revenues, and risk.

Each domain has Critical Design Issues; see Bouwman et
al. [4] for a detailed discussion on them. The Service domain
has the following CDIs: targeting, creating value elements,
branding and customer retention. The Technology domain
CDIs include security, quality of service, system integration,
accessibility for customers, and management of user profiles.
The Organization domain consists of partner selection,
network openness, network governance and network
complexity. The Finance domain incorporates pricing,
division of investments, division of costs and revenues, and
valuation of contributions and benefits. Security aspects
affect most CDIs.

Critical Success Factors exist for both customer and
network value creation; see Bouwman et al. [4] for an
elaborated discussion on them. The CSFs for creating
customer value consist of clearly defined target group,
compelling value proposition, unobtrusive customer
retention, and an acceptable quality of service. The CSFs for
creating network value include acceptable profitability,
acceptable risks, sustainable network strategy and an
acceptable division of roles. Reaching high scores on CSFs
in both categories is expected to result in a service capable of
generating both customer and network value, i.e., a service
capable of meeting user expectations and motivating actor
participation. Again, security aspects affect most CSFs.

B. Quantitative Techno-Economic Modeling

Our techno-economic model is depicted in Fig. 3. We
calculate net present value (NPV) with revenues, operational
expenditure (OPEX) and capital expenditure (CAPEX), tax
percentage, and discount rate as inputs. NPV is defined as


 


n

t
t

t

r

C
NPV

1 )1(
, 

where t is the time of the cash flow, r is the discount rate
and Ct is the net cash flow at time t. The cash flow is
calculated by subtracting OPEX, CAPEX, and tax from
revenues:
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where CEX is the sum of OPEX and CAPEX, and rtax is
the tax percentage.

The revenues Ri for product i are calculated by
multiplying the following factors: number of product i
purchased by one user ni, the price pi per product i, content
legalization percentage, i.e., the percentage of content
available to legalization, rCL, and the number of users nU.
Value-added tax (VAT) and reimbursements after VAT to
copyright holders and to users based on respective
multipliers rVAT, rRCH and rRU are deducted from revenues:

VAT

RURCH
UCLiii

r

rr
nrpnR






1

1
. (3)

The number of users nU is calculated by multiplying the
total population n by illegal downloading rID, broadband
connectivity rBC, market interest rMI, and market penetration
rMP rates:

MPMIBCIDU rrrnrn  . (4)

The OPEX COPEX consists of content delivery network
(CDN), user support, and marketing CM costs:

MSRSRF
PH

OPEX CnCC
Tr

C 


 MbpsC
3600

8
. (5)

The CDN cost has two elements: cost of a megabit per
second (Mbps) CMbps and fixed cost CF. The Mbps

requirement is a multiplication of the total traffic T in MB
and a peak hour load percentage rPH. An even distribution of
traffic during the peak hour is assumed. The user support is
calculated by multiplying the cost per support request (SR)
CSR by the number of SRs nSR.

The CAPEX CCAPEX is a sum of person months (PMs) for
both contract negotiation (CN) and software (SW)
development & maintenance:

SWSWCNCNCAPEX CnCnC  . (6)

Security aspects influence both OPEX and CAPEX, but
due to the scope of our techno-economic model, they are
only implicitly included.

We also carry out risk analysis by running Monte Carlo
simulations. In a Monte Carlo simulation, uncertain variables
are assigned random values according to predefined
distributions. The simulation is repeated for thousands of
trials. The impact on the results of the calculations is
recorded for each trial. Based on the records, several
statistical variables can be calculated. The statistical
variables can then be used to assess the risk related to each
scenario.

We perform the risk analysis with 100,000 trials for each
scenario. The selected uncertain variables are assigned
triangular distributions with expected, minimum and
maximum values corresponding to mode, lower limit, and
upper limit of the distribution, respectively.

NPV
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SW development €
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to copyright
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user support €

Mbps
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Figure 3. Quantitative techno-economic model for scenario comparison
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C. Privacy Threat Analysis

To assess the privacy risks facing the users of the post-
payment copyright system, we perform a threat analysis of
identified key elements in the system. Threat analysis is an
important part in security engineering and it forms the basis
for the security design of the system [39]. For the threat
analysis we form an attack tree as introduced by Schneier
[40] covering possible attacks against the privacy of user’s
data. In our threat analysis, we consider following
information items to be of special relevance to the post-
payment copyright system: user identity, user contact
information, information about the illegal content of the user,
and the list of content paid with the post-payment copyright
system.

The main goal for attacks, which we assume in our
analysis, is to obtain potentially incriminating information
about the user. The threats are considered to be related to
illegal combining of user records in different parts of the
post-payment copyright system, or to the threats introduced
by direct external eavesdropping and active intrusion into
system components. The attack tree used in our analysis is
shown in Fig. 4.

IV. SCENARIOS

We compare three different online media rights purchase
systems. They are an online media shop (A), a post-payment
copyright system where the user’s downloaded files are
replaced with new files (B), and a post-payment copyright
system where only immaterial rights are purchased by the
user but existing files remain untouched (C).

The consumer price per content item is the same in all
three cases. The rights for a song in the post-payment system
cost exactly as much as the same song in an online music
shop. Also, the reimbursement to the content owners is the
same in all three cases.

Figure 4. Attack tree identifying privacy threats against the post-payment
copyright system

Figure 5. Online shop model

Figure 6. Post-payment copyright model

In the online shop model (see Fig. 5) the media
companies and organizations representing artists are called
rights holders. The service back-end company makes a
distribution contract with the rights holder. The back-end
service provider acquires the files, delivers them to the
consumer and handles the payment of the user. The service
visible for the consumer is provided by the service front-end.
The service front-end is a web site marketing the service and
building consumer’s shopping cart. The service back-end
provider uses a CDN to ensure a satisfactory content
download service for the consumer.

The post-payment copyright system, where the files are
replaced with new files, does not differ from the online
music shop model. The post-payment part of the service is
just a marketing tool for the content in the service back-end.

In the post-payment copyright system (see Fig. 6) no files
are distributed. The service legalizes the unauthorized files
on user’s hard disks and memory cards. The service front-
end handles the rights shopping cart for the user and the
service back-end distributes the copyright fees to the rights
holders.

The basic differences of the three scenarios compared are
based on the market size and delivery cost differences
depicted in Table 3. The online shop has all users of the
potential market; post-payment variants have only the past
users of illegal file sharing systems. The delivery and storage
costs are considerable for both online shop and post-payment
with file download. In practice the post-payment download
services have the market potential of the online shop, but in
this simplified comparison we study only the potential of the
post-payment download feature.
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TABLE III. COMPARISON OF THE SCENARIOS

Scenario Market size Delivery cost
Online shop (A) Full Full
Post-payment
download (B)

P2P users Full

Post-payment (C) P2P users Nominal

CDN adds additional security considerations and cost to
the scenarios A and B. Additional cost related to security
considerations is also present in contract negotiations,
software development and user support for the post-payment
scenarios B and C.

We use Finland in 2009-2013 as a case for our study. We
use the population n of Finland in 2006 (5,276,955) as a
basis for our population calculations and assume a 0.4%
annual growth [41]. Table 4 summarizes the annual usage
input values for our scenarios. In all scenarios, the initial
value for the broadband connectivity rBC is 53% in 2006 [42]
which is extrapolated using a simple logistic saturation
function with a saturation value of 65%.

In the scenarios B and C, the illegal downloading rID

vector is an estimate based on [15]; the market interest rMI is
assumed to be a constant 20% based on [15]; the market
penetration rMP and its distribution into different user groups
are hypothetical; and the penetration of a fourth user group
“long tail small” is calculated by subtracting the other user
group penetrations from 100%.

In the scenario A, rID is 100% every year because it is not
relevant to the calculation of usage; an estimate of 15% in
2007 [43] with 16% annual growth [44] is used as a basis for
rMI; rMP is hypothetical; and no user group distribution is
used: only “long tail small” user group is in use.

We use only one product category: song with a price of
€0.99 including VAT. A “parent,” a “heavy user,” a “long
tail large” customer and a “long tail small” customer
purchase annually 250, 500, 400 and 50 songs, respectively.
In scenario A, a user buys annually 50 songs. Content
legalization rCL vectors are depicted in Table 5. In the
scenario A, rCL is 100%. Users are reimbursed (rRU) 5% of
their total purchases in the scenarios B and C, 0% in the
scenario A. VAT rVAT is 22% and reimbursement to
copyright holders rRCH is 80% in all the scenarios.

We use the following values for the calculation of OPEX.
For the CDN cost, a base transfer of 10 MB per user is
assumed in the scenarios B and C, 5 MB in the scenario A.
In the scenarios A and B, a song transfer generates 5 MB of
traffic. In the scenario C, each item generates only 1 kB of
traffic (i.e., a transfer of a checksum). The peak hour load rPH

is 0.05% of total traffic assuming a 95th-to-mean ratio of 4:1
[45] in all the scenarios. In the scenarios A and B, the data
transfer capacity cost CMbps is €5±0.5 per Mbps and the fixed
cost CF is €24,000±2,400 annually. In the scenario C, the
prices are €1,000±100 and €8,000±800, respectively. The
data transfer costs decrease annually by 5±0.5% in all the
scenarios. For calculating the user support costs, we assume
a fixed cost per SR CSR: €5±0.5 in all the scenarios with an
annual growth of 5±0.5%. In the scenario B and C, a parent
generates 0.6 SRs annually, a heavy user and a long tail large
user 0.4 SRs annually, and a long tail small user 0.2 SRs

annually. In the scenario A, a user generates 0.2 SRs
annually. The post-payment system is more complex, thus
generating more SRs. Fixed marketing costs CM are
€50,000±5,000 in all the scenarios in 2009. In the scenario A
they decrease by €3,000±300 annually; in the scenarios B
and C by €10,000±1,000 annually. The difference in the
marketing costs is based on the assumption that the online
shop is marketed to a broad audience, whereas the post-
payment systems are marketed to a limited audience. We
estimate the catalogue matching costs in the scenarios B and
C to be marginal; therefore they are not included in our
calculations.

PMs for calculating CAPEX are depicted in Table 6.
Regarding the cost of a PM, CSW is €10,400±1,040 and CCN

is €20,800±2,080. Both have an annual growth rate of
5±0.5%. We assume the online shop is less complex to
develop and deploy due to several existing solutions. The tax
rate rtax is 26% and the discount rate r is 10% in all the
scenarios.

V. RESULTS

A. Qualitative Business Modeling

The dynamic business model framework in STOF has
three phases, and each of them includes a STOF analysis.
The phases are Technology R&D, Roll-out and Market. In
this paper we analyze the Technology R&D phase
empirically based on the literature presented in previous
Sections of this paper. The business model is discussed from
the post-payment copyright system operator point of view.

TABLE IV. ANNUAL USAGE INPUT VALUES (%)
2009 2010 2011 2012 2013

rID 40±10 45±10 47.5±10 45±10 42.5±10
rBC 55.4 59.9 62.1 63.3 64.0
rMI

a 20 23 27 32 37
rMP 0 4.5±2.5 7±2.5 10±2.5 12±2.5
rMP

a 0 5±2.5 7.5±2.5 12.5±2.5 15±2.5
parentb 80±5 70±5 60±5 40±5 20±5
heavy
userb

1±0.5 2±0.5 3±0.5 2±0.5 1±0.5

long tail
largeb

10±2.5 15±2.5 13±2.5 11±2.5 8±2.5

a. in the online shop scenario (A)

b. not in use in the online shop scenario (A)

TABLE V. CONTENT LEGALIZATION RCL VECTORS (%)

2009 2010 2011 2012 2013
parent 70± 10 74± 10 78± 10 82± 10 86± 10

heavy user 60± 10 62± 10 64± 10 66± 10 68± 10
long taila 40±5 41±5 42±5 43±5 44±5

a. applies to both “long tail large” and “long tail small” user groups

TABLE VI. PERSON MONTH VECTORS

2009 2010 2011 2012 2013
nSW 24±3 3 1 1 1
nSW

a 8±1 3 1 1 1
nCN 6±1 2 1 0.5 0.5
nCN

a 3±0.5 2 1 0.5 0.5

a. in the online shop scenario (A)
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1) Service, Technology, Organization and Finance
The Service is the post-payment copyright service, which is
discussed in detail in Section 2 of this paper. In the service
the user can legalize the earlier illegally copied music files.
In the early phase of deployment, the target customer group
is Finnish peer-to-peer file sharing users. Most of them are
males in the age group of 25-35 [15]. The value for the
customer is that they can legalize the illegal music files, to
which they listen a lot. The availability of Digital Rights
Management free (DRM-free) online music is still very
limited in Finland, and the service may attract consumers
who prefer DRM-free music files.

The most of the Technology in the system is available in
the existing online music shops. The technical architecture is
described in Section 2 of this paper. The new technology in
the system includes an algorithm to analyze illegal vs. legal
status of the user files, catalogue matching server and user
client. The user client integrates different system and service
components together to form a smooth and compelling user
experience. The illegal vs. legal music file classification may
have serious legal consequences. Considering the early stage
of the technology, the feature is introduced to consumers
rather as a tool to help them to select the files they may want
to legalize than to prove if the file is from an illegal or a legal
source. The catalogue matching is also a critical component.
The user payments are made according to the catalogue
matches, not according to the real user files. The catalogue
matching results are shown to the user and the user accepts
to pay for the matching results, not for the music files. It is a
considerable challenge to get correct matches from the
multitude of music file descriptions to the limited coverage
of the music catalogue.

The current state of the music industry impacts on the
Organizational setup strongly. The digitalization of media,
multimedia computers, and broadband connectivity has lead
to a strong trend of illegal downloading and copying. The
music industry continuously searches for new models for
revenue and profit. At the same time they make effort to get
publicity for the copyright issues in order to decrease the
impact of illegal copying. From this perspective the rights
holders, i.e., record companies and copyright organizations,
have research interests in post-payment copyright system in
addition to direct revenue and profit. For the existing online
shops the incremental effort to take the post-payment
copyright system into use is relatively small, and it opens the
potential market of legalizing illegally copied media.

However, organizing the different actors into a viable
value network is challenging. Users do not have strong
incentives to legalize their content unless there is strong
legislative pressure for it. Even though copyright legislation
has developed partially according to the lobbying of the
music industry, consumer rights advocates and the
proponents of freedom in the digital domain are resisting
with increasing force the sanctions of copyright
infringements done by consumers. On the other hand, new
actors to the digital media industry are establishing new
business models where the ultimate goal is to possess the
leading platform for digital media distribution. The new
actors include both device manufacturers with their own

distribution platforms (e.g., Apple iTunes and Nokia Comes
with Music) and independent distribution platform providers
(e.g., Amazon and Spotify). The role of devices and
distribution platforms as part of digital music experience is
under constant change and subject to re-definition.

The Finance of the business model is very similar to the
online music shop business model. Artists, composers and
technicians have contracts with record labels and copyright
organizations. The back-end system provider has contracts
with record labels and copyright organizations to pay them a
certain portion of the consumer price. The back-end provider
has a contract with financial institutions to enable payments
in exchange for a fee.

The post-payment system operator has a similar role as
the web front-end in the online music shop white label
business model. It concentrates on the marketing of the
service and operates as a reseller, whereas the back-end
system provider acts like a wholesales organization. The
consumer is the customer paying for the service. More
indirect revenue models also exist: capitalizing on the
copyright campaign nature of the service, reselling the
information about consumer music preferences, and
advertising in various parts of the system, but they are not
evaluated in this paper.

2) Critical Design Issues
The first Critical Design Issue is targeting by making the

choice between the business to consumer (B2C) and business
to business (B2B) models. In B2C the post-payment service
provider markets the service to consumers and receives
payments from them. In the B2B model the post-payment
service provider offers the service to rights holders or to an
existing online music shop. In first service trials the model
must be B2C, but when the service establishes itself on the
market, dedicated B2B post-payment service providers are to
be expected.

In creating value elements for the basic post payment
copyright, the system can be enhanced by providing access
to high quality music files, album art, and song lyrics. An
important issue in the value context is Digital Rights
Management (DRM). In some cases a file without DRM is of
higher value to a consumer, even when its source is illegal,
compared to a commercial legal file with DRM.

The service branding is closely related to the choice
between the B2B and B2C options. The possible branding
alternatives include own branding, use of an existing online
music shop brand, or a connection to a rights holder brand,
e.g., a brand of a record label or a copyright agency.

The customer retention of a post-payment copyright
system to an online music shop can be arranged so that the
user account or the payment information of the post-payment
copyright system is bundled with the online music shop. The
customer retention to the post-payment copyright system
itself can be obtained through personalization: the system
can store the user classification of files to be legalized, being
legal, being illegal, among other possibilities.

The security of the post-payment copyright system has
two distinctive parts. The information related to payment has
very high security requirements which are met by established
solutions. The unique security challenge in the system is
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privacy. The personal information in the system basically
describes evidence for copyright law violation. The
collection, communication and storage of the personal
information must be well understood both by the operator
and the consumer. Generally, it is an advantage if the
communication is transparent and it is possible for an
advanced user to check if the communication contains only
the promised information. On the other hand, unencrypted
transfers are prone to eavesdropping, so the data sent should
be protected by encryption.

The quality of service consists of the time needed for
downloading the application, scanning the hard disk,
analyzing the legal status of files, and the catalogue
matching. From the privacy point of view it would be
beneficial to carry out the catalogue matching in the user
application, but it would increase the download time
dramatically. In this respect the quality of service
consideration exceeds the privacy concern. In order to
improve the time consumed at each phase of the process it is
possible to develop algorithms which optimize the time used
for processing while maintaining the accuracy of the results.

In the early phase when the market is building up,
system integration to several other systems may not seem
relevant. But especially in the B2C model the possibility to
integrate the system to various online backend systems is
crucial. A generic modular structure and well defined simple
interfaces using common technology components decrease
the time needed for individual system integration projects.

The user application providing the best accessibility for
customers is web browser. On the other hand, the web
browser is not allowed to get full access to the computer
where it is running. Plug-ins like Java script engine and
Adobe Flash player are a compromise between the full
access rights on the local computer and the need to download
and run an application. The latest plug-in technology
versions normally have the most advanced feature sets and
include many functions, which can speed up the
development phase, but the support for them may not be
available on all common computing platforms.

Management of user profiles gives the possibility for
service personalization, but they also create a difficult
situation for the service provider. The service provider has
knowledge of the copyright violation of the user, and access
to the user account which can link to the real personality of
the user. In many jurisdictions police may force the service
provider to reveal such information to copyright authorities.
In order to avoid such procedures it may be preferable for the
service provider not to have user accounts even if the
absence of them decreases the possibility for service
personalization and customer retention.

When considering the partner selection, the added value
of the service provider is related to the contribution it makes
for the value network. In one extreme the rights holder could
run the post-payment copyright service bundled with its own
online music shop. In the early phase it might be useful to
have a number of partners, which are specialized in certain
parts of the value chain, at least in order to learn how those
parts of the value chain typically operate. Having partners

enables the service provider to concentrate on the novel parts
of the system where it most likely can add significant value.

Concerning network openness, network governance and
network complexity, a balance between the network growth
and control of the network has to be maintained. The post-
payment copyright value network has generally better
possibilities to grow uncontrolled, but for the post-payment
system operator and for the early players, the uncontrolled
growth may lead to lost opportunities and lost market share.
A realistic and attractive business case could be to specialize
in one part of the system when the value network has
potential to grow. The specialization could be providing the
post-payment system as a back-end service for existing
online music shops, delivering catalogue matching system or
user application. Also licensing, consulting and system
integration services for the entrants can be considered.

Pricing is probably the most important factor for any
product. In the post-payment copyright system, the reference
price point is the price of a piece of music in an online music
shop. As the system does not need to distribute copies of a
file, a lower price point could be justified. On the other hand,
the system provides a substitute product for the online music
shops and it would not be logical to allow very different
price points for substituting product formats. Special pricing
according to the quantities should at least be considered so
that the system would encourage the users to legalize as
many files as possible.

The division of investments for the system includes the
development of the system and marketing efforts. Our
assumption is that these costs are shared by the rights holder,
the online music shop providing the contracts and the back-
end system, and the post-payment copyright system provider.
The development costs are most naturally carried by the
post-payment copyright system provider, because the service
is its own initiative. The marketing costs should be shared
more evenly.

The post-payment copyright business contracts define the
division of costs and earnings. The post-payment system
operator may not be able to include all its development costs
into new contracts, but at least the amount it would cost for a
new player to develop the same system can be taken into
account. Basically the same applies for the contribution of
the other partners as well.

In the contract negotiations between the partners
probably the most important issue is how the valuation of
contributions and benefits is carried out. A joint venture can
be created where the partners are investors, or more typically
each link in the value chain forms a customer – service
provider relationship. Each link can be negotiated as a fixed
fee, transaction based revenue sharing, or a combination of
them.

3) Critical Success Factors
Several Critical Success Factors are not positive by

default in the service. The compelling value proposition to
the customer depends on the viewpoint. On the other hand,
no other way to legalize illegal downloads exists in most
markets. But as the consumer already has the music file and
does not get any concrete value by paying for it after
obtaining it, the value proposition is not strong.
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The clearly defined target customer group consists of
users who have downloaded and copied music illegally in the
past, and of the parents of children who have illegal copies of
music files. The target groups are rather well defined,
although convincing them to use the service is very
challenging.

While a compelling value proposition is not strongly
present, the value analysis of the service design provides
additional insight to the case. The intended value for the end-
user customer is the possibility to legalize illegal copies of
music files. This gives a covenant not to sue protection to the
customer. The delivered value depends on the contracts
between the service provider and the rights holders. We can
expect that the contracts are professionally made and the
jurisdiction has the concept of covenant not to sue, or the
freedom of the contract prevails, so that the delivered value
matches well to the intended value. The expected value is a
more challenging aspect. In most services, the user gets
something when he pays money for the service. In the case
of a post-payment service, the user gets a receipt. The receipt
may not be tangible enough to drive the user to make a
purchase decision. Additional material like CD covers, track
lyrics, or other material about the artist could improve the
perceived value for the customer. On the other hand, the
music file to be legalized is known by the consumer. He
knows the content, how much he listens to the file, what is
the coding quality is, and in which devices the file can be
played. Hence, the perceived value of the content equals to
the delivered value in the post-payment copyright system.

Unobtrusive customer retention is a challenging aspect.
The core offering is to give a unique opportunity to legalize
illegal downloads. Furthermore, the user is encouraged to use
legal music shops instead of illegal means. From this
perspective, customer retention is realized only when the
user legalizes just a part of the illegal files in possession
when the service is used for the first time. Another
possibility for customer retention is that the service is
bundled with an online music shop, and customers accessing
the music shop are considered as a part of the overall
customer retention.

The acceptable quality of service is guaranteed in the
web front-end and the payment services, as they follow
industry standards. The specific areas to develop the quality
of service are illegal vs. legal file recognition and music
catalogue matching. Illegal file classification is a recent area
of forensics, and major improvements can still be expected.
The implementation of the catalogue matching is a trade-off
between accuracy, number of methods in use, and resources.
The accuracy can be improved by adding more methods for
matching. For example, fingerprint recognition can be used
in addition to metadata analysis. The accuracy of a method
can be increased by adding execution cycles, i.e., increasing
the number of times the method is applied. Additional
methods require increased development resources. Running
methods in parallel and increasing execution cycles require
processing resources.

The acceptable profitability of the post-payment
copyright service is quantitatively analyzed in Section 5.2.

Figure 7. Differences in post-payment system and online music shop
STOF models

The acceptable risks are gained by re-using the existing
technology assets of the partners. The main investments in
the beginning are related to client development, catalogue
matching server development, and marketing. In this
analysis, we expect that the development risk is taken by the
post-payment system operator, and the marketing risk is
shared between the participating organizations.

The sustainable network strategy has a good basis,
because for all others except for the post-payment system
operator, the service is an extension in their current business
operations. For most of the participating organizations in the
value chain adding the new service does not require new
technical development and could be described as “business
as usual”.

The acceptable division of roles is achieved by having
the same roles as in the online music shop value chain. The
roles follow industry standards, and the same applies for the
profitability and risk. Post-payment system providers have
potential to negotiate better contract terms than online music
shop providers due to the advantages of the post-payment
copyright system, including the opportunity to increase
consumers’ moral regarding copyright.

4) Differences in post-payment and online shop STOF
models

As part of the STOF analysis, we compare the Service,
Technology, Organization, and Finance domain descriptive
models of the post-payment copyright system and the online
music shop. For both of them, the Organization and Finance
domains are similar according to our analysis. The
differences are visible in the Service and Technology
domains, see Fig 7.

In the Service domain, the customer most likely has
previous experience of online music. For the post-payment
system only the payment experience exists. The post-
payment copyright experience is new for the customer. The
customer does not know how long scanning, or catalogue
matching takes. Also, the accuracy of matching and illegal
vs. legal classification is without earlier references. The
intended value of the online music shop is that the user is
able to listen to the purchased music file. The perceived
value of the DRM protected content can be lower, if the
customer would like to play the files in a device without the
DRM client of the online music shop. In the post-payment
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system, the content itself is well know by the customer, as it
is already in her possession, but due to that the delivered
value of the system is abstract rather than practical.

In the Technology domain the payment and customer
data platforms are similar in both online shop and post-
payment systems. The main differences are in the client and
in the backbone infrastructure. The online music shop client
has a download feature, and often it also has its own music
player with the DRM client installed. The post-payment
system client includes the scanning and illegal vs. legal
classification but no download or player features. The main
difference in the network components is the catalogue
matching service existing only in the post-payment copyright
system.

B. Quantitative Techno-Economic Modeling

With the base case parameters, the scenario A produces
total revenue of €1.49 million and the scenarios B and C
€1.43 million. Therefore, the scenarios are at a comparable
revenue level. The online shop scenario (A) has a linear
revenue curve, whereas the post-payment scenarios (B and
C) have a peak curve.

Table 7 depicts the results of break-even analysis in the
base cases. The break-even point is reached when NPV is
zero. The break-even market penetration rate rMP

B-E in the
table is defined as the number of users in the break-even
situation. It is calculated as the number of users nU multiplied
by a break-even multiplier rB-E, which is set so that NPV is
zero divided by the number of potential users, i.e., the
number of users nU divided by market penetration rate rMP:

MPEB
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UEBMP
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nr
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/
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The post-payment scenario (C) reaches the lowest break-
even market penetration rates, followed by the post-payment
download scenario (B). Thus, post-payment scenarios
require less market penetration among potential users than
the online shop scenario (A) to reach a break-even situation
in the base case.

The results of the NPV analysis are depicted in Fig. 8.
The first bars illustrate the mean values, whereas their error
bars display the minimum and maximum values. The second
bars are base values. The mean, minimum, and maximum
values are calculated based on the risk analysis, whereas base
values represent the results without risk analysis. The results
clearly indicate that the post-payment scenario (C) is the

most profitable and has mid-level risk, whereas the post-
payment download scenario (B) is the least profitable and
has the most risk.

According to our sensitivity analysis, the usage
parameters have the largest effect on the outcome in all the
scenarios. Because we did not perform extensive sensitivity
analysis eliminating the effect of potential cross-correlations
of variables, we do not present the results in detail.

Fig. 9 depicts the results of the cost analysis. Mean
values and error bars are displayed. Reimbursement to
copyright holders is the most significant cost item in all the
scenarios. The other items are notably less substantial. The
differences in scenario definitions are clearly visible in the
cost structure of each scenario.

TABLE VII. BREAK-EVEN MARKET PENETRATION RATES R
MP

B-E (%) IN

THE BASE CASE SCENARIOS

Scenario 2009 2010 2011 2012 2013
A 0.0 4.4 6.6 11.0 13.3
B 0.0 4.2 6.6 9.4 11.3
C 0.0 3.9 6.1 8.7 10.4
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C. Privacy Threat Analysis

In this section, we present the results of the attack tree
method -based privacy threat analysis, see Fig. 4. We
describe how the system provider can try to assure the user
that private information is not compromised. For the success
of the post-payment copyright system, it is particularly
important that the users of the system can be confident that
the user identity in combination with the list of illegal
content in the user's possession does not leak out of the
system. The goal of the privacy protection measures is to
limit the privacy exposure of the users.

In our analysis, the threat class 1 combining user records,
relates to the improper re-identification of the user and
linking of data records between system components. The
most critical re-identification risk is related to the requests to
the catalogue matching server. If the requester is identified
and the requests tracked, one can obtain an extensive list of
potentially illegal content on the requester's device. That can
obviously be incriminating evidence against the user. While
the request protocol as such is based on anonymous
operation, the source IP address of the requests still remains
traceable. In some cases, the IP address may be linkable to a
specific device. That can potentially reveal the requester's
identity, described as user IP address tracking, threat class
1.1.

Even if the IP address cannot be traced back to a specific
device or person, the IP address provides a potential key,
based on which information between the system components
could be linked. If the front-end and the catalogue matching
server colluded by comparing the IP addresses of requests
they serve, it would be possible to link the shopping cart
information with the actual list of illegal content on the user's
device. For a comparison of privacy risks arising from
collusion of individual system components, see Table 8.

TABLE VIII. COLLUSION RISKS AGAINST USER PRIVACY

Collusion risks Worst-case privacy
exposure

Colluding
components
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Linking of catalogue
matching requests to
purchase sessions
based on IP address

User contact
information + list of
content to purchase
licence for + list of
illegal content in
user's possession

X X

Linking of shopping
cart information to
payment information
leading to full user
identification

User identity + User
contact information +
list of content to
purchase licence for

X X

Linking of catalogue
matching request to
payment
transactions based
on IP addresses

User identity + list of
illegal content in
user's possession

X X

Linking of catalogue
matching requests to
shopping carts and
payment information
leading to full
privacy exposure

User identity + User
contact information +
list of content to
purchase licence for +
list of illegal content
in user's possession

X X X

Even when there is no malicious intent against the users
in the system itself, there are external privacy threats. They
are related to the user information that external attackers can
get by eavesdropping. The external communication threats
are threat class 2 external eavesdropping of unprotected user
communications, and threat class 3 external component
intrusion. Note that also law enforcement officials using a
search warrant can be regarded as such external attackers
against the users’ privacy. Once an intrusion happens, the
intruder can of course learn user information, which is hosted
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on the system component. Increase in privacy exposure by
combining this information to other data is much more
challenging, as can be seen in Table 9.

From the privacy point of view, threats in class 2 related
to eavesdropping are as problematic as the collusion threats
in class 1 combining user records. Unlimited eavesdropping
on the system communications would enable an external
attacker to know the same information as the system
components. However, as all communications between the
user’s device and the system are protected by using
encryption, we estimate that the probability of successful
eavesdropping attacks against the user is very low. The
eavesdropping will not impact users’ privacy perceptions so
much that it would have a negative impact on the adoption of
the post-payment copyright system.

After analyzing the threats, we present solutions for the
recognized privacy threats of the post-payment copyright
system. We also go through the tradeoffs of the selected
solutions, see Table 10.

Distributing the user information in the system decreases
the impact and risk of the threat class 1 combining user
records. Storing payment information and receipt
information is regulated by the legislation. The information
is distributed in the system: backend provides clearing the
payments for the rights holders; payment system operator
handles the payment; and the service front-end operator
works with the shopping basket. The distribution may
decrease the consumer privacy concerns, as no one in the
system has information about the user files, real identity, and
credit card information. All these transactions can be
collected and linked together for example in a copyright
infringement claim investigation. If the user loses the receipt
and likes to get another copy of the receipt, the distribution
of the data makes the task more challenging.

Academic research is a valid reason to collect private and
sensitive information in copyright legislation. At this state of
the work, the post-payment copyright system is a research
project. The research part is clearly separated from the
commercial service, it has its own privacy statements, and
the difference is clearly communicated to the user.

TABLE IX. PRIVACY EXPOSURE IN EXTERNAL INTRUSION THREATS

Linking scenarios Privacy exposure

Linking of catalogue
matching requests to
purchase sessions

Linking cannot be done, since catalogue
matching requests are anonymous and IP
addresses are not tracked

Linking of shopping
cart information to
payment information
leading to full user
identification

Back-end cannot identify user, since
payment system provides only information
about the success of the transaction not
about payment information

Linking of catalogue
matching request to
payment transactions

Linking is not possible since there is no
linking key. IP addresses are not tracked.

TABLE X. PRIVACY SOLUTIONS, TRADEOFFS AND BENEFITS

Solution Threat Tradeoff Benefit

Distributed
architecture

1 More privacy
statements, service
agreements, and
other legal
documents. More
complicated
management of
the system.

All information
related to the user
is not available at
one point

Research data
separated

1 More complicated
data storage
system. More
complicated data
structures in the
research analysis.

Less private
information stored
long periods

No user
accounts

1 Less possibilty for
personalization of
the service

Less information
can be linked to a
user

Anonymizing
proxy

1.1 Service cannot use
any information
gained during the
previous session.
Research of data
gets more difficult.

Extremely difficult
to link any service
use to the user

Encrypted
communication

2 Difficult for user
to verify the data
sent to the network

No eavesdropping
at intermediaries

Illegal vs. legal
analysis at user
device

1 The accuracy of
analysis is
decreased

The most sensitive
information is not
transmitted in the
Internet or stored
on the servers

Catalogue
matching only
for items which
user considers
paying

1 The only a coarse
price of the music
available in the
client for all user
files

Minimized
personal data
transfers from the
device to the
network

User data not
stored

1.1 Tedious tracking
of all purchase
data afterwards at
the service
provider. No
possibility for
service
personalization.

As little as
possible personal
data is stored in
the system

Rights holders
clearly visible

Adds
trust

May raise worries
about hidden
agenda of the
rights holders

Increases trust for
the validity of the
service

Storing information about the users' past illegal activities
is naturally a very sensitive matter. It should be handled with
similar care as the patient registers in health care. Collection
of such information would be an attractive target for internal
and external attacks, and it could potentially be interesting
for authorities. From a user point of view, this would
represent threats that could deter users from using the service
in the first place. Therefore, we decided not to store any of
the information that links a specific user to the illegal past
actions. The result of with this decision is that we don’t have
any user accounts on the web frontend. The user accounts
could be used to help the user during the consecutive usage
sessions and to provide a possibility for service
personalization.
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A commonly used method to protect against the threat
class 1.1 user IP tracking, is that the service is used through
an anonymizing proxy. If all system components maliciously
collude against the user of the system, user privacy is
compromised leading in the worst case to full exposure of
the user's private information. This is clearly unacceptable
for the users of the system. From the user point of view, the
best improvement here would be that the users would apply
an anonymizing proxy or an anonymizing network in all
interactions with the system.

As a solution for the threat class 2 external
eavesdropping, we apply encryption in all communication in
the service. We use Secure Socket Layer (SSL) to decrease
the concerns about potential eavesdropping or network
monitoring by authorities. Also here, the selection of the
encrypted communication is a privacy concern tradeoff. The
positive impact is that the users need not to be so worried
about their sensitive information being transmitted in clear
text through the Internet. The negative side is that for people
like civil liberties and web activists, who would really like to
check what is communicated between the application and the
servers, it is challenging to verify that the service provider
promises about the communicated content match with
reality.

The exposure to the threat class 1 combining user records
is decreased by carrying out the illegal vs. legal analysis in
the user device only. As a tradeoff of the client based
analysis we lose the centralized analysis help in researching
the accuracy of the analysis. The centralized analysis would
also allow faster deployment of the improvements to the
users. But as that information is the most sensitive in the
system, the user privacy was selected as the dominating
factor in the implementation.

An opposite tradeoff was accepted with the catalogue
matching functionality. It is implemented on the network
server. In this case, we therefore trade the privacy concern
for a small application download size and for a more reliable
catalogue matching in the system. The impact of the threat 1
combining user records with the selected architecture is
decreased by carrying out the catalogue matching only for
the items, which user considers paying, and by clearing all
private data like IP addresses in the logs of the catalogue
matching server. The threat class 2 external eavesdropping is
made very difficult by encrypting all communication with
the catalogue matching server. It is however to be noted that
encryption alone cannot hide the fact that a specific source IP
address has been in interaction with the catalogue matching
server. Even this information might be considered
incriminating. The alternative of the adopted solution would
have been to download the entire catalog of available content
to the user device and to perform the catalogue matching
locally, thus minimizing the exposure of the user.

In addition to protecting the user against the negative
privacy threats, we try to use a positive approach to improve
the user trust in the post-payment system. The privacy
concerns of the users are greatly diminished if they can
consider the post-payment copyright service as a trusted third
party that does not forward sensitive data to the rights
holders. The challenge of the post-payment copyright service

is to act as a reliable trusted third party between the users and
the rights holders. The trusted third party should be credible
in the users’ perception and make the users willing to use the
service.

Communication about the system plays a very important
role. We build the system architecture and operating process
to minimize privacy concerns. The consumers become aware
of these solutions through communication. With successful
communication about the selected solutions we can build
trust in the consumers and lower their privacy concerns.
Peer-to-peer is a very sensitive issue from the
communication point of view. In the communication, it
might be wise not to mention peer-to-peer as a source of
illegal copies in order to avoid the wave of emotional bursts
in the peer-to-peer user groups, leading to a decreased trust
within other post-payment users.

Showing clearly which rights holders are behind the post-
payment system builds trust in the consumer. It convinces
the users that the service really delivers what it promises. At
the same time, quite a few consumers may wonder if the
rights holders have a hidden agenda in the service. The users
might get increased privacy concerns about what data is
really collected and to whom it is given.

VI. DISCUSSION

Our quantitative study shows that a post-payment
copyright system is potentially a more profitable business
than an online music shop. However, the study is limited by
the definition of the inputs to the model and the
simplifications used in the model. In reality, the outcome
may differ significantly from our results.

In our study, the models are separated, whereas in
commercial systems the post-payment system will be linked
to other models. We have assumed that the users of a post-
payment system receive electronic vouchers to online shops
as reimbursements of their transactions. The vouchers
encourage post-payment users to buy their digital music in
online shops.

The largest source of inaccuracy is the number of people
using the service. The popularity of the service is very
difficult to estimate due to the following factors: the
development of P2P networks, broadband connections,
digital rights management, upcoming legal implications on
P2P networks, popularity of digital media, the perceived
usability of the service, and the benefit from the service.

Comparing the scenarios, CDN cost for file storage and
delivery is very deterministic, because the post-payment
without download scenario benefits significantly from the
absence of media retention and transfer. There are ways to
the cost: limiting the market area geographically, replacing
CDN with own servers, locating servers close to an Internet
exchange point, having point of presence in the Internet
exchange point, and leasing own fibers.

Our research is a continuation to the trend of studies
suggesting P2P networks as a part of a viable business model
for media distribution [15]-[18]. We also demonstrate the
usefulness of techno-economic modeling and associated risk
analysis when making decisions regarding the development
and deployment of a new online service. Our model could be
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generalized for the analysis of different types of media, for
instance the online distribution of movies, and potentially
extended with real options analysis [46].

The qualitative analysis with STOF helps to form a
working business model and to identify the relevant partners.
The main benefits of using STOF instead of other potential
analysis frameworks are its holistic and systematic approach
and its fit to novel online services. With the help of STOF
analysis, we were able to create a more solid business model
for post-payment copyright. The post-payment system
architecture (Fig. 1) and the post-payment process (Fig. 2)
support directly the new business model.

The Critical Success Factor evaluation reveals that the
service design and enrollment of the service may have a
great impact on the revenue generated by the service. The
main challenges in the post-payment copyright system are
low value for customers and low customer retention rate.
Service bundling with an online music shop offering and
careful consideration of marketing message are suggested as
solutions for value perception and customer retention.

Our analysis does not concentrate on the Roll-out and
Market phases of the STOF framework. In the actual
deployment of the service, a current and detailed analysis of
the market situation and the relevant competing services
should be made. De Reuver et al. [47] demonstrated that
addressing Critical Design Issues in sufficient detail leads to
better scores in Critical Success Factors, i.e., a viable service
design improves the chances for actual success. Furthermore,
according to de Reuver et al. [48], having a balanced
business model internally is not sufficient for success. The
business model also has to be continually balanced to
changing market, regulation, and technology conditions in
different phases of the service lifetime.

Based on our threat analysis, it seems that trustworthiness
of the system is a key factor for users to be willing to use the
post-payment copyright system. The users need to be able to
trust the system. It must not maliciously act against the user
in any way, and it has to protect the user against external
threats. If we presume that the post-payment copyright
system implements the suggested privacy solutions, we can
conclude that it provides quite sufficient protection for the
user's privacy even against external threats.

Our study does not confirm that a post-payment
copyright system will be the winning model, but the study
shows that in favorable conditions post-payment copyright is
a very competent model compared to the online shop model.
The privacy challenges play in an important role in the user
adoption of the service, and solutions for the most important
challenges are available. Our recommendation is to do
further evaluation among industry experts and end-users and
finally to test the validity of our results with a live post-
payment service.
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Abstract— The present paper describes the approach and
preliminary results from the research project EUX2010SEC. The
project works closely with Voice over IP (VoIP) companies and
users. The project aims at providing better security of open
source VoIP installations. The work towards this goal is organized
by gathering researchers and practitioners around scientific
activities that range from security modeling and verification up to
testbed testing. The expected outcomes of the project are a solid
scientific and practical understanding of the security options for
setting up VoIP infrastructures, particular guidance on secure,
typical setups of such infrastructure. The project’s special focus is
on producing results relevant to the practitioners in the project,
aiming at the stimulation of innovation and the provision of
highest quality in open source based VoIP products and services.
The article describes the research-based innovation approach
used.

Index Terms— VoIP, SIP, security model, security require-
ments, testbed testing, formal protocol analysis.

I. INTRODUCTION

This article provides overview of the VoIP security research
project EUX2010SEC1 which has its roots in the Nordic re-
source network Enterprise Unified Exchange (EUX2010). The
project is partly funded by the Norwegian Research Council,
and runs from 2007 until 2011. The project provides a forum
for researchers2, user representatives from Norwegian public
administration3, and small and medium sized companies rep-
resenting both the VoIP and open source software industry in
Norway4. The current work is based on a conference article
on the International Conference on Networking in 2009 [1].

A. Research-based innovation in Norway

The EUX2010SEC project is placed in Norwegian Research
Council’s technological programme “Kjernekompetanse og
verdiskapning i IKT” (VERDIKT), a public funding scheme
for user-driven, research-based innovation which targets Nor-
wegian industry and research institutions. The principal tool
in the VERDIKT programme is the user-driven project.

This paper is based on the conference article “A holistic approach to Open
Source VoIP security: Results from the EUX2010SEC project”, presented at
the ICN 2009 conference.

1Project homepage: http://eux2010sec.nr.no
2Norwegian Computing Center, UNU-MERIT
3Buskerud County Municipality (Buskerud fylkeskommune).
4Redpill Linpro AS, Freecode AS, Nimra Norge AS, Ibidium Norden AS

The EUX2010SEC project aims at the analysis and devel-
opment of open source technologies used in VoIP infrastruc-
tures. As means towards the goal we implemented a testbed
laboratory for the industrial users, and applied user-need based
research and problem-solving activities for the VoIP stakehold-
ers in the project. The outcomes shall widen understanding
of VoIP, promote secure infrastructures, and strengthen the
competitiveness of the Norwegian industry partners in the
project. It uses the Empathic Design [2] approach and rapid
prototyping strategies among other innovation strategies. In
addition to industry research work and publication, the project
educates a PhD student in the field. Thus EUX2010SEC
uses the three most successful industry-oriented innovation
strategies considered by MIT researchers [3].

B. Project goals

The overall research goal of the project is to improve the
level of security and awareness when developing, installing,
and using open source VoIP solutions, such as the open source
Asterisk PBX5. The main objectives of VoIP-oriented security
are to preserve the availability of VoIP services, to protect VoIP
transmissions and stored information from disclosure and theft,
to prevent fraudulent usage of voice communication, so called
toll fraud with financial losses, and to preserve the integrity
of the VoIP system, e.g., that the system logs to be stored by
the providers on behalf of the authorities are correct.6

As one of the fastest growing Internet technologies today,
Voice over IP (VoIP) can provide a number of additional
services compared to traditional telephony. These services
include conferencing, events notification, presence, instant
messaging, video telephony and other multimedia transmis-
sions, and location independence (location mobility). Such
wide flexibility imposes challenges on how security is handled
[4], [5].

Our experience from work with the industry partners is that
in many cases the security model applied to VoIP networks
is a model of isolation, physically separating voice and data
or using virtual LANs or VPNs to separate VoIP traffic from
any other IP traffic. This separation sacrifices many of the
benefits of VoIP and makes the integration of communication

5Asterisk is a central component in the VoIP networks we are interested
in. Asterisk homepage: http://www.asterisk.org

6In many countries the telephony providers must store the connection logs
of for a specified time, typically several months.
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applications hard or even impossible. Hence, the potential of
VoIP systems is often not utilized. One goal of the project
is to look into other possible VoIP network topologies and
approaches to security. This would enable the adoption of
innovative functions, such as mobile software phones on
laptops and PDAs being used on open Public IP networks,
much easier.

When analyzing VoIP security and vulnerability different
perspectives are used in the project:

 Analysis at device level, focusing on a particular device,
e.g., a PBX (Private Branch Exchange);

 Analysis at system level, focusing on the VoIP infrastruc-
ture components and VoIP topologies, or;

 Analysis focusing on the flow of data and signals in VoIP
systems.

Vulnerabilities in VoIP have many causes [6] which may be
related to weaknesses in the applied protocols, the software,
or the configurations of the various VoIP applications and
equipment in use. EUX2010SEC provides analysis, testing
and guidance of many possible options to the suppliers and
users of VoIP services, and in addition researches the security
consequences.

The EUX2010SEC project aims at transferring innovation
to the market by supporting the practitioners with scientific
security knowledge. This knowledge is provided by analysis
of topologies and usage patterns of VoIP systems; analysis of
the systems using both formal methods and testbed testing; the
collection of realistic security requirements from practitioners
and users; and the development and testing of secure config-
urations, which will be recommended as base configurations
for various basic VoIP setups.

C. State of knowledge
This section provides an overview of general VoIP security

literature. The following sections on verification, testing and
security modeling might introduce more specialized back-
ground references where needed.

Security of VoIP systems has received much attention in
national security bodies and in academia. Analysis focused
on technical security issues, and availability considerations
of VoIP-based critical communications services. The VOIPSA
taxonomy is our starting point for a systematic exploration
of known VoIP security threats [6]. The VOIPSA taxonomy
is less detailed in the description of problems and fixes, but
it is superior in its taxonomic description over many of the
hands-on guidebooks such as or [4]. Various governments
information security institutions or standards institutes have
issued warnings or guidance, for example the U.S-National
Institute of Standards and Technology [7] and others [8].

Some scientific publications overlook the topic, but mainly
discovered classic attack patterns such as man-in-the-middle
attacks, the exploitation of misconfigurations, and reachability
control issues [9], [10]. Some work has been done to ana-
lyze security vulnerabilities in VoIP implemented technologies
[11]. Among others, the SIP protocol [12], [13] has the
important role of connection establishment and management.
SIP is vulnerable to authentication and hijacking problems
[14], and others [15], [16].

Fig. 2. VoIP Stakeholder analysis

II. METHODOLOGY AND APPROACH

The research activities in EUX2010SEC focus on three areas
of activity, as shown in Fig. 1

The security model activity analyzes stakeholders’ require-
ments towards security and stability of VoIP systems. Its goal
is to derive typical requirements’ profiles, and to provide
security models and default configurations for them. This is
shown in the right part of Fig. 1.

Testbed systems with the partners’ technology, and real user
requirements: These testbed systems will have VoIP traffic
routed through them for testing the system properties and the
consequences of configuration options. They will additionally
be used for the deployment of a set of attacks and attack tools.
The testbed activity is depicted in the middle part of Fig. 1.

Formal protocol analysis: The function, usage and real con-
figuration and implementation of security-relevant protocols
used in the Asterisk family of VoIP systems is formalized and
then tested with a protocol verification tool that attacks the
protocol model. This approach can reveal unknown protocol
failures, and wrongful implementation of protocols. The for-
mal analysis approach is shown in the left part of Fig. 1.

A. Requirements & security model

The stakeholder and requirements gathering approach is
inspired by the privacy design process outlined in [17], and
was used in [18]. It is modified in EUX2010SEC to find and
elaborate VoIP security requirements for the identified basic
scenarios of VoIP usage.

The security model activity is carried out in consecutive
steps. A basic stakeholder model and initial scenario profiles
is derived from the state of the art literature. Various VoIP
project partners and possibly their customers are contacted for
empiric research. Steps to be carried out are as follows:
Stakeholder Analysis: The stakeholders are identified and
contacted, and their main interests in the VoIP market be
captured by means of a stakeholder analysis [19].
Requirements Elicitation: The stakeholders are interviewed
concerning their usage scenarios and requirements concerning
VoIP security.

 The interviews collect anecdotic accounts of problems
and requirements.

 The interviewees are presented with scenarios and use
cases to single out their typical scenarios.
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Fig. 1. EUX2010SEC research approach

Scenario Profiles: From the steps above, one or more profiles
for typical VoIP usage scenarios will be generated. The profiles
should create the basis for further analysis, testbed creation,
and verification activities.

 A profile is based on a use case description.
 A profile contains a description of security, reliability,

quality-of-service and scalability needs.
Multilateral Security Analysis: For each of the profiles, a
multilateral security analysis is performed [20] to ensure that
all stakeholders’ views and needs are contained. Its goal is to
gather security and privacy requirements for the infrastructure
in question, and to make suggestions for improvement of the
requirements specification. Multilateral security analysis takes
into account all stakeholders’ requirements relevant to security
and privacy issues.
Security Models: Finally, security models are developed for
the VoIP profiles. A security model is based on security goals,
and a trust model. It contains a description of:

 Subjects
 Objects
 Rules and policies
 Security functions
It is hard to retrieve stable, unified requirements from

interviews with stakeholders. Therefore, it is necessary to
have several cycles of interaction with the stakeholders to
verify the requirements, profiles and models. Our approach
to this problem is similar to rapid prototyping in software
development: a fast, parallel development of requirements, to
be presented and discussed with the stakeholders in several
loops of interaction, such as Maieutik [21] and Empathic
Design [2].

B. Configurations testbed and attacking

For testing VoIP configurations and security profiles from
our project partners we have developed a dedicated VoIP

testbed. Testbeds as a research approach enable us to do
prospective analysis of VoIP technology and to effectively
gain knowledge about VoIP capabilities, limitations and ben-
efits in different conditions [22]. This provides us with an
advantage over a theoretical approach alone, since VoIP is
tested in different contexts. The testbed is used as a controlled
environment using strict configuration management to ensure
scientific measurements. Specifically, we test various VoIP
installations, where we launch predefined, reproducible attacks
to uncover security vulnerabilities.

Real life VoIP has many deciding factors that have an impact
on performance and security, such as the network topology,
network congestion, and the protocols used. A theoretical ap-
proach alone cannot be employed to consider all these factors
because of their complex relationships. Simulation is often
used to study computer networks, since it offers a convenient
combination of flexibility and controllability. The disadvantage
of using simulations is that results may not be applicable to
the reality, since often an inappropriate level of abstraction
has been applied. The testbed creates an environment where
the project researchers can experiment with different VoIP
configurations in a low-risk environment, prior to real-world
testing and deployment.

We pursue the following goals with the VoIP testbed:

(1) Given VoIP configurations are validated in the testbed
against security requirements resulting from the previous
analysis steps outlined above in Section II-A. Specifically,
the experiments in the testbed shall show conformance
between a given VoIP installation, configuration or archi-
tecture, and specified security requirements defined by the
stakeholders.
While the testbed can be used in various ways, our work
hypothesis is as follows: VoIP-specific security mechanism
are deployed and tested to see if they are in accordance
with the stakeholder’s security policy. In this environment,
the deployment of attacks will be launched to uncover
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potential vulnerabilities. Data gathered from these tests
will be used as input to formal modeling and verification,
as outlined below in Section II-C.

(2) We use an automated VoIP testbed attack tool to scan a
given VoIP installation for known vulnerabilities according
to the threat model, and to launch VoIP related attacks.

(3) To be able to re-use a given testbed configuration as
a reference configuration management is an important
aspect of testbed testing. Especially the handling of a wide
range of configuration files is considered as a challenge.

(4) Using the results from the tests we create VoIP configura-
tions that are arguable more secure, based on our findings
in the preceding three goals. These configurations, along
with recommended best practices, are then presented to
the stakeholders for discussion and further refinement.

Various VoIP configurations containing Asterisk PBXs as
one of the components are used as target test systems in
this testbed. These configurations are copies of real systems
deployed in different organizations. When performing tests
tests real traffic data are provided by mirroring data traffic
into the testbed.

C. Formal analysis of protocols

Formal protocol analysis is an important part, in addition
to extensive security testing of real-world VoIP systems and
traffic in the project’s experimental testbed. We perform formal
protocol analysis in combination with experiments in the
testbed using the following methodological approach:

 Real-world production systems are installed and config-
ured in the testbed.

 Network traffic from the testbed is recorded/logged (at a
certain level of detail).

 Based on the logged network traffic and additional infor-
mation, like RFCs, formal specifications are constructed.

 These specifications are further analyzed in a formal
analysis tool, capable of identifying potential attacks and
vulnerabilities affecting system security.

 In order to validate the results from the formal protocol
analysis, attempts are made to reconstruct in the testbed
on real-world systems the error conditions found in the
formal analysis.

In Fig. 3 the work approach and data flow of our formal
protocol analysis is illustrated in more detail. So far, the formal
protocol analysis has been looking into the properties of SIP
[12], [13]. SIP is used for signaling and is working together
with other protocols that take care of the media stream, using,
e.g., RTP (Real-time transfer protocol) [23]. SIP is a text-based
protocol that needs to be strengthened to enhance security. We
have been looking into SIP with digest authentication when
analyzing SIP-based traffic [14].

In order to gain initial knowledge of the behavior of the
SIP implementation of Asterisk, traffic is recorded from real
phone sessions going through an Asterisk server. This is done
by using VoIP-targeted IP network monitoring and interception
tools such as Wireshark7. The traces of sessions produced by

7Wireshark web page: www.wireshark.com

Fig. 3. Formal analysis of VoIP systems

Wireshark can be presented both textually and as interaction
diagrams, at various levels of detail.

Based on the output from Wireshark, formal models/formal
specifications are then produced. In this process, the SIP RFC
specifications are used as additional guidelines and references.
This transformation from the traces of SIP-sessions to formal
specifications of the same sessions requires manual interven-
tion, and several rounds of quality assurance.

Having produced the formal models from the SIP traces
these are further analyzed in a formal protocol analyzer. We
used a locally developed experimental tool for formal protocol
analysis, PROSA [24], in the analysis so far. PROSA is
based on temporal epistemic logic, and includes a module for
automated refinement and validation of protocols.

PROSA is not the sole alternative, and different types
of formal protocol analysis tools and methods are today
available, of which some are listed below: Process calculus
with probability and complexity [25], symbolic execution
models/multiset rewriting [26], Protocol logics like BAN logic
[27], model checking, either symbolic analysis like strand
spaces or (exhaustive) finite state analysis like Murphi [28]
or CASPER/FDR [29], and finally search using symbolic
representation of states, e.g., the NRL analyzer [29]. Tools
similar to PROSA include OFMC [30] and Scyther [31].



133

International Journal on Advances in Security, vol 2 no 2&3, year 2009, http://www.iariajournals.org/security/

5

The purpose of formal protocol analysis is to look for
non-intuitive attacks, omissions in specifications, or errors in
different products implementation of protocols. During the
analysis of VoIP protocols, networks are assumed to be hostile,
in that they may contain intruders that can read, modify,
or delete traffic, and that may have control of one or more
network principals. Many of these attacks do not depend
upon flaws or weaknesses in the underlying cryptographic
algorithm, but can be exploited by an attacker. The results
of the formal protocol analysis are validated in the testbed.

PROSA is a tool developed for the specification, static
analysis and simulation of security protocols. PROSA consists
of three main modules: (a) a specification language based on
temporal epistemic logic; (b) a static analysis module; and (c)
a simulator for executing intended protocols and attacks on
protocols.

The language in the PROSA tool contains constructs for
specification and reasoning about message transmission, cryp-
tographic operations, and agent beliefs. Below is listed an
excerpts of the PROSA language to be used later in this article
Here LP is the smallest language such that:

piq Each of the following atomic formulas are in LP

ε the empty sentence
a � b equality
Agentpaq a is an agent
isKeypkq k is a key
isNoncepnpN, aqq npN, aq is a nonce
playRolepa, x, µq a plays the x-role in protocol µ
rolepaq a is a role in a protocol

piiq If ϕ, ψ, ξT , ξA, ξS P LP , then so are;
 ϕ, ϕÑ ψ propositional logic
a ÝÑ b : ϕ a sends the message ϕ to b
Belapϕq a believes ϕ
Hashrϕs hash ϕ
EnforcetApϕq enforce agent tA to do ϕ
protocolrµ,N, ξT, ξA, ξS,Φs protocol operator

In addition there are constructs for, e.g., time stamps, quan-
tifiers, encrypt, decrypt, and constructs that explain succession.

The static analysis module consists of algorithms for au-
tomated refinement of both protocol specifications and attack
descriptions. The automated refinement results in an explicit
specification that contains assumptions local to each agent par-
ticipating, i.e. pre- and postconditions, for each transmission
clause. Refined specifications can then be validated.

The validation process of a trace specification is performed
in two steps in PROSA: First, a tool-supported refinement of
the specification is generated. This will give a specification that
contains information about the agents beliefs and construction
of credentials, like the generation of nonces, timestamps,
assumptions about keys, and cryptographic operation like
encryption, decryption and hashing. Secondly, the refined
specification is validated to check whether a participant in
the protocol setting possesses any beliefs that have not been
legally obtained through communication or cryptography.

The PROSA language is defined to be close to practical
protocol specification and design, understandable for both

software developers as well as system architects. The same
language is also the metalanguage for reasoning about the
protocol specification. In this way it differs from state-the-art
tools like OFMC [30] and Scyther [31]. Here a specification
is written in one language that is later preprocessed to an
intermediate language serving as input to the reasoning tools.

The PROSA language has similarities with, e.g., BAN logic,
yet there are some significant differences. The meaning of
the belief operator is defined by the detailed definition of the
protocol machine, which is a central part of the operational
semantics of PROSA. Hence the belief operator is interpreted
as part of the execution of protocols. Contrary to a purely
logical explanation of abstract security properties and mech-
anisms, the belief construct is given a concrete operational
meaning. Belief means possession, there is no other operator
for reasoning about beliefs and data-content. Other logics, e.g.,
BAN logic, have several operators.

Although beliefs in PROSA are rather complex, in the
way they are explained by many rules in the operational
semantics, it is still possible to have a rather standard logical
understanding of beliefs.

III. RESULTS AND PROGRESS

In this section, we summarize the results and the progress so
far with an emphasis on the areas of formal protocol analysis,
security modeling, and laboratory security testing. Since the
project will continue to work into 2011 we expect more results
during its course.

A. Formal protocol analysis

The SIP protocol specification, as described in RFC 3261
[13], is implemented differently in the various VoIP systems.
We explored how Asterisk implements the SIP protocol by
using formal protocol analysis. Real-world Asterisk config-
urations originating from an industrial partner were used as
basis for our analysis.

Traffic was then monitored and recorded as a basis for
the formal analysis, hence capturing the specifics of how
SIP is implemented in Asterisk. The fact that Asterisk is
implementing a B2BUA (a back to back user agent) instead
of a SIP proxy became clear to us during the analysis.

Transforming a representation of a session from network
traffic monitoring tool trace to a formal model in standard
notation requires manual intervention. We identified the need
of a tool that is able to export the traces representing real data
traffic from tcpdump or Wireshark into a formal specification
readable for the protocol analysis tool. Until such a tool is
developed the transformation must be performed carefully in
order to avoid errors in that process.

The PROSA syntax is using a standard Alice-Bob notation,
[32] and standard notations for describing security protocols
[33]. Hence the PROSA formulas presented in this section
should be readable to those familiar with the above mentioned
notations. We explain a few constructs using Fig. 4 as an
example: The header of a protocol specification consists of
a protocol name, then a session number – since there might
be several instances – followed by specification of all roles, the
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protocolSIP, 0,
rolepAq ^ rolepSq ^ rolepBq,
rolepAq ^ rolepSq ^ rolepBq,
rolepAq,

EnforceApBelApstartProtocolpSIP� CANCEL,
playRolepB, C, SIP� CANCELq^
playRolepS, T, SIP� CANCELq^
playRolepA, D, SIP� CANCELq,
TextpRefer to session qqqq

A ÝÑ S : TextpINVITEq ^ AgentpAq ^ AgentpBq^
TextpContact, Aq ^ TextpURI, Aq ^ isNoncepnpCALLID, Aqq

S ÝÑ A : TextpProxy Authentication Requiredq ^ TextpUsername, Aq^
TextpRealmq ^ isNoncepnpDIGESTCHALLENGE, Sqq^
AgentpAq ^ AgentpBq ^ isNoncepnpCALLID, Aqq

A ÝÑ S : TextpACKq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq

A ÝÑ S : TextpINVITEq ^ AgentpAq ^ AgentpBq^
TextpContact, Aq ^ TextpURI, Aq ^ isNoncepnpCALLID, Aqq^
HashrHashrTextpUsername, Aq ^ TextpRealmq ^ isKeypkeyps, A, Sqqs^

isNoncepnpDIGESTRESPONSE, Aqq^
isNoncepnpDIGESTCHALLENGE, Sqq^
HashrTextpINVITEq ^ TextpURI, Bqss

S ÝÑ A : Textp100 TRYINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLID, Aqq

S ÝÑ B : TextpINVITEq ^ AgentpAq ^ AgentpBq^
TextpContact, Aq ^ TextpURI, Aq ^ isNoncepnpCALLIDB, Sqq

B ÝÑ S : Textp100 TRYINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

B ÝÑ S : Textp180 RINGINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

S ÝÑ A : Textp180 RINGINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLID, Aqq

B ÝÑ S : Textp200 OKq

S ÝÑ A : Textp200 OKq

A ÝÑ S : TextpACKq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq

S ÝÑ B : TextpACKq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLIDB, Sqq

A ÝÑ B : startpMediaTrans,
playRolepAlice, A, MediaTransq^
playRolepBob, B, MediaTransqq

Fig. 4. Specification of the SIP call setup sub-protocol

agent specific roles, and the start role. The Enforce construct
builds instances of tear down subprocesses within each agent
making them able to listen for CANCEL messages. In SIP a
CANCEL message can appear whenever an agent hangs up
the phone, from any state in a call setup process. Following
the Enforce statement, in the specification in Fig. 4, 14
transmissions in sequential order are representing the SIP call
setup signaling sequence.

In the PROSA tool a static analysis can be performed as
follows. The initial protocol specification is automatically, by
the tool, augmented with pre- and postconditions expressing
beliefs and trust at each stage in the specification. Some
statistics taken from the static analysis of the SIP call setup
protocol specification is presented in Table I. The length of
the protocol indicates the number of statements in the original
specification. In our case the Enforce statement is followed

protocolrSIPAttack, 0,
rolepAq ^ rolepSq ^ rolepBq ^ rolepIq ^ rolepF q,
rolepAq ^ rolepSq ^ rolepBq ^ rolepIq ^ rolepF q,
rolepAq,

A ÝÑ IpSq : TextpINVITEq ^ AgentpAq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq

IpAq ÝÑ S : TextpINVITEq ^ AgentpAq ^ AgentpBq^
TextpContact, Aq ^ TextpURI, Aq ^ isNoncepnpCALLID, Aqq

S ÝÑ IpAq : TextpProxy Authentication Requiredq ^ TextpUsername, Aq^
TextpRealmq ^ isNoncepnpDIGEST CHALLENGE, Sqq^
AgentpAq ^ AgentpBq ^ isNoncepnpCALLID, Aqq

IpSq ÝÑ A : TextpProxy Authentication Requiredq ^ TextpUsername, Aq^
TextpRealmq ^ isNoncepnpDIGEST CHALLENGE, Sqq^
AgentpAq ^ AgentpBq ^ isNoncepnpCALLID, Aqq

A ÝÑ IpSq : TextpACKq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq

IpAq ÝÑ S : TextpACKq ^ AgentpBq ^ TextpContact, Aq
^ Text pURI, Aq ^ isNoncepnpCALLID, Aqq

A ÝÑ IpSq : TextpINVITEq ^ AgentpAq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq^
HashrHashrTextpUsername, Aq ^ TextpRealmq ^ isKeypkeyps, A, Sqqs^
isNoncepnpDIGEST RESP ONSE, Aqq^
isNoncepnpDIGEST CHALLENGE, Sqq^
HashrTextpINVITEq ^ TextpURI, Bqss

IpAq ÝÑ S : TextpINVITEq ^ AgentpAq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq^
HashrHashrTextpUsername, Aq ^ TextpRealmq ^ isKeypkeyps, A, Sqqs^
isNoncepnpDIGEST RESP ONSE, Aqq^
isNoncepnpDIGEST CHALLENGE, Sqq^
HashrTextpINVITEq ^ TextpURI, Bqss

IpSq ÝÑ A : TextpCANCELq ^ TextpURI, Bq ^ isNoncepnpCALLID, Aqq

A ÝÑ IpSq : Textp487 Request Terminatedq ^ TextpURI, Aq^
isNoncepnpCALLID, Aqq

IpSq ÝÑ A : TextpACKq ^ isNoncepnpCALLID, Aqq

S ÝÑ IpAq : Textp100 TRYINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLID, Aqq

S ÝÑ IpBq : TextpINVITEq ^ AgentpAq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLIDB, Sqq

IpSq ÝÑ B : TextpINVITEq ^ AgentpAq ^ AgentpBq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLIDB, Sqq

B ÝÑ IpSq : Textp100 TRYINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

IpBq ÝÑ S : Textp100 TRYINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

B ÝÑ IpSq : Textp180 RINGINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

IpBq ÝÑ S : Textp180 RINGINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

IpSq ÝÑ B : TextpCANCELq ^ AgentpAq^
TextpURI, Aq ^ isNoncepnpCALLIDB, Sqq

B ÝÑ IpSq : Textp487 Request Terminatedq^
TextpURI, Bq ^ isNoncepnpCALLIDB, Sqq

IpSq ÝÑ B : TextpACKq ^ isNoncepnpCALLIDB, Sqq

S ÝÑ IpAq : Textp180 RINGINGq ^ TextpContact, Bq^
TextpURI, Bq ^ isNoncepnpCALLID, Aqq

IpBq ÝÑ S : Textp200 OKq

S ÝÑ IpAq : Textp200 OKq

IpAq ÝÑ S : TextpACKq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLID, Aqq

S ÝÑ IpBq : TextpACKq ^ TextpContact, Aq^
TextpURI, Aq ^ isNoncepnpCALLIDB, Sqq

EnforceI pBelI pstartProtocolpMediaTransAttack,
playRolepMalice, I, MediaTransAttackq^
playRolepFrank, F, MediaTransAttackq, TextpReference to callid’sqqqq

EnforceF pBelF pstartProtocolpMediaTransAttack,
playRolepMalice, I, MediaTransAttackq^
playRolepFrank, F, MediaTransAttackq, TextpReference to callid’sqqqq

Fig. 5. Call hijacking attack on the SIP call setup sub-protocol
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TABLE I
STATISTICS ON THE SUB-PROTOCOLS.

protocol Length Refined Crypto Validation
... ... ... ... ...
Call Setup 15 88 3 27812
... ... ... ... ...

TABLE II
STATISTICS ON THE SIMULATIONS.

Simulation scenario PROSA rewrites Time
(milli seconds)

SIP without Digest 18 239 41
SIP Digest simulation 82 987 164
SIP with eavesdropper 83 365 188
Active call-hijacking attack 364 969 472

by 14 transmissions, totalling 15 statements. The length of
the automatically refined protocol quantifies the number of
statements plus the additional pre-and post conditions. The
number of cryptographic operations involved are 3 instances
of a hash functions while the last column is a count of the
number of rewrites in PROSA tool performed to validate the
specification.

After finishing static analysis and validation, the next step
is simulation. Our simulation scenario included three com-
ponents, two calling parties Alice, Bob, and a proxy server.
Each agent runs an instance of the SIP sub-protocols described
above. Here, we assume that Alice initiates a phone call with
Bob in three variations:
paq without Digest Access Authentication;
pbq using Digest Access Authentication; and
pcq using Digest Access Authentication, but with an attacker

eavesdropping the messages.
A standard digest simulation without an attacker, (b), is

augmented with an attacker on the line just forwarding the
messages, (c). The number of computation steps required
to perform an eavesdropping differs insignificantly from the
“good” simulation. This augmenting is automatically done.
The results of the PROSA simulations are reported in Table II.
The first simulation is without Digest Access Authentication,
while the latter three include Digest Access Authentication.
The last one is manually derived from (c). This due to the
need for the intruder- and adversary model for PROSA to be
extended. What takes place in the latter simulation scenario is
the following: An attack where an intruder Ivory (denoted I)
hijacks a call-setup session and establishes a phone call with
another agent Frank (denoted F ), as described in Fig. 5.

Initial results of our work indicates potential vulnerabili-
ties in SIP authentication [14] and call-setup [34] that can
lead to attacks, based on analysis under the Dolev-Yao at-
tacker/intruder model [35].

B. Security modeling

In the following we show the characterization of VoIP
scenarios. Six different scenario patterns were visualized
graphically in a metaphor as islands. These depict different

TABLE III
INTERVIEWEES AND THEIR ROLES

Stakeholder Role
1 VoIP service provider / system vendor
2 municipality
3 university
4 municipality
5 county administration
6 VoIP service provider / energy provider

VoIP basic setups as shown in Fig. 3: Island, Archipelagos,
Nomadic Islanders, Nomadic Libertarians, Fortress, Maginot
Line. These have been verified in a pre-study with selected
stakeholders in the project. These profiles are used as a
basis for classification of VoIP setups, and will be the basis
for the development of security models. The first round of
stakeholder interviews was performed in 2008 and early 2009.
Through our industry connections, we got access to one VoIP
system vendor, and five VoIP system operators which include
universities, public administrations, and service providers.

We observed that most of the stakeholders were acting in
more than one role. The vendor offered both system-building
and service operation. The service operators originated either
from public administration, such as municipalities and coun-
ties, or power companies. Both forms of operators own rights
to operate telecommunication cable.

The interviews focused on the business model, the customer
and user profiles, and security needs and incidents. The
interviews were performed as conversations with moderated
discussion, where the topics were raised, discussed along the
contributions of the interviewees, and terminated with a list of
questions from the interviewers. The interviews aimed at clas-
sifying the interviewees into the island metaphors, at learning
the security requirements and conceptions and the realities.
The island metaphors were introduced early to enable an
abstraction away from particular details of the telecommunica-
tions infrastructure or security technology, as the interviewees
mostly had a background in telecommunication technology
or network administration. The interviews were following an
outline made for each stakeholder category. An example for
the outline is shown in Fig. 6.

Concerning their business models, all interviewees shown
in Table III provide VoIP-based telephony to their customers.
While Stakeholder 1 operates on the open telecommunications
market, Stakeholder 6 targets consumers along the power
network they operate. Stakeholder 3 is a large university, where
VoIP is currently built up to replace PSTN in the offices and
laboratories. Generally, the municipal or county organizations
seek to replace their own phone infrastructure with an Internet-
based infrastructure motivated by cost of ownership. As a
side effect, many organizations begin to include users outside
the public administration offices, such as schools or medical
service centers that are under their governance.

The major reason for choosing VoIP – and in particu-
lar Asterisk-based solutions – was the favorable costs of
Asterisk-based telecommunications infrastructures. Many of
the interviewees were operating old telephony switches, and
were facing high maintenance cost and expensive offers for
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Fig. 6. Stakeholder interview outline for “VoIP system operator”

replacement of their PSTN switches. At the same time, they
had already built up their own IP infrastructure. For most of
the customers the seamless replacement of the ordinary desk
or cordless phones with the same functionality was in focus.
Only one of the stakeholders is actually deploying softphones
on laptops for a particular user segment – school teachers who
share offices that do not have personally assigned phones. In
summary, most of the stakeholders’ activities were targeted at
migrating the switch-based phone functionality to VoIP.

The typical infrastructure is composed of one or more
Asterisk servers, one or more PSTN trunks, and many pre-
configured desktop VoIP phones for the end users.

Security concepts go along the lines of dedicated data
connections, special routing or VPN tunneling. Probed for se-
curity measures and threat scenarios, the interviewees mainly
responded that they were shielding their cable, or using dedi-
cated IP addressing, MAC verification and on occasion VPN
routers to “keep the VoIP traffic in its own network”. This, in
addition to the user-side need for the “old” telephony network,
reinforces the insight that VoIP is built and used as if it was the
PSTN. Asked for security incidents, the stakeholders reported
a few billing fraud incidents, mainly based on successful
ID theft based subscriber sign-ups. Some mentioned cost
induced with 0900 service usage by their legitimate telephony
users. The largest worries concerning security have been stated
around the topic of identity fraud, fraudulent service usage,
and losses due to fraudulent outgoing calls into a billed long-
distance network – problems that pre-existed the times of VoIP.
For some stakeholders availability of service, in particular of
emergency calling, was an issue. None of the stakeholders
mentioned IP-based attacks, session hijacking, break-ins into

voice mail systems, SPIT calling or eavesdropping problems.
There was a considerably low enthusiasm to discuss regulatory
issues such as police wiretapping, data retention and crime
investigation issues.

Some stakeholders, in particular the system builder, agreed
that the complexity of configuration options in Asterisk and
the related protocols and the options in the infrastructure is
too high. Configuration errors are believed to provide greatly
to potentials for unavailability of service or security problems.

Further interviewing and infrastructure inspection in
EUX2010SEC will reveal whether some of the existing se-
curity threats on the Internet are known to the stakeholders,
and help in the development of security concepts for VoIP
infrastructures.

C. Laboratory security testing

We work in close interaction with the industry partners
participating in the project on how to set up, use, and test
different VoIP configurations in the testbed. For this we install
and configure different scenarios. For complex scenarios to be
rolled out in real life, the industry partners install and configure
the scenario in the testbed in order to get an implementation
as close to reality as possible.

The routines for the VoIP testbed are as follows: After
having installed and configured the lab to a given scenario,
the setup is documented and the relevant configuration files
are included into the configuration management. The testbed
provides our partners with a VoIP infrastructure for experi-
mentation, analysis, testing and prototyping of SIP/VoIP com-
ponents in a controlled environment before deployment.
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Fig. 7. Island metaphors for VoIP scenario profiles
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The project partners responded entirely positive to having a
testbed provided by the project. We observed a high interest to
use the lab, and we conclude that there is a need for telecom
testbeds available for research and experimentation.

A typical test-run proceeds as follows: The industry part-
ner’s request can range from a specific configuration they
would like to test to a more broad “we want a more secure
authentication”. We then identify research questions that can
be applied to this test. Examples for such research questions
might be how to evaluate the performance difference between
two authentication mechanisms, or to evaluate their vulnerabil-
ity to remote attacks. After having configured the testbed, we
execute a test, alongside which we have a range of different
methods to measure on the testbed. For network performance
tests, we use tools like tcpdump, MRTG and Munin, while for
VoIP specific tests, we can use tools like SIPP, SIPvicious,
SIPSak, sip-kill, Scapy or similar [36].

To implement the call-hijack attack [34] shown in Sec-
tion III-A, we used three different tools: (1) the VoIP attack
tool “sip-kill” to send the SIP CANCEL messages which
block out Alice and Bob from the phone call, (2) the generic
attack tool “Scapy” to send the remaining SIP messages
between Frank and Ivory, and (3) the multimedia stream-server
“VLC” to set up a RTP media stream between the attackers.

Technical setup: Our lab today consists of a wide variety of
components with different hardware and software. The main
platform for VoIP servers is Asterisk on Linux. See Table IV
for a list of the equipment currently used in the lab.

We carefully document all different setups in an internal
wiki, and keep all relevant configurations files under revision
control. Using configuration management enables us to deploy
repeatable, accurate test frameworks, to repeat a particular test
under the same conditions for reproducibility, or to test a
particular scenario with added functionality. In our lab we
have set up and installed other standard services, such as
internal DNS, email, LDAP, DHCP, and monitoring tools.
These services are part of VoIP infrastructures, and therefore
must be included in the testbed.

To capture raw network traffic from our testbed, we can
use tcpdump on the participating hosts. However tcpdump can
inflict a severe performance penalty at high network through-
put, and thus (potentially) affects the measurement itself.
To avoid this, we have enabled "port spanning", also called
"port mirroring", on the network switch. This functionality
duplicates network traffic from one network port to another.
On the mirrored network port, we have a high end server
running tcpdump that captures all network traffic.

We are aware that realistic VoIP experiments require a
distributed testbed running over the Internet. Therefore, we
have a permanent SIP trunk over the Internet to a public
telephony provider in Norway. This enables us to make real-
world phone calls. We have also performed VoIP tests to other
project partners over the Internet using VoIP servers installed
and configured at their locations.

Our current lab scenario setup is depicted in Fig. 9. The sys-
tem layout is a replica of a large scale VoIP installation from
one of our project partners. This configuration involves three
SIP servers, 16 SIP phones as well as ordinary infrastructure

Fig. 9. A real-life VoIP scenario replicated in testbed

services like DNS, email and so forth. In this scenario, all
the phones have real-world phone numbers (reachable from
the outside). The two different network segments, labeled
as “Company A” and “Company B” can also represent two
different departments inside a larger company.

Penetration testing: An ongoing penetration test with ex-
ternal and internal attacks uses several security consultants
as hired “evil hackers” trying to attack and compromise the
installation. For this test we have set up an automatic phone
conversation with a pre-recorded message setting up a new
conversation every fifth minute, in which both participants play
a pre-recorded message and then hang up. The conversation
is between our testlab and a smaller lab located at one of our
industry partners.

Each attacker gets an allocated time-slot (usually a day)
where he can perform his attacks. The attackers are free to do
whatever attack they can think of, but we instruct them to log
every command (and output) with a timestamp, and we require
that they write down a report of their method and findings. We
will also debrief them after each attack attempt. At our side
we carefully monitor the system for any changes, and we do
a full network sniffing of all raw network traffic.

We plan several iterations using this scenario: We envisage
first an external attack, and second an attack from the inside,
impersonating a disgruntled employee of an organization.
When the attackers perform an external attack, they are given
two phone numbers and one external IP address of a VoIP
server. Attackers on the inside also can log in and access the
network infrastructure. As a usual action-pattern the attackers
first gather information (“footprinting”) about the victim, in
terms of network infrastructure, VoIP platform, version num-
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Fig. 8. Hijacking the initiator and the responder.

TABLE IV
LIST OF TESTBED EQUIPMENT AND FUNCTIONS

Function Equipment Software Comment
VoIP servers (UAS) 3 high-end servers Asterisk or OpenSIPS on Linux Hardware typically used by several of our

project partners
VoIP clients (UAC) 16 SIP hardphones (8 different models),

2 different SIP softphones, 2 soft switch-
boards on laptop computers

Proprietary; softphones are free
software.

Phone models typically used by our project
partners.

Administrative func-
tions

1 high-end server, 1 desktop machine DNS, LDAP, email, Subversion,
Munin, Nagios, MRTG, Wiki

Relevant IT infrastructure services and moni-
toring

Network sniffing 1 high-end server tcpdump Network sniffing to disk.
Attack nodes 2 desktop machines various Various VoIP and network attack tools.
Connectivity Internet, VPN Mobile users normally use VPN. Test of UAC

over VPN.

bers, and so on, before they perform any active attack.
To rank the attacks, we have set up a score board that is

handed out to the attackers, with a prioritized list of security
goals. The highest goal is modification of voice messages, i.e.,
to change one participants media stream (voice) in real-time
undetected. We do not have any expectation that the attackers
will be able to achieve this, but other more trivial attacks could
be plausible, such as attacks on availability (DoS attack) or
various SIP methods (registration, call-setup etc).

An external attack iteration is currently ongoing. During our
experiment, one attacker was able to uncover a misconfigured

service on the Asterisk VoIP server and log in. He did
not manage to exploit this configuration error, but others
might. Unless the attackers are able to compromise the VoIP
server, we expect limited results from this iteration. Since
the attackers do not have control over any relevant network
infrastructure, it is hard or even impossible to intercept and
modify the VoIP traffic.

IV. CONCLUSION AND FUTURE WORK

As an outlook into the crystal ball for 2011, we see that
EUX2010SEC will have developed security guidelines, best
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practices and configurations for several VoIP scenarios that
reflect business or user needs, and innovative options of VoIP
technology. The configurations have been tested in the testbed,
and aspects of them have been formally modeled and checked.
The methodology of formal-methods based protocol analysis
and implementation verification has been applied, improved
and advanced. Thus we enable the practitioners to roll out
better products and innovative services with high security
levels.

From the interviews with stakeholders, we have had easy ac-
cess to scenarios leading to only few of the profiles metaphors
we have come up with. Is this due to our inability of covering
all the different predefined profiles, or is this also reflecting the
status, maturity, or majority of the (Norwegian) market? After
having frequent contact with the VoIP market in Norway the
last couple of years, it seems that replication of old telephony
concepts onto VoIP infrastructure is where most organizations
are today. The desire for enhanced functionality will sooner
or later be pushing the limits in many organizations. The
requirements elicitiation process therefore has to take into con-
sideration both the requirements elicited from the interviews,
but also near-future trends regarding the functionality. This
makes it easier to help and guide organizations that are going
to move from a conservative profile to a more challenging one.

The models described in this paper are based on security
goals. Some of these goals might deduce sub-goals that are
related to the selection of protocols and associated security
mechanisms. Having the ability to use (deduced) security goals
from the security models when performing formal protocol
analysis, represents an added value when it comes to validation
of systems against security models. Likewise, having a library
of verfied protocols will also be valuable. Having a formal
analysis of a protocol, the results are further taken into the
testbed for validation. This to see if potential vulnerabilities
identified in the formal analysis can be constructed at the
system level, and under which conditions. Since the Asterisk
systems are fully flexible the various configurations have to
be validated against the security goals of the security models.
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Abstract— Encoding quantum codes is an important com-
ponent of quantum error correction and of relevance in some
cryptographic protocols such as entanglement distillation and
quantum secret sharing. In this paper, we investigate the encoding
of subsystem codes and propose efficient encoding methods for
them. We show that encoding of subsystem codes can be reduced
to encoding of a related stabilizer code making it possible to use
the known results on encoding of stabilizer codes. Along the way
we also show how Clifford codes can be encoded. We present
two systematic methods to encode subsystem codes and suggest
optimizations for lower complexity. These encoding schemes can
tolerate initialization errors on the so-called gauge qubits. This
tolerance can be traded for reduced encoding complexity.

Index Terms—Clifford codes; encoding; quantum codes; sta-
bilizer codes; subsystem codes;

I. INTRODUCTION

Though originally conceived to protect quantum information
in the context of quantum computation, quantum codes have
found important applications in other areas such as quantum
cryptography and have strong connections with many cryp-
tographic protocols such as entanglement distillation [4], key
distribution [35] and secret sharing [9], [14]. A secret sharing
scheme, for instance, could be viewed as a quantum error
correcting code and the method of generating the shares and
the subsequent reconstruction procedures are directly related
to the encoding and decoding of the associated quantum code.
Compared to decoding, the problem of efficient encoding
has received less attention from the research community. Our
interest in this paper is the encoding of subsystem codes, for
two reasons. Firstly, because of their importance in quantum
error correction and because this topic has not received a
comprehensive treatment in the literature before. Secondly,
subsystem codes generalize some of the cryptographic pro-
tocols based on standard error correcting codes [26] and
the results of this paper will be potentially useful in such
protocols.

In most error correction paradigms such as the stabilizer
codes [5]–[7], [11]–[13], [25], one protects the information by
encoding into a subspace Q of H, the system Hilbert space of
n qubits or more generally qudits, i.e., q-level systems, thus
H ∼= Cqn

. We refer to Q as code subspace or codespace; Q
induces a decomposition of Hilbert space as H = Q ⊕ Q⊥,
where Q⊥ is the complement of Q. If dimQ = qk and the
code can detect errors on d−1 qudits or fewer, then we denote
this code as an [[n, k, d]]q code.

Subsystem codes, or operator quantum error correcting
codes as they are also called, generalize the standard notion of
protecting by encoding into subspaces of the system Hilbert
space, see [3], [24], [28], [29]. In this case the subspace Q
can be factored into a tensor product of two subspaces, thus
H = (A ⊗ B) ⊕ Q⊥. Only the subsystem A carries the
information to be protected, while the auxiliary subsystem B
does not and it is referred to as the gauge subsystem. The
gauge subsystem could, in some cases, lead to a simplification
of the error recovery schemes. If dimA = qk, dimB = qr

and the code can detect all errors on d−1 qudits or less, then
we say it is an [[n, k, r, d]]q subsystem code. Such a code is
said to encode k qudits with r gauge qudits.

We pause to clarify the terminology of gauge qudits. These
are not as the name might suggest a new type of qudits. Let us
elaborate a little further. In the standard error correction model,
every input state is encoded to a unique state. On the other
hand, in the subsystem model we do not have such a unique
map between input states and the corresponding encoded
states. Instead every input state is identified with a unique
subspace, but the state itself can be mapped to any state within
the subspace. These degrees of freedom are what we equate
with the gauge qudits. If the subspace is qr-dimensional, then
we say that the subsystem code has r gauge qudits, although
one might prefer to use the term gauge degrees of freedom.
The terminology is not entirely unjustified though, as we can
exchange these degrees of freedom for encoding more qudits,
see for instance [2].

The development of subsystem codes was motivated to a
great extent by the search for efficient error recovery schemes.
Subsequent research has demonstrated that indeed in some
cases these codes afford simpler recovery schemes that led to
an improvement in the threshold for fault tolerant quantum
computation [1].

Our first result is that encoding of a subsystem code can be
reduced to the encoding of a related stabilizer code, thereby
making use of the previous theory on encoding stabilizer codes
[8], [13], [16]. We shall prove this in two steps. We begin
by showing that Clifford codes [20] can be encoded using
the same methods used for stabilizer codes. Subsequently,
we shall show how these methods can be adapted to encode
Clifford subsystem codes. Since subsystem codes subsume
stabilizer codes, noiseless subsystems and decoherence free
subspaces, these results imply that we can essentially use the



143

International Journal on Advances in Security, vol 2 no 2&3, year 2009, http://www.iariajournals.org/security/

same methods to encode all these codes. In fact, while the
exact details were not provided, Poulin suggested in [33] that
encoding of subsystem codes can be achieved by Clifford
unitaries. Our treatment is comprehensive and gives proofs
for all the claims.

Our second result is more pragmatic in nature and is con-
cerned with actual circuits for encoding. It is partly motivated
by the idea that just as subsystem codes can potentially lead
to simpler error recovery schemes, they can also simplify
the encoding process, though perhaps not as dramatically.
These simplifications have not been investigated thoroughly,
neither have the gains in encoding been fully characterized.
Essentially, these gains are in two forms. In the encoded state
there need not exist a one to one correspondence between
the gauge qubits and the physical qubits. However, prior to
encoding such a correspondence exists. We can exploit this
identification between the gauge degrees of freedom and the
physical qubits before encoding to tolerate errors on the gauge
qubits, a fact which was recognized in [33]. Alternatively,
we can optimize the encoding circuits by eliminating certain
encoding operations. The encoding operations that are saved
correspond to the encoded operators on the gauge qubits. This
is a slightly subtle point and will become clear later. We argue
that optimizing the encoding circuit for the latter is much more
beneficial than simply allowing for random initialization of
gauge qubits.

It must be noted that our encoding schemes are quite general
in that we do not tailor our encoding schemes to any specific
noise process. We assume that the code construction has al-
ready taken the noise process into account while designing the
code. At this point, we are not concerned with the code design
but with the the implementation of the code or more precisely,
implementation of a specific task with respect to code namely,
encoding. We do assume that the noise process is local, i.e.,
independent on each qudit. Although, error correction is not
primarily the objective of encoding per se, we do show that
in case of subsystem codes, the encoding schemes can offer
a significant benefit viz., they can tolerate initialization errors
on some qubits, namely the gauge qubits. These qubits can be
completely corrupted. The results presented here could perhaps
be optimized for a specific noise process to get additional
benefits but we do not investigate these possibilities.

This paper is structured as follows. In Section II we give
a brief sketch of the representation theoretic framework of
quantum codes, for the benefit of readers who are not familiar
with this approach. We then deal with the problem of encoding
in its most general setting in Section III, where we make
no reference to the alphabet of the codes. Subsequently, in
Section IV we address in detail the differences that arise
in encoding into a subspace versus a subsystem. In Sec-
tions V and VI, we give two different methods to encode the
subsystem codes.

Notation. We shall denote a finite field with q elements
by Fq . Following standard convention we use [[n, k, d]]q for
stabilizer codes and [[n, k, r, d]]q for subsystem codes. The
inner product of two characters of a group N , say χ and θ,

is defined as (χ, θ)N = 1/|N |
∑
n∈N χ(n)θ(n−1). We shall

denote the center of a group N by Z(N). Given a subgroup
N ≤ E, we shall denote the centralizer of N in E by CE(N).
Given a matrix A, we consider another matrix B obtained
from A by column permutation π as being equivalent to A
and denote this by B =π A. In other words, B can be
obtained from A after applying a permutation π. Often we
shall represent the basis of a group by the rows of a matrix.
In this case we regard another basis obtained by any row
operations or permutations as being equivalent and by a slight
abuse of notation continue to denote B =π A. The commutator
of two operators A, B is defined as [A,B] = AB −BA.

We note that this paper is an expanded version of [34]. It
addresses in more detail the differences between encoding into
a subspace and subsystem, additionally it includes alternative
methods to encode subsystem codes and discusses further
variations.

II. QUANTUM CODES FROM A REPRESENTATION
THEORETIC PERSPECTIVE

In part of the paper we lean heavily on a representation
theoretic framework of quantum codes. So we sketch the
relevant ideas of this framework for those readers unfamiliar
with this approach, postponing some of the mathematical
details to the appropriate juncture in the paper; interested
readers can find further details in [22], [23] and [20]. For an
introduction to quantum error correction in general we refer
the readers to [10], [15], [18], [30], [31]. An introduction to
subsystem codes can be found in [27], [33], while interested
readers are referred to [21], [24], [28], [29], [32].

Recall that quantum states are unit vectors in the Hilbert
space H, which is a qn-dimensional complex vector space.
Protecting a set of quantum states implies that we are required
to protect the subspace spanned by them because, typically,
quantum algorithms manipulate not just a set of logical states
but also their complex superpositions. So quite naturally the
computational space is a vector space. We designate this space
to be protected as the codespace, Q. While there are important
differences, just as in classical error correction, redundancy is
a key ingredient of quantum error correction. Consequently,
the codespace cannot be the entire Hilbert space, if it were,
then every state would be a valid state and we would not know
if that state had been corrupted by noise or not. Put differently,
this means that the codespace Q is a proper subspace of H.
If the dimension of Q is qk, we denote this as an [[n, k]]q
quantum code.

Errors are simply operators on H, in other words they are
elements of the matrix algebra of qn× qn matrices. It suffices
to consider only a basis for this matrix algebra; this basis is
called the error basis and denoted as E . It is convenient to work
with an orthonormal basis, assuming a suitable definition of
the inner product between the matrix elements. The group of
operators generated by the elements of E is called the error
group and denoted as E . Knill [23] introduced the concept of
nice error basis which is an orthonormal error basis with these
additional restrictions: (a) it contains contains the identity, (b)
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its elements are unitary operators, and (c) the product of any
two basis elements is another basis element up to a scalar
multiple. The motivation for these particular conditions can
be found in [23].

A nice error basis induces a group called the abstract error
group, which we denote by E. The abstract error group is
isomorphic to the error group E . Additionally, the elements
of E can be indexed by elements of E/Z(E), therefore
E/Z(E) is called the index group. Furthermore, E is a faithful,
irreducible unitary representation of E.

The error basis formulation, although abstract, is quite
useful in that we can construct and study codes using the
machinery of group theory and representations. The connec-
tion with codes is as follows. A quantum code is a “suitably
defined eigenspace” of the operators of a subgroup of E .
Let G be a subgroup of E . If G is an abelian group that
does not contain Z(E), then the codespace is defined as the
“joint eigenspace” of all the operators in G. These codes are
precisely the stabilizer codes in the sense of Gottesman [12].
et al [5]. Knill [22] considered quantum codes derived from
normal subgroups of E which are not necessarily abelian; these
codes, called Clifford codes, are the objects underlying our
study in this paper. In this case, the codespace is defined in
a slightly more complex manner involving the characters of
the representation of E. The codespace is an eigenspace of
each operator in G, but the eigenvalues may now vary from
operator to operator.

As we mentioned earlier subsystem codes are quantum
codes which afford a tensor product decomposition of the
codespace. Clifford codes turn out to have a tensor product
decomposition which makes them a natural candidate for
constructing the subsystem codes, (thereby prompting our
study of Clifford codes in this paper). This decomposition is
related to the representation and the characters of the abstract
error group. Precise construction of subsystem codes from
Clifford codes can be found in [21].

It is not possible to correct all errors that occur on the code
space. We usually attempt to correct those errors that are most
likely to occur. Assume that the code corrects a set of errors
in A. Then it also corrects the linear span of those errors.
Therefore, it suffices to correct only a basis of errors. An error
basis of the state space of n qudits is a tensor product of the
error basis on a single quantum system. One can therefore
meaningfully speak of a local error model where we assume
that the errors on each qudit are independent. We can quantify
the error correcting capabilities of the code in terms of the
errors the code can correct or equivalently in terms of the
errors it can detect. If the code can detect errors on any d− 1
or fewer quantum systems we say that the code has a distance
d.

From the point of view of code construction, for optimal
performance, one should take into account the source and
characteristics of noise. In the absence of exact knowledge
about the noise characteristics it is common to assume a
pessimistic noise model. The noise model affects the choice
of the code and in this paper we assume that the code has

been constructed factoring the noise model.

III. ENCODING CLIFFORD CODES

In this section, we show that a Clifford code can be encoded
using its stabilizer and therefore the methods used for encoding
stabilizer codes are applicable. We briefly recapitulate some
facts about Clifford subsystem codes, see [21] for more details.
Let E be an abstract error group, i.e., it is a finite group with
a faithful irreducible unitary representation ρ of degree |E :
Z(E)|1/2. Denote by φ, the irreducible character afforded by
ρ. Let N be a normal subgroup of E. Further, let χ be an
irreducible character χ of N such that (φN , χ)N > 0, where
φN is the restriction of φ to N .

Definition 1 (Clifford code). The Clifford code defined by
(E, ρ,N, χ) is the image of the orthogonal projector

P =
χ(1)
|N |

∑
n∈N

χ(n−1)ρ(n). (1)

Under certain conditions we can construct a subsystem code
from the Clifford code. In particular when the index group, i.e.,
E/Z(E) is abelian and CE(Z(N)) = LN , the Clifford code
C has a tensor product decomposition1 as Q = A⊗B, where
B is an irreducible CN -module and A is an irreducible CL-
module. In this case we can encode information only into the
subsystem A, while the co-subsystem B provides additional
protection. When encoded this way we say Q is a Clifford
subsystem code. The normal subgroup N consists of all errors
in E that act trivially on A. It is also called the gauge group
of the subsystem code. Our main goal will be to show how
to encode into the subsystem A. The dimensions of A and
B can be computed using [21, Theorems 2,4] but, since we
are interested in encoding we focus on the projectors for the
Clifford code and the subsystem code and not so much on the
parameters of the codes themselves.

An alternate projector for a Clifford code with data
(E, ρ,N, χ) can be defined in terms of Z(N), the center of
N . This projector is given as, see [20, Theorem 6] for proof,

P ′ =
1

|Z(N)|
∑

n∈Z(N)

ϕ(n−1)ρ(n), (2)

where ϕ is an irreducible (linear) character of Z(N), that
satisfies (χ ↓ Z(N))(x) = χ(1)ϕ(x), where (χ ↓ Z(N))(x)
is the restriction of χ to Z(N). In this case Q can be thought
of as a stabilizer code in the sense of [5], i.e.,

ρ(m) |ψ〉 = ϕ(m) |ψ〉 for any m in Z(N). (3)

We pause to mention that stabilizer codes can be viewed in
two equivalent ways. We could view them as the joint +1-
eigenspaces of an abelian subgroup of the error group, this is
the sense in which stabilizer codes are defined by Gottesman
[12]. Alternatively, we could augment this subgroup by the
center of the error group to define the code, as in [5]. In

1Strictly speaking the equality should be replaced by an isomorphism.
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the latter case the codespace is not anymore the joint +1-
eigenspace of the operators of the subgroup. We account for
the varying eigenvalues by a character of the subgroup.

Our goal is to use the stabilizer of Q for encoding and as
a first step we will show that it can be computed from Z(N).
The usefulness of such a projector is that it obviates the need
to know the character ϕ.

Lemma 2. Let (E, ρ,N, χ) be the data of a Clifford code
and ϕ an irreducible character of Z(N), the center of N ,
satisfying (χ ↓Z(N))(x) = χ(1)ϕ(x). Let e be the exponent
of E and let e divide |Z(E)|. Then for all n in Z(N), ϕ(n) ∈
{ζk | ζ = ej2πk/e, 0 ≤ k < e}. Further, if Z(E) ≤ N , then
for any n ∈ Z(N), we have ϕ(n−1)ρ(n) ∈ ρ(Z(N)).

Proof: First we note that the irreducibilty of ρ implies
that for any z in Z(E) we have ρ(z) = ωI for some
ω ∈ C by Schur’s lemma, (or see [17, Prop. 9.14, pg. 84]).
The assumption that ρ is also faithful implies that Z(E) is
cyclic, [17, Prop. 9.16, pg. 85] and e divides |Z(E)| forces
|Z(E)| = e; consequently, ω ∈ {ζk | 0 ≤ k < e} where
ζ = ej2π/e. Since ρ is faithful ρ(Z(E)) = {ζlI | 0 ≤ l < e}.
Secondly, we observe that ϕ is an irreducible additive character
of Z(N) (an abelian group with exponent at most e) which
implies that we must have ϕ(n) = ζl for some 0 ≤ l < e.
From these observations with the fact ρ is faithful, we infer
that ϕ(n−1)I = ζlI = ρ(z) for some 0 ≤ l < e and
z ∈ Z(E). Since Z(E) ≤ N , it follows that Z(E) ≤ Z(N)
and ϕ(n−1)ρ(n) = ρ(zn) is in ρ(Z(N)).

Theorem 3. Let Q be a Clifford code with the data
(E, ρ,N, χ) and ϕ an irreducible character of Z(N) satis-
fying (χ ↓ Z(N))(x) = χ(1)ϕ(x). Let E and N be as in
Lemma 2 and

S =
{
ϕ(n−1)ρ(n) | n ∈ Z(N)

}
; P =

1
|S|
∑
s∈S

s. (4)

Then S is the stabilizer of Q and Im P = Q.

Proof: We will show this in a series of steps.
1) First we will show that S ≤ ρ(Z). By Lemma 2 we know

that ϕ(n−1)ρ(n) is in ρ(Z), therefore S ⊆ ρ(Z). Let
Z = Z(N), for short. For any two elements n1, n2 ∈ Z,
we have s1 = ϕ(n−1

1 )ρ(n1), s2 = ϕ(n−1
2 )ρ(n2) ∈ S and

we can verify that s−1
1 s2 = ϕ(n1)ρ(n−1

1 )ϕ(n−1
2 )ρ(n2) =

ϕ(n−1
2 n1)ρ(n−1

1 n2) ∈ S, as ρ(n−1
1 n2) is in ρ(Z). Hence

S ≤ ρ(Z).
2) Now we show that S fixes Q. Let s ∈ S and |ψ〉 ∈ Q. Then

s = ϕ(n−1)ρ(n) for some n ∈ Z. The action of s on |ψ〉
is given as s |ψ〉 = ϕ(n−1)ρ(n) |ψ〉 = ϕ(n−1)ϕ(n) |ψ〉 =
|ψ〉, in other words S fixes Q.

3) Next, we show that |S| = |Z|/|Z(E)|. If two ele-
ments n1 and n2 in Z map to the same element in
S, then ϕ(n−1

1 )ρ(n1) = ϕ(n−1
2 )ρ(n2), that is ρ(n2) =

ϕ(n−1
1 n2)ρ(n1). By Lemma 2, it follows that ρ(n2) =

ζlρ(n1) for some 0 ≤ l < e. Since ρ(Z(E)) = {ζlI | 0 ≤
k < e} and ρ is faithful, we must have n2 = zn1 for some
z ∈ Z(E). Thus, |S| = |Z|/|Z(E)|.

4) Let T be a transversal of Z(E) in Z, then every element
in Z can be written as zt for some z ∈ Z(E) and t ∈ T .
From step 3) we can see that all elements in a coset of
Z(E) in Z map to the same element in S, therefore,

S = {ϕ(t−1)ρ(t) | t ∈ T}.

Recall that a projector for Q is also given by

P ′ =
1
|Z|

∑
n∈Z

ϕ(n−1)ρ(n),

=
1
|Z|

∑
t∈T

∑
z∈Z(E)

ϕ((zt)−1)ρ(zt).

But we know from step 3) that if z ∈ Z(E), then
ϕ(n−1)ρ(n) = ϕ((zn)−1)ρ(zn). So we can simplify P ′

as

P ′ =
1
|Z|

∑
t∈T

∑
z∈Z(E)

ϕ(t−1)ρ(t),

=
|Z(E)|
|Z|

∑
t∈T

ϕ(t−1)ρ(t) =
1
|S|
∑
s∈S

s = P.

Thus the projector defined by S is precisely the same as
P ′ and P is also a projector for Q.

From step 3) it is clear that S ∩ Z(E) = {1} and by [19,
Lemma 10], S is a closed subgroup of E. By [19, Lemma 9],
Im P = Q is a stabilizer code. Hence S is the stabilizer of
Q.

The essence of Theorem 3 is that if one were to ignore the
underlying structure of the subspace that is associated to a
Clifford code, then it can be also identified with a stabilizer
code.

Corollary 4. Let Q be an [[n, k, r, d]]q Clifford subsystem code
and S its stabilizer. Let

P =
1
|S|
∑
s∈S

s. (5)

Then P is a projector for the subsystem code, ı.e., Q = Im P .

Proof: By [21, Theorem 4]2, we know that an
[[n, k, r, d]]q Clifford subsystem code is derived from a Clif-
ford code with data (E, ρ,N, χ). Since as subspaces the
Clifford code and subsystem code are identical, by Theorem 3
we conclude that the projector defined from the stabilizer of
the subspace is also a projector for the subsystem code.

Theorem 3 shows that any Clifford code can be encoded
using its stabilizer. As to encoding a subsystem code, while
Corollary 4 shows that there exists a projector that can be
defined from its stabilizer, it is not clear how to use it so that
one respects the subsystem structure during encoding. More
precisely, how do we use the projector defined in Corollary 4
to encode into the information carrying subsystem A and not
the gauge subsystem. This will be the focus of the next section.

2Though [21, Theorem 4] assumes that E is an extraspecial p-group it also
holds with the error groups with the conditions we have in Lemma 2 and
Theorem 3.
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IV. ENCODING INTO SUBSPACES VERSUS ENCODING INTO
SUBSYSTEMS

For ease of presentation and clarity henceforth we will
focus on binary codes, though the results can be extended
to nonbinary alphabet using methods similar to stabilizer
codes, see [16]. We briefly review some of the relevant
background and point out the differences in encoding into
subspaces and subsystems. Before we get into the details we
reiterate that the result obtained in the previous section with
respect to encoding for arbitrary alphabet does not yet give
us explicit circuits for subsystem codes, such that they respect
the subsystem structure of the code. This section prepares the
way to giving those circuits for binary subsystem codes, by
highlighting the differences that must be accounted for when
one is encoding a stabilizer code as against a subsystem code.
The results on binary subsystem codes in Sections VI and V
give a concrete expression to the abstract result obtained in
Section III. Additionally, they also discuss how subsystem
encoding can exploit the freedom provided by the gauge qubits
to either tolerate initialization errors or reduce complexity.

A. Encoding Stabilizer Codes

We shall now briefly, review the standard form encoding of
stabilizer codes, due to Cleve and Gottesman, see [8], [13].
Recall the Pauli matrix operators

X =
[

0 1
1 0

]
, Z =

[
1 0
0 −1

]
, Y =

[
0 −i
i 0

]
= iXZ.

Let Pn be the Pauli group on n qubits. An element element
e = icXa1Zb1 ⊗ · · · ⊗XanZbn in Pn, can be mapped to F2n

2

by τ : Pn → F2n
2 as

τ(e) = (a1, . . . , an|b1, . . . , bn). (6)

Given an [[n, k, d]]2 code with stabilizer S, we can associate
to S (and therefore to the code), a matrix in F(n−k)×2n

2

obtained by taking the image of any set of its generators
under the mapping τ . We shall refer to this matrix as the
stabilizer matrix. We shall refer to the stabilizer as well as any
set of generators as the stabilizer. Additionally, because of the
mapping τ , we shall refer to the stabilizer matrix or any matrix
obtained from it by row reduction or column permutations
also as the stabilizer. The stabilizer matrix can be put in the
so-called “standard form”, [8], [13], see also Lemma 6. This
form also allows us to compute the encoded operators for the
stabilizer code. Recall that the encoded operators allow us to
perform computations on the encoded data without having to
decode the data and then compute.

Definition 5 (Encoded operators). Given a [[n, k, d]]2 stabi-
lizer code with stabilizer S, let Xi, Zi for 1 ≤ i ≤ k be a set
of 2k linearly independent operators in CPn(S) \ SZ(Pn).
The set of operators {Xi, Zi | 1 ≤ i ≤ k} are said to be
encoded operators for the code if they satisfy the following
requirements.

i) [Xi, Xj ] = 0
ii) [Zi, Zj ] = 0

iii) [Xi, Zj ] = 2δijXiZi

The operators Xi and Zj are referred to as encoded
or logical X and Z operators on the ith and jth logical
qubits, respectively. The choice of which of the 2k linearly
independent elements of CPn

(S) \SZ(Pn) we choose to call
encoded X operators and Z operators is arbitrary; as long
as the generators satisfy the conditions above, any choice
is valid. Different choices lead to different sets of encoded
logical states; alternatively, a different orthonormal basis for
the codespace. Often, as in Lemma 6 below, we refer to the
binary representations of the encoded operators also as the
encoded operators.

Lemma 6 (Standard form of stabilizer matrix [8], [13]). Up
to a permutation π, the stabilizer matrix of an [[n, k, d]]2 code
can be put in the following form,

S =π

[
Is′ A1 A2 B 0 C
0 0 0 D In−k−s′ E

]
, (7)

while the associated encoded operators can be derived as[
Z
X

]
=π

[
0 0 0 At2 0 Ik
0 Et Ik Ct 0 0

]
. (8)

Remark 7. Encoding using essentially same ideas is possible
even if the identity matrices (Is′ in the stabilizer matrix or Ik
in the encoded operators) are replaced by upper triangular
matrices.

The standard form of the stabilizer matrix prompts us to
distinguish between two types of the generators for the stabi-
lizer as they affect the encoding in different ways (although it
can be shown that they are of equivalent complexity).

Definition 8 (Primary generators). A generator Gi =
(a1, . . . , an|b1, . . . , bn) with at least one nonzero ai is called
a primary generator.

In other words, primary generators contain at least one X or
Y operator on some qubit. As we shall see in Lemma 10, the
primary generators determine to a large extent the complexity
of the encoding circuit along with the encoded X operators.
The operators X are also called seed generators and they also
figure in the encoding circuit. The encoded Z operators do
not.

Definition 9 (Secondary generators). A generator of the form
(0, . . . , 0|b1, . . . , bn) is called secondary generator.

In the standard form encoding, the complexity of the en-
coded X operators is determined by the secondary generators.
Therefore they indirectly contribute3 to the complexity of
encoding.

We mentioned earlier that different choices of the encoded
operators amounts to choosing different orthonormal basis for
the codespace. However, the choice in Lemma 6 is particularly
suitable for encoding. We can represent our input in the form

3Indirect because the submatrix E, figures in both the secondary generators,
see equation (7), and also the encoded X operators, see equation (8).
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|0〉⊗
n−k

|α1 . . . αk〉 which allows us to make the identification
that |0〉⊗

n

is mapped to
∣∣0〉, the logical all zero code word.

This state is precisely the state stabilized by the stabilizer
generators and logical Z operators, (which in Lemma 6 can be
seen to be consisting of only Z operators). Given the stabilizer
matrix in the standard form and the encoded operators as in
Lemma 6, the encoding circuit is given as follows.

Lemma 10 (Standard form encoding of stabilizer codes [8],
[13]). Let S be the stabilizer matrix of an [[n, k, d]]2 stabilizer
code in the standard form, i.e., as in equation (7). Let Gj
denote the jth primary generator of S and Xl denote the lth

encoded X operator as in equation (8). Then Gj is in the
form4

(0, . . . , 0, aj = 1, . . . , an|b1, . . . , bs′ , 0, . . . , 0, bn−k+1, . . . , bn),

while X l is in the form

(0, . . . , 0, cs′+1, . . . , cn−k0, . . . , 0, cn−k+l, 0, . . . , 0|d1, . . . , dn),

where dm = 0 for m ≥ s′ + 1. Let P = diag(1, i)
and σ(al, bl) = (−i)alblXalZbl . To encode the stabilizer
code we implement the circuits corresponding to each of the
primary generators and the encoded operators. as shown in
Figure 1. The generator Gj is implemented after Gj+1. The
encoded operators precede the primary generators in their
implementation but we can implement X l before or after
X l+1.

To encode a stabilizer code, we first put the stabilizer matrix
in the standard form, then implement the seed generators, i.e.,
the encoded X operators, followed by the primary generators
j = s′ to j = 1 as per Lemma 10. The complexity of encoding
the jth primary generator is at most n− j two qubit gates and
two single qubit gates. The complexity of encoding an encoded
operator is at most n − k − s′ CNOT gates. This means the
complexity of standard form encoding is upper bounded by
O(n(n− k)) gates.

B. Encoding Subsystem Codes

Theorem 3 shows that in order to encode Clifford codes we
can use a projector derived from the underlying stabilizer to
project onto the codespace. But in case of Clifford subsystem
codes we know that Q = A ⊗ B and the information is to
be actually encoded in A. Hence, it is not sufficient to merely
project onto Q, we must also show that we encode into A
when we encode using the projector defined in Corollary 4.

Let us clarify what we mean by encoding the information in
A and not in B. Suppose that P maps |0〉 to |ψ〉A⊗|0〉B and
|1〉 to |ψ〉A ⊗ |1〉B . Then the information is actually encoded
into B. Since the gauge group acts nontrivially on B, this
particular encoding does not protect information. Of course a
subsystem code should not encode (only) into B, but we have
to show that the projector defined by Ps does not do that.

4We allow some freedom in the primary generators, in that instead of Is′

in equation (7), we allow it be an upper triangular matrix also.

|0〉1 . . .

...
. . .

|0〉i . . . H • P bi

|0〉j+1
. . . σ(aj+1, bj+1)

...
. . . ...

|0〉s′ . . . σ(as′ , bs′)

|0〉s′+1 Xcs′+1 . . . σ(as′+1, bs′+1)

...
...

. . . ...

|0〉n−k Xcn−k . . . σ(an−k, bn−k)

|ψ1〉 . . . σ(an−k+1, bn−k+1)

...
. . . ...

|ψl〉 • . . . σ(an−k+l, bn−k+l)

...
. . . ...

_ _ _ _�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�_ _ _ _

|ψk〉 . . . σ(an, bn)

︸ ︷︷ ︸X l Gj

Fig. 1. Building blocks for standard form encoding of stabilizer codes.

We need the following result on the structure of the gauge
group and the encoded operators of a subsystem code. Poulin
[32] proved a useful result on the structure of the gauge group
and the encoded operators of the subsystem code. But first a
little notation. A basis for Pn is Xi, Zi, 1 ≤ i ≤ n, where Xi

and Zi are given as

Xi =
n⊗
j=1

Xδij and Zi =
n⊗
j=1

Zδij .

They satisfy the relations [Xi, Xj ] = 0 = [Zi, Zj ]; [Xi, Zj ] =
2δijXiZj . However, we can choose other generating sets
{xi, zi | 1 ≤ i ≤ n} for Pn that satisfy similar commutation
relations, i.e., [xi, xj ] = 0 = [zi, zj ] and [xi, zj ] = 2δijxizj .
These operators may act nontrivially on many qubits. We often
refer to the pair of operators xi, zi that satisfy the commutation
relations similar to the Pauli operators as a hyperbolic pair.
Given an [[n, k, r, d]] code we could view the state space of
the physical n qubits as that of n virtual qubits on which
these xi, zi act as X and Z operators. In particular k of
these virtual qubits are the logical qubits and r of them
gauge qubits. The usefulness of these operators is that we
can specify the structure of the stabilizer, the gauge group
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and the encoded operators. The following lemma makes this
specification precise.

Lemma 11. Let Q be an [[n, k, r, d]]2 subsystem code with
gauge group, G and stabilizer S. Denote the encoded op-
erators by Xi, Zi, 1 ≤ i ≤ k, where [Xi, Xj ] = 0 =
[Zi, Zj ]; [Xi, Zj ] = 2δijXiZj . Then there exist operators
{xi, zi ∈ Pn | 1 ≤ i ≤ n} such that

i) S = 〈z1, z2, . . . , zs〉,
ii) G = 〈S, zs+1, xs+1, . . . , zs+r, xs+r, Z(Pn)〉,

iii) CPn
(S) = 〈G,X1, Z1, . . . , . . . , Xk, Zk〉,

iv) Xi = xs+r+i and Zi = zs+r+i, 1 ≤ i ≤ k,
where [zi, zj ] = [xi, xj ] = 0; [xi, zi] = 2δijxizi. Further, S
defines an [[n, k + r]] stabilizer code encoding into the same
space as the subsystem code and its encoded operators are
given by {xs+1, zs+1, . . . , xs+r, zs+r, X1, Z1, . . . , Xk, Zk}

Proof: See [32] for proof on the structure of the groups.
Let Q = A ⊗ B, then dimA = 2k and dimB = 2r. From
Corollary 4 we know that the projector defined by S also
projects onto Q (which is 2k+r-dimensional) and therefore it
defines an [[n, k + r]] stabilizer code. From the definition of
the operators xi, zi and Xi, Zi and the fact that CPn(S) =
〈S, xs+1, zs+1, . . . , xs+r, zs+rX1, Z1, . . . , Xk, Zk, Z(Pn)〉
we see that xi, zi, for s + 1 ≤ i ≤ r act like encoded
operators on the gauge qubits, while Xi, Zi continue to be
the encoded operators on the information qubits. Together
they exhaust the set of 2(k + r) encoded operators of the
[[n, k + r]] stabilizer code.

We observe that the logical operators of the subsystem code
are also logical operators for the underlying stabilizer code.
So if the stabilizer code and the subsystem code have the same
logical all zero state, then Lemma 11 suggests that in order
to encode the subsystem code, we can treat it as stabilizer
code and use the same techniques to encode. If the logical
all zero code word was the same for both the codes, then
because they have the same logical operators we can encode
any given input to the same logical state in both cases. Using
linearity we could then encode any arbitrary state. Encoding
the all zero state seems to be the key. Now, even in the case of
the stabilizer codes, there is no unique all zero logical state.
There are many possible choices. Given the encoded operators
it is easy to define the logical all zero state as the following
definition shows:

Definition 12. A logical all zero state of an [[n, k, r, d]]
subsystem code is any state that is fixed by its stabilizer and
k logical Z operators.

This definition is valid in case of stabilizer codes also. This
definition might appear a little circular. After all, we seem
to have assumed the definition of the logical Z operators.
Actually, this is a legitimate definition because, depending
on the choice of our logical operators, we can have many
choices of the logical all zero state. In case of the subsystem
codes, this definition implies that the logical all zero state is
fixed by n − r operators, consequently it can be any state in
that 2r-dimensional subspace. If we consider the [[n, k + r]]

stabilizer code that is associated to the subsystem code, then
its logical zero is additionally fixed by r more operators. So
any logical zero of the stabilizer code is also a logical all
zero state of the subsystem code. It follows that if we know
how to encode the stabilizer code’s logical all zero, we know
how to encode the subsystem code. We are interested in more
than merely encoding the subsystem code of course. We also
want to leverage the gauge qubits to simplify and/or make the
encoding process more robust. Perhaps a few examples will
clarify the ideas.

C. Illustrative Examples

Consider the following [[4, 1, 1, 2]]2 subsystem code, with
the gauge group G, stabilizer S and encoded operators given
by L.

S =
[
X X X X
Z Z Z Z

]
=
[
z1

z2

]
,

G =


X X X X
Z Z Z Z
I X I X
I I Z Z

 =


z1

z2

x3

z3

 .
The encoded operators of this code are given by

L =
[
I I X X
I Z I Z

]
=
[
X1

Z1

]
.

The associated [[4, 2]] stabilizer code has the following en-
coded operators.

T =


I X I X
I I X X
I I Z Z
I Z I Z

 =


x3

X1

z3

Z1

 .
It will be observed that the encoded X operators of [[4, 2]] are
in a form convenient for encoding. We treat the [[4, 1, 1, 2]]
code as [[4, 2]] code and encode it as in Figure 2. The gauge
qubits are permitted to be in any state.

|0〉 H •

|g〉 • ��������
|ψ〉 • ��������
|0〉 �������� �������� ��������

Fig. 2. Encoding the [[4, 1, 1, 2]] code (Gauge qubits can be in any state).

Assuming g = a |0〉 + b |1〉, the logical states up to a
normalizing constant are∣∣0〉 = a(|0000〉+ |1111〉) + b(|0101〉+ |1010〉),∣∣1〉 = a(|0011〉+ |1100〉) + b(|0110〉+ |1001〉).

It can be easily verified that S stabilizes the above state and
while the gauge group acts in a nontrivial fashion, the resulting
states are still orthogonal. In this example we have encoded
as if we were encoding the [[4, 2]] code. Prior to encoding
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the gauge qubits can be identified with physical qubits. After
the encoding however such a correspondence between the
physical qubits and gauge qubits does not necessarily exist in a
nontrivial subsystem code. Since the encoded operators of the
subsystem code are also encoded operators for the stabilizer
code, we are guaranteed that the information is not encoded
into the gauge subsystem.

As the state of gauge qubits is of no consequence, we can
initialize them to any state. Alternatively, if we initialized them
to zero, we can simplify the circuit as shown in Figure 3.

|0〉 H •

|0〉 ��������
|ψ〉 • ��������
|0〉 �������� ��������

Fig. 3. Encoding the [[4, 1, 1, 2]] code (Gauge qubits initialized to zero).

The encoded states in this case are (again, the normalization
factors are ignored)

∣∣0〉 = |0000〉+ |1111〉 ,∣∣1〉 = |0011〉+ |1100〉 .

The benefit with respect to the previous version is that at the
cost of initializing the gauge qubits, we have been able to
get rid of all the encoded operators associated with them.
This seems to be a better option than randomly initializing
the gauge qubits. Because it is certainly easier to prepare
them in a known state like |0〉, rather than implement a
series of controlled gates depending on the encoded operators
associated with those qubits.

At this point we might ask if it is possible to get both the
benefits of random initialization of the gauge qubits as well
as avoid implementing the encoded operators associated with
them. To answer this question let us look a little more closely
at the previous two encoding circuits for the subsystem codes.
We can see from them that it will not work in general. Let us
see why. If we initialize the gauge qubit to |1〉 instead of |0〉
in the encoding given in Figure 3, then the encoded state is

∣∣0〉 = |0100〉+ |1011〉 ,∣∣1〉 = |0111〉+ |1000〉 .

Both these states are not stabilized by S, indicating that these
states are not in the code space.

In general, an encoding circuit where it is simultaneously
possible initialize the gauge qubits to random states and also
avoid the encoded operators is likely to be having more
complex primary generators. For instance, let us consider the

following [[4, 1, 1, 2]] subsystem code:

S =
[
X Z Z X
Z X X Z

]
=
[
z1

z2

]
,

G =


X Z Z X
Z X X Z
Z I X I
I Z Z I

 =


z1

z2

x3

z3

 .
The encoded operators of this code are given by

L =
[
I Z I X
Z I I Z

]
=
[
X1

Z1

]
.

The associated [[4, 2]] stabilizer code has the following en-
coded operators.

T =


Z I X I
I Z I X
I Z Z I
Z I I Z

 =


x3

X1

z3

Z1

 .
The encoding circuit for this code is given by

|0〉 H •

|0〉 H • Z

|g〉 X Z

|ψ〉 Z X

Fig. 4. Encoding [[4, 1, 1, 2]] code (Encoded operators for the gauge qubits
are trivial and gauge qubits can be initialized to random states).

In this particular case, the gauge qubits (as well as the
information qubits) do not require any additional encoding
circuitry. In this case we can initialize the gauge qubits to
any state we want. But, the reader would have observed we
did not altogether end up with a simpler circuit. The primary
generators are two as against one and the complexity of the
encoded operators has been shifted to them. So even though
we were able to get rid of the encoded operator on the gauge
qubit and also get the benefit of initializing it to a random state,
this is still more complex compared to either of encoders in
Figures 2 and 3. Our contention is that it is better to initialize
the gague qubits to zero state and not implement the encoded
operators associated to them.

V. ENCODING SUBSYSTEM CODES BY STANDARD FORM
METHOD

The previous two examples might lead us to conclude that
we can take the stabilizer of the given subsystem code and
form the encoded operators by reducing the stablizer to its
standard form and encode as if it were a stabilizer code.
However, there are certain subtle points to be kept in mind.
When we form the encoded operators we get k + r encoded
operators; we cannot from the stabilizer alone conclude which
are the encoded operators on the information qubits and which
on the gauge qubits. Put differently, these operators belong
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to the space CPn
(S) \ S = GCPn

(G) \ SZ(Pn). It is not
guaranteed that they are entirely in CPn

(G), i.e., we cannot
say if they act as encoded operators on the logical qubits. This
implies that in general all these operators act nontrivially on
both A and B. Consequently, we must be careful in choosing
the encoded operators and the gauge group must be taken into
account.

We give two slightly different methods for encoding subsys-
tem codes. The difference between the two methods is subtle.
Both methods require the gauge qubits to be initialized to
zero. In the second method (see Algorithm 2) however, we can
avoid the encoded operators associated to them. Under certain
circumstances, we can also permit initialization to random
states. In both algorithms 1 and 2 we assume the same notation
as in Lemma 11.

Algorithm 1 Encoding subsystem codes–Standard form
Require: Stabilizer, S = 〈z1, . . . , zn−k−r〉 and gauge

group, G = 〈S, xs+1, zs+1, . . . , xs+r, zs+r, Z(Pn)〉 of the
[[n, k, r, d]] subsystem code.

Ensure: [xi, xj ] = [zi, zj ] = 0; [xi, zj ] = 2xiziδij

1: Form SA = 〈S, zs+1, . . . , zs+r〉, where s = n− k − r
2: Compute the standard form of SA as per Lemma 6

SA =π

[
Is′ A1 A2 B 0 C
0 0 0 D Is+r−s′ E

]
3: Compute the encoded operators X1, . . . , Xk as[

Z
X

]
=π

[
0 0 0 At2 0 Ik
0 Et Ik Ct 0 0

]
4: Encode using the primary generators of SA and Xi as

encoded operators, see Lemma 10; all the other (n − k)
qubits are initialized to |0〉.

Correctness of Algorithm 1. Since stabilizer SA ≥ S, the
space stabilized by SA is a subspace of the A⊗B, the subspace
stabilized by S. As |SA|/|S| = 2r, the dimension of the
subspace stabilized by SA is 2k+r/2r = 2k. Additionally,
the generators zs+1, . . . , zs+r act trivially on A. The encoded
operators as computed in the algorithm act nontrivially on A
and give 2k orthogonal states; thus we are assured that the
information is encoded into A.

Let us encode the [[9, 1, 4, 3]] Bacon-Shor code [3] using
the method just proposed. The stabilizer and the gauge group
are given5 by

S =


X X X X X X

X X X X X X
Z Z Z Z Z Z

Z Z Z Z Z Z

 ,

5We do not show the identity.

G =



X X X X X X
X X X X X X

Z Z Z Z Z Z
Z Z Z Z Z Z
X X

X X
X X

X X
Z Z

Z Z
Z Z

Z Z


=

 S
Gx
Gz

 .
Let us form SA by augmenting S with Gz . Then

SA =



X X X X X X
X X X X X X

Z Z Z Z Z Z
Z Z Z Z Z Z

Z Z
Z Z

Z Z
Z Z


.

The encoded X and Z operators are X7X8X9 and Z1Z4Z7,
respectively. After putting SA in the standard form, and
encoder for this code is given in Figure 5.

|0〉 H •

|0〉 ��������
|0〉 ��������
|0〉 H •

|0〉 ��������
|0〉 ��������
|0〉 �������� �������� ��������
|0〉 �������� �������� ��������
|ψ〉 • �������� ��������

Fig. 5. Encoder for the [[9, 1, 4, 3]] code. This is also an encoder for the
[[9, 1, 3]] code

If on the other hand we had formed SA by adding Gx
instead, then SA would have been

SA =



X X
X X

X X
X X

X X
X X

Z Z Z Z Z Z
Z Z Z Z Z Z


.
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The encoded operators remain the same. In this case the
encoding circuit is given in Figure 6.

|0〉 H •

|0〉 H •

|0〉 H •

|0〉 H •

|0〉 H •

|0〉 H •

|0〉 �������� �������� ��������
|0〉 �������� �������� ��������
|ψ〉 • �������� ��������

Fig. 6. Encoder for the [[9, 1, 4, 3]] code with fewer CNOT gates.

The circuit in Figure 6 has fewer CNOT gates, though the
number of single qubit gates has increased. Since we expect
the implementation of the CNOT gate to be more complex
than the H gate, this might be a better choice. If on the other
hand we interchanged the encoded X and Z operators, we
could end up with a simpler circuit, see Figure 7, equivalent
to the one proposed by Shor for the [[9, 1, 3]] code.

In any case, this demonstrates that by exploiting the gauge
qubits one can find ways to reduce the complexity of encoding
circuit.

The gauge qubits provide a great degree of freedom in
encoding. We consider the following variant on standard form
encoding, where we try to minimize the the number of primary
generators. This is not guaranteed to reduce the overall com-
plexity, since that is determined by both the primary generators
and the encoded operators. Fewer primary generators might
usually imply encoded operators with larger complexity. In
fact we have already seen, that in the case of [[9, 1, 4, 3]]2 code

|0〉 ��������
|0〉 ��������
|0〉 ��������
|0〉 ��������
|0〉 ��������
|0〉 ��������
|0〉 �������� H • •

|0〉 �������� H • •

|ψ〉 • H • •

Fig. 7. Encoder for an equivalent [[9, 1, 4, 3]] code (logical X and Z
interchanged).

that a larger number of primary generators does not necessarily
imply higher complexity. However, it has the potential for
lower complexity.

Algorithm 2 Encoding subsystem codes–Standard form
Require: Stabilizer, S = 〈z1, . . . , zn−k−r〉 and gauge

group, G = 〈S, xs+1, zs+1, . . . , xs+r, zs+r, Z(Pn)〉 of the
[[n, k, r, d]] subsystem code.

Ensure: [xi, xj ] = [zi, zj ] = 0; [xi, zj ] = 2xiziδij

1: Compute the standard form of S as per Lemma 6

S =π1

[
Is′ A1 A2 B 0 C
0 0 0 D Is−s′ E

]
2: Form SA = 〈S, zs+1, . . . , zs+r〉, where s = n− k − r
3: Compute the standard form of SA as per Lemma 6

SA =π2

[
Il F1 F2 G1 0 G2

0 0 0 D′ Is+r−l H

]
4: Compute the encoded operators X1, . . . , Xk as[

Z
X

]
=π2

[
0 0 0 F t2 0 Ik
0 Ht Ik Gt2 0 0

]
5: Encode using the primary generators of S and Xi as en-

coded operators, accounting for π1 and π2, see Lemma 10;
all the other (n− k) qubits are initialized to |0〉.

The main difference in the second method comes in lines 1
and 5. We encode using the primary generators of the stabilizer
of the subsystem code instead of the augmented stabilizer. The
encoded operators however remain the same as before.
Correctness of Algorithm 2. The correctness of this method
lies in the observation we made earlier (see discussion fol-
lowing Definition 12), that any logical all zero state of the
stabilizer code is also a logical all zero of the subsystem
code and the fact that both share the encoded operators on
the encoded qubits.

Remark 13. The permutation π2 in Algorithm 2 can be
restricted to the last n − s′ columns, since while adjoining
the additional r generators to S, we could take it to be in the
standard form.

The encoded operators are given modulo the elements of the
gauge group as in Algorithm 1, which implies that the their
action might be nontrivial on the gauge qubits. The benefit of
the second method is when S and SA have different number of
primary generators. The following aspects of both the methods
are worth highlighting.
1) The gauge qubits must be initialized to |0〉 in both methods.
2) In Algorithm 1, the number of primary generators of S

and SA can be different leading to a potential increase in
complexity compared to encoding with S.

3) In both methods, the encoded operators as computed are
modulo SA. Consequently, the encoded operators might act
nontrivially on the gauge qubits.



152

International Journal on Advances in Security, vol 2 no 2&3, year 2009, http://www.iariajournals.org/security/

VI. ENCODING SUBSYSTEM CODES BY CONJUGATION
METHOD

The other benefit of subsystem codes is the random ini-
tialization of the gauge qubits. We now give circuits where
we can encode the subsystem codes to realize this benefit.
But instead of using the standard form method we will use
the conjugation method proposed by Grassl et al., [16] for
stabilizer codes. After briefly reviewing this method we shall
show how it can be modified for encoding subsystem codes.

The conjugation encoding method can be understood as
follows. It is based on the idea that the Clifford group
acts transitively on the Pauli error group. Therefore, we can
transform the stabilizer of an arbitrary [[n, k, d]] code to
the trivial stabilizer given by 〈Z1, . . . , Zn−k〉. Additionally,
we can also transform the encoded operators Xi, Zi to
Xn−k+i, Zn−k+i for 1 ≤ i ≤ k. Put differently, we transform
the stabilizer matrix of any [[n, k, d]] stabilizer code into the
matrix (00|In−k0). The associated encoded X and Z operators
are given by (0Ik|00) and (00|0Ik) respectively. For a code
with this stabilizer matrix the encoding is trivial. We simply
map |ψ〉 to |0〉⊗

n−k

|ψ〉. Here we give a sketch of the method
for the binary case, the reader can refer to [16] for details.

Assume that the stabilizer matrix is given by S. Then
we shall transform it into (00|In−k0) using the following
sequence of operations.

(X|Z) 7→ (In−k0|0) 7→ (00|In−k0). (9)

This can be accomplished through the action of H =
[

1 1
1 −1

]
,

P = [ 1 0
0 i ] and CNOT gates on the Pauli group under

conjugation. The H gate acting on the ith qubit on (a|b) =
(a1, . . . , an|b1, . . . , bn) transforms it as

(a|b) Hi7→ (a1, . . . ,bi, . . . , an|b1, . . . ,ai, . . . , bn). (10)

These modified entries have been highlighted for conve-
nience. The phase gate P on the ith qubit transforms
(a1, . . . , an|b1, . . . , bn) as

(a|b) Pi7→ (a1, . . . ,ai, . . . , an|b1, . . . ,ai + bi, . . . , bn). (11)

We denote the CNOT gate with the control on the ith qubit
and the target on the jth qubit by CNOTi,j . The action of the
CNOTi,j gate on (a1, . . . , an|b1, . . . , bn) is to transform it to

(a1, . . . , aj−1,aj + ai, . . . , an|b1, . . . , bi−1,bi + bj, . . . , bn).

Note that the jth entry is changed in the X part while the ith
entry is changed in the Z part. For example, consider

(1, 0, 0, 1, 0|0, 1, 1, 0, 0) CNOT1,4

7→ (1, 0, 0,0, 0|0, 1, 1, 0, 0),

(1, 0, 0, 1, 0|0, 1, 1, 1, 0) CNOT1,4

7→ (1, 0, 0,0, 0|1, 1, 1, 1, 0).

Based on the action of these three gates we have the following
lemmas to transform error operators.

Lemma 14. Assume that we have a error operator of the form
(a1, . . . , an|b1, . . . , bn). Then we apply the following gates on

the ith qubit to transform the stabilizer, transforming (ai, bi)
to (α, β) as per the following table.

(ai, bi) Gate (α, β)
(0,0) I (0,0)
(0,1) H (1,0)
(1,0) I (1,0)
(1,1) P (1,0)

Let x̄ denote 1 + x mod 2, then the transformation to
(a′1, . . . , a

′
n|0, . . . , 0) is achieved by

n⊗
i=1

H āibiP aibi .

For example, consider the following generator
(1, 0, 0, 1, 0|0, 1, 1, 1, 0). This can be transformed
to (1, 1, 1, 1, 0|0, 0, 0, 0, 0) by the application of
I ⊗H ⊗H ⊗ P ⊗ I .

Lemma 15. Let e be an error operator of the form
(a1, . . . , ai = 1, . . . , an|0, . . . , 0). Then e can be transformed
to (0, . . . , 0, ai = 1, 0, . . . , 0|0, . . . , 0) by

n∏
j=1,i6=j

[
CNOTi,j

]aj
.

As an example consider (1, 1, 1, 1, 0|0, 0, 0, 0, 0), this can
be transformed to (0, 1, 0, 0, 0|0, 0, 0, 0, 0) by

CNOT2,1 · CNOT2,3 · CNOT2,4.

The first step involves making the Z portion of the stabilizer
matrix all zeros. This is achieved by single qubit operations
consisting of H and P performed on each row one by one.

Note that we must also modify the other rows of the
stabilizer matrix according to the action of the gates applied.

Once we have a row of stabilizer matrix in the form
(a|0), where a is nonozero we can transform it to the form
(0, . . . , 0, ai = 1, 0, . . . , 0|0) by using CNOT gates. Thus it
is easy to transform (X|Z) to (In−k0|0) using CNOT, P and
H gates. The final transformation to (0|In−k0) is achieved
by using H gates on the first n − k qubits. At this point the
stabilizer matrix has been transformed to a trivial stabilizer
matrix which stabilizes the state |0〉⊗

n−k

|ψ〉. The encoded
operators are (0Ik|0) and (0|0Ik). Let T be the sequence of
gates applied to transform the stabilizer matrix to the trivial
stabilizer matrix. Then T applied in the reverse order to
|0〉⊗

n−k

|ψ〉 gives the encoding circuit for the stabilizer code.

Now we shall use the conjugation method to encode the
subsystem codes. The main difference with respect to [16]
is that instead of considering just the stabilizer we need to
consider the entire gauge group. Let the gauge group be
G = 〈S,GZ , GX , Z(Pn)〉, where GZ = 〈zs+1, . . . , zs+r〉,
and GX = 〈xs+1, . . . , xs+r〉. The idea is to transform the
gauge group as follows.

G =

 S
GZ
GX

 7→
 0 0 0 Is 0 0

0 0 0 0 Ir 0
0 Ir 0 0 0 0

 . (12)
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At this point the gauge group has been transformed to a group
with trivial stabilizer and trivial encoded operators for the
gauge qubits and the encoded qubits. The sequence of gates
required to achieve this transformation in the reverse order
will encode the state |0〉⊗

s

|φ〉 |ψ〉. The state |φ〉 corresponds
to the gauge qubits and it can be initialized to any state, while
|ψ〉 corresponds to the input.

Algorithm 3 Encoding subsystem codes–Conjugation method
Require: Gauge group G of the [[n, k, r, d]] subsystem code.

G = 〈S,GZ , GX , Z(Pn)〉, where S = {z1, . . . , zn−k−r},
GZ = {zs+1, . . . , zs+r}, and GX = {xs+1, . . . , xs+r}.

Ensure: [xi, xj ] = [zi, zj ] = 0; [xi, zj ] = 2xiziδij

1: Assume that G is in the form G =

 S
GZ
GX

.

2: for all i = 1 to s+ r do
3: Transform zi to z′i = (a1, . . . , ai = 1, . . . , an|0) using

Lemma 14
4: Transform z′i to (0, . . . , ai = 1, . . . , 0|0) using

Lemma 15
5: For i ≤ s perform Gaussian elimination on column i

for rows j > i
6: end for
7: Apply H gate on each qubit i = 1 to i = s+ r
8: for all i = s+ 1 to s+ r do
9: Transform xi to x′i = (a1, . . . , an|0, . . . , 0) using

Lemma 14
10: Transform x′i to (0, . . . , ai = 1, . . . , 0|0) using

Lemma 15
11: Perform Gaussian elimination on column i for rows j >

i
12: end for

In the above algorithm, we assume that whenever a row of G
is transformed according to Lemma 14 or 15, all the other rows
are also transformed according to the transformation applied.
The lines 8–12 are essentially responsible for the tolerance to
initialization errors on the gauge qubits.
Correctness of Algorithm 3. The correctness of the algorithm
is straightforward. As G has full rank of n− k + r, for each
row of G, we will be able to find some nonzero pair (a, b) so
that the transformation of S and GZ to (Is+r0|0) (lines 2–6)
can be achieved. After line 7, when S and GZ are in the form
(0|Is+r0), the rows in GX are in the form[

0 A B 0 C D
]
. (13)

The first n−k−r columns of the (transformed) GX are all zero
because they must commute with (0|Is0), the elements of the
transformed stabilizer, while the remaining zero columns are
due to Gaussian elimination. The submatrix A must have rank
r, otherwise at this point one of the rows of GX commutes
with all the rows of GZ and the condition that there are r
hyperbolic pairs is violated. In fact we must have A = Ir.
Therefore it is possible to transform equation (13) to the form

(0Ir0|0). Thus Algorithm 3 transforms G to the form given
in equation (12). The encoded operators for this gauge group
are clearly (0Ik|0) and (0|0Ik). The transformations in reverse
order encode the subsystem code.We conclude with a simple
example that illustrates the process.
Example. Consider the following [[4, 1, 1, 2]] code. Let the
gauge group G, stabilizer S be given as

S =
[
X X X X
Z Z Z Z

]
=
[
z1

z2

]
,

G =


X X X X
Z Z Z Z
I I Z Z
I X I X

 =


z1

z2

x3

z3

 .
In matrix form G can be written as

G =


1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
0 0 0 0 0 0 1 1
0 1 0 1 0 0 0 0

 .
The transformations consisting of T1 =
CNOT1,2CNOT1,3CNOT1,4 followed by T2 = I⊗H⊗H⊗H
maps G to

T17→


1 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 0 1 1
0 1 0 1 0 0 0 0


T27→


1 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 0 1 0 1

 .
Now transform the second row using T3 = CNOT2,3CNOT2,4.
Then transform using T4 = CNOT4,3. We get

T37→


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 1


T47→


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1

 .
Applying T5 = H ⊗H ⊗ I ⊗H gives us

T57→


0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1

 .
We could have chosen T5 = H⊗H⊗I⊗I , since the effect of
H on the fourth qubit is trivial. The complete circuit is given
in Figure 8.

The algorithm guarantees (due to lines 8–12) that just prior
to encoding the gauge qubits can be identified with physical
qubits. Since we do not care about the state of the gauge
qubits, we can tolerate arbitrary errors on the physical qubits
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|0〉 H •

|0〉 H • H ��������
|ψ〉 �������� �������� H ��������
|g〉 H • �������� H ��������

Fig. 8. Encoding [[4, 1, 1, 2]] code by conjugation method.

at this point. In the present case |g〉. By switching the target
and control qubits of the CNOT gates in T3 and T4 we can
show that this circuit is equivalent to circuit shown in Figure 9.

|0〉 H •

|0〉 �������� �������� ��������
|ψ〉 H • • ��������
|g〉 �������� • ��������

_ _ _ _�
�
�
�

�
�
�
�_ _ _ _

Fig. 9. Encoding [[4, 1, 1, 2]] code by conjugation method.

It is instructive to compare the circuit in Figure 9 with
the one given earlier in Figure 2. The dotted lines show the
additional circuitry. Since the gauge qubit can be initialized
to any state, we can initialize |g〉 to |0〉, which then gives the
following logical states for the code.∣∣0〉 = |0000〉+ |1111〉+ |0011〉+ |1100〉 , (14)∣∣1〉 = |0000〉+ |1111〉 − |0011〉 − |1100〉 . (15)

It will be observed that IIXX acts as the logical Z operator
while IZIZ acts as the logical X operator. We could flip
these logical operators by absorbing the H gate into |ψ〉. If
we additionally initialize |g〉 to |0〉, we will see that the two
CNOT gates on the second qubit can be removed. The circuit
then simplifies to the circuit shown in Figure 10.

|0〉 H •

|0〉 ��������
|ψ〉 • ��������
|0〉 �������� ��������

Fig. 10. Encoding [[4, 1, 1, 2]] code by conjugation method – optimized.

This is precisely, the same circuit that we had arrived earlier
in Figure 3 using the standard form method. The preceding
example provides additional evidence in the direction that it
is better to initialize the gauge qubits to zero and avoid the
encoding operators on them.

Two important optimizations are possible in Algorithm 3.
Firstly, we could choose to initialize the gauge qubits to all

zero and then we could dispense with the lines 8–12. Secondly,
we could also dispense with line 4 for s + 1 ≤ i ≤ s + r
when the gauge qubits are initialized to all zero. The first
optimization trades off random initialization with all zero
initialization. The second one will lead to a further reduction
in CNOT gates.

VII. SUMMARY

We now briefly summarize the main results of this paper.
The recent activity in subsystem codes was motivated to a
great extent by the promise of efficient error recovery schemes.
A largely neglected aspect in the study of subsystem codes was
that of encoding schemes for these codes. In this paper we
have argued that subsystem codes afford benefits in this area
as well that are worth studying. Given a subsystem code, one is
concerned with how to encode the bare quantum information.
We showed here that there are some benefits to be gained,
namely, that some of the qubits are resistant to noise even in
an unencoded stage. We then showed that this tolerance can
be traded for reduced complexity.

Specifically, we showed first that subsystem codes can be
encoded using the techniques used for stabilizer codes. In
the process, we also showed how to encode Clifford codes,
a class of codes that generalize the stabilizer codes and
which are useful in the construction of subsystem codes. We
then focussed on giving explicit encoding circuits for the
binary subsystem codes. In particular, we have considered
two methods for encoding stabilizer codes—the standard form
method and the conjugation method. Both these methods can
be easily generalized to the nonbinary codes.

We also showed the gauge degrees of freedom can be
exploited to tolerate initialization errors on some qubits or
a reduced complexity of encoding. While the standard form
method explored here required us to initialize the gauge qubits
to zero, it admits two variants and seems to have the potential
for lower complexity; the exact gains being determined by
the actual codes under consideration. The conjugation method
allows us to initialize the gauge qubits to any state. The
disadvantage seems to be the increased complexity of encod-
ing. It must be emphasized that the standard form method
is equivalent to the conjugation method and it is certainly
possible to use this method to encode subsystem codes so that
the gauge qubits can be initialized to arbitrary states. However,
it appears to be a little more cumbersome and for this reason
we have not investigated this possibility in this paper.

Stabilizer codes can also be encoded using teleportation. We
expect that gauge qubits can be exploited even in this method
to reduce its complexity. It would be interesting to investigate
fault tolerant encoding schemes for subsystem codes exploiting
the gauge qubits.
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Abstract—Research visions of ambient computing promise
seamless co-existence of technology and user in such a way that
the environment adapts to user context. This adaptivity also
means more extensive information disclosure, hence the
security concerns become paramount. While new architectures
should be able to provide security as a basic feature, they also
need to take into account the way users behave and experience
the system, as users are not likely to be interested in technical
details and configurations, but instead in the added value they
can get.  Thus,  if  the users find the system too complex to use,
they might find it hard to trust and not adopt it. Therefore,
usability and user experience issues have to be considered
tightly along with security and they need to be in the design
process  right  from  the  start.  In  this  article  we  discuss  how
security and user design aspects within the ubiquitous future
environment can be used to enhance both the security and user
experience in the creation of the trusted communication
services.

Keywords-Ambient Networks, design, security, trust, user
experience

I. INTRODUCTION

The future holds much promise for the ordinary user of
the communication systems. Connectivity is available
everywhere and the ambient intelligence around the user
takes automatically care of the complexities of the
technology and concentrates on bringing services to the user
at the right moment and at the right place. Thus, the user
should not need to ask how, why, what, when, and where as
we take a plunge towards ubiquitous media society.

While this vision certainly sounds attractive, the diversity
of the environment sets challenging requirements for
providing a concise user experience and enabling secure and
flexible interworking between the available heterogeneous
networks and composed services. Security is imperative to
make the users trust and use the systems, but the design has
to take into account the user experience factors as the
complex configuration of security measures too often leads
to a situation, where these measures are not used.

In  this  article  we  extend  the  work  presented  in  [1]  by
further elaborating the user perception of security and user
experience for the successful design of future networked
systems. We discuss the presented ambient visions and base
many  of  the  technical  concepts  on  the  findings  of  Ambient

Networks (AN), a partly EU funded project [2], in which one
of the authors participated. The motivation is not to list all
the possible results of the project, but to concentrate on the
relevant security topics discussed within the project and
show how they can be used to enhance the security of the
ubiquitous environment [3]. As AN mostly concentrated on
the network level with an objective of creating a scalable and
affordable mobile communication system for heterogeneous
environments, we also bring the user and user experience
factors into the picture in order to show that it can be
challenging for the technical solutions to respond to the
decisions made by the user. Thus, we are trying to determine,
whether there is in this setting any common ground of
mutual benefits between these different viewpoints, which
often have contradictory goals.

 The article is organised as follows. In the next section
we discuss the evolving ubiquitous environment. In the third
section we provide a short introduction to user-centric design
methodology. The fourth section presents different aspects of
trust within the context of our work. The fifth section
considers various technical guidelines and principles that the
future network design should take into account in order to
ensure the security of the systems. The sixth section
considers both security and usability factors and the benefits
of their combination from the user experience point of view.
Additional discussion is provided in section seven. The final
section concludes the paper.

II. EVOLUTION TOWARD AMBIENT ENVIRONMENT

Different kinds of terms, such as ambient intelligence,
ambient networking and ubiquitous computing, have been
introduced to portray the visions of enhanced interaction
between the users and the surrounding technology. One
vision lists the following as key requirements [4]:

Unobtrusive hardware
Seamless communication
Dynamic and distributed device networks
Natural feeling human interfaces
Dependability and security

We do not claim this to be a conclusive list nor does the
transition  to  this  kind  of  system  take  place  overnight.  We
would like to, however, emphasise the dynamic interaction
aspects (both with technology and other users) and
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concentrate on networking and users with security
viewpoint. It could be further noted that it can be claimed
that ubiquitous computing already is here, even though not in
a very seamless nor unobtrusive fashion, whereas the "clean"
ambient vision is something that is always "just around the
corner" [5]. This can be actually seen in the various Future
Internet research activities, which basically try to address
similar issues. However, on less physical scale, this mixing
of technology and social world is, in fact, already quite
prominent in the proliferation of social online communities,
where, e.g., certain user threats have already become an
issue.

A. Network level aspects
Forward looking projects, such as Ambient Networks,

envisage a drastic change in the future landscape of
networking as the user is put in the focus [6]. The availability
and internetworking of heterogeneous networks provide the
possibility of getting seamless connectivity and services in a
ubiquitous manner. This ubiquity sets requirements for the
terminal devices in terms of adaptability and usability as
people also have the possibility to use different devices
within a session, i.e., the users are less device dependant.
Also, one should not forget that in this kind of versatile
environment the security will play even more important part
as the mobile users no longer clearly separate the time they
are on- or off-line and possibilities to interact with various
previously unknown parties are vastly different.

The user context affects the available services as the
surrounding networking environment adapts to the needs of
the user, which could be related, for instance, to the offered
prices and quality. Various pieces of information are made
available to the networks in order to provide a concise user
experience, thus leading to privacy issues. This also brings
user and network levels closer to each other as service
specific network overlays are introduced and cross layer
principles are applied for enhanced performance.

In traditional use scenarios the users have placed their
trust on the operators, either consciously or subconsciously.
It has been rather clear that the big telecom operators provide
the communication services and the people have static
relationships with them, be it in the form of post- or pre-
payment. In the future this will change as there will be more
players entering the market. In essence, everybody could be
an operator providing access through their own networks as
the technical development enables even a single node, i.e., a
networked device, to provide access services in automated
fashion. Even though some may have idealistic views about
offering services to anybody for free, to most there still will
be clear motivation to get compensation for the provision of
their resources. This calls for solutions to ensure that every
party gets what they have agreed to. New business models
and roles will emerge, and the value chains transform into
more complex value nets. User identity will be a valuable
commodity.

Single nodes will exhibit more intelligence and can
provide access services to other, perhaps slightly more
limited devices. Thus, everything can be considered to be a
network. Hence, they interwork with other networks and

compose into even larger entities with common control
plane, which hides the differences resulting from the specific
technological domains and allows the controlled sharing of
resources [7].

B. User and service level threats
From the user perspective one of the major issues in the

ambient environment is the user privacy. There will be
plenty of information available about the user as information
is mediated and recorded, and the lifespan of information
availability is vastly different. Hence, it is easier to target
attacks against a particular user. Information availability is
already evident in the emergence of social networking and
the way people freely give out information about themselves
and the people they know, providing avenues for identity
theft. Think, for example, the amount of information people
publish about themselves in services such as Facebook with
no real guarantee about the privacy of the data [8]. The
emergence of virtual worlds and online games and their
accompanying side economies provide yet additional ways
of cheating the user [9]. One can argue, though, that the
strictest privacy would mean zero personal information
transfer; i.e., all personal data would lie in personal trusted
device(s) (PTD), and no data would be collected, e.g., by the
operator. Such devices naturally would make attractive
targets of trickery, thus they require strong security solutions.

In a sense these social networking sites provide an
application framework, which form a limited overlay
network with their own semantic properties. While they
currently work on application level, the work done on
developing service specific overlays for network level will
reduce the gap [10]. Thus, it becomes increasingly more
important who is controlling the overlay and how the
collected information is used. When the borders become
blurred, it can be challenging for the user to know, which
action has what sort of privacy sensitive consequences.
Especially if the user is presented with opt-out policy as
default action, i.e., in order to restrict the information
disclosure the user has to actively know how to configure the
system right from the start.

The information about the users can leak in various other
ways, as well. The existence of caches and archival services
ensure that the data is still available, even though the person
may think that it has been removed [11]. The availability of
context information, for networks and users, provide new
interesting possibilities to spy on people and launch
personalised attacks, e.g., in the form of phishing involving
social engineering techniques. The availability of accurate
personal information can also be used to falsely build a
context of trust and then this trust can be abused or various
other kinds of identity thefts can be done.

An additional disclosure threat is that when people are no
longer so location-dependant in their service usage and use
the services casually in public places, it provides more
opportunities for simple shoulder surfing and eavesdropping.

Also, using a multitude of social networking services
means that the users are at the mercy of the security of these
services. Lately there has been news about incidents, where
the user database of the services has been acquired through
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vulnerabilities in their software. Thus, even though the users
might have conducted proper password policies, their
credentials can still leak out. This is even more disastrous in
cases, where people use the same password on multiple sites
as  often  seems  to  be  the  case.  In  a  way  this  is  quite
understandable, because the burden of remembering
numerous passwords is getting higher as people use more
and more of these services. In similar sense, the systems
offering federated authentication and single sign-on have the
risk of cascading. This sets more strict requirements for
privilege granularity.

The possibility to use ubiquitous service environments
may also mean that in the name of better usability, various
places provide external display or input devices for mobile
devices, which themselves are limited in this respect. This
can pose a threat to the user, if it is not certain under which
administration these external devices are. They can be
compromised and steal sensitive user information or even
execute unintended action on behalf of the user. For instance,
there could be a scenario, where one inserts a smart card into
a compromised public reader. While the user credentials may
stay safe, the card can be made to create signatures on
unintended data.

The future concepts also talk much about the flexibility
and adaptability of the system. This can, for instance, happen
through reconfigurable devices. That, however, can present
additional threats to the user as already has been seen with
programmable environments in mobile handsets. Even
though it can be claimed that the security model of such
environment controls tightly the privileges of each
component, the user can still be tricked into giving additional
rights by promising free SMSs, for instance [12]. Thus, one
cannot be certain that the user is always capable of making
the right decisions in terms of privilege granting. In fact,
allowing the user to make any decisions in the system
without knowledge of his mental models for security and
privacy is a pitfall. Some vendors are already providing more
controlled environments with requirements for vendor signed
components, but they tend to result in public outcry for
openness.

III. DESIGN PROCESS AND METHODOLOGY

So, how does one approach the problem of designing a
system that should take into account the user aspects and the
aforementioned threats that emerge in the introduction of
completely new way of service interaction? ISO 13407
[13](Human-centered design processes for interactive
systems), is a widely acknowledged international standard,
established in 1999, that provides general guidance for user-
centered design (UCD). ISO 13407 focuses on the
descriptions of principles and activities to be used in a user-
centric design. In the standard there are four particular
characteristics that have to be fulfilled in the design activities
in order to claim them user-centric. These four
characteristics are a) user involvement, b) function, e.g.,
carrying out some security related task, c) iterative manner
of design and d) multidisciplinarity. The standard emphasises
the role of planning, and one should spend adequate amount

of time in planning the study; i.e., identification of users,
user demand (for particular task) and task or/and goal setting.

In the first phase context of use has to be found based on
collected user, task and environment details, i.e., try to learn
to understand the users. Most often in technical oriented
studies these are written in a form of narrative scenarios.
Naturally, the textual description utilises figures, story-like
narration, sketches etc. to support the flow of scenario. The
scenario is described from the user point of view and may
include different varying constraints and relevant
background information. By using such a description it is
possible to capture more information about the user's goals
and  the  context  the  user  is  operating  in.  One  has  to
understand that different stakeholders handle the scenarios
differently. As an example, an interaction designer looks
different aspects while reading the scenario, as he/she looks
all the transactions that take place between the human and
the computer/device/UI. At the same time he/she follows the
description of flow of the activity the user is supposed to be
doing. In the second phase all possible requirements are
collected, i.e., user, system, organisational, software
requirements etc. In the third phase one has to produce
appropriate concepts. In the fourth phase the evaluation is
carried out to find out if the requirements are met.

Scenario analysis is also a common technique for finding
and analysing the security requirements of the system to be
designed. Common Criteria (CC) is another alternative for
security requirement evaluation, but is has a steeper learning
curve [14]. Thus, in a research project the scenario approach
is often favoured as it is easier to get involvement from a
larger party, even though it is not so readily quantitative.
This was also the approached adopted in AN project [15].
Naturally, one also has to have an understanding of the threat
model in the envisaged environment. This can further lead to
risk management decisions, e.g., a certain risk is deemed so
improbable that the mitigation effort to be invested is not
seen feasible.

Figure 1 illustrates how security and user aspects can be
processed in an iterative manner. The figure is a modified
view of the UCD design process. The starting point of the
spiral is in the center and curves firstly towards
understanding the users. In the first iteration the current
knowledge and state-of-the-art understanding are collected
so that the awareness of user behaviour, user perception, user
motivation, and user attitudes can be obtained. After
obtaining that information the conceptualization begins, in
which user requirements, software requirements (front-end
for the user and back-end for the system) and security
requirements are taken into account. In first iteration, low
level fidelities of created concepts are available in user
studies, which could involve, e.g., simple paper prototypes.
These user studies also are used for evaluating whether
requirements are met. These first user studies would be
followed with some constructive research, e.g., creation of
algorithm or mechanism so that a concept can be further
prototyped in the second iteration.
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Figure 1. Process for guideline integration

In the second iteration we have a concept design of one
or several context(s) of use. We are able to collect user
experience within selected contexts by, e.g., observing users.
User studies carried out in the first iteration provide us better
understanding of user behaviour, user perception, user
motivation and user attitudes towards security. In the second
round, user studies would have prototypes of higher fidelity
in use. Again in constructive security research, a more
complex and detailed security-related research is carried out.
In theory, the spiral is never-ending, and all the time the
accuracy of understanding of users will increase.

The following sections V and VI are linked to the Figure
1. Section V along with sections I and II provide the basis for
conceptualization with respect to the security guidelines and
security mechanisms. Section VI is focused on user
guidelines that are present in conceptualization, user studies
and in understanding users.

IV. ASPECTS OF TRUST

As ambient computing is about interaction, there
generally  has  to  be  some  sort  of  trust  relationship  between
the communicating parties. Thus, when doing the initial
environment analysis, one needs to understand in what ways
trust enters the picture. In technical sense, one can say that
trust relationship entails establishing the identity and certain
characteristics (such as expected behaviour) of an entity.
Here we briefly list different categories of security relations
from technical viewpoint. However, one should also note

that the trust can be very subjective matter from a user point
of view. Therefore, one also needs to analyse the user
perception of trust within the evolved landscape.

A. Technical trust
There are several ways of establishing trust relationships,

depending on the use scenario and the requirements set by
the policies. The simplest case, of course, is to have no
protection at all and just blindly trust that nothing goes
wrong, i.e., relying on that fame and other external factors,
like fear of legal actions, will provide enough protection
against misuse. While this is quite common approach
nowadays in Internet, this clearly is not recommended in the
future setting of potentially unknown operators.

Direct trust on the other hand is based on some common
knowledge that has been agreed beforehand. It can be, for
instance, a shared secret as is done in the current Subscriber
Identity Module (SIM) based solutions. While this can be
used to secure mutual connections, it requires some form of
pre-configuration. Thus, it is not suitable for most dynamic
environments. However, direct trust can be delegated leading
to a brokered trust setting, where the trustworthiness of an
entity is vouched by an entity one is willing to trust. Through
this kind of transitivity the trust relationships can be
extended more easily, although in this kind of setting one
should talk about liability instead of trust, which often has
rather unambiguous meaning. Especially in cases involving
compensation and monetary exchange, there is incentive to
accept a potential risk only to a certain amount. For instance,
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a visited operator provides service under the assumption that
the home operator accepts liability for the roaming user,
hence ensuring the compensation for the visited operator
even though the real identity of the roaming user may remain
unknown.

The last trust category is based on the opportunistic
approach. While it is close to the blind trust case as it takes a
leap of faith in the beginning of the communication, it
provides an assurance that the party of the initial
communication does not change. In other words, you may
not know who the communication partner is, but you know
that it has remained the same all through the session or that it
is the same one with whom you conversed previously. While
not suited to every case, it  can be a flexible and simple way
of providing security in the absence of security
infrastructures.

One can also approach trust from the reputation
perspective. In other words, the historical behaviour of the
entity affects how it is viewed. This can be evaluated with
various kinds of mathematical trust metrics. Naturally, it is
easy to argue that the past behaviour is not a guarantee of
expected behaviour (much like the commonly used phrase in
the stock market) and having multiple faked identities allows
you increasing your reputation in a certain community (i.e.,
Sybil kind of attack). Basically, however, the trust based on
reputation reduces to the categories discussed above.

B. User perception of trust
The previous technical discussion about trust is

somewhat straightforward with quantitative properties
suitable for engineers and the like. However, when one talks
about trust between persons, there is always a certain amount
of uncertainty and it is very subjective experience dependant
on the context. Thus, it can be said to be an attitude, based on
beliefs and feelings, and implying expectations and
dispositions [16].  One can also see it as a process that takes
time to develop and shapes the interactions people have [17].
With new things, the reputation and recommendations can
form the basis of the initial attitude, but it also depends on
the risk-taking attitude of the individual, given the potential
benefits. Thus, in the advent of ambient computing
environment, user has to trust the system in order to agree to
disclose information about themselves, i.e., adjust their
privacy settings accordingly. However, the trust evaluation
made by a person can be affected and it is not always a
rational thing. For instance, the mere look and feel of the
system can heavily impact how trustworthy the user sees it
[18]. While challenging topic, the design process should also
take into account the user perception of trust. Additionally, it
is worthwhile to remember that the user can be actively
influenced and the user trust abused, e.g., by social
engineering means [19].

V. TECHNICAL PRINCIPLES AND MECHANISMS

When one starts conceptualizing the initial scenario ideas,
one also needs to start considering the security guidelines
you wish to follow within the design. This should then lead
to some ideas of the actual building blocks used to ensure

that the guidelines are followed. Naturally, this entails the
actual research to come up with the suitable solutions.

Thus, next we discuss some of the technical aspects of
the ambient design in order to ensure that trust relationships
can be created. Examples of mechanisms are given, but it is
more important to pay attention to the design principles,
which should guide the design decisions made early on.

A. Technical design guidelines
In building future secure networks, several general

technical design guidelines need to be followed. The list is
not focused on any given technology, but rather on the
context(s) of the future ambient networks. Many of them
(naming, default security, authorisation) already appear in
the AN security architecture principles [3]. The designers
should keep in mind the classical general principles, as well
[20]. For instance, one should honour the defence in depth
thinking and not rely solely on one defence mechanism. The
list includes:

Security in design right from the start
Ease of configuration
Security by default
Secure naming
Privileges and delegation
Decoupling authentication and authorisation
Liability brokers

The first and foremost point to consider is the design
process itself and how security is brought into it. Quite often
security is added as an afterthought and this has a tendency
to lead to patched approach, which will cause additional
vulnerabilities and degrade usability [21]. Hence, the design
process needs cooperation of all the parties right from the
start (including both security and usability people). It is also
important that they understand each other, i.e., speak the
same "language". Otherwise, the parts of the solution might
not support each other and instead end up confusing the user
even more.

All the more confusing to the user is the complex
configuration of security measures [22]. The users have a
tendency to think in service centric terms, i.e., they are
interested in the added value that the service will bring to
them, and not in the details of configuration. For instance, a
person might buy a WLAN access point, plug it in, notice it
works, and then happily start using it. However, the user
easily forgets that there is no security configured as the user
would have to get involved with the complexities of the
configuration settings. Thus, there is a need for making the
configuration as easy as possible in terms the user
understands, for instance, by using templates to abstract
away the details and mechanisms to support auto-
configuration. Currently dominant dynamic address
configuration method, Dynamic Host Configuration Protocol
(DHCP), is a good example of a mechanism that requires
little user involvement. Additional specifications were
needed to add security features, but due additional manual
configuration requirements these features are hardly ever
deployed.
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While design effort should go into making the security
configuration as easy as possible, it is even more important
that there is always some security present. In other words,
the design of future ambient networks should follow the
security by default principle. It means that there always is
some level of security available and it is not something that
can be turned off at the time of deployment with an excuse of
increasing performance or usability. While this approach
does not protect against all the possible threats, it is better to
have at least some security than nothing at all. In other
words, one should consider opportunistic approach to trust,
as discussed earlier.

If security provision is desired between the different
communicating parties, naming these parties in a secure
fashion would also be desired. This way it is possible to refer
to these entities without having to worry about the possibility
of spoofing, which can become evident, for instance, in the
case of three party protocols. Currently, for example, in a
typical cellular setting the user and the home network know
each other, but the user has no real knowledge about the
identity of the access network. Therefore, it should be
required that the protocol design can explicitly identify every
party involved in the transaction.

When you are able to name the parties, you can also
assign privileges to them. One should not just adopt the
approach, where you authenticate an entity and then give
implicitly all the possible rights. Instead, one should honour
the least privilege principle, which dictates that you only
give the rights needed in the current context. This way you
minimise the actions that might lead to exploits. In addition,
one needs to make sure that authentic data cannot be used in
unauthorised context. Privileges also enable one to use
delegation mechanisms to outsource the execution of specific
tasks to others in order to gain performance benefits. One
can, e.g., delegate certain signalling tasks to core network or
proxy elements rather than expecting always the end device
to do them.

When an entity has a privilege, it is authorised to execute
a specific action. However, it is important to remember it
should be possible to decouple authorisation from
authentication. In other words, it is not always necessary to
actually know who the entity using the service is, as long as
it has legitimate authorisation for its actions. This helps to
alleviate the privacy concerns and the service providers still
can be sure that the users are legitimate ones and there is a
party, which can be held liable for the actions.

Such liability needs to be established with the help of
trusted third parties (TTP). They are needed to broker
between the previously unknown parties, because the
transactions having real world effects, such as those related
to money, need the level of assurance and scalability, which
can only be offered by well established institutions that
provide financial liability for the interaction. While the old
incumbent operators could assume this role, it is also a new
business opportunity for the potential new identity providers.

B. Security design building blocks
In building future secure networks, several building

blocks need to be implemented to adhere to the above

mentioned principles. The list is by no means exhaustive, but
rather provides examples of the building blocks suggested
for implementing the AN security architecture [3]. They
were chosen here for the sake of their fundamental nature as
essentials for realising the ambient visions. The list includes:

Cryptographic identifiers
Secure network attachment
Authorisation tokens
Dynamic roaming agreements
Non-repudiative service usage

For implementing secure naming one can use
cryptographic identifiers. In other words, every entity is
assigned an identifier, for which it can provide proof of
ownership. That is, it is not probable (in mathematical terms)
that anybody else could use the same identifier. Basically,
this is a representation of a public key pair. Authentication of
the identifiers does not necessarily require existence of any
global infrastructure, such as Public Key Infrastructure
(PKI), but can take the benefit of local decisions, e.g., key
continuity. Thus, there is no need for the user to worry about
the complexities involved with PKI [23]. Also, the identifiers
can be either short or long lived. When the identifier is only
used for a short period of time and it is discarded after use,
the privacy of the user can be better preserved. Note that the
employment of identifiers on several different levels also
demands user centric identity management solutions.

By relying on the "self-certifying" nature of these
identifiers, it is possible to provide a default level of security.
This relies on the aforementioned concept of opportunistic
trust,  which  is  based  on  the  sameness  property  of  the
identifiers. In other words, there might not be assurance
about the real identity, but the invariability of the identity
can be guaranteed. Usually this approach works in
environments, where the attacks are more likely to be passive
in nature, such as snooping of information. Thus, attacks like
man in the middle can still be a concern. However, this
allows adhering to the “better than nothing” security
principle and one notable example of this is the success of
Secure Shell (SSH). Introduction of TTP can be used to
further enhance the level of security (see below), if the use
case has more stringent requirements.

As the ambient vision states that there will be a multitude
of different kind of access networks, there will also be a need
for secure way of attaching to them. This can lead to a
configuration nightmare. Instead of having many different
mechanisms, one should consider providing a common
approach, which can be adapted to various interworking
layers. This is done with the help of network attachment
protocol [24], which in its origin resembles Host Identity
Protocol (HIP) [25]. This procedure takes advantage of the
well studied security properties of HIP and provides the
means for the parties to exchange their identity information
and establish keying material, which can be used to secure
any subsequent communication as is done, e.g., in the typical
use case of HIP (see [26]). Additionally, a conceptual
identity layer is created, which can be used for directing
traffic between the entities, thus allowing decoupling the
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locator and identity information for the benefit of better and
secure mobility. An important point is also the consideration
for Denial of Service (DoS) mitigation through the use of an
adaptive puzzle scheme as DoS is currently one of the major
threats to the modern data networks. The protocol is run with
the help of a four way handshake and it is possible to include
additional information into the signalling messages. This
could be, for instance, dynamic configuration information to
replace DHCP [27]. Subsequently, additional information
elements can be exchanged in secure fashion. Thus, by using
just basic opportunistic mode the procedure can provide
zero-configuration capability.

While the above mentioned procedure can provide the
identifiers of the involved parties, it should be further
enhanced with the possibility of including authorisation
statements, which dictate the rights of the entities and are
securely bound to their identifiers. Such statements could be
made with the help of X.509 certificates or Security
Assertion Markup Language (SAML), but a more flexible
(and concise) approach for this environment can be achieved
through Simple Public Key Infrastructure (SPKI) certificates
[28]. After all, on network level one also needs to consider
packet fragmentation issues. The use of such assertions
naturally requires that the parties have a common
understanding about the trust levels associated with the
entities, who have issued the statements. They could be
individual delegations or statements issued by the liability
brokers. Thus, TTP can, e.g., assign an authorisation to an
ephemeral identifier of the user, underlining the fact that the
authenticity of the user is not as important as the
accompanying token, which ensures the right to perform the
action. In other words, there is decoupling between the
authorisation and the authentication of the real identity.

It was already mentioned that the operator landscape can
change. Hence, it no longer can be expected that the static
roaming agreements can cover all the internetworking
between the future operator entities as the relationships are
more dynamic in nature and perhaps only contain one
transaction. This requires measures for establishing dynamic
roaming agreements, which also subsequently affect the trust
evaluations of the individual subscribers.  The operator
entities engage in a similar association creation procedure as
is done in the network attachment phase. However, this also
includes offer and counter-offer steps, which could
additionally include an external entity for brokering the
agreement or it could be handled by a federation of brokers.
The framework for dynamic roaming agreements is depicted
in Fig. 2 [29] . In a sense, such setting is currently employed
between current incumbent operators, which exchange traffic
through closed networks, such as GPRS Roaming Exchange
(GRX) networks, although in this setting no direct
authorisations for actions are provided by the GRX
operators, but instead carrier services with certain security
and quality parameters are offered.

While the involved parties, such as operators, can
establish agreements concerning their interaction and the
actions of their roaming users, there is still need to make sure
that  the  agreements  are  honoured.  Nowadays,  in  a  typical
setting the accounting of a visited network is based on the

declaration of the visited party. While overly large figures
can be spotted, the dynamic environment requires more
stringent measures to ensure that the agreed services are
received at agreed terms. Thus, there is need for protocols
that ensure non-repudiation, so that the user can be sure that
he gets the service he is paying for, and the service provider
can be sure that it can get the compensation for the provided
service. This can be realised with the help of signed hash
chains, which can be used as micropayments to represent a
piecemeal commitment to the service usage [30]. In other
words, if no service is received, no new hash chain values
are provided. Similarly, if no hash chain values are received,
no service is given. At a later stage the user cannot repudiate
the use of the chain values, because they are signed with his
identity or that of his operator during the initial service
negotiation phase. In practise this requires involvement of
TTP, which will ensure the liability of the user, i.e., the
service provider knows the brokering party. Thus, the service
does not need to learn the “real” identity of the user as long
as the presented identity (possibly very short lived one) is
asserted by TTP.

Figure 2.  Framework for dynamic roaming agreement [29]

In the Table 1 we have listed some of the presented
guidelines and the suggested mechanisms for implementing
them.  As  can  be  seen  the  cryptographic  identities  play  an
important part in many of them and should be considered to
be one of the key building blocks for ensuring the security of
the future networks. Naturally, important principles such as
security in design right from the start need to be considered
more broadly than just in terms of certain mechanisms.

TABLE 1. CORRESPONDENCE OF  GUIDELINES AND MECHANISMS

Guideline Mechanism
Security by default Secure network attachment
Ease of configuration
Secure naming Crypto ids
Privileges and delegation Crypto ids, authorisation

tokens (e.g. SPKI)Decoupling of authentication
and authorisation
Liability brokers (TTP) Authorisation tokens,

dynamic roaming agreements,
non-repudiative service usage
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VI. USER EXPERIENCE FOR AMBIENT SYSTEMS

As indicated above, the design is not just about solving
technical obstacles. The future networked landscape will
have several emerging trends that will affect how users will
interact with the ambient networks. Let us consider the fact
that the fundamentals of an ambient network are built on the
promises of i) intelligence (algorithms, learning capability),
ii) natural interaction (e.g., multi-modal interfaces) and iii)
ubiquity (provided by the communication technology). This
section focuses on intelligence and natural interaction, which
affect the level of obtrusiveness the user can experience.

Riva has introduced several psychological principles for
designing ambient spaces [31]. These principles can be
applied to any ambient “front-end”, i.e., the environment in
which the user interacts.

The environment has to identify what the user is
aiming to do. Literally this means that a lot of data
has to be collected in order to identify the user
objective. If a situated and context-aware profile
were available, the environment could respond either
proactively or be triggered based on some not
(necessarily) known event.
The environment has to be able to identify the
equipments (e.g., mobile phone) the user needs to
carry out the objectives. These equipments include
both physical and social tools.
The environment has to be able to understand the
current path of user thinking (and future behavioural
patterns). This piece of information helps to make
decisions, e.g., when a particular task will end.
Different sensors will become valuable assistants as
information collectors.
The environment should interrupt the user as little as
possible. Most of the actions should be carried out
automatically. The intervention should occur only as
last resort (i.e., the user has to be helped out).
However, the environment should also be
transparent to the user. That means that the user is
aware of its actions and does not need to “worry”
whether things have been appropriately done.
The environment should be able to utilise situated
contextual benefits and restrictions of it in a
transparent manner.
The environment should also support social
behaviour of the user; identifying the roles and social
networks in a manner supporting normal activity of a
given user.

Even though the environment mostly carries out the tasks
based on, e.g., situated and context-aware profile of the user
without explicit orders from the user, the user sometimes has
to interact with the environment explicitly. The key elements
here are natural interaction and multimodality. These
multimodal interaction models include things like

Speech recognition and spoken interaction (or
sounds/voices in general)
Physical interaction (e.g., touch-based)

Adaptive graphical interfaces (e.g., appropriate for
public spaces)
Gesture and gaze interaction
Haptical interaction
Space and virtual reality -oriented interaction.

In a sense ambient systems are challenging for user-
centric design as you cannot summon experiences from other
researchers. Thus, for pioneers it might be partially
guesswork. If the technology goes into background and you
have to rely its black-box way of operation in which you
have to start trusting to the system so that it operates as it
was designed and as you were told. Thus, the environmental
characteristics in the context of use for understanding the
users are different.

A. Introducing user experience
According to [32], experience can be put into four realms

based on the level of participation of a user and his/her
connection to experience itself. The first realm is pure
entertainment, in which users are passive viewers (e.g.,
opera). In the second realm, the user is actively absorbing
information from the environment (e.g., classroom with
active learning settings). In the third realm, experience is
summoned in immersed manner (e.g., flight simulator). In
the fourth realm, the immersion is obtained in a passive
environment (e.g., going to a medieval castle). The user
perception in all these realms is different; thus user
experience should surpass the expectations. As new
technology is often viewed sceptically, surpassing the
expectations should not be a big hurdle.

There is no single definition of user experience (UX).
COST 294 action (MAUSE, towards to Maturation of
information technology Usability Evaluation) tries to build a
holistic view on the UX. In their deliverables ([33],[34]),
user experience is viewed from many angles; for their
purposes user experience terminology is put into statements
that deal with fundamental assumptions underlying UX
(principles), positioning of UX relative to other domains
(policy), and action plans for improving the design and
evaluation of UX (plans) [33]. By their terminology, e.g.
trust  is  seen  as  one  attribute  of  structuring  user  experience.
The  structuring  of  UX  itself  is  part  of  the  principles.  As
said, UX is a broadly defined term, including attainment of
behavioural goals, satisfaction of non-instrumental (or
hedonic) needs, and acquisition of positive feeling and well-
being. Neither a universal definition of UX nor a cohesive
theory of experience yet exists how to practically design for
and evaluate UX [34].

In [34], UX is differentiated from usability because i)
UX aims to follow holistic approach, ii) UX is subjective
and iii) UX aims towards positive experiences.

i. Usability strongly focuses on tasks and user
accomplishment. UX holistic approach aims for a
balance between pragmatic aspects (i.e., usability)
and other non-task related aspects (hedonic), such
as beauty or self-expression.
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ii. As conceptual origins of usability are in cognitive
psychology, work psychology and human factors,
usability is more of an objective expert-oriented
approach. In contrast, UX is subjective and is not
based on task success or results of usability studies.
UX is explicitly interested in how users experience
and judge, e.g., technology products they use.
Thus, the perception of a user plays a much bigger
role.

Usability focuses on negative aspects of the studies; most
often problems, errors etc. are investigated through usability
studies. However, UX tries to build positive outcomes of the
use or possession of technology, e.g., positive emotions such
as joy, pride, and excitement.

User experience is mostly collected by observing /
interacting with people. This can be done in laboratory
settings which might distort the results, as some people
might not behave naturally when observed. Observation can
also be done in field, e.g., travelling in buses for few weeks
and just observing how users use their mobile phones. One
can get the general trend and maybe the frequency of using
mobile device, but not necessarily the details. Of course, in a
research setting, a researcher has to use multiple research
methods, both qualitative (e.g. interviews) and quantitative
(e.g. surveys).

B. Designing  good user experience
Jameson has emphasised the following goals for enabling

enhanced user experience especially in the context of user
adaptive systems [35]. As such they act as guidelines and
design restrictions in ambient intelligence environments.
These elements include

Predictability
Visibility
Manageability
Non-disturbance
Privacy and feeling of being secure
Depth and severity of the experience

Predictability and visibility relate to the working of a
system according to the user expectations. Thus, if the
observed behaviour is in contradiction to what the user
expected, the user is bound to get confused. In the case of a
mental model of security this can be quite dangerous,
because the user may end up compromising his security
without really realising it.

Manageability or controllability refers to the amount of
control the user has over the system. The system could, for
instance, ask the user to decide whether to accept certain
connection attempts. However, this can be a challenging
topic when weighted against the unobtrusiveness.

The system should not bother the user unnecessarily.
Otherwise the user may find the system obtrusive and
burdensome to use. It can also overload the user with too
much information, thus the user no longer evaluates
information carefully. The discussion in the next subsection
about SSL with too many warning messages is a good
example of this.

User adaptivity generally requires storing information
about the user and his actions. Some of this could be even
considered to be very sensitive information. Thus, the
potential information disclosure to unauthorised parties can
have severe consequences. Some users might even get a "big
brother is watching" feeling and turn off any functionality
that otherwise might enhance their user experience.

Breadth of experience can be seen as a challenge of
filtering too much information and hence limiting the user
decisions. In other words, the user "learns" less, when all the
decisions are made for him by the system.

This last (depth of experience) is important in order to get
main stream experience correctly. However, it is difficult to
get those extreme set of experiences of first-timers and those
who like to do it "my way". It might be reasonable to
downplay the benefits of technology, so that it actually
surpasses the user expectations, and thus user perception is
positive, which provides better overall for, e.g., a task that is
not previously seen important or cumbersome to carry out.

C. User experience in security
As the discussion above has indicated, the security

should be built-in, not an add-on feature. Security as a theme
focuses on the risks and uncertainty. These are extremely
difficult concepts for the people to evaluate, argues West in
[36]. Furthermore, he argues that it is more important to
understand the basic principles of human behaviour (as also
the previous section indicates). He also lists a comprehensive
list (see Table 2) of predictable and exploitable
characteristics of our decision-making.

TABLE 2. USER CHARACTERISTICS IN SECURITY THEME [36]

Characteristic Comment and effect
Users do not think that they
are at risk

The users most often think that they are
better than others, and thus either do not
use security features or proceed with
more risky behaviour.

Users aren’t stupid, they are
unmotivated

Human beings (as a species) tend to
favour quick decisions based on learned
rules and heuristics. Security can be seen
as overly exhaustive action.

Safety is an abstract concept The less concrete the threat is, the less
willingness there is to carry out security
instructions.

Feedback and learning from
security-related decisions

Behaviour is shaped by positive or
negative reinforcements. In security
domain, most often the reinforcements
are negative.

Evaluating the security vs.
cost trade-off

Gains are often abstract and the negative
consequences stochastic, the cost is real
and immediate.

Making trade-offs between
risk, losses, and gains

If security gains are intangible, with well-
known costs, and while negative
consequences involve probabilities, it is
possible to try to make security more
“profitable” for the user.

Users are more likely to
gamble for a loss than
accept a guaranteed loss

People react differently on whether they
think they are gaining or losing
something (in concrete value).

Security is a secondary task People tend to focus on the immediate
task. As such, security decisions need to
be carried out most often in the middle of
some other (more relevant) task.
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Losses perceived
disproportionately to gains

People do not perceive gains and losses
equally. So the user has to perceive gain
visibly better than a loss.

West also lists several approaches that could help the
security designer to improve human compliance (to security)
and decision making. These approaches include

Rewarding pro-security behaviour (e.g., immediate
feedback given to the user)
Improving the user awareness of risk
Catching security policy violators (non-repudiation /
deterrence)
Reducing the cost (for the user) of implementing the
security (e.g., sufficient always-on security by
default)

With respect to the interaction with the user it is
important to also consider the amount of information
provided to the user, i.e., how obtrusive the systems can be.
If the user is overloaded with information it might lead to
cases, where the user no longer evaluates the information but
just concentrates on absorbing or merely ignoring.
Nowadays, this is quite evident with the use of SSL warning
messages: users simply click ok, because they have seen
similar windows so many times or actually do not even have
any idea what the warning means. Similar things can be
faced if poorly functioning heuristic systems are used to
evaluate potential threats to the user and too many false
positives "condition" the user to ignore the warning
messages, just like crying "wolf" too many times [37].

In Table 3 we have summarised the relations between the
presented security and user guidelines in order to show that
even though the concepts can be claimed to be residing on
different levels, correct security design decisions taken
already at lower levels can benefit the user experience and
increase the overall effective security. We have further
developed a hypothetical example scenario to illustrate the
applicability of security and user guidelines presented in this
paper. The scenario is, as scenarios are, narrative and focuses
on user experience. Beneath it the technology research has to
be read partially between the lines and as such leaves lot of
room for different implementation options for the actual
developer. Similar scenarios are easy to create in a
hypothetical manner, but for real-world case one needs to
empower and engage real users to do security related tasks in
order to get relevant and accurate information from the users.

Hypothetical scenario and example case:

It is August 25th, year 2012,, and a time for the  annual company
party at the AmbVision Ltd headquarters. Matt Ellis, one of
company's security staff, who was given the task of organizing the
event for this year proudly waits for employees to arrive. In his
left hand he has a company wrist clock awarded for dedicated
work for the company. The wrist clock also has a security
functionality and capability to communicate with the company's
information system in a secure manner. It also contains wireless
tag reader so that visitor tags could be read while they arrive to
the AmbVision lobby and at the same time for a security check. It

is still an hour and half for the company CEO speech and the
official kick-off for the party, and the employers start to arrive.
Some of the employees have dedicated tasks to carry out in order
to make the party successful. Their tasks will be transferred to
their wrist computers at the security check point.
Maria  Smith  is  a  new employee  and  for  her  this  will  be  the  first
company party event. She has been working for two and half
months and is really waiting for this party. However, today his
boyfriend Frank Sonay came to a surprise visit and wants to come
with her. After all, she has attended his parties, too. She knows
that the security procedures are strict but she borrows the wrist
computer of a fellow employee who happens to be in a hospital
due to a traffic accident. Maria is able to delegate the watch to the
identity of her boyfriend, but only with a limited profile with no
access to the services of AmbVision. Frank acknowledges the
watch by tapping it with his own company issued phone, which
ensures the pairing of identities.
Over 100 employees have already arrived and Matt feels that
nothing can go wrong today. He has made all the necessary
security checks and even stricter security policies for
communication. He puts the security lens on top of his eyeglasses
and views the security logs, i.e., hardware reports, communication
logs, network traffic graphs, and user profile data. So far no
major deviations and everything is under control. Maria and
Frank arrive at the security check point. Their wrist computers
are scanned and the system informs the guard that the current
user identity associated with the watch cannot be identified as
AmbVision employee nor does it have the correct authorisation..
According to the policy, the guard is supposed to send a dedicated
message to the information system which will control the further
activities. Incidentally, Frank happens to be using his own
employee identity and his company is also doing mutual projects
with AmbVision. This same information is relayed (with
information exchange to registry of Frank's company, which tells
who this unidentified person is) to Matt who feels the wrist
computer to tremble and sees the message and appropriate
information. Matt browses the event data file and changes Maria's
task in her computer so that her job is to clean the mess in a
meeting room in 2nd floor in the corner of the building, far away
from the CEO speech room. Maria's wrist computer begins to
tremble and she reads the message and acknowledges that the task
could be done faster if two persons would do the cleaning and thus
Frank comes with her. They arrive at the room and Matt is
already "cleaning" the room with two security staff members
dressed as employees. Maria and Frank arrive and see that the
mess is really big as five persons are needed to clean it. Matt asks
Maria, why she has come with the boyfriend to a party. Maria
starts to explain and gives her sincere apology. Matt tells her that
everything is fine, he just has to change Frank's wrist computer
for such ones that are meant for visitors and welcomes Frank to
the party. However, Maria will lose five company points on her
security portfolio.
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TABLE 3. CORRESPONDENCE OF SECURITY GUIDELINES AGAINST USABILITY

Security guideline User guideline Usability goal Rationale Scenario example implications
Security by default Reduce cost of

implementing
security

Unobtrusiveness
Predictability

No extra mental burden is put
to the user as an expected
default level of security is
always present.

Matt is the person in charge in selecting appropriate
security policy for the event. The system has pre-set
policies (so that additional policies do not need new
implementation) and it is enough for Matt to select and
thus also see what that chosen policy actually means
on the individual, group, etc. level. in relation to the
standard policy. The communication between the
watches and the company systems is protected by
default without the user having to configure anything.
Naturally, the administrative systems are aware of the
legitimate end-devices.

Ease of configuration Reduce cost of
implementing
security
Improving user
awareness

Unobtrusiveness
Visibility
Controllability

User is not needlessly
interrupted with secondary
tasks, but still has a sense of
being in control for added
security.

Users do not have to go through complex
configuration procedures, e.g., tapping  devices
together might be sufficient procedure for
acknowledgement ..

Secure naming Improving user
awareness
Catching policy
violators

Privacy
Controllability
Visibility

Assurance about the
communicating parties and
invariability of them either
with short or long term
identities.

The watches carry the identity of a watch and that of
its current wearer. The systems they interact with can
be  identified  as  legitimate  ones.  Security  logs  can  be
later on audited and one can also see who has accessed
the logs. The trustworthiness of the system can be
measured so that users understands/sees how it
safeguards, e.g., their privacy. Also, Frank was able to
control, which identity he wanted to use with the
watch..

Decoupling
authentication  and
authorisation

Improving user
awareness

Privacy
Visibility

Only authorisation is
explicitly linked to the
execution of the defined
actions.

While the company watch might provide authorisation
to access the event, the wearer identity does not hold
such assertion, which normally could be assigned to
companions,  as  Matt  later  does.  The  user  mental
model is directed toward the action, which requires
authorisation instead of a person (like someone
appearing with a trusted person). This may also ease
the job of log administration as data protection laws
may have more restrictions on the handling of data
containing personal, i.e., identity information.

Privileges &
delegation

Reward pro-
security behaviour

Controllability Efficient execution of tasks
and assigning privileges as
needed for controlling the
disclosure of information
with timely feedback.

The policy of the watch allows delegation of it to other
people, but with limited rights. Users are always also
told about the decisions and why these decisions have
been made. Users are aware of control as e.g. security
checkpoint in the scenario implicates. Also the
security guard did not interfere for stopping the visitor
as the system provided enough information for
evaluation the case so that more appropriate solution
could be carried out. It might have been the case that
another visitor could be handled differently

Liability brokers Catch policy
violators

Unobtrusiveness
Privacy

Outsourcing the trust
evaluation and reliance on
external mechanisms (such as
litigation)

Frank is considered semitrusted as the identity system
of the partner company can vouch for his identity
without Frank having to actively do anything. The
security logs can catch/find policy violators or
possibly organisations that are liable for arranging the
violating privileges.

D. Towards trusted user experience

As we are heading towards future ambient networked
systems, the user should not need to ask how, why, what,
when and where. However, user demand and requirements
vary highly depending on the context and situation. The
technology might not be mature enough yet, as fulfilling user
demand and user requirements in different situated contexts
faces an increasing level of uncertainty. The user demand is
quite often described as a higher-level demand that can be
constructed in a given situated context from the identifiable
attributes. The user requirements, on the other hand, are
often seen as a critical issue of using technology (e.g., so is

the case in requirement engineering). Furthermore, as
ambient systems naturally operate in the background, trust
will become major issue in accepting new systems and
environments into use.

Hoffman has created a trust model with related metrics
for distributed information systems [38]. Trust model has
generic model parameters and subcomponents such as
security, usability, privacy, reliability and availability, audit
and verification mechanisms, and user expectation. In
creating user experience, usability subcomponent has as
general model parameters perception issues, motor
accessibility, and interaction design issues. User expectation
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subcomponent has product reputation, prior user experience,
knowledge of technology, and use of trusted agents.

The perception issues can also be directly linked to
security characteristics, e.g., perception of controllability and
observability. Motor accessibility is a personal feature and
thus the interaction design issues should deal with the special
target groups. Product reputation can be a powerful tool as
the user can feel more trustworthy towards known brands.
Prior user experience could become the major element in
trust provision. In general, most of users do not want to learn
new things, especially if they sound too complex or look
cumbersome to manage. Thus, the technology should have
high enough accurate cognition of the experience and
capability of the user. Observability is also a direct
perception issue, and the user should have that particular
capability. The interaction should provide the perception of
controllability, feeling secured in private and trusted manner
[39].

It is also worthwhile to note that the attitudes of the
people towards the technology and its acceptance changes
over time. As noted in [40], even privacy disruptive
technologies such as camera phones can become socially
acceptable in a relatively short timeframe. Thus, user
suspicions towards the technology have faded. It is more a
question of how technology is used, i.e., in an appropriate
way, and whether the users are aware of the existence of

such technology. As stated in [40], the designers should try
to predict and influence these adoption patterns.

Trust categories, i.e., technical and human trust,
introduced in section III can be seen analogous to usability
and user experience (see Table 4). Technical trust
definitions, attributes of trust (e.g., level of trust, origin of
trust) and carrying out trust related functionalities are very
much similar to usability as both have an objective and fact-
based (measurable) approach. Thus, linking them together in
a conceptual level is very straightforward. On the contrary,
as user experience and user perception of trust are both
subjective, linking them is not as straightforward. Such kind
of trust cannot be modeled based on technical modeling
fundamentals such as system architectures, software
architectures or messages and interfaces between different
nodes or/and components. However, we have tried to
identify security related user aspects brought forward in this
article that are important for building holistic user
experience.

TABLE 4. MAPPING OF USABILITY AND USER EXPERIENCE TO TRUST

Attribute Characteristics Mapping to trust
Usability Pragmatist view: Usability is likely the most

important user requirement as it has a heavy
impact on the acceptance of technology. ISO
9126 metrics can be mirrored through user
experience lens. The methods are carried out in
objective manner to address the required tasks
and accomplishments of the user, e.g., task of
changing password based on metrics such as task
success.

Technical trust
Direct trust: Common shared secret, i.e.,
preconfiguration
Opportunistic trust: The sameness property,
e.g., key continuity
Blind trust: Metrics of uncertainty

User experience Holistic view: Integration of task related issues
and non-task related issues such as challenges
(e.g., in a fashion of games) and stimulation in
order to give more joy and excitement of
performing “mandatory” security functionalities,
i.e., user overall experience is taken into
account. The final set of functions should be
based on subjective design, implementation and
evaluation.

User perception of trust
Being in control: User is empowered to
manage and audit the decisions taken by the
system
Feeling safe: Physical security
Privacy: How and what information is
disclosed
Reputation: Expectations and brand trust
Level of comfort: User is not cognitively
overloaded
Assurance: System functions as expected

VII. DISCUSSION

As we have shown, users are facing risks and
uncertainties in the evolved networked service landscape due
to the user mindset, information leakage, and shortcomings
of the platforms. Users are not generally interested in
technical details such as configuring security; they only want
to get their own tasks done. This can become evident in a
case, where the user has the option of choosing either secure

or insecure service and for some reason the secure version
does not work. Thus, if DoS is launched against the secured
service, the user is tempted to use the available insecure
version instead [41]. Nevertheless, the end users are
increasingly facing the fact that they are expected to become
their own systems' administrators, at least within their home
networks. The security systems provided by user’s work
organisation do not cover leisure time and private mobile
devices.
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Thus, we underline the importance of keeping the
security in the design process right from the start. So, the
user can always enjoy default security without having to
concern him or her with configuration issues as it is evident
that users prefer unobtrusive systems, which do not require
them to understand the mental models behind the security
mechanisms. The importance of such proactive design
choices is also underlined in [42], which proposes research
priorities for future mobile telecommunications.

Additionally, secure identification (be it short or long
term) along with proper privileges need to be applied to
control the information disclosure. Also, many other
mechanisms can be based on the existence of secure naming
as a building block and proper identity management can be
used to alleviate the previously mentioned shortcomings of
purely password based systems. It should be noted, however,
that the user mindset is a challenging topic for solely
technically oriented design, thus, the lessons learnt from the
user experience design can pave the way for a more holistic
approach.

As known already for decades there has been
confrontation between security and usability. Many data
security techniques originate from military world, where
those who need to use a system, are educated to use it and
the rest are kept in dark. In the modern world we need to
recognize both the heterogeneity of networks and the
heterogeneity of users. Trying to add usability on top of an
already designed and implemented service or a product can
lead to serious problems. Another fact is also that security
mechanisms are designed, implemented, applied, and
breached by people. Thus, the user-centered design is
essential for all security related systems. It has been argued
that  hackers  pay  more  attention  to  the  human  link  in  the
security chain than security designers do [43].

Designing secure architectures that should both be visible
to users and hide security implementation, e.g., protocols
used, is challenging. Reducing the user’s burden of complex
configurations is possible, but it requires rethinking of design
methods and phases. Usability studies reveal critical errors
and give feedback for iteration. Although the single product
development of networking devices has strived for both a
satisfying user experience and security, as in [44], generally
the architecture design takes purely a technical approach and
lacks the support for usability aspects.

Considering the tradeoffs between invisible and
transparent security is unavoidable procedure when
designing secure systems, but letting the user decide about
the critical security features is simply bad design. There are
numerous examples of situations where the problems of
complex networking security have been shifted to user
interface level. Many applications even offer users
possibilities to bypass security elements. Relying solely on
user’s skills to make decisions or education as a solution to
security problems is doomed to fail. Gutmann [37] has
pointed out the need of considering theoretical vs. effective
security: if security measures are misused, turned off, or
bypassed, the system offers very little effective security.
Thus, models with "always on" security should be applied,
e.g., with technologies presented earlier. Also, as mentioned

previously, predictability is an important property in user
experience; therefore consistent solutions are needed, such as
those providing secure attachment procedures across
different networks.

There have been success stories of designing usable
security; instead of forcing the user through 38 steps of
WLAN configuration with decisions and actions, by
designing a user interface there are only 4 steps to go [45].
Innovative design solutions and disruptive thinking, which
take a holistic approach to the whole problem rather than
concentrating on one specific problem field at a time, will be
needed. Similar holistic approach can also be used when
applying cross-layer thinking to reduce the performance
effect of multiple overlapping security mechanisms on
several protocol layers [46].

Although global PKI is still considered too complex and
out of reach for typical end users, work for thinking locally
has resulted in usable and secure wireless network [23]. The
use of cryptographic identifiers on local scale can further
benefit such systems. However, the design decisions do not
have to be anything huge and unprecedented. They include
small steps keeping the user in mind and also testing early
prototypes. Writing lists of anti-requirements (things that
your design should not allow the user to do) and simple
“default-action”-tests given in [37] reveal the security level
of the system.

Changes are required also within usability testing itself:
e.g., better use of data logs of the systems, reformulating
activities that we are observing in the field studies, and
reconsidering the methods and topics of the interviews [47].
Designing tests for security systems that also take into
account the usability and user experience factors differs from
designing ordinary customer products or services. Thus, the
development teams of security systems or architectures
should  always  include  also  persons  with  expertise  in
usability and understanding of user experience.

VIII. CONCLUSION

In this article we have presented and elaborated some of
the results found within the Ambient Networks project and
related work. While they cannot be said to be conclusive,
they still provide guidelines and solution concepts, such as
secure naming, which can be used to raise the security of the
future ubiquitous systems to a level, where there is always a
baseline of security present.

Even though networks can be seen to be technical
concepts, the holistic design processes have to also
remember the existence of the user. The user experience
factors on the chosen solutions can dictate whether the
system will ever be deployed or used. Security and usability
have to go hand in hand and be in the design process right
from the start in order to ensure secure user experience. It is
not enough that the designer thinks that the user is safe; the
user also has to have the feeling of being secure. If the user
finds the system obtrusive or too complex to understand, it is
likely that there is little trust towards the system, hence
hindering the adoption of the system.

Integration of user experience into security design is on
its early stages and is not very well studied so far, even
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though usability and security have been the subject of many
studies. In this article we have taken initial steps to introduce
a more holistic view towards designing a trusted user
experience, so that one can take into account the behaviour
of the user and how the user perceives trust in an ambient
environment.

Thus,  we  need  to  learn  more  about  the  users  and  how
they process security related issues. The guidelines presented
in this paper provide a feasible plan going forward but the
real measure can only be taken when we can proudly say that
we are able to provide a secure user experience and the user
can agree to that.
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Abstract

As the evolution of computer technology introduces
new advances in networks among others, online
gaming becomes a new trend. Following the trends of
our era, The Games At Large IST Project introduces
an innovative platform for running interactive, rich
content multimedia applications over a Wireless Local
Area Network. The Games at Large project’s vision is
to provide a new system architecture for Interactive
Multimedia that will enhance existing CE devices such
as, Set Top Boxes (STB), Small Screen and other
devices, which are lacking both the CPU power and
the graphical performance to provide a rich user
experience. In this study we present the controllers’
sub-system of the innovative mechanism that is
implemented within the context of the Games at Large
project. We furthermore provide information on the
encryption and security of the aforementioned
communication channel.

Index Terms — remote control channel, online
gaming, remote command execution, input device
capturing, asymmetric encryption, reverse channel

1. Introduction

The future home is an always-on connected digital
home. By the year 2010, there will be more than 420
million broadband households worldwide [8][16]. With
the standard set for super-high speed, always-on
connection, the way people view entertainment has
fundamentally changed and new standards for
consumption were created. Consumers no longer
expect their Internet access to be only from a desktop
PC - now they want it through the TV in their living
room or in the palm of their hand, inside the house and
on the go. The presented scenario [5] bundles video
gaming capabilities into consumer electronics devices,

such as Set-Top Boxes (STBs), Digital Video
Recorders (DVRs), home entertainment systems, TVs,
handhelds and other devices that are not considered,
today, as real gaming devices since they lack the
necessary CPU and GPU power. In this study we
present a new system for pervasive gaming and
multimedia, which is being developed under the EU
FP6 project, Games At Large (G@L). This study is
dedicated to the design testing concept elaboration, in
order to base the approach for the development of
evaluation and testing methodologies. The testing and
verification process is part of the iterative, spiral-life
workflow model (user-centered design and incremental
improvement based on feedback from user and expert
evaluation of prototypes).

The main idea of the project is that one or more
powerful servers will actually execute the game on
behalf of the client, which will be presented only with
the screenshots of the game and not the game loader or
the execution of complex graphics. On the other hand,
the basic aspect of a game is the interaction with the
end user (gamer). This means that apart from only
presenting the game frames to the user (through a client
– server architecture) the system must be able to
capture any input from the input devices of the end user
and transfer them to the server in order to emulate the
interaction that is done on a physical level when
playing a game. An important aspect of the
aforementioned procedure is security when transferring
the input commands from the client to the server. In
particular, keyboard input, which in most cases depicts
user sensitive data such as passwords or credit card
numbers, must be foolproof.

In this study we present a mechanism for
transferring input commands from any device, acting as
the client, to execution commands at the corresponding
program - game of the server. The purpose of this
mechanism is to be able to control a program that runs
on the centralized server from a remote operating
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system. This mechanism is created within the scope of
the Games at Large project. Meeting the demand of
highly interactive multimedia systems with low cost
end devices (CE), requires a radical change in the
system’s architecture. The Games At Large project
intends to design a platform for running interactive rich
content multimedia applications. Games At Large
vision is to provide a novel system architecture for
Interactive Multimedia which will enhance existing CE
devices such as, Set Top Boxes (STB) and other
devices which are lacking both the CPU power and the
graphical performance, to provide a rich user gaming
experience. We thus present the general architecture of
the sub-system that controls the input of the client
devices and their server side execution. More
specifically, we examine how, input is able to be
captured by any input device on the different end
devices and on different operating systems, how
commands are sent over the network and finally, how
commands are executed at the target software of the
server. Moreover, we present the general architecture
of the encryption subsystem which ensures that the
input from any keyboard devices connected to the
client side is encrypted before being transmitted to the
server side for execution. The purpose of this
mechanism is to expand the capabilities of the
command transferring channel. More specifically, we
examine how capturing from any input device on
different end devices and on different operating
systems is done, how public key encryption is applied
and how commands are decrypted and executed at the
target software of the server. In our work, we are
considering only the confidentiality issues of the
cryptographic module assuming that authenticity
should be provided by the general architecture of the
system or by a different module.

The rest of the manuscript is structured as follows:
the next section provides information about related
work. Section 3 describes the vision and goal of the
Games at Large project. Section 4 describes the general
architecture of the system and the architecture on each
device (the end device and the server). Section 5
describes the encrypted command channel
infrastructure, while section 6 presents the encryption
subsystem. In section 7 we present the general client-
server infrastructure. The paper concludes with general
remarks and future work that will be done within the
scope of the project.

2. Related Work

Computer games constitute nowadays one of the
most dynamic and fastest changing technological area,
both in terms of market evolution and technology
development. In this area, as the computer games are
evolving and online activities and gaming become parts
of our lives, the need for interaction within a client –
server architecture becomes very intense. The
successful paradigms of online gaming such as WoW
[15], Half Life [7] and Second Life [11] are only just
the beginning of a new era for the online games. The
idea that lies behind online gaming is that a game that
can be played by multiple users should not have only a
local context. The basic game software is installed on
the client machine, while multiple servers are assigned
with the task of interconnecting all the possible users to
what is called the “world” or the scenario of the game.
The Games at Large project, as described in the official
website, goes one step further than the classical
procedure of online gaming and the main intention is to
enhance the idea of application on demand [6], in order
not only to support games on demand, but also to
enable devices that lack the physical power to load a
game, to run games Error! Reference source not
found.[1][4][13].

The proposed architecture resembles that of thin-
client computing [17], consisting of a server and a
client that communicate over a network using a remote
display protocol. Graphical displays are virtualized and
served across a network to a client device by the
protocol, while application logic is executed on the
server. By using a remote display protocol, the client
transmits user input to the server, and the server returns
screen up dates of the user interface of the applications
from the server to the client.

Some previous works on computing platforms
include STARS [9], a unified platform that focuses on
tabletop gaming, and [3], where the authors explore
how computer games can be designed to regain some
of the social aspects of traditional gameplay.

Many of these remote display protocols can
effectively be web-enable applications without
application modification. Some examples of thin-client
platforms include Citrix MetaFrame [18], AT&T
Virtual Network Computing (VNC) [19] and Tarantella
[20]. The remote server typically runs a standard server
operating system and is used for executing all
application logic. Because all application processing is
done on the server, the client only needs to be able to
display and manipulate the user interface. The client
can either be a specialized hardware device or simply
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an application that runs on a low-end personal
computer.

The objective of secure communications has been to
provide privacy or secrecy, i.e., to hide the contents of
a publicly exposed message from unauthorized
recipients. The asymmetric encryption / decryption
channel solves the major confidentiality issue of secure
communications. Cryptosystems, as explained by the
classic work of Simmons [12], are symmetric if either
the same piece of information (key) is held in secret by
both communicants, or else that each communicant
holds one from a pair of related keys where either key
is easily derivable from the other. These secret keys are
used in the encryption process to introduce uncertainty
(to the unauthorized receiver), which can be removed
in the process of decryption by an authorized receiver
using his copy of the key or the "inverse key." This
means, of course, that if a key is compromised, further
secure communications are impossible with that key.
On the other hand, in asymmetric cryptographic
schemes the transmitter and receiver hold different
keys at least one of which it is computationally
infeasible to derive from the other.

The work on public key cryptographic systems has
been rather intense over the last 20 years. The main
difficulty in developing secure systems based on public
key cryptography is not the problem of choosing
appropriately secure algorithms or implementing those
algorithms [10]. Rather, it is the deployment and
management of infrastructures to support the
authenticity of cryptographic keys: there is a need to
provide an assurance to the user about the relationship
between a public key and the identity (or authority) of
the holder of the corresponding private key. In a
traditional Public Key Infrastructure (PKI), this
assurance is delivered in the form of certificate,
essentially a signature by a Certification Authority
(CA) on a public key [2].

3. The Games at Large Project

Games at Large (Games@Large) being an Integrated
Project (IP) intends to research, develop and implement
a new architecture to provide users with a richer variety
of entertainment experience in their entire houses, hotel
rooms, cruise ships and Internet Cafés, incorporating
unprecedented ubiquitous game-play. The project
evolved from the home environment to other local
Focus Areas (FA) regarding the benefits such FA may
gain based on the unique technology approach of
Games at Large. The Integrated Project includes
activities of TV Multimedia and Gaming using
Enhanced Media Extender, Local Processing and
Storage Server(s), Handheld Devices and Local

Wireless Network. Games at Large intends to enhance
the existing Digital Living Network Alliance (DLNA)
and the UPnP Forum standards by introducing the
unique set of features required for running games over
a local network, like all other media and content types
(video, audio).

Market interest is now revolving around capitalizing
on the rapid increase of always-on broadband
connectivity. Broadband connection drives to a new,
digital, “Future Home” as part of a communications
revolution, which will affect every aspect of
consumers’ lives, not the least of which is the change it
brings in terms of options for enjoying entertainment.
Taking into account that Movies and Music provided
by outside sources were at home long before the
Internet and Broadband, the challenge is to invent new
content consumption patterns and new types of content
and services.

Games offer a leisure time activity for every member
of the household – from avid gamers to kids, as well as
allowing whole families to play together. Games offer
also leisure time activity for guests in hotels and
visitors in Internet Cafes. Games at Large offers
ubiquitous accessibility for all members of the
household on all desired entertainment devices. The
project focuses on new innovative ideas such as
multiple-game execution on the Games Gateway and
delivery of graphics-rendering meta-data over the home
network via low latency, low bandwidth Pre-Rendering
Protocol to achieve low-cost implementation of
ubiquitous game play throughout the house, while
taking advantage of existing hardware, and providing
multiple members of the family with the ability to play
simultaneously.

Games at Large intends to enable the Games to
diversify from dedicated appliances and a single corner
of the house, to any place at home such as, the TV in
the living room, the handheld device or any other
device with the relevant screen, controls and
connectivity. The project will also provide the required
infrastructure for running games on the hotel guest
room TV or on small screens for people sitting in
Internet Cafés, cruise ships, trains or airplanes.

The technological challenges of the the Games at
Large project are:

 Distributed computing and storage
 Video/Image/Graphics delivery with very low

latency through a wired/wireless home
network

 Adaptation of PC screen-images to TV screen
and handheld devices

 Integration of wireless users’ game control
devices
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 Translation of user ergonomics to different
devices and form factors

 Research of new class of Media Extenders for
games

 Enhancement of STBs to support video games
 Development of new methods for QoS linking

Consumer prospective with system
measurements

 Enhancement of relevant industry standards
for time critical multimedia content while
maximizing Users Experience

 Security aspects for the system’s architecture
as a whole and for each subsystem
independently

The Games at Large project’s mission is to develop a
new method for ubiquitous video games through
unique technology to transfer graphical data while
reducing latency and ensuring QoS in a cost-effective
manner. Main focus will be given on studying and
supporting the use of video games within four different
focus areas: User’s home, Hotels, Internet Café, and
Elderly Houses. A multi-layer approach will cut
horizontally across the Games at Large focus areas,
aiming to assess the conditions under which a Games at
Large platform may frame within and improve the state
of the art of each business domain, through performing
the following, logically consecutive activities:
collecting user requirements, researching and
developing common Technologies, implementing and
integrating those technologies within the required
Servers and prototype CE Devices, running technology
verification and Training and evaluating all results.

4. System Architecture

Figure 1 depicts the general system architecture. As
it is obvious, the system consists of two different
“levels”. The first level includes all the possible servers
that will be used for the system, while the second level
includes the connection of the different end devices of
the system. The server side constitutes of multiple
different servers that are assigned with the task of
serving the games and require a very quick and stable
communication between them, which is guaranteed
using a wired LAN network. The second level of the
depicted architecture is the interconnection of any
possible end device with the server in order to
communicate and interact so as to load and play a
game. Connected clients can utilize a variety of end
devices, such as set top boxes, laptops, PDA’s or
IPTVs.

Figure. 1 General System Architecture

While on the architecture that is described all the
servers can communicate to one another, the end
devices can “see” only one server which is the main
serving and processing server for the games. The server
side of the system is assigned with various tasks, the
most important of which is that of executing the game
and sending the corresponding game screen to the
connected clients. The Local Processing Server (LPS)
coordinates the server infrastructure, and is responsible
for the execution of the game graphics and the delivery
of data between the clients and the server.

The clients are constantly sending feedback to the
server which describes the input commands that are to
be executed to the game instance. Thus, the server
should be able to have at least two communication
channels with each client: one for sending the game
frames or 3D commands (direct channel), and one for
receiving the input from the clients of the game
(reverse channel). An important aspect to notice is that
the channel which, if hijacked, could jeopardize the
system’s security, is the return channel since it contains
not only the input commands that are for execution to
the game instance, but also any other input from user.
For instance, given the fact that the platform is targeted
for commercial use, it is possible that the users will be
required at some point to insert personal information,
passwords, or even a credit card numbers. Hence, the
encryption of the command communication channel
and more specifically, the encryption of keyboard input
commands is of major interest.



175

International Journal on Advances in Security, vol 2 no 2&3, year 2009, http://www.iariajournals.org/security/

5. Command Channel Infrastructure

The idea that lies beneath the communication
command channel architecture is depicted in the flow
diagram of Figure 2. Each end device consists of many

possible input devices that enable the user to interact
with the device and thus enable the user to interact with
the game that is played on the end device.

Register Device

Establish Connection with LPS

Capture Input Format Input Send Data

Establish Connection with End Device

Persistent Connection

Analyze Data
Mapping to

Keyboard or Mouse

Format Data
Properly for
Application

Send Data to
Application

Figure. 2: Communication Channel Architecture.

When the client program starts, it initiates the
device discovery procedure, which may be offered
either by a separate architectural module, e.g. the
device discovery module which uses UPnP, or by a
system call causing the discovery for input devices
attached to the system. It is essential afterwards, that
the results of the device discovery are registered in our
program so that we are aware of the existing input
devices marking out several other non-existing.

The next step of the procedure is to capture the
input coming from the input controllers. This is
achieved by recording the key codes coming from the
input devices. Input devices such as mice or keyboards
are interrupt-driven while with joysticks or joy pads the
polling method is used for reading. The previous means
that whenever an input event is caused by a keyboard
or a mouse, an interrupt message is sent to the message
queue of our program; then it is translated and finally
recorded. However, the polling case of joysticks or joy-
pads means that these devices have to be polled by a
program's thread in order to sense motion or button
presses. The polling period has to be small enough to
capture any input, but not too small to monopolize the

system's CPU. A period of 10ms seems to be in our
occasion a wise trade off.

After an input key code has been captured, the
transmission of it takes place. This is achieved using an
already open socket connection with the server side.
Data is transmitted through the socket in the form of a
string with a certain communication protocol. The
socket connection can either be of TCP or UDP
protocol. Since UDP emphasizes on real time, low
latency transmission, it is preferable for this type of
communication. Even if some key codes are lost in the
process of transmitting them over the network, there is
no real loss since there is a flow of key codes that can
overcome this possible threat. Even though, in real life,
error prune networks, such as WiFi's, the TCP protocol
is selected avoiding the possible game experience fall
caused by lost controller's packets transmission, for
wired networks UDP is preferred.

Since the key codes have arrived at the server side,
they are executed at the running game instance. At this
point, there needs to be a distinction between the
different types of transmitted key codes. There are
basically four types of possible input device’s data
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transmission. Commands may be coming from: (a)
keyboard, (b) mouse, (c) joystick / joy-pad device or
(d) any other HID input device.

In the first case, the server has to recognize the
virtual key code, or the “pressed” / “released” event of
a keyboard button, then do a possible mapping to some
other key code, based on the game and user profile, and
finally deliver it to the active application window for
execution.

In the case of mouse input, the server has to
recognize the virtual key code or the “pressed” /
“released” event of a mouse button, recognize any
mouse wheel event or any mouse movement (absolute
or relative), then do a possible mapping to some other
key code, based on the game and user profile, and
finally deliver the key code to the active application
window for execution.

In the case of joystick/joy-pad input, the server
recognizes the state of the joystick/joy-pad device,
maps the state to the appropriate keystrokes using the
xml mapping file of the particular game-joystick/joy-
pad combination. In this way, we are able to emulate
the joystick/joy-pad input using pure keystrokes–mouse
movements that represent the actual behavior of the
input device. Finally the key code is delivered to the
active application window for execution.

For any other HID input device the system treats
input similarly to the joystick/joy-pad. The only
prerequisite is the existence of a mapping file in order
to convert the commands to keyboard and mouse
instructions

6. Encryption

As already noted, the encryption procedure is only
needed for the keyboard commands that the client
transmits. We will now briefly describe the
initialization procedure for supporting RSA public key
encryption both at the client and the server of the
Games At Large environment, as well as the thereafter
communication between the LPS server and the
connected client.

6.1 Startup phase

When both the client and the server start, some local
initializations take place. Following, the client launches
a connection request to the server which is advertised
to the network neighborhood through the UPnP
module. The server accepts the new client generating a
unique RSA public-private key combination. Initially,
through the persistent connection, the server transmits
the modulus size in bits, the public exponent size in
bits and the key pair size in bytes of the encrypted
fields that follow.

The public key is described by an RSA structure and
its fields are transmitted sequentially to the client
though the possibly unsafe channel. The client then
accepts the structure’s fields and re-generates the
server’s public key. From this point on, any keyboard
commands are encrypted by the client using the
server’s public key and decrypted by the server
providing thus the necessary security guarantee for the
user-sensitive data. The aforementioned procedures are
depicted in Figure 3.
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Figure 3 Initialization of the encryption module

6.2 Transfer of encrypted keyboard input

The idea that lies beneath the communication
command channel architecture is depicted in Figure 4.
Each end device consists of many possible input
devices for interacting with the server. When the client
program starts, it initiates the device discovery
procedure, which may be offered either by a separate
architectural module, e.g. the device discovery module
which uses UPnP, or by a system call causing the
discovery for input devices attached to the system. It is
essential afterwards, that the results of the device
discovery are registered in our program so that we are

aware of the existing input devices marking out several
other non-existing.

The next step of the procedure is to capture the
input coming from the controllers. This is achieved by
recording the key codes coming from the input devices.
As already mentioned, input devices such as mice or
keyboards are interrupt-driven while with joysticks or
joy pads the polling method is used for reading. If the
command that is to be transferred is originating from a
keyboard device, the client uses the server’s public key
to encrypt the data after it has been suitably formatted
adhering to a certain communication protocol. The
encrypted message is transmitted to the server using an
already open socket connection.
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Figure 4 Encrypted Command Channel.

Once the encrypted message has arrived at the
server side, the server decrypts it obtaining the initial
keyboard commands that the client captured. If the
received massage is not a keyboard one, the server

bypasses the decryption stage, delivering the
commands at the running game instance. The algorithm
procedure of this step is presented in Algorithm 1.

//-- Client Encrypts and Send Keyboard Data
int encrypt(string message) {
//pk_size is the public key size
server.send_data(keyboard_type);
//notify the server for
//keyboard command that follows
unsigned char *encrypted;
int enc_size =
RSA_public_encrypt(strlen(message)+1,
(unsigned char *)message,
encrypted, PUBLIC_KEY, PADDING);
if (enc_size != pk_size)
{
Error("Ciphertext should match length of key");
return(-1);
}
//-- send encrypted data
return server.send_data((char
*)encrypted,enc_size);

}

//-- Server Receives and Dencrypts Keyboard
Data
int dencrypt(string encrypted) {
unsigned char *decrypted ;
char temp [MSG_SIZE];
//-- receive encrypted data
client.receive_data(temp,kp_size);
memcpy((char *)encrypted,
temp,kp_size*sizeof(char));
int decr_length = RSA_private_decrypt(kp_size,
encrypted, decrypted, PRIVATE_KEY,PADDING);
if(!decrypted){
Error("Encryption failed");
return -1;
}
Retrieve_vkey(decrypted);
}

Algorithm 1 Encryption and Decryption of keyboard messages



179

International Journal on Advances in Security, vol 2 no 2&3, year 2009, http://www.iariajournals.org/security/

7. Server / Client Infrastructure

In this section, we describe the infrastructure that
was implemented within the scope of the Games At
Large project both at the server and the client side.

7.1 Server Side Infrastructure

As long as we are creating an environment with one
server and multiple clients, it is essential to analyze
how each end device will be able to capture all the
commands from the input devices. This is because the
unique server of the system should receive data that are
sent over the network and execute the commands on
the specific procedure that runs each game.

The “gateway” of the servers is the LPS (Local
Processing Server). The main goal of Local Processing
Server is to run multiple games simultaneously on the
server, whereas each game runs in its own game
environment and is streamed to an end-device. The
game environment is an isolated and encapsulated
“sandbox,” providing the environment for game
execution. The procedure, that makes the simultaneous
running of multiple games possible, decouples the
game execution from the game output, directed to
display card/PC monitor, and all user-facing I/O,
directed to the keyboard/mouse/HID. The LPS server
also implements the encryption policy of the system by
generating random RSA public/private key pairs for
any newly connected clients and by decrypting the
keyboard commands that come from the clients.

The “sandbox” environment for the server is created
dynamically according to: a) the current occupancy of
the resources and the hardware requirements that the
game sets on the server, b) the software requirements
on the client side and c) the current network condition.
In order to be able to run a game on the server, the
system monitors in a periodical manner the hardware
resources of the server and the network conditions
(jitter, latency and bandwidth). Additionally, according
to the end device specifications (hardware and
software), the server decides on the manner that the
game will be executed on the client side.

7.2 Client Side Infrastructure

The possible different clients of the Games At Large
environment are: (a) a Laptop with Windows XP /

Vista environment, (b) a Set-Top Box with either Linux
or Windows CE and (c) an enhanced handheld device
with either Windows CE or a Linux version for small
screen devices.

Each client implementation should consist of the
following components: (a) a device discovery module,
(b) the game browser and game launcher modules, (c)
authentication modules, (d) input capturing and
command transferring modules and finally, (e)
decoders in order to run the streamed game that is sent
from the server.

The device discovery module is used to seek for an
appropriate LPS to connect to and introduce itself to
the LPS with the End Device capabilities. The Games
At Large Game Browser, which queries the Games
Service on the LPS for listing the available games to
the user, enables the user to browse the list of available
games and select one to launch. Personalization of the
UI should be available to the user/provider for enabling
different views for users (i.e. Browser skins). When the
user selects a game and requests to launch it, the
Games At Large Game Browser issues a Start Game
request to the Games At Large Client Game Launcher.
The Game Browser will show to the user only the list
of games that can run on the End Device by filtering
the list according to the capabilities of the End Device
compared with each game requirement.

Authentication communicates with the Games At
Large Game Browser to authenticate the user against
the LPS authentication module that authenticates the
user against the Management Server. The Client Game
Launcher controls all modules on the client side. The
Game Launcher communicates with the LPS
discovered by the device discovery module. The
capture controller captures the Human Input Device
(HID) controls and transfers them to the Controller
Emulator on the LPS via the network layer, using the
Controller protocol.

Each client should also implement the necessary
RSA functions for the encryption module. For this
cause, we are utilizing the OpenSSL RSA library which
is available for the aforementioned platforms [14].

7.2.1 Capturing commands in Windows OS

As already mentioned, the end devices of the system
can be multiple and thus they may use various
operating systems, whereas the server is based on
Windows operating system. When the client utilizes
Windows operating system, the implementation of the
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modules, and more specifically, the command
capturing module, is implemented as a generic driver.
This driver is able to recognize any input device and
transform the command from them to keyboard and
mouse commands, according to mapping files that are
utilized for this scope. The aforementioned is a
windows application, included in the game launcher of
the client, which is called reverse channel module. The
main assignments of the reverse channel module is a)
to ensure that the connection to the server is established
successfully, b) to capture commands from any input
device, and c) to send the commands over the channel
that is present between the client and the server.

7.2.2 Capturing commands in Linux OS

When the end device utilizes Linux operating
system, there is no need for a low level driver (as in the
Windows case) to be implemented as a client-side
program in order to capture the input devices’ input.
On the contrary, the command capturing is feasible
through the evdev Xorg input driver and the evbug
capturing implementation, both of which are available
to any modern Linux kernel. Finally, the keycodes from
any input device are translated to keyboard and mouse
commands and are then transmitted to the server for
execution in the game instance.

8. System Evaluation

Extensive testing that is done by teams of the project
on the issue of delay over the network has proved that
in order to support games that require instant action
(like racers or shooters) it is essential to have at most
50ms latency.
In order to be able to have latency of less than 50ms
and as long as a large amount of them must be used for
the transfer of the game graphics from the server to the
client it is important that the return channel has as
lowest latency as possible. The evaluation proves that
an encrypted channel with dynamic encryption on each
command sent from the client to the server requires 10
to 20ms regardless the game that is played. What we
need to do is to lessen this latency in order to have the
minimum overhead from the return channel.
To achieve lower latency we apply a different type of
encryption on the channel. At the initialization phase
we apply all the encryption as it is described in section
6 but not in order to send commands but in order to
create a secure channel. As long as the secure channel
is initiated we are assured that each byte on the channel
is encrypted by the channel itself. This means that we

are transferring the encryption of the data to a lower
level of the ISO/OSI network layering system. From
the application level of encryption we are moving to a
network level by creating a single secure channel.
This approach has led to less latency on the return
channel which is almost as fast as a pinging command
from the client to the server. Nevertheless, we already
know that we are sending a very small amount of data
per second which is usually hundreds of bytes and in
average even less. The latest testing that was done on
the return channel (specific results cannot be presented
due to the confidence terms of the project) prove that
the latency of the return channel is at most 5ms.
Considering the scaling of the system, although it is out
of the scope of this specific document we can present
some preliminary results. By using a server which was
in the state of the art during the year 2007 (intel core2
duo 2GHz, 2GB RAM), we have managed to play
simultaneously more than 15 casual games from
different clients. When talking about demanding games
the testing that was done proved that we can run 4
demanding at the same time.
As the project is currently under its third year of
running we are not able currently to present extensive
results on the evaluation of the system.

9. Conclusions

In this study we have described the command
execution channel as well as the encryption module of
the Games at Large project, an IP project with the
vision to research, develop and implement a new
architecture to provide users with a richer variety of
entertainment experience in their entire houses, hotel
rooms, cruise ships and Internet Cafés, incorporating
unprecedented ubiquitous game-play. We are
researching and utilizing new technological techniques
to transfer graphical data while reducing latency and
ensuring QoS in a cost-effective manner. Main focus is
given on studying and supporting the use of video
games within four different focus areas: User’s home,
Hotels, Internet Café, and Elderly Houses. A multi-
layer approach cuts horizontally across the Games at
Large focus areas, aiming to assess the conditions
under which a Games at Large platform may frame
within and improve the state of the art of each business
domain, through performing the following, logically
consecutive activities: collecting user requirements,
researching and developing common Technologies,
implementing and integrating those technologies within
the required Servers and prototype CE Devices,
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running technology verification and Training and
evaluating all results.

10. Future Work

As the system is implemented, more and more
features are included on the release versions. These
include modules that utilize network specific
characteristics in order to adapt on the possible
network environment (QoS support). These
characteristics are expected to guarantee a minimum
level of quality to any connected client, either utilizing
a fast wired network or a noisy wireless one.
Additionally, efforts are made towards the direction of
creating software for every possible operating system
in order to enable more end-devices to be connected to
the Games at Large Environment. Furthermore, in our
plans is also the incorporation of a media streaming
server to the gaming infrastructure which will allow the
connected clients to enjoy their preferred music or
video clips with music/video on-demand
characteristics.
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Distributed GIS Approach for Flood Risk Assessment

Abstract – Web-based Geographic Information Systems
(WbGIS) provides key decision support capabilities for the
disaster and emergency management community.
Perspective visualization and simultaneous access to
emergency management data are important capabilities
that WebGIS can provide in support of informed decision-
making process. By using a case study on a section of the
Don Valley in Toronto, Canada, this paper will present a
WebGIS based interdisciplinary approach for flood risk
assessment and will demonstrate the utility of WebGIS in
simulating different what-if scenarios under different
water surface elevations. A visual model of the extent and
the impact was published in the web using GeoServNet
(GSN), a proprietary WebGIS package. The article
highlights the capabilities of WebGIS and addresses some
of the key issues that prevent a proper emergency
response. Issues like time of geospatial data acquisition,
maintenance, processing and update can be a challenge
during emergencies. This article is of importance to
decision makers in public safety and national security
domains, as well as to military personnel working at the
operational level.

1. INTRODUCTION

Numerous fields including environmental planning and
management, agriculture, hydraulics engineering, and
earth science contribute to flood simulation research and
prediction studies. This supports the process of reaching
to quantitative understanding and accurate simulation of
flooding scenarios based on GIS. The availability of
accurate data and efficient modeling tools are bounding
factors for effective flood risk assessment [1,2].
Modeling environmental and physical processes for the
purpose of disaster and emergency management is a
complex process because real-world phenomenon are
typically 3D, time dependent and complex [3]. These
factors make it difficult to obtain a complete qualitative
and quantitative understanding of these processes. Is not
a challenge to represent 3D features on a desktop
system and publish the output on a webservice [2].
Spatial data collection is further developed by new
technologies, such as Light Detection and Ranging
(LIDAR), Synthetic Aperture Radar (SAR) and high-
resolution satellite imagery by GeoEye and Quickbird
has further enhanced 3D spatial information processing,
and contributes to making geospatial information
acquisition and processing much faster and cheaper [4,
5]. All these developments in computing power,

software, internet bandwidth, and data acquisition have
enhanced the power of 3D WebGIS and its ability to
show change and communicate complex geospatial
phenomena. The added dimensionality of 3D WebGIS
allows geospatial modelers to move themselves from
primitive representation of fence diagrams, isometric
surfaces, multiple surfaces, stereo, and block diagrams
[6]. The continuous improvements in hardware and
software technology will ensure that Web-based 3D GIS
become easier to implement, with a wide range of
applications.

This study aims at presenting an interdisciplinary
approach for publishing and visualizing flood
information using GSN and examining the utility and
efficiency of 3D WebGIS decision-support capabilities
in support of disaster and emergency management
operations. What-if simulated scenarios are used in
delineating different water surface elevations for the
assessment of possible impact on critical infrastructure
and land use classes.

An integrated WebGIS approach for flood risk
assessment is introduced in the first and the second
section of this paper. The third section will introduces
an overview of the fundamentals of disaster risk
management. A case study will be presented in the
fourth section to show the procedures to be used for
integrating different data sources and modeling tools to
provide hydraulics simulation driven visual models. The
fifth section will present the results and discusses the
advantages and challenges for using distributed GIS in
flood risk assessment. The last section will present
findings and conclusions of this work.

2. GEOSPTATIAL INFORMATION
TECHNOLOGY

The distribution of geospatial information over a
network of connected computing nodes has facilitated
effective disaster management operations, through
timely access to data and through the ability to
effectively interpret and visualize disaster management
scenarios. Estimating disaster damage and predicting its
impact are among the contributions of the progressive
development in Geospatial Information and
Communications Technology (GeoICT). WebGIS as a
GeoICT element is a centrally managed and distributed
computing architecture. Distributed computing is a
generic term that includes other terms like Internet,
Intranet, the web, network-centric, and more. The
growing trend is to distribute computing services across
a physical infrastructure of networked data storage
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devices and computer processors. This environment
includes both a two and three tier model where the
physical locations of the data storage and application
processing are not on the same machine.

3. DISASTER MANAGEMENT

Many researchers including [18, 23, 24] have struggled
to define disaster. Although disasters have the common
result of leaving behind devastation and loss, there is no
precise definition for the term "disaster". The bottom
line in disaster management is that loss of life and
property should be eliminated or minimized, basic
needs should be ensured, and business continuity should
be secured. The basic requirements for disaster
management can be achieved only through
interdisciplinary efforts and there are no research
methods that are unique to this field [14]. According to
[21, 22] modern disasters are complex and diverse
phenomena with a greater potential for adverse impact.
For many years the effects, impacts, and issues
pertaining to protection from disasters have been the
focus of many researchers including [15- 20]

Flood disasters impact the economy, natural resources,
lives, property and physical infrastructure. The
magnitude of the impact depends on the emergency
measures and the steps taken by the concerned
authorities during the preparedness and the response
phases. Providing accurate and quick information over
the internet could help reduce the loss. A standardized
community-based risk assessment protocol was
developed by Emergency Management Australia [24].
This framework is based on six major elements as
shown in Figure 1 and discussed below:

1- Risk Context: The first phase is related to the
establishment of risk context. Issues related to the
problem at hand and the approaches of solving it are
discussed in this phase.
2- Hazard Vulnerability: The second phase involves
identifying risks in terms of hazard and vulnerability.
The scope and nature of a hazard must be identified, as
well as the setting of the community at risk.
3-Risk Analysis: The third phase in this process is risk

analysis. In this phase, tools of problem analysis, for
instance modeling software, are used to analyze risks
associated with the problem identified in the risk
context phase.
4-Risk Evaluation: The fourth phase is risk evaluation,
which involves prioritizing the risk and comparing it
against risk evaluation criteria. Risk thresholds are also
established in this phase.
5-Communication: The last phase in this process deals
with treating risks according to the result of the
evaluation. Results obtained from the risk evaluation
phase will be communicated to the concerned

stakeholders to allow them to implement disaster
management measures.

Figure 1 Flowchart showing the elements of risk
assessment process (after EMA, 2002)

4. WEBGIS FOR DISASTER AND EMERGENCY
MANAGEMENT

Disasters are dynamic processes [8] and are spatially
oriented [9]. According to [10] most current tools that
are used for disaster management focus on the temporal
component of the four phases of disaster management,
leaving an obvious gap in dealing with the spatial
element. Emphasis on the spatial dimension makes GIS
technologies ideal for simulating the complex spatial
relationships during extreme situations, while still being
able to integrate other modeling tools.

The importance of WebGIS stems from its accessibility
to many users. There are many authorities involved in
planning, decision-making, and communications during
disaster management operations. Desktop GIS does not
provide instant and effective multi-user platforms for
the same project, which require distributed GIS
capability. .WebGIS provide ease of use in terms of the
technical background required from user perspective..
Many decision-makers with limited or no GIS
background can access geospatial information
simultaneously. Decision-makers are generally divided
into two general groups: response teams working in the
field and decision-makers working in emergency
operation centers (EOC). The EOC group works in
different subgroups; communications, planning, and
prediction, various sources of information can be
gathered and used for disaster response and WebGIS is
mostly used by the planning group as well as by field
personnel and relief workers who need to access
information about the current situation.

5. CASE STUDY

This section demonstrates the utility of GIS
interoperability for enhancing emergency management
operations. The focus here is not in showing modeling
results; rather it provides demonstration scenario that
addresses various issues related to how GIS
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interoperability can be used for emergency
management. In particular, issues related to data and
systems heterogeneity.

The Don River is a unique river system, as it flows
through the core of the Greater Toronto Area (GTA).
The origin of the Don River is located at the Oak
Ridges Moraine where the headwaters are fed by
numerous aquifers. The river then flows for 38
kilometers to Lake Ontario and provides drainage for
360 square kilometer of land [11]. The section used for
this study is part of the huge watershed in the province
of Ontario. This section is located within the extent of
North York municipal boundaries. The location of the
study area is shown in figure 2.

Figure 2. Map of Greater Toronto Area showing the study area.

Topographic digital maps in the form of shapefiles and
a 10 meter spacing Digital Elevation Model (DEM)
were collected. Topographic sheets of the area were
used as reference for conducting the study. Hypothetical
flow data were simulated using Canadian Hydrographic
Service (CHS) data as a reference. The land use classes
of the study area were used in flood analysis especially
to know the extent of flood damage with respect to
different classes in study area. The detailed land use
map of the study area is show in figure 3.

Figure 3. Detailed Land use of the Don Valley Watershed Area,
Toronto, Canada

6. METHODOLOGY

ArcView GIS, Hydrologic Engineering Centre-River
Analysis System (HEC-RAS) produced by the US
Corps of Engineers used in the present study. HEC-RAS
is a one dimensional, steady state modeling software for

hydraulics intended for calculating water surface
profiles at cross-sections along a stream, for both steady
and unsteady flow. HEC-GeoRAS is an ArcView GIS
extension specifically designed to process geospatial
data for use with HEC-RAS[5]. GeoServNet (GSN) is a
distributed web-based 3D GIS developed by GeoICT
Lab from York University. GSN is of three main
modules: GSN Builder, GSN Administrator, and GSN
Publisher. The Builder is used to build and index the
raw data prior to its visualization. The Administrator is
used to register the layers built under builder and to
complete the server and security setting before their
publishing. The Publisher is used for setting
visualization parameters, layer display and rendering
functions in addition to the 3D perspective visualization
capability. The system architecture of GSN makes it an
ideal WebGIS Java technology, which provides reliable,
fast, secure, and cutting-edge interoperable GIS
capabilities. The system architecture of GSN is shown
in figure 4[12].

Figure 4. GSN Architecture

The methods followed in this study are: 1) Preparation
The methods followed in this study are: 1) Preparation
of different data layers, 2) Prediction of flooding
Scenarios, 3) Preprocessing 4) Postprocessing 5)
Calculating the flood damage 6) Publishing and
visualization of data using GSN.

The preparation of an accurate database is imperative
for successful WebGIS-based disaster and emergency
management decision-making. This helps with
providing accurate and timely flood information. In this
phase, different data layers of the Don Valley in the
form of shapefiles, grids or Digital Elevation Model
(DEM) were inputted into the GIS database. The DEM
was processed to produce a Triangulated Irregular
Network (TIN) and a complete dataset was visualized
using a standard web browser.

The analysis that was performed to simulate the Don
Valley Watershed involved two major processing
stages, preprocessing and postprocessing. Preprocessing
is the first stage in the delineation of flooding scenarios.
It involves a number of tools that are used for the
creation of files used in developing the geometry of the
Don Valley model. Five themes were created in this
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step; the stream centerline, banks, flow path, cross-
sectional cutline, and land use themes. The stream
centerline theme is used to establish the river reach
network. It was necessary to create upstream endpoints
before creating the reach in the downstream. River
reach was labeled as an identifier and a reach name was
assigned. Then it was possible to write the River
Analysis System (RAS) GIS import file. The RAS GIS
import file was created, and a complete file with a
header, stream network, and cross section information
was generated. After completing the process of
developing stream network, five direct major steps were
completed for conducting hydraulic simulation. The
first step involved creating a new project for river
simulation; the second step involved utilizing the GIS
data. The GIS imported information is in the form of
detailed geometry data that displays geometry derived.
The third step was modeling the flow data; this was
achieved in two different stages, the first was by
entering flow profiles for the cross sections generated
for the section of the study area, hypothetical flow rates
were used in this research in order to support the
concept of the approach, the second was entering water
surface profiles.

Postprocessing is the final phase in conceptualizing the
Don Valley watershed flood model. It is performed in
three separate steps. The first step is the generation of a
bounding polygon and cross section alignments. These
are read directly from the GIS export file. Then, a water
surface theme was created with the extent defined by the
bounding polygon. The water surface elevations at each
cross section were applied along the cross section
alignments and the cross sections were treated as break-
lines in the elevations, creating the TIN. The final step
is to mesh the water surface TIN with the terrain TIN to
produce the floodplain. Different flooding scenarios
were predicted using different water surface profiles in
the postprocessing step. Different water surface profiles
were created from different water surface elevations
using water flow rate parameters. Thus, it was possible
to identify the affected settlements, affected population,
and affected infrastructure, which is of special
importance in emergency management. Immediately
after a flood, the responsible authorities or organizations
need the information about the affected area, affected
people, affected infrastructure i.e. roads and rail
networks, for evacuating or transportation of the
required relief material.

Figure 5. Triangular Irregular Network (TIN) Model for the study
Area.

When the flood scenarios under different flood water
surface elevation levels were predicted and damages
assessed, the results were published and visualized in
3D web environment using the GSN.

7. RESULTS AND DISCUSSION

As discussed in the first section, WebGIS has become
increasingly popular in disaster management. However,
the integration of GIS data with remotely sensed
information has posed a challenge in many occasions
[13]. Determination of which type of data required for
GIS modeling is a crucial issue. In this case, the first
question considered was what is the data required for
building this model? Is it a simple vector data for
drawing maps or a complete set of data for this type of
analysis? Is it specific data for specific software or data
to be digitized directly?

At the preprocessing stage, RAS themes were generated.
The attribution of these shapefiles according to "from -
to" vector topology parameters were very important in
keeping the flow direction and the DEM elevation
details prior to the step of extracting the details of the
model. The information gathered from the DEM
integration with the digitized cross section allowed for
the represention of the channel geometry. This was
achieved for twelve different cross sections and
provided the 3D stream channel parameters. HEC-RAS
is used to represent the stream channel in 3D. Figure 6
is showing the geometric data of the Don Valley
Watershed. These geometric data can be also edited in
HEC-RAS.
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Figure 6. Geometric data of Don Valley Watershed.

Figure 7 summarizes the parameter used and a cross
section output at a station of Don River, which contain
i.e. elevation, slope, steady flow data, velocity, and
channel depth. Different steady flow data at different
stations of Don River are shown in respect of different
profiles. These steady flow data can be edited and
updated in HEC-RAS.

Figure 7. Cross section output at a River Station of Don River.

At the Postprocessing stage, the floodplain was
delineated using the RAS GIS export file generated by
HEC-RAS. In this stage, Water Surface TIN was
created from the cross sectional cutline themes and the
bounding polygon theme for the respective water
surface profile names. Then from the Water Surface
TIN, the respective floodplain was delineated. As
shown in Figure 8, three different flooding situations
under different water surface profiles are shown. The
flood Scenario 1, 2 and 3 were calculated using water
surface profiles PF 1, PF 3 and PF 5 respectively.

Figure 8. Different Flood Scenario at different flood situations.

Figure 8 describes the different flooding scenarios under
different water surface profiles which contain different
parameter e.g. water surface elevation, water discharge,
and velocity. It shows the nearby infrastructure that is at
risk.

Figure9. Affected Roads under different flood situations

Once a flood hits an area, different organizations and
authorities are engaged in emergency response and
immediate measures are taken to manage the flood
efficiently. Important information such as which areas
are affected severely, affected population, affected
infrastructure, and affected land use classes affected and
detailed information about the affected area In this case
study. The roads and rail networks are of special
importance because it is used to evacuate people to
shelters or safer places and to transport relief materials
to relief centers in the shortest amount of time. Roads
and different land use classes affected by different flood
levels were calculated, which will provide the relevant
organizations to know the locations of roads and other
land use classes affected for emergency relief operation
and efficient flood management. The 3D visualization
capability of GSN is useful for better visualizing the
flood-affected area in 3D web environment especially in
the response phase emergency management. The
published flood data was visualized over the Web, as
shown in figure 9 and figure 10 respectively.

Figure 10. The flood extent of the study area. The purple polygons
represent the building footprints. The red polygons are the buildings,
which affected by the flood.
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Figure 11. 3D view of the flood extend and impact shown in figure
(10). The difference between 2D shown in Figure 8 and 3D is very
obvious.

WebGIS provide important interoperability capabilities
for emergency management departments, in form of
data exchange between local, provincial and federal
decision making authorities, in particular for data
sharing specifications and standards. The City of
Toronto demonstrated the need for using GIS
Interoperability in handling many emergency
management situations including the modeling of West
Nile Virus, and Severe Acute Respiratory Syndrome
(SARS) and in planning for two major mass festivals on
World Youth Day in 2001 and the rolling stones concert
in 2003. [17]

Ontario Emergency Management Doctrine [25] is the
two major resources used when dealing with a disaster
and or emergency. According to the Ontario Emergency
Management Act 2005, there are many stakeholders
responsible for deploying resources for emergency
management. The Toronto and Region Conservation
Authority (TRCA) is responsible for flood simulation,
floodplain mapping, and water surface measurement.
All hydraulics and hydrology data are under the custody
of the TRCA. During emergency management
situations, the TRCA will provide flood models and
data through interoperable access to all decision-makers
involved. Semi-real time situational awareness models
can be generated and accessed on-demand based on
stakeholder needs.

The City of Toronto emergency services is responsible
for providing services in a variety of situations, ranging
from simple road maintenance closure to extreme
disastrous situations, e.g. civil infrastructure collapse.

In emergency situations the city police department
utilizes GIS interoperability in a very efficient way. This
includes accessing data provided by the emergency
mapping department of the city and the data provided
by the TRCA.

Toronto Emergency Medical Services (EMS) utilizes
GIS data and information for predicting areas at high

risk of experiencing an emergency and for planning how
they can dispatch their services to these areas. Another
important utility of GIS interoperability for EMS is that,
in emergency situations, it is not easy to prioritize your
response to calls from different parts of the city.

A key role for the provincial authorities represented by
Emergency Management Ontario (EMO) is to monitor
emergency situations and provide support on an as
needed bases. GIS interoperability could provide EMO
with improved situational awareness models by
assembling data from all different departments and
make the data available for basic analysis and
visualization.
GIS interoperability provides key benefits in support of
effective disaster and emergency management
operations. It also allows different decision-making
authorities to access information at the same time and
provide transparent open access to different data
sources. This benefit helps decision-makers to access
multiple servers, thereby obtaining data and services
that are not within organizational boundaries. Through
GIS interoperability, it is possible for the sharing of a
standardized data format that can be used for data
transfer and information sharing in a simple manner

GIS interoperability helps to provide a simple and
accessible means of integration. This is crucial since
emergency management operations stand to benefit
considerably from a process that allows for timely
gathering, modeling and analysis of information. GIS
interoperability, through its standardized protocols has
allowed GIS users to utilize a simple and standard
service. Through the transparency of GIS
interoperability, emergency management stakeholders
can readily access external GIS data and systems.
Transparency here refers to the process of accessing and
sharing data between systems without complicated
protocols. Scalability is another advantage for GIS
interoperability, as it allows for data expansion. This
flexibility in scalability in systems and services is useful
in emergency management operations, which, due to
their dynamic, fast-paced nature require that previously
unexpected situations be accommodated.

The weaknesses with GIS interoperability are related to
policy and procedures. From an operational perspective,
there are particular issues related to the degree to which
data conversion hinders efficient data interoperability.
This may arise if, for example, a particular department
is using engineering data in a Computer Aided Design
(CAD) form and another department is using data in
GIS shapefiles formats. These two formats can be made
to be compatible by
converting CAD data into shapefiles format. However,
the time required for this process depends on data size
and system capabilities. Data maintenance and data
update is another issue that represents an obstacle for
implementing GIS interoperability. Where there is no
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clear policy that identifies roles and responsibilities for
each node in an interoperable system, data update,
maintenance and management can be a challenge. On
the management side, issues related to implementing
GIS interoperability are related to corporate technology
procurement policies, which can contribute to delayed
implementation. Access rights to sensitive information,
such as infrastructure and emergency management,
represent another issue.

8. CONCLUSIONS

The discussed approach was dedicated to describing an
integrated approach for using GIS as a tool for spatial
analysis and visualization in flood simulation. This
integrated approach utilizes GIS as a core technology
for spatial analysis and visualization, and also integrates
with other tools such as HEC-RAS for hydraulics
modeling software. The dedicated approach is of special
importance because it provides an interdisciplinary
solution for solving real world problem. Linking
WebGIS with environmental hydraulics and disaster
management results in an integrated, collective, and
interdisciplinary solution for addressing the reason for
disaster and emergency management, which is the
protection of life and property.

Despite the hypothetical nature of the scenario, it has
shown the benefits that disaster management decision-
makers can gain by adopting advanced and integrated
WebGIS solutions in their day-to-day operations. An
additional factor is the utility of 3D aspects to the
simulation scenario. The contribution of the 3D
visualization perspective demonstrates that WebGIS is
efficient and useful for showing the impact of flooding,
with particular emphasis on spatial extent of flood
impact, and making it accessible for multiple users,
simultaneously. This can aid decision-makers and
planners to have efficient counter disaster measures and
effective response plans.
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Abstract—Privacy is one of the fundamental issues in health
care today and a fundamental right of every individual.
Several laws were enacted that demand the protection of
patients’ privacy. However, approaches for protecting privacy
often do not comply with legal requirements or basic secu-
rity requirements. This paper highlights research directions
currently pursued for privacy protection in e-health and
evaluates common pseudonymization approaches against legal
criteria taken from Directive 95/46/EC and HIPAA. Thereby,
it supports decision makers in deciding on privacy systems and
researchers in identifying the gaps of current approaches for
privacy protection as a basis for further research.
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I. INTRODUCTION

Privacy is a trade-off between the patient’s demands
for privacy as well as the society’s need for improving
efficiency and reducing costs of the health care system.
Electronic health records (EHR) improve communication
between health care providers and access to data and docu-
mentation, leading to better clinical and service quality [2].
The EHR promises massive savings by digitizing diagnostic
tests and images (cf. [3]). The pervasiveness of electronic
devices has resulted in the almost constant surveillance of
everyone and the permanent storage of personal data that is
used and analyzed by corporations or intelligence services.
With informative and interconnected systems comes highly
sensitive and personal information that is often available
over the Internet and – what is more concerning – hardly
protected. It is a fundamental right of every individual to
demand privacy because the disclosure of sensitive data
may cause serious problems for the individual. Insurance
companies or employers could use personally identifiable
information to deny health coverage or employment. Al-
though a variety of laws were enacted that demand the
protection of privacy, only a few of the existing approaches
comply with the current legal requirements. The individuals’
rights are difficult and costly to pursue because they are
limited in the absence of a dedicated authority to oversee
and enforce compliance. The disclosure of personal data
may be avoided through the use of privacy enhancing tech-
nologies (PET), such as anonymization, or more importantly,
pseudonymization. Whereas anonymity allows unlinkability
and maybe unobservability, it prevents any useful two-way

communication. Pseudonymization ensures that a user may
use a resource without disclosing his identity, but can still
be accountable for that use [4].

This paper presents an evaluation of six current privacy
enhancing technologies that specifically aim at protecting
medical data by using pseudonymization and, thus, are used
as a basis for EHR systems. The paper answers two major
questions: (i) Which pseudonymization approaches adhere
to the current privacy laws and (ii) what are the major
drawbacks of current pseudonymization approaches. In the
scope of this paper we regard evaluation as the “system-
atic assessment of the operation and/or the outcomes of a
program or policy, compared to a set of explicit or implicit
standards, as a means of contributing to the improvement of
the program or policy” (cf. [5]). Based on the categorization
of House [6] and Stufflebeam & Webster [7] we use a com-
bination of objectivist approaches: The Testing programs
approach and the Objectives-based approach. The objectives
used for the evaluation are taken from the legal acts HIPAA
and the EU Directive. This evaluation provides management
decision makers such as chief privacy officers and chief
security officers with a funded decision-making basis for the
selection of privacy-enhancing technologies in the e-health
area. As literature does not provide evaluations focusing on
the comparison of PETs in e-health in literature so far, this
paper provides a major contribution to the research area of
privacy.

II. LEGAL BACKGROUND

Nowadays, society is collecting all kinds of information.
In daily life, several types of information are tracked,
which are highly sensitive and can even be damaging to
individuals and organizations [8][9][10]. For example, the
supermarket tracks which items have been bought, mobile
phone providers keep track of customer movements, airlines
know what type of seat and meal is preferred and hotel
chains keep records of room preferences. The exchange and
storage of this information became very cheap and simple
over the Internet. For this reason it is more important than
ever to protect the privacy of individuals. In more than 30
countries, privacy laws protect the data of individuals [11].
The content of these privacy laws varies in each country, but
they are mostly based on the Organization for Economic
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Cooperation and Development (OECD) Guidelines on the
Protection of Privacy and Transborder Flows of Personal
Data [12].

Throughout history, collected information of individuals
has been abused in several ways. Regarding the individual’s
privacy, historically the phrase “to be let alone”, defined
at the US Supreme Court in 1834, became famous. In
the years during World War II, the German government
abused census data to identify people of certain ethnic,
religious or other targeted groups (cf. [13][14]. As various
states gained in power and size, the first privacy laws were
introduced in order to protect minorities. In 1948 the United
Nations ratified a right to privacy in article 12 of the
Universal Declaration of Human Rights. The UN declaration
defines privacy as “No one shall be subjected to arbitrary
interference with his privacy, family, home or correspon-
dence, nor to attacks upon his honor and reputation”. UN
member countries are morally, if not legally, bound by such
declarations. Everyone has the right to the protection of
the law against such interference or attacks. A citizen’s
right of privacy is also recognized in the Article 8 of the
European Convention for the Protection of Human Rights
and Fundamental Freedoms from 1950. In 1966 a Computer
Bill of Rights was suggested, followed by a Rights to Privacy
Act in 1967 was proposed, which banned wiretapping and
electronic eavesdropping.

The first national data-protection law was passed 1973 in
Sweden, followed by the United States in 1974 and West
Germany in 1977 [15]. In the United States, privacy has
not gained much political attention. Discussions on privacy
have been driven often by events in Europe. In the 1970s,
concerns over privacy reached new heights, because of the
abuse of wiretapping, tax, bank and telephone records during
the Watergate scandal [13]. These concerns gave birth to
the Privacy Act of 1974, which applies only to records
of personal information held by federal agencies. These
agencies are allowed to keep records only if relevant and
necessary. They are not allowed to create secret files of an
individual without giving the right to copy their own files.
Furthermore, agencies are not permitted to disclose these
records without the agreement of the individual - except
within the agency for routine use or law enforcement [13].

By the end of the seventies more and more European
States had passed privacy laws. To spread these laws across
Europe, the Organization for Economic Cooperation and
Development (OECD) published the Guidelines on the Pro-
tection of Privacy and Transborder Flows of Personal Data
and the Convention of the Council of Europe in 1980/1981
that defined the provisions for the protection of individuals
with regard to the automatic processing of personal data. To
protect private electronic communications from unauthorized
access by the government, the Electronic Communications
Privacy Act of 1986 and the Computer Matching and Privacy
Protection Act of 1988 have been introduced in the US.

There are currently no privacy acts in the US that could
be compared to the European acts. There are a handful of
laws which cover the use of private data in health care
[17][18][19], the electronic commerce industry [20], the
cable-television industry [21] and a few other areas. A
definition of personal data is given in Section 8(8) of the
Online Privacy Protection Act (OPPA) [22]:

‘... information collected online from an indi-
vidual that identifies that individual, including first
and last name, home and other physical address,
e-mail address, social security number, telephone
number, any other identifier that the Commission
determines identifies an individual, or information
that is maintained with, or can be searched or
retrieved by means of, data described above ...’

In 1995 the European Union (EU) passed the Data Protec-
tion Directive (95/46/EC) [23]. This directive applies to all
personal data, which is collected or processed either elec-
tronically or in old-fashioned paper-filing systems. Article
2(a) of the Data Protection Directive (95/46/EC) defines
personal data as:

‘... any information relating to an identified
or identifiable natural person (data subject); an
identifiable person is one who can be identified,
directly or indirectly, in particular by reference to
an identification number or to one or more factors
specific to his physical, physiological, mental,
economic, cultural or social identity ...’

Moreover, the Data Protection Directive (95/46/EC) is
based on eight principles to which all data controllers
are subject. These principles limit the usage of collected
personal data [24][23][25]:

1) The data must be processed fairly and lawfully.
2) The data must be collected for explicit and legitimate

purposes and used accordingly.
3) The data must be accurate and where necessary, kept

up to date.
4) Organizations have to provide mechanisms to correct,

delete or block data.
5) The data that identifies individuals must not be kept

longer than necessary.
6) The data must be processed in accordance with the

rights of the data subject.
7) Every organization must ensure the security and in-

tegrity of personal data, that they are processing.
8) It is not permitted to transfer personal data outside

the European Union unless the country ensures an
adequate level of protection

Furthermore, to ensure fair and lawful processing of
the collected data, the data controller has to inform the
data subjects which data will be collected and used. The
individual also must be informed of the type of third parties
the collected data will be disclosed to and the data subject
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must have the option to decline [23][25][26][24]. Especially
sensitive data like in the health care sector need more privacy
protection than non-sensitive data in other sectors. Sensitive
medical data like the state of medical health, for example
being HIV positive or having chronic illness, could harm
a person if they are accessed by unauthorized persons.
For example, an employer who accesses medical data of
her employees, could use this information to dismiss an
employee. Another example could be an insurance company
denying a contract because of a chronic illness.

In the European Union, the Data Protection Directive
(95/46/EC) [23] already implements protection for sensi-
tive data, which are related to racial and ethnic back-
ground, political affiliation, religious or philosophical be-
liefs, trade-union membership, sexual preferences and health
[23][25][13][24]. Besides this Data Protection Directive,
an additional Working Document [27] has been released
by the Article 29 Working Party of the European Union,
which provides guidelines for the interpretation of the data
protection legal framework for EHR systems and explains
some of the general principles. The Working Document
also gives indications on the data protection requirements
for setting up EHR systems, as well as for the applicable
safeguards. The processing of sensitive data is generally
prohibited but is tolerated under specific circumstances [25].
Some of these circumstances are:

• if the data subject explicitly agrees on the processing
of her sensitive data.

• if the processing of data is allowed by law.
• if the subject is unable to agree on the processing, e.g.,

due to unconsciousness.

Furthermore the Protection Directive (95/46/EC) defines
the rights for the individual. Some of these rights are:

• to receive information about the processing of their own
data,

• to receive a copy of all personal data held by the data
controller,

• the prevention of direct marketing and automated
decision-making,

• to seek damages for breach of the data protection
principles.

In 2006 the United States Department of Health and
Human Service Health issued the Health Insurance Porta-
bility and Accountability Act (HIPAA) which demands the
protection of patients data that is shared from its original
source of collection (cf. [16][17][18][19][28][29][30]). It is
based on five principles:

1) Consumer control of medical information,
2) Boundaries that limit disclosure of medical treatment

and
3) Payment accountability for violation of patient’s rights

with specific federal penalties,

4) Public responsibility for protecting public health, con-
ducting medical research, improving quality of care
and fighting health care fraud or abuse, and

5) Security of health information by organizations en-
trusted with that information.

The five principles only apply to individually identifiable
health information, which is:

• created by or received from health care providers,
employers or the clearinghouse.

• related to the provision of health care or the past,
present or future medical condition.

• identifies or could reasonably be used to identify an
individual.

• has been transmitted electronically or maintained in any
other form or medium.

However, the act does not include other medical data, for
example car insurance that has medical coverage or general
sickness absence in the workplace that is not the subject of
the health plan [24].

The disclosure of Protected Health Information (PHI) is
permitted in certain cases. For example, the data is disclosed
to the individual itself, the data is de-identified to carry
out health plan’s own treatment, payment or health care
operations. Furthermore, the data owner could give consent
to the processing of her medical data. To protect the privacy
of individuals, many rights have been set up under the Health
Insurance Portability and Accountability Act. Individuals
have the right:

• to inspect or copy their own information,
• to request amendment or correction of erroneous or

incomplete information,
• to request the restriction of use or disclosure,
• to give authorization for certain uses and disclosures.

III. DESCRIPTION OF PSEUDONYMIZATION
APPROACHES

This chapter describes current pseudonymization ap-
proaches in detail. Thereby, we differentiate between three
approaches. Firstly, there is the plain-text approach in which
all data is readable for everyone. This approach could be
compared with the traditional paper-record system. Sec-
ondly, there is the encrypted-text approach in which all data
are encrypted and only accessible to persons with the key
to decrypt this data. Thirdly, there is the pseudonymization
approach, in which only the reference between the data and
the data owner is encrypted. Table I gives an overview of
the approaches:

A. Peterson Approach

Peterson [32] claims to provide a system for provid-
ing personal medical information records to an individual
without jeopardizing privacy. The main ideas behind the
approach are (i) the encryption of patient’s data, (ii) the uni-
versal access to medical records by any (also unauthorized)
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Description Name References
Plain-text approach Approaches of Pommerening [31]
Encrypted-text Approach of Peterson [32]

Elektronische Gesundheits Karte [33][35][36][34][37][38][39][40]
Pseudonymization approach Pseudonymization of Information for
Privacy in e-Health [41][42][43][44][45]

Approach of Thielscher [46]
Approach of Slamanig and Stingl [47][48][49]

Table I
OVERVIEW OF PSEUDONYMIZATION APPROACHES

person while (iii) the patient is responsible for granting
privacy.

The user registers at the provider’s website, receives a
unique Global Key (GK) and server side key (SSID)
generated by the provider and has to provide a unique
Personal Encryption Key (PEK) as well as a password.
The server returns a unique global key GK, which has to
be different from the PEK. GK, PEK and password are
stored in the Data Table. The user is demanded to enter a
PEK until he provides a unique one. After registration the
user may print the GK on an ID Card (on paper).

This approach consists of three database tables, the user
table, the security table and the personal data table. The
user table contains the GK, the PEK, a password and a
foreign key to the security table. The security table contains
a primary key, the method of encryption for the PEK, a
server side encryption key and method and a foreign key
to the personal medical data table. This table contains a
primary key and the data, which is double encrypted with
the PEK and the server side encryption key. Data is stored
double encrypted in the database. If the user wants to retrieve
data from the database, the user enters the GK or PEK,
which are sent to the server through a firewall and checked
if they match any entry in the database. The user enters
an arbitrarily key and gets immediate access to the records
without authentication.

In case of an emergency, the health care personnel can
retrieve the medical data of the patient by entering the
global key GK, or if the patient is responsive to verbal
commands, she can tell them the private encryption key
PEK. The system looks up the database for the entered
GK or PEK and returns the decrypted medical data. The
server looks up the SSID and all corresponding data table
row numbers needed for retrieving the (medical) data entries
from the database. The records are decrypted using (i) the
PEK and the personal encryption method and (ii) the server
side encryption key SSEK and the server side encryption
method and delivered to the user. To modify or delete this
medical data, the patient has to enter her password, which
has been provided at registration time.

Table II shows the different access levels of this approach.
If a person knows the global key GK or PEK or both, but

does not have a password, she is able to view medical data
sets. To be able to add, modify or delete medical datasets,
the person has to provide the password. Peterson argues,
that these access levels protect patient’s privacy, because the
data does not contain any identifying information. So, for
an attacker, it would be of no interest to receive anonymous
data.

Global Key Personal Key Password Resulting Action
No No No Access Denied
Yes No No View Only
No Yes No View Only
Yes Yes No View Only
No No Yes Access Denied
Yes No Yes View and Edit
No Yes Yes View and Edit
Yes Yes Yes View and Edit

Table II
APPROACH OF PETERSON: ACCESS LEVELS [32]

B. Pseudonymization of Information for Privacy in e-Health
(PIPE)

PIPE (cf. [50][42][51][52]) is a architecture that pro-
vides the following contributions compared to other method-
ologies: PIPE allows (i) the authorization of health care
providers or relatives to access defined medical data on
encryption level, (ii) provides a secure fall-back mechanism,
in case the security token is lost or worn out, (iii) stores
the data without the possibility of data profiling, and (iv)
provides secondary use without establishing a link between
the data and its owner.

The client is a service, which provides an interface to
legacy applications, manages requests to local smart card
readers and creates a secure connection to the server. The
server, also called Logic (L), handles requests from clients
to the storage. The data in the storage is divided into two
parts, the personal data and the pseudonymized medical
data. The link between personal data and pseudonymized
medical data is protected through a hull-architecture. The
hull-architecture (see Figure 1) contains a minimum of three
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Figure 1. PIPE: Layered model representing the authorization mechanism

security-layers: the authentication layer (outer hull), the user
permission layer (inner hull) and the concealed data layer.
To reach the next hull, there are one or more secrets, for
example, symmetric or asymmetric keys or hidden relations,
in every hull-layer. A definition of all system attributes can
be found in table III. PIPE defines users with different roles
comprising patient A, relative B, health care provider C and
operator O. The patient is the owner of her data and has full
control of her datasets. She is able to view her medical data,
add and revoke health care providers and she may define
relatives, who have the same rights as herself. Health care
providers can be authorized by the patient to see and create
subsets of anamnesis data. The operators provide a backup
in case the token needs to be replaced.

• The authentication layer contains an asymmetric key
pair, e.g., the patient’s outer public key KA and outer
private key K−1

A . These keys are stored on a smart card
and are protected with a pin code. The outer private key
is used to decrypt the keys of the permission hull-layer.

• The permission layer contains an asymmetric key pair
and a symmetric key, e.g., the patient’s inner public
key K̂A, inner private key K̂−1

A and symmetric key
KA. The symmetric key is encrypted with the inner
private key and is used to en-/decrypt pseudonyms
in the concealed data layer. If a patient associates a
relative, her inner private key K̂−1

A is encrypted with the
relative’s inner public key K̂B . So, the relative is able
to decrypt the patient’s symmetric key KA with her
inner private key K̂−1

B , until the patient’s inner private
key K̂−1

A is changed.
• The concealed data layer contains hidden relations,

which are called pseudonyms. Each medical data set
is associated with one or more pseudonyms ψij . As

the patient is the owner of her medical data and the
person with security clearance, she owns the so called
root-pseudonym ψi0 . These pseudonyms are calculated
with an algorithm, which is based on a secret key. In
our case, this secret key is the symmetric key of the
user. Only instances, who are able to decrypt one of
these pseudonyms ψij , can rebuild the link between
the patient and her medical data.

To find the pseudonyms to rebuild the link to the medical
data, the authors introduced keywords. Keywords are se-
lected on creation time of the medical data or when another
user is authorized. They are encrypted with the symmetric
key of the root user and the user, who is being authorized.
After the keywords are stored in the database, the user can
select any of this keywords to find the pseudonym.

C. Electronic health card (eGK) architecture
The electronic health card architecture

[33][34][35][36][37][38][39][40] is an approach of the
Fraunhofer Institute supported by the Federal Ministry of
Health Germany. The EGK is designed as a service-oriented
architecture (SOA) with some restrictions: The health card
can only be accessed locally on the client side. Services
should use remote procedure calls for communication
due to performance and availability issues. Therefore, the
system architecture is divided into five layers:

• The presentation layer defines interfaces to communi-
cate with the user,

• the business logic layer combines different services,
which are processed automatically,

• the service layer provides special functional uncoupled
services,

• the application layer realizes the user right and data
management, and
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Patient Relative HCP Operator Logic
abbreviation A B C O L
unique identifier Aid Bid Cid Oid
(outer public key, private key) (KA,K

−1
A ) (KB ,K

−1
B ) (KC ,K

−1
C ) (KO,K

−1
O ) (KL,K

−1
L )

(inner public key, private key) (K̂A, K̂
−1
A ) (K̂B , K̂

−1
B ) (K̂C , K̂

−1
C ) (K̂O, K̂

−1
O )

inner symmetric key KA KB KC KO KL

key share σι(K)
medical data / anamnesis ϕi
pseudonym ψij

Table III
PIPE: DEFINITION OF SYSTEM ATTRIBUTES

• the infrastructure layer contains all physical hardware
and software management, for example, data storage,
system management, virtual private networks, etc.

With this layered architecture, the system provides sev-
eral service applications such as emergency data, electronic
prescription, electronic medical report or a electronic health
record system. The system includes a ticketing concept to
realize some uncoupled action in combination with security
mechanisms, to comply with the privacy policy: All data,
which will be stored in the virtual file system is encrypted
with a one-time symmetric key, called session key. This
session key is encrypted with the public key of the patient.
To decrypt the data, the patient has to decrypt the session
key with his private key and finally the data will be de-
crypted with this session key. A user is authenticated by
using a Challenge-Response approach. Therefore the system
generates a random number. This number will be encrypted
with the public key of the user. Only the user is allowed
to decrypt this random number with the private key, which
is stored on her health card and can send it back to the
eGK system. Furthermore, the ticketing concept manages
the access rights to the system. A file or directory in this
virtual file system has a default ticket-toolkit and any amount
of private ticket-toolkits, called t-node (see Figure 2). The
user defines a private ticket-toolkit for every other user in
the system. This private ticket-toolkit could have stronger
or looser access policies as the default ticket-toolkit. The
ticket-toolkit contains a ticket-building tool, a ticket-verifier,
the access policy list and a encrypted link to the directory
or file. Every user holds a root directory in the virtual file
system, which does not have a parent node. Furthermore, any
directory contains unencrypted links to the ticket-toolkits
of their child nodes. This technique enables the system to
perform a fast selection of sub nodes (select * from t-nodes
where parentID = directoryID).

To be able to find the root node of a specific user, the
query service maps a unique identifier, for example the
insurance number to the internal user and returns a ticket-
toolkit containing a encrypted link to the root node. If
there is no private ticket-toolkit available for the user, who
performed the request, the system returns a default ticket-

Figure 2. eGK: Virtual file system [33]

toolkit, which is based on a challenge. If the user is able
to solve this challenge, she will get the access rights, which
have been defined in the default access policy. Both, the
hybrid encryption and the challenge response technique are
based on the asymmetric key pair, which is stored on the
patients’ health card. Neither the operating company nor
any public administration organization could recover the
data, which has been stored in the system, if the patient
lost the smart card or the card is worn out. To overcome
this problem, the eGK architecture optionally provides the
possibility to store a second private ticket-toolkit for every
entry. This private ticket-toolkit uses an asymmetric key pair,
which is stored on an emergency card. The architecture does
not specify this emergency card, but recommends to use the
card of a family member or a notary.

D. Thielscher Approach

Thielscher [46] proposes an electronic health record sys-
tem, which uses decentralized keys stored on smart cards.
The medical data are split into identification data and the
anamnesis data and stored into two different databases. The
key stored on the smart card of a patient is used to link the
patient identity to her datasets. Therefore, this key generates
a unique data identification code (DIC), which is also stored
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Figure 3. Thielscher: Architecture [46]

in the database. Such a DIC does not contain any information
to identify an individual. Data identification codes are shared
between the patient and health care providers to authorize
them to access the medical data set. For more security the
authorization is limited to a certain time period. After this
period any access attempt is invalid. The system provides
a mechanism in case of an emergency. Some parts of the
patient’s individual health data is stored directly on the smart
card. A health professional has immediate access to this
data in case of an emergency. Moreover, the system includes
an emergency call center which is authorized to access the
central database for requests and to read the data in case
of an emergency. Therefore, the health professional has to
confirm their identity to the call center.

E. Approach of Slamanig and Stingl

Stingl and Slamanig [48][49] propose a concept for an
e-health portal with a public user repository and a doc-
ument repository with encrypted medical documents. The
link between these repositories is realized by a 5-tuple
authorization concept (US , UR, UC , UP , Di), which contains
the identifiers of the sender US , the receiver UR, the data
creator UC , the concerning user (i.e. patient) UP , and the
document reference with the decryption key Di. All tuples
except for the receiver are encrypted with the receiver’s
public key. Authorizations and the amount of disclosed
information depend on the tuples used:

• (U1, U1, U1, U2, D1): User 1 creates this tuple concern-
ing user 2 for accessing document 1.

• (U1, U3,−,−, D1: User 1 authorizes user 3 to access
document 1 without disclosing information on the data
creator and the concerning user.

• (U1, U2, U1, U2, D1): User 1 authorizes the concerning
user 2 to access document 1 disclosing himself as the
data creator.

In order to provide unlinkability, each user has a
set of sub-identities, realized as independently chosen
pseudonyms, with individual asymmetric keypairs. One of
these sub-identities is defined as public identity used for
authorizations, while the others are kept secret. Upon receipt
of an authorization, the recipient first decrypts the relation
with the private key of the public sub-identity, replaces
the receiver tuple with one of his secret sub-identities, and
then reencrypts the remaining tuples with the corresponding

Figure 4. Slamanig and Stingl: Repositories and Shares [49]

public key such that the authorization tuple cannot be iden-
tified by any observer, except for the corresponding user. To
prevent so called disclosure attacks (users forced to disclose
their medical data, e.g., at job interviews) a special sub-
identity can be chosen which includes only non-critical data.
Highly sensitive data can be hidden in another sub-identity
[54]. As fall-back mechanism, the authors mentioned that the
distributed key backup to N users using a (t,N)-threshold
secret sharing scheme could be implemented, because the
users private keys are essential for the system.

The authors also propose the application of techniques
such as anonymous authentication and obfuscation to further
improve the patients’ privacy. Obfuscation can be real-
ized by intentionally producing collisions when selecting
pseudonyms such that the pseudonyms are not unique, obfus-
cating the exact links between pseudonyms and documents.
But obfuscation produces computational overhead because
of invalid returned tuples (tuples actually not possessed by
the user need to be identified as such by decrypting them and
checking their semantic content). Anonymous authentication
provides unlinkability between individual access operations
but needs to be executed for each transaction individually.

In [55] and [56] they propose the application of their
concept for personal health records (PHR). The medical doc-
uments are organized in virtual folders (where the content
does not need not be disjunct) which in turn are controlled
by sub-identities. In addition to identity pseudonymization,
the folders and documents are pseudonymized as by foreign
key encryption such that the documents, folders, and sub-
identities cannot be linked by an observer [48].

Anonymous authentication and pseudonymization in the
form of sub-identities provide a great deal of unobservability,
both from the static and dynamic viewpoint. The usage of a
special sub-identity managing only non-critical information
also prevents exposure of sensitive data as a result of
disclosure attacks. While reencryption of the authorization
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Figure 5. Pommerening: Data Flow for One-Time Secondary Use [31]

tuple after receipt ensures unobservability, it also prevents
that the sender can revoke this authorization. In fact, the
sender cannot control if the recipient authorizes a third
person without the consent of the data owner. For finding a
particular document, the user needs to select the correct sub-
identity and folder and decrypt all document references (and
document information) to determine the desired document;
a query mechanism is not provided. Finally, because of the
fully encrypted documents, secondary use is not possible
without decryption by an authorized user.

F. Pommerening Approaches

Pommerening [31] proposes different approaches for sec-
ondary use of medical data. He differs between one-way and
reversible pseudonyms. The first approach is based on data
from overlapping sources for one-time secondary use. In this
case, overlapping sources could be, e.g., data from different
EHRs or biomaterial banks, which have been collected on
another examination. To connect the data, a unique identifier
(PID) is introduced. Figure 5 shows the pseudonymization
workflow. A pseudonymization service encrypts the PID
with a hash algorithm, and the medical data (MDAT) is
encrypted with the public key of the secondary user. The
secondary user can decrypt the medical data and merge the
data of a person, but cannot identify it.

The second approach is also based on one-time secondary
use, but with the possibility to re-identify the patient. There-
fore, Pommerening extends the first approach with a PID
service, which stores a reference list containing the identity
of the patient (IDAT) and the associated PIDs. In case the
patient should be notified, the pseudonymization service
decrypts the pseudonym (PSN) and sends the request to the
PID service, which notifies the data source owner.

The third approach fits the need of a research network
with numerous secondary users. It supports long-term ob-
servation, e.g., of a patient with chronic diseases and allows
to send research results to the patient or her responsible
health care provider. The export and pseudonymization pro-
cedure is shown in figure 6. Therefore a physician exports
her local database to the central researcher database. The
identification data will be replaced with a PID in the PID
service. For each secondary use the data will be exported
through the pseudonymization service. The PID is encrypted
by the pseudonymization service with a project specific key

Figure 6. Pommerening: Data Flow for many Secondary Uses [31]

to ensure that different projects get different pseudonyms.

IV. LEGAL EVALUATION

Pseudonymization approaches (e.g., used for securing
electronic health record systems) have to adhere cer-
tain requirements to accord with privacy laws in the
European Union or United States. The following set
of requirements has been extracted from the Directive
95/46/EC of the European Parliament (DPA) and the Health
Insurance Portability and Accountability Act (HIPAA)
(cf. [23][24][53][17][18][19]).

• User authentication: The system has to provide ade-
quate mechanisms for user authentication. This could
be done, for example with smart cards or finger print.

• Data ownership: The owner of the medical data has to
be the patient. The patient should be able to define who
is authorized to access and create her medical records.

• Limited access: The system must ensure that medical
data is only provided to authenticated and authorized
persons.

• Protection against unauthorized and authorized ac-
cess: The medical records of an individual have to
be protected against unauthorized access. This includes
system administrators who should not be able to access
these medical records, for example, through compro-
mising the database.

• Notice about use of patients data: The patient should
be informed about any access to her medical records.

• Access and copy own data: The system has to provide
mechanisms to access and copy the patients own data.

• Unobservability: Pseudonymized medical data should
not be observable and linkable to a specific individual
in the system.

• Secondary use: The system should provide a mecha-
nism to export pseudonymized data for secondary use
and a possibility to notify the owner of the exported
data, if new medicaments or treatment methods are
available.
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Legal Requirements DPA HIPAA PIPE eGK Po Pe Th St
User authentication x x x x - o x x
Data ownership x x x x - - x o
Limited access x x x x o - x x
Protection against unauthorized
and authorized access

x x x x o - o x

Notice about use of patients data x x x x - - - -
Access and copy own data x x x x o x x x
Unobservability x x x x x - x x
Secondary use - x x o x - - -

Table IV
EVALUATION OF PSEUDONYMIZATION APPROACHES

Abbreviations
Po . . . approach of Pommerening
Pe . . . approach of Peterson
Th . . . approach of Thielscher
Sl . . . approach of Slamanig and Stingl

Legend for DPA and HIPAA
x . . . defined and accurate with the law
- . . . undefined in the law

Legend for pseudonymization approaches
x . . . fully implemented
o . . . partially implemented
- . . . not implemented

Table V
LEGEND FOR TABLE IV

Table IV applies the legal criteria defined above to the
selected pseudonymization approaches. Characteristics that
are accurate with the law or fully implemented are denoted
with x, whereas characteristics that are not accurate with the
law or not implemented are denoted with − and o indicates
properties that are partially implemented.

Fulfilling legal requirements is an important precondition
in order to guarantee security. However, since legal require-
ments are often defined in a generic way they leave room
for interpretation. This results in a variety of approaches that
are often vulnerable to typical attack scenarios. Table VI
presents a list of typical attack scenarios and evaluates these
criteria against the pseudonymization approaches described
earlier.

• Insider abuse: Medical personnel may abuse their ac-
cess rights for their own purposes. For example, they
may want to know how family members or celebrities
are being treated [57]. Insiders do not only abuse their
privileges for their own purposes, they may release
information to outsiders for spite, revenge or profit [57].

• Social engineering: is a common method to get infor-
mation about a person. Therefore, an attacker could
bribe or mislead an administrator of the pseudonymiza-
tion system. For example, the attacker could fake her

identity to get a new security token.
• Data Disclosure: Data mining attacks are a major

threat for the disclosure of sensitive data as shown
by Sweeney (cf. [58]). Sweeney was able to combine
medical data with an electronic version of a city’s voter
list. The attacker can collect statistics and information
about the data. In the worst case scenario the attacker
could reconstruct the pseudonyms.

• Attacker deletes data: If an attacker breaks into the
system, she may have the possibility to delete data.
Therefore the system should be able to detect such
changes and inform the system administrator about this
attack and request a restoration of the datasets.

• Attacker modifies data: An attacker, who has broken
into the system, may also change some datasets. There-
fore, the system should digitally sign all records in
order to detect modifications.

• Attacker authorizes internal users: An attacker could
try to authorize an internal user or herself to be able to
gain access to medical data of other users.

• Attacker authorizes external users: An attacker could
try to authorize an external user or herself to be able
to gain access to medical data of other users.

• Administrator accesses data: Administrators of the
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Possible security issues PIPE eGK Po Pe Th Sl
Insider abuse - - x x x -
Social engineering o o x x x o
Data Disclosure - - o x o -
Attacker deletes data o x x x x o
Attacker modifies data - - x x x o
Attacker authorizes internal users - - o x - x
Attacker authorizes external users - - o x - -
Administrator accesses data - - x x - -
Administrator accesses cryptographic keys - - o x o -

Table VI
COMPARISON OF SECURITY ISSUES AND PSEUDONYMIZATION APPROACHES

Abbreviations
Po . . . approach of Pommerening
Pe . . . approach of Peterson
Th . . . approach of Thielscher
Sl . . . approach of Slamanig and Stingl

Legend for pseudonymization approaches
x . . . security issue
o . . . possible security issue
- . . . no security issue

Table VII
LEGEND FOR TABLE VI

pseudonymization system could access the database if
the data is pseudonymized only by disclosure.

• Administrator accesses cryptographic keys: If system
administrators have access to the private keys of
individuals, she may have the possibility to decrypt all
pseudonyms and link anamnesis to individuals. Every
attacker who gets administration privileges could steal
the database containing the keys.

Most of the approaches implement the requirements of
user authentication, data ownership, limited access and
serve control mechanisms against unauthorized and au-
thorized access. The implementation of the requirement
protection against unauthorized and authorized access is
inadequate. Additional requirements, which enhance the
security of the system and the containing datasets, are
widely implemented. The approaches of Pommerening and
Peterson only pseudonymize data on export. The approaches
of Pommerening have the drawback that the generated
pseudonyms from the PID service are stored in a reference
patient list, to be able to re-build the link to the patient.
To enhance the security, this list can be stored at a third
party institution, but this measure does not prevent an abuse
of the list through an insider of the third party institution.
The system permits attackers to steal the database with all
data linked to individuals. Moreover, system administrators
could abuse their access privileges to release information to

outsiders for revenge, profit or their own purposes [57]. An
attacker could bribe an insider of the third party institution
to get access to the patient list or the identifying data of
some pseudonyms. The Peterson approach has some major
security issues. Although the data is doubly encrypted an
attacker getting access to the database gets access to all
data stored on the server because the keys needed for
decrypting the data are (i) also stored in the same database
and (ii) what is even more important the relation between
the tables (thus between the identification data and the
medical data) are stored in clear text. An attacker getting
access to the database can decrypt all information and, as
the password is stored in the database as well as the keys,
the attacker may change data stored in the database. The
PEK is selected by the user but must be unique in the
system. This behavior does not only open a security leak
because the user trying to chose a key is informed about the
keys that already existing in the system. An attacker could
use the keys reported as existing for immediate access to
the medical data associated with this key. Moreover, this
behavior is impractical and inefficient in practice as the
user might have to select dozens of keys before he enters a
valid one. Peterson tried to prevent the following types of
attacks: insider abuse, disclosure of weakly pseudonymized
data and databases being stolen. He did so by defining that
no identifiable data is allowed to be stored. However, the
system is not able to check if identifiable words exist in the
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data. Thielscher’s approach comes with the shortcoming, that
the pseudonyms are stored centrally in the patient mapping
list for recovery purposes. To prevent attacks to this list,
Thielscher keeps this list off-line, but this mechanism cannot
prevent insider abuse or social engineering attacks. The
usage of a patients-pseudonyms list as fall-back mechanism
could lead to security issues. The work-around of Thielscher
to keep the patients-pseudonyms list off-line promises a
higher level of security, but does not prevent the system
against social-engineering or insider attacks. Furthermore,
it does not provide protection if the attacker gets physical
access to the computer. Another drawback of the system
is the emergency call center. This call center can abuse
their access privileges to get access to medical data of any
patient. The drawback of the approach of Slamanig and
Stingl is that an attacker (a person who gets access privileges
on a document) may authorize other users, send faked
medical documents or disclose medical data. For example,
the requirements to send a faked medical document are, (i)
access to the database, (ii) the public pseudonym UP of
the user, which the attacker wants to harm, (iii) any public
pseudonym to fake the sender US and creator UC , (iv) the
public pseudonym and the public key KR of the receiver UR,
for example the employer, and (v) a harmful document Di.
After the attacker has all the required information, she inserts
a new tuple into the authorization table. After the next login
of the receiver, the system replaces the public pseudonym
of the user with a private pseudonym of the receiver. The
authors suggest obfuscation to handle this problem. The
approach does not prevent tuple reordering and, thus, allows
the attacker to modify data.

PIPE, eGK and Slamanig/Stingl store the data
pseudonymized in the database. Attackers who get
access to the database or system administrators cannot
link the data to individuals. All those approaches provide
a high level of security. Even if the attacker breaks into
the database, she would not be able to link and read the
stored data. Maybe, the attacker could do a data profiling
attack and get some informations from the unencrypted
keywords, if these contain any identifiable words. The only
way to link the data to an individual is by doing a social
engineering attack and fake the identity of the person, the
attacker wants to attack. Therefore, the attacker would have
to fake a official photo identification in order to get a new
smart card to access the system. Another method to link
data to an individual is by doing a data mining or data
profiling attack.

V. CONCLUSION

Health care require the sharing of patient related data
in order to provide efficient patients’ treatment. As highly
sensitive and personal information is stored and shared
within highly interconnected systems (e.g., electronic health
records), there is increasing political, legal and social pres-

sure to guarantee patients’ privacy. Although, legislation
demands the protection of patients’ privacy, most approaches
that lay claim to protect patients’ privacy fail in fulfilling
legal requirements.

This paper gave an overview of research directions that
are currently pursued for privacy protection in e-health and
evaluated common pseudonymization approaches against le-
gal criteria taken from legal acts and literature. Thereby, this
paper answered the questions (i) which pseudonymization
approaches adhere to the current privacy laws and (ii) what
are the major drawbacks of pseudonymization approaches.
In order to answer the first research question, seven legal
requirements have been extracted from relevant legal acts.
These requirements could be used for the future development
of pseudonymization approaches. At the moment, only two
out of the six evaluated pseudonymization approaches fulfill
the legal requirements. Therefore, only two out of the
six approaches can actually be considered for use in the
European Union and United States. Moreover, the results of
the evaluation show that newer approaches already consider
legal demands and fulfill more legal requirements of the
European Union and the United States. An additional secu-
rity evaluation, carried out to answer the second research
question, shows that there are major drawbacks in most
of the systems. Some approaches use a pseudonym-patient
mapping list, which could very easily be abused by an
insider of the system, for example a system administrator. A
more secure way was presented by eGK, where all data is
linked to backup security tokens. However, if both security
tokens are accidentally destroyed, for example by fire, all
data would be lost forever. Only two approaches suggest a
solution to share the keys of the security token in the system
using a threshold scheme. PIPE is the only approach which
implements such a fall-back mechanism.

From the six candidates that were evaluated, only two
can be seriously considered for use in practice. The result
show that more contemporary approaches fulfill more of the
legal requirements of the European Union and the United
States. Whereas the eGK approach encrypts patients’ data,
PIPE leaves the decision of encrypting patients’ data up
to the user. Therefore, PIPE turns out to be the more
appropriate option if secondary use is demanded. Apart from
this difference both approaches - eGk and PIPE - provide
a similar level of security and fulfill the majority of the
applied criteria. The results of the evaluation can support
decision makers (such as chief security officers) especially
in health care in their decision process when it comes to the
selection of a system for protecting patients’ data according
to legal requirements posed by HIPAA or the EU Directives.
Furthermore, the results may assist researchers in identifying
the gaps of current approaches for privacy protection as a
basis for further research.
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Abstract—Enterprises face various risks when trying to
achieve their primary goals. In regard to the information
infrastructure of an enterprise, this leads to the necessity
to implement an integrated set of measures which should
protect the information and information technological
assets effectively and efficiently. Furthermore, tools are
needed for assessing risks and the performances of
measures in order to guarantee continuous effort to
protect the enterprises’ assets. These tools have to be able
to support the handling of the vast amount of security
relevant data generated within the enterprise information
infrastructure and their analysis. Both tasks are typical
for security information and event management. In this
context, the current paper introduces an approach for
malware log data analysis by using business intelligence
methods. Thereby, examples are given which are derived
from the results of a project being conducted with a
world-wide operating enterprise.

Business Intelligence; Data Mining; Malware; Online
Analytical Processing; Security Information and Event
Management

I. INTRODUCTION

In general business management research as well as
in the field of business informatics, it is a well known
fact that the effective as well as efficient processing of
information constitutes one of the most important
drivers for the success of an enterprise [DBKDA 2009,
1; 2]. For this purpose, adequate information systems
are used. The organization’s functions and processes
highly depend on information and on those information
systems, which semi- or fully automatically support
information processing [3].

Considering that already a temporary unavailability
of essential information systems may lead to existential
dangers, special attention must be paid to measures
which ensure that all devices and applications of the
information infrastructure being necessary for the
information processing activities are used. Furthermore,
breaches in the confidentiality, integrity, and the non-
repudiability in regard to information assets or
information processing technologies may constitute
perceptible impairments or even existential crises [4].

The protection of these security objectives therefore is
one of the central goals of information management,
which generally aims to support the executives with an
optimally designed and run information infrastructure.
Tasks and responsibilities focusing on the achievement
of the aforementioned security objectives are attributed
to the subdivision respectively -function of information
security management.

An integrated bundle of measures (containing
organizational, technical, logical as well as physical
measures) is needed for the realization of the defined
security objectives [5; 6]. Here, information security
management includes the steering and controlling of
measures as well as their initial planning. This process
must be seen as a continuous operation to guarantee a
sustainable realization of the desired level of protection
[7; 8]. In this context, information again incorporates a
very important role – it forms the basis for any possible
modification of the measures aiming to hold or improve
the level of protection which is defined by the
executives on the basis of an analysis of threats and
economic impacts.

As subdivision or sub-function of the information
security management of an enterprise, the security
information and event management (SIEM) discussed
in this paper typically uses a wide range of information
from various elements of the information security
architecture. The information security architecture is
defined as the part of the information infrastructure
which contains all components to enforce the defined
information security objectives. Further more, these
components can be used for the management and re-
engineering of the relevant security concepts. From this
background, the architectural elements compromise all
access controls, operating system cores, firewalls and
further measures to guarantee safe communication, for
instance [9].

As comprehensive as the amount of elements of the
information security architecture is, as comprehensive
is the amount of data generated from its elements. As
consequence, the task of data evaluation is complex and
time consuming. Therefore, a critical success factor for
executives of SIEM has to be seen in the quality and not
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the quantity of data relevant for the decisions about the
conceivable modifications of security measures.

Due to the amount and complexity of data that have
to be analyzed, questions about adequate tools, methods
and models to support the analysis process arise. Here,
one of the most successful applied approaches in the
business management context is business intelligence
(BI). This paper shows how BI can be used to answer
two questions which are relevant for SIEM: 1. How do
malware causing attributes relate to each other? 2. How
does malware spread in the IT landscape and how long
does it reside in the system? For these purposes, known
malware which occurred within a certain timeframe
will be analyzed.

After dealing with the theoretical backgrounds
concerning SIEM in Chapter II, Chapter III introduces
the concept of business intelligence. Chapter IV shows
how Online Analytical Processing (OLAP) can be
applied for SIEM. Chapter V then focuses the research
objectives of this paper from the perspective of data
mining whereas Chapter VI refers to its results. Chapter
VII gives a brief conclusion and finally, Chapter VIII
exemplifies future work.

II. THEORETICAL BACKGROUND – SIEM

Before presenting how BI, in particular OLAP and
data mining, may support the goals of SIEM, the
following paragraphs characterize specific problems of
data analysis as well as the requirements for designing a
BI system. In the first step, terms and definitions which
are relevant for the overall conceptual coherences are
introduced.

A. Relevant Terms and Definitions

Information as the first relevant term used in the
discussion of information security management topics
can linguistically be derived from the Latin informatio.
In this turn, informatio stands for the explanation or
interpretation of ideas as well as it can be used in the
meaning of education, training or instruction. This gives
a first consideration about an accurate and precise
definition: Information in this paper is defined as an
explanatory, significant assertion that is part of the
overall knowledge as well as it is seen as specific, from
human beings interpreted technical or non-technical
processed data [10; 11].

The just given definition of information is precisely
in line with the ISO/IEC standards which explain that
information “can exist in many forms. It can be printed
or written on paper, stored electronically, transmitted by
post or by using electronic means, shown on films, or
spoken in conversation” [7; 8]. This – mostly trivial –
way to use the term information unfortunately does not
reflect the common sense in the information security
community. There, it is quite often assumed to only
affect electronic data, and thereby information security
management has mostly to deal with IT. Although this

paper focuses on data gathered from technological
elements, it is stressed that this only covers one aspect
of the entire tasks of information security management
executives.

As consequence of the appreciation of information,
also information security has to cover technical as well
as non-technical challenges. In this context, the ISO
explains that whatever “form the information takes, or
means by which it is shared or stored, it should always
be appropriately protected. Information security is the
protection of information from a wide range of threats
in order to ensure business continuity, minimize
business risk, and maximize return on investments and
business opportunities” [7; 8].

The term SIEM combines security information
management and security event management. In both
areas, the focus lies on the collection and analysis of
security relevant data in information infrastructures
respectively the security infrastructures. Thereby, the
security event management emphasizes the aggregation
of data into a manageable amount of information in
order to deal with events and incidents immediately (for
example, in a timely fashion).

In contrast to security event management, security
information management primarily focuses on the
analysis of historical data aiming to improve the long
term effectiveness/efficiency of the information security
infrastructure [12].
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As shown in Figure 1, SIEM then stands for the
amalgamation of security information management and
security event management into an integrated process of
planning, steering, and controlling security relevant
information on the basis of the data collected from the
information security architecture. Carr states: “Security
information and event management (SIEM) systems
help to gather, store, correlate and analyze security log
data from many different information systems” [13].

B. Selected Challenges SIEM is facing

The analysis of security relevant data collected from
the information security architecture is a challenging
task because of the following reasons:
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 Amount of data
 Heterogeneity of data formats
 Heterogeneity of the data contents
 Limited personnel and budget

As consequence of the various information security
architecture elements and the number of protocols, the
amount of data gathered is massive. Thus, considerable
manual effort is needed to gather relevant information
about security threats. Furthermore, the data collected
exist in various formats, making evaluation difficult and
time-consuming. The heterogeneity of the data contents
also impedes a simple and flexible analysis. Depending
on the system and the action performed, the data may
contain information about incidents or threats due to
email or internet use, for example. In addition, data may
be recorded, since specific ports are used by gateways
and firewalls, for instance. Therefore, the possibility of
manually analyzing data which are derived from the
information security architecture elements is severely
limited due to the sheer volume of data as well as the
heterogeneity of data formats and contents.

Two further aspects must be considered. Typically,
information security management divisions have only a
small fraction of personnel, and the budget is also
limited. As well as in other entities of an enterprise, the
resources also spent for SIEM have to be managed
economically. Thus, SIEM faces the same requirements
as the other organizational units of the entire enterprise.
The executives have to allocate resources in such a way
that the specific entity contributes to the enterprise’s
goals as much as possible [14]. To sum up, the
following aspects are identified as the primary
requirements for SIEM:

 Extraction of information and knowledge
 Establishment of an integrated and continuous

management process
 Effective and efficient data evaluation
 Support for network management
 Support for compliance management

By identifying relevant information and deducting
knowledge from the existing volume of data, SIEM
strives to guarantee the protection of information and
information system values. To achieve this goal, it is
necessary to conduct SIEM as an integrated, continuous
management process. In turn, this process is dependent
on the information relevant to the decision makers. This
information again is extracted from the data pool. From
the background of the limitations of data evaluation as
described above, it is crucial to establish appropriate
(what means highly effective and efficient) practices
and mechanisms to support the data processing for the
needs of the SIEM executives.

As consequence of the numerous elements installed
in the enterprise information security architectures, the

number of protocols as well as the amount of data
generated is enormous. Depending on the system and
the action performed, log data may contain information
about incidences or threats (due to email or internet use,
for example). In addition, the data relevant for security
information and event management (SIEM) may be
recorded because specific ports were used by gateways
and firewalls, for instance [15].

III. THE CONCEPT OF BUSINESS INTELLIGENCE FOR

SUPPORTING SIEM

After describing the challenges of SIEM, the current
chapter focuses on the introduction of the concept of
business intelligence (BI).

Business intelligence stands for a conceptual
framework which bundles numerous approaches, tools
and applications used for the analysis of business
relevant data [16]. The general aim of BI is to support
effective and efficient business decision making for
what purpose a data warehouse is built up. Usually a
data warehouse serves as the central storage system of a
BI system. For implementing a BI application serving
the goals of SIEM, a reference architecture has to be
defined initially. Here, Figure 2 shows the layers and
elements of an architecture that serves as a basic
guiding topology in this context.
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A. Data Sources

At the lowest level of the BI reference architecture,
various enterprises’ operational systems as well as
useful external data sources are located. They serve as
data suppliers for the data warehouse as the integral part
of the middle layer. The data primarily relevant for
SIEM is gathered from the information security
architecture elements which log information security
relevant processes and incidents. This includes data
about installed operating systems, versions of patches,
installed anti-malware programs or information about
the frequency of user password changes, for instance.
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Potential threats can be identified by logging policy
violations, malware reports, login-/logout-events and
account-lockouts of users. This data is transported to
log servers providing the input data for the data
warehouse.

B. Storage and Processing Layer

One goal of a BI application is the consolidation of
different data contents and formats towards a uniform
perspective. For this task, an ETL (extraction,
transformation, and load) component is combined with
solutions for storing and preparing the data for later
presentation / analysis [17]. This component constitutes
a further module of the BI architecture and serves as the
interface between the operational systems and the data
warehouse [18]. It transfers the heterogeneous data into
a consistent and multidimensional data perspective and
loads the data into the data warehouse; in detail:

Extraction: Extraction deals with the selection and
deployment of source data. Since relevant data typically
exist in a very heterogeneous form, the ETL tool needs
to access all data from the operational systems
containing the security relevant log data.

Transformation: Transforming the source data into
the target formats of the data warehouse is the central
task of the ETL process. It can be further divided into
the steps of filtering, harmonization, aggregation and
enrichment. Filtering ensures that only the data
necessary for the multidimensional analysis is loaded
into the data warehouse. Log files usually contain lots
of information not needed for analysis. For example,
Windows event logs record a multitude of application
and system information. But for the purposes of SIEM,
only information security events are needed. Following,
harmonization corrects the data of syntactical and
semantic defects. Also an adjustment of codes,
synonyms and homonyms as well as the unification of
different definitions of terms will be conducted. For
example, for the same person, a different user name
could have been assigned in a Windows environment
and in a UNIX or a Linux environment. In the
multidimensional database, this user must be clearly
identifiable, however. In a further step of
transformation, the consistent, but in the lowest level of
granularity existing data will be aggregated to improve
analysis performance. Here, the aggregation of hosts to
organizational units or geographical locations is a
possibility. Enhancing the data by adding contextual
information represents the last and very important step
of the transformation process because the knowledge
generated in the consequence enables to systematically
substantiate decision making processes on a broader
base.

Load: Finally, the extracted and transformed data is
loaded into the data warehouse where it is permanently
stored. For this purpose, batches are used. In order to
ensure the adequate supply of information in regard to
timeliness and quality, the question has to be answered

how long the interval between the single batches should
be. Thus, depending on the amount of data as well as on
the information and communication technologies in use
and the information needed by the decision makers, the
data is transferred flexibly from the source systems into
the data warehouse.

C. Presentation and Analysis Layer

The top layer of the BI reference architecture
comprises all methods and tools which are capable to
analyze the multidimensional data as well as to present
analytical reports. Among the different possibilities in
this context, OLAP and data mining methods play an
especially prominent role:

Online Analytical Processing: OLAP is a software
technology. It allows decision makers to accomplish
fast, interactive and flexible requests to the relevant
data stored in a multidimensional structure [19].

Data Mining: While OLAP focuses mainly on
historical analysis, data mining is concerned with a
prospective analysis. By applying various statistical and
mathematical methods, data miners aim to identify so
far unknown data patterns [20].

OLAP and data mining increase the prospect of
analyzing security relevant data efficiently for the short
term treatment (e.g., of malware threats) as well as for
the long term improvement of the overall information
security architecture. Especially in regard to the SIEM
challenges, BI offers the chance to handle the accrued
amount of data and to transfer the heterogeneous data
into a consistent format that can be used for analyses
and reports of SIEM relevant topics.

IV. APPLYING ONLINE ANALYTICAL PROCESSING

FOR SIEM

Up to now, challenges of SIEM and characteristics
of BI have been described. The following chapters
focus on the combination of these fields, presenting an
OLAP application for SIEM.

A. Multidimensional Data Model

Modeling an adequate multidimensional data
structure is one of the crucial factors of success when
designing a BI application. It forms the basis for the
execution of the ETL process with which relevant data
is loaded from the operational systems into the data
warehouse. The resulting data construct can then be
analyzed by typical OLAP operations: Slice, dice, drill
down, and roll up. By using these operations, diverse
occurrences of different perspectives can be determined
and evaluated, like the frequency of malware infections
within a certain period on a certain operating system,
for instance. Figure 3 visualizes the arrangement of the
dimensions mentioned above in the structure of a so
called data cube [21].

Multidimensional data models consist of a fact table
and further tables which serve to depict the so called
dimensions. Dimensions stand for the relevant entities
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with which the metrics of the fact table can be analyzed
[22]. Hence, dimensions are used to provide additional
perspectives to a given fact [23]. In order to ensure the
data quality, it is of vital importance to follow a
systematic and holistic approach when defining the
dimensions and selecting the facts.

Virus 1

Virus 2

Virus 3

OS 3
OS 2

OS 1

9 5 0

0 20 14

11 0 15

Operating Systems

Months

Viruses

Occurrences

Figure 3. Example of a data cube for OLAP analyses

The content proposed in this paper refers to the key
findings resulting from a cooperative project between a
university and an industrial institution of leading
presence. The goal was to develop a solution for a more
sophisticated analysis of information security relevant
data. The industrial institution uses a combination of
several security systems. The generated log data is
stored in a centralized relational database. Amongst
others, main sources of the log data of interest are those
from anti-malware solutions.

Figure 4 illustrates the business objectives of the
business intelligence project and the way log data
contributes to them.

Incident Incident Incident Incident

Relationship Analysis of
Attributes Affecting Malware

Malware Permanence
and Propagation Analysis

Analysis
Goals

Aggregation

Log
Events Log Event Log Event Log Event Log Event

Log Event Log Event Log Event Log Event

Figure 4. Aggregation of Log Events

A log event thereby is a specific, single event created
by some log source and stored in the database. An
example for a log event is the finding of a malware
program. Log events are very numerous and hard to

analyze, so they are aggregated to incidents. An
incident thus covers one or more log events which
belong together.

In order to aggregate malware logs, two cases must
be considered:

(1) A malware which is detected at t1 reappears on
the same computer at t2 and thus generates a new
log file. For this case, the reappearance of the
malware at t2 is treated then as a new incident, if
the malware has been deleted successfully in t1 and
the subsequent scan has not revealed a persistence
of the malware. In addition, the malware events
must have occurred on the same computer and must
be caused by the same user.
(2) Further on, each log event indicating that a new
malware has been detected on a computer becomes
part of a new malware incident.
Figure 5 gives an overview of the input log data

made available for the case study. Only known malware
was in the focus of the upcoming analysis.

Hosts

Users

Malware Events

Unix Events

Windows Events

Context Data Log Event Data

Figure 5. Overview of Input Data

The data set can be separated into actual log data
and context data. The actual log data is divided into
three types. On the one hand, logs contain log data
originating from the Windows operating systems. On
the other hand, for UNIX hosts, similar data was made
available. The most interesting log data in respect to the
paper is the malware log data. The malware event
records contain information about the time, location,
and type of malware found on a system.

The context data consists of records representing the
computers (hosts) and the users of the enterprise’s IT
systems. These records offer data in several dimensions
such as geographic and demographic information. The
user records include fields containing information like
the user’s age and gender as well as his or her
organizational status within the company. The host
records include fields containing the computer’s current
status and the operating system running on it as well as
information about the patch status of the operating
system.

The resulting multidimensional data model,
presented in Figure 6, illustrates the relations between
the relevant dimensions containing different levels of
hierarchy and the measures (facts).
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Figure 6. Multidimensional Data Model for Malware Analysis

The metrics Malware Event Count and Malware
Incident Count can be analyzed according to these
dimensions in any combination.

The User Dimensions include demographic
information about users (e.g., gender, age category)
who caused malware events as well as their admin
status on the host where the malware was found.
Additionally, their geographic location is tracked by the
Location dimension, which consists of the hierarchy
levels Country, City and Organizational Unit.

Information about the host computers on which
malware events were found is provided by the Host
Dimensions. The host Model is a description of the
hardware. The host Status provides information about
the host’s current status in regard to anti-malware
logging as well as information about the patch status of
the operating systems.

The Malware Dimensions provide information
about the Type of malware found and its Threat Level,
which is either “high” or “low” by previous definition.
E.g., cookies, adware, and joke programs are classified
as low risks while malware such as viruses, trojans, and
key loggers represent high risks. The Malware Source
indicates the location of the malware; e.g., “local hard
drive” or “internet browser files”. Since anti-malware
programs scan on a regular basis as well as on file
access, the corresponding scan types are the elements of
the dimension Scan Type. The countermeasures which
are taken by the anti-malware software constitute the
definition of another dimension (Counter Measure).

This multidimensional processed data also serve as
data basis for the upcoming data mining process.

B. Prototyping an OLAP System for SIEM

Dashboards are usually used to visualize different,
distributed information in a concentrated and integrated
form. Relevant information is qualified in order to
represent large quantities of information to the decision
makers more clearly. Dashboards enable organizations
to measure, monitor, and manage business objectives
more effectively in the consequence [24]. In the case of
SIEM, security dashboards are deployed in order to
visualize security relevant data.

The dashboard illustrated in Figure 7 is currently set
up to enable analysis of malware permanence and
propagation. Here, the four reports merely provide
descriptions of the data, indicating irregularities. Thus,
they provide the starting point for a more accurate

analysis, which is only possible within the individual
organizational context. Since the original results of the
data analysis are not allowed to be published due to
confidentiality requirements, it has to be stressed that
the following findings base on generated random data.
Nevertheless, the results convey an impression about
the possible outcomes of such an analysis.

Report no. 1 depicts the top five malware programs
measured by the number of affected hosts, the number
of affected users, and the duration of the malware in the
institutions’ IT systems. The malware “JS/Downloader-
AUD” stands out, infecting 664 hosts and 431 users. It
was present on at least one host on 322 days which is
virtually every day in the given time frame of one year.
This result implies that this particular malware either
remains on the system or returns frequently.

A specific top five list of malware affections is
helpful to identify particular pertinent malware and thus
is a valuable tool for risk management. The types of
malware visualized in the diagram can be filtered while
the time period of the collected data can be adapted to
one’s need. The variability of such dimensions is a
main feature of multidimensional OLAP analysis.

Report no. 2 illustrates the long-term development
of the number of hosts and users infected with malware.
Once countermeasures have been applied, this diagram
can be used to control the measure effects. Scaling from
quarters to months or even days, the diagram can also
serve for medium to short-term controlling tasks and is
thus another useful tool for risk management.

The reports no. 3 and 4 give details about the most
frequent malware, in this case of the “JS/Downloader-
AUD”. The left diagram represents the success of
malware elimination over time, the right one shows the
presence of the malware in the IT systems over time. In
this chart, strong excursions are to be recognized. Even
after deleting the malware successfully, it seems that
the malware re-emerges quickly. Further investigations
concerning this malware should be accomplished.

During the project, several more dashboards were
developed to enable users to analyze malware findings
in regard to geographical aspects, for instance. The
associated reports are represented as color coded maps
in which significant occurrences of malware affection
can be recognized rapidly. Further more, occurrences
can be examined in detail by drilling down. With this
opportunity, enterprises are able to identify locations
which particularly cause the malware spreading. Thus,
it can be derived in which organizational units security
measures have to be improved immediately. Another
dashboard visualizes user groups which cause various
malware, by demographic characteristics. In this way,
various age groups and/or gender-specific classes can
be identified that correlate with increased malware
affection. This information could be utilized to design
specifically targeted awareness measures aiming to
significantly reduce malware infections amongst the
users and for other purposes.
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To sum up, all OLAP functions specified above can
be used for detailed analysis in dashboards. First of all,
dashboards give a general overview of the relevant
measures, but also can be designed for presenting
important details. Additionally, using a reporting tool,
many other OLAP reports can easily be generated by
accessing the data warehouse. Here, dimensions can be
combined flexibly in order to analyze measures in
regard to the perspectives of individual interest. In the
consequence, OLAP enables a powerful descriptive
analysis and effectively supports SIEM.

V. DATA MINING RESEARCH OBJECTIVES

Undoubtedly, the simple storage of security relevant
data alone does not enable to draw sensible conclusions
from the data in order to support SIEM. Data by itself is
of little direct value since potential insights are buried
within and are often very hard to uncover. As described
above, OLAP and dashboards are one way to analyze
and visualize data which is modeled multidimensionally
and stored in a data warehouse. Data mining is another
option. The concept of data mining provides specific
algorithms for data analysis, like association analysis,

clustering, or classification [25]. These algorithms
originate from diverse research fields, like statistics,
pattern recognition, database engineering, and data
visualization, for instance.

It has to be stressed, that the application of data
mining algorithms must be accompanied by preparatory
as well as post processing steps [25]. As Fayyad et al.
point out, “blind application of data mining methods
can be a dangerous activity, easily leading to the
discovery of meaningless and invalid patterns” [20]. In
order to conduct the necessary steps, and to analyze the
data efficiently / effectively, the Cross Industry Process
for Data Mining (CRISP-DM) was used [26]. CRISP-
DM is an industry- and tool-neutral process model for
data mining analysis which was and still is applied in
several industry sectors successfully.

Actually, every single log event is potentially
interesting for further investigative analysis. Since most
organizational IT networks are in some way connected
to the Internet and are thus subject to attacks from
outside, the most popular application of data mining on
log data is concerned with intrusion detection [27; 28].
In addition, questions to be answered by analyzing the

Malware Security Dashboard
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Figure 7. Excample of a Malware Security Dashboard
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log data could be why, where, when, and how long a
malware incident happened and who was involved and
responsible. In order to attain new and useful insights
from the log data of interest, the following research
objectives were identified.

A. Objective 1: Relationship Analysis of Attributes
Affecting Malware Infection

One goal of applying data mining techniques is to
identify interesting, unknown and relevant patterns in
the data. Rules help to verbalize and quantify the
patterns. The resulting set of rules can then be further
analyzed by a human expert who decides how these
rules will further be used in the process of SIEM.
Among the different methodologies which are used to
extract rules from a given data set, the authors of this
paper focused on the association analysis. This method
aims to discover interesting relationships between the
attributes of a data set [29]. For this purpose, the two
measures support and confidence are used. They
indicate the interestingness of a relationship. Support
quantifies how frequently a rule is applicable to a given
data set, while confidence indicates how often items in
B appear in transactions that contain A [29]. As
depicted in Figure 8, the support of 2% means that in
2% of the whole set of hosts, Windows XP and a
malware incident went along with each other. The
confidence of 10% conveys that malware incidents
occurred on 10% of all Windows XP hosts.

All Hosts
(100%)

Windows XP
Hosts

Hosts with
virus incidents

2% Support

All Hosts

Windows XP
Hosts (100%)

Hosts with
virus incidents

10%
Confidence

All Hosts
(100%)

Windows XP
Hosts

Hosts with
virus incidents

2% Support

All Hosts

Windows XP
Hosts (100%)

Hosts with
virus incidents

10%
Confidence

Figure 8. Support and Confidence

Mathematically, support and confidence can be
represented as in the following equations, where A is
the antecedent and B the consequent of the rule:

 Support (A  B) = P (AB);
 Confidence (A  B) = P (BA).
Since many relationships may exist between the

attributes causing malware incidents, the following
research objective has been stated: “Given malware
incidents with certain attributes, find associations
between those attributes, and state them as rules
satisfying a minimum confidence and support.”

B. Objective 2: Malware Permanence and
Propagation Analysis

Another interesting question is how malware
spreads in the IT landscape and how long it resides in
the system. Such a profile may contain data about the

number of computers and users affected by malware
incidents and the duration the malware resides within
the IT infrastructure. Thus, the second objective of
mining the security relevant data aims to analyze
malware permanence and propagation.

Here, the k-means algorithm was applicable in order
to cluster malware incident records in dependence of
their similarity. Describing similarity is the main task of
clustering algorithms. Similar records are put into the
same cluster, whereas dissimilar records are allocated to
different clusters. Thus, the second research objective
was stated as “given a set of n malware incidents, group
them by similarity into k clusters”.

VI. DATA MINING RESULTS

Since the results of the data mining analysis are not
allowed to be published due to confidentiality reasons,
the following findings also base on randomized data.
Nevertheless, the results convey an impression on the
possible outcomes of using data mining techniques for
supporting SIEM.

A. Findings of the Relationship Analysis

Since the Apriori algorithm is appropriate for
analyzing small or mid-size data sets, the authors have
decided to apply this algorithm to provide an answer for
research objective 1 [29]. Table I depicts an extract of
random data which served as input in this context.

TABLE I. OVERVIEW OF DATABASE EXTRACT

highfalseII5.

hightrueII4.

lowfalseIII3.

lowfalseV2.

lowtrueIV1.

Malware RiskUser is AdminUser AgeNo.

………n.

hightrueII4.

lowfalseIII3.

lowfalseV2.

lowtrueIV1.

Malware RiskUser is AdminUser AgeNo.

highfalseII5.

hightrueII4.

lowfalseIII3.

lowfalseV2.

lowtrueIV1.

Malware RiskUser is AdminUser AgeNo.

………n.

hightrueII4.

lowfalseIII3.

lowfalseV2.

lowtrueIV1.

Malware RiskUser is AdminUser AgeNo.

Each row represents a virus incident with three
attributes. Thereby, the user ages are grouped into one
of five classes with “I” for the youngest employees to
“V” for the eldest ones. In order to find out which
attributes are associated with high malware risks (or
low malware risks, respectively), the different types of
malware had to be assessed prior to the analysis. This
was done by adding a new attribute to the data table for
malware risks. Thus, it was possible to assign each user
a “low” or “high” malware risk. Like done for OLAP,
cookies, adware, and joke programs were classified as
low risk while malware such as viruses, trojans and key
loggers, was classified as high risk.

Since the data mining analysis focused malware
affecting indicators, only those item sets were regarded
which contain the risk attribute. In order to gain
significant rules, support and confidence factors, as
shown in Table II, were calculated.
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TABLE II. ASSOCIATION RULES

hoher Malware-Befall, wenn Support % Confidence %

1.
user age category = E and
user gender = male

9.5 82.7

2.
user age category = D and
user gender = male and
user is admin = false

5.3 75.6

… … … …

hoher Malware-Befall, wenn Support % Confidence %

1.
user age category = E and
user gender = male

9.5 82.7

2.
user age category = D and
user gender = male and
user is admin = false

5.3 75.6

… … … …

niedriger Malware-Befall, wenn Support % Confidence %

…
user is admin = true and
user gender = female

1.5 50.7

n.
user age category = E and
user gender = female

8.7 60.9

niedriger Malware-Befall, wenn Support % Confidence %

…
user is admin = true and
user gender = female

1.5 50.7

n.
user age category = E and
user gender = female

8.7 60.9

The Apriori algorithm made it possible to separate
the rule set. Rules with a confidence of less than 70%
and a support of below 5% were not taken into account.
The upper part of the table displays the rules which lead
to high malware affection. The lower part displays
those rules with low malware affection, respectively.
The support of rule 1, as shown in the table, allows to
conclude that in 9.5% of malware incidents the user’s
age category is IV, the user’s gender is male, and the
malware affection was high. The confidence of rule 1
indicates that in 82.7% of those malware incidents
where the age category is IV and the user’s gender is
male, the malware affection is high.

It was tempting to interpret the rules indicating low
malware affection similarly. However, the analysis only
included records which already represented at least one
incident. The “low malware affection” incidents merely
occurred on hosts with less malware incidents. Thus,
the last two rules have to be interpreted with specific
attention, since they merely indicated lower affections
than rules 1 and 2, for instance, but not a complete
absence of it.

B. Findings of the Malware Permanence and
Propagation Analysis

Data mining aiming to describe the permanence and
propagation of malware incidents throughout the hosts
of the enterprise was not performed in a straightforward
fashion such as for the association analysis. The efforts
put into this task are described now.

In order to narrow the analysis focus, measures for
malware permanence and propagation were defined.
The propagation of malware is described by the number
of hosts and number of users a specific malware has
affected. The duration of a malware infection can serve
as measure for malware permanence. With background
of these measures, concrete data sources were defined.
Here, the malware event data served as basis for what
reason no further data preparation was necessary.

The most difficult measure to extract from the data
was the duration of a malware infection. A malware
infection in this context is defined as the duration in

which the same malware was present on different hosts
within the entire enterprise. So, if a specific malware
was identified on at least one host at the beginning of
April and again in the middle of April, one is dealing
with two separate infections. The malware incident data
thus was aggregated once more to provide information
about such infections. This time, the aggregation had to
be performed along the date attribute of the malware
incidents. Incidents with the same malware and similar
dates were aggregated to the same malware infection
group.

In order to identify similar dates, a grouping
algorithm was applied. The algorithm devised for the
present use case groups data objects by date and
malware ID. The results were a number of classes, each
containing a number of data objects with the same
malware ID and a similar date. The algorithm performs
the following steps for each identified malware ID:

(1) Sort all data objects by date.
(2) Create an initial empty group.
(3) Go through the data objects systematically and
compare each date to the date of the previous one. If
dates are similar, put the current data object into the
just opened group. Otherwise, close the open group
and create a new one containing the current object.
Similarities between dates may be parameterized. In
the case above, dates were considered dissimilar if
they were more than 7 days apart.
Finally, the attribute “group” was added to each

record. This attribute will have the value “0” if the
record belongs to no group and a different number if it
is part of a malware infection group. The result was a
number of groups, each containing data objects with the
same malware ID and a similar date. The grouping
algorithm was parameterized during test runs in such a
way that most groups contain either mostly malware
incidents with high malware affection or mostly those
with low malware affection.

After pre-processing the data, a cluster analysis was
performed. Some findings are depicted in Figure 9. Due
to the already mentioned confidentiality reason, real
values must not be shown; hence, the results of the
analysis cannot be discussed in detail. Since the k-
means algorithm has been proven to be effective in
producing good clustering results for many practical
applications, this method was applied for clustering the
malware incidents [30]. The attribute distributions
indicate if the administrative privileges, the age, and the
gender result in uncommon malware affection.

In total, eight clusters were identified. Figure 9
shows cluster 1 and 3 which were the most extensive
ones. Cluster 1 includes 22%, whereas cluster 3
contains 19% of all malware incidents. Cluster 1 reveals
that male users (cell 2) are likely to be affected by low-
risk malware (cell 1) while in cluster 3 female users
(cell 6) are in danger of being affected by high-risk
malware (cell 5). Further on, cluster 1 indicates that
middle-aged employees tend to be infected by malware
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(cell 3). The admin status does not seem to have
influence on malware infection in this cluster (cell 4)
what is surprising. This is also the case in cluster 3 (cell
8). In contrast to cluster 1, cluster 3 reveals that
younger and elder employees tend to have malware on
their computers (cell 7).

11 55

66

77

22

33

44 88

Figure 9. Results of the Cluster Analysis

VII. CONCLUSION

While BI systems are used in many enterprises to
support classical business entities like the controlling or
production one, they usually have little to no experience
with BI systems in the context of SIEM. Taking the
benefits of a classic BI system into account, this paper
focused on the option of using OLAP and data mining
techniques for the purposes of SIEM. Based on results
of a project with an international enterprise, it can be
derived that OLAP and data mining strongly support
information security management teams. The gathered
data can be analyzed more efficiently and patterns can
be found which were previously hidden. Although the
methods do not increase the detection ratio of malware
directly, they support in finding internal (and external)
factors which influence malware infestation. As result,
measures (like awareness campaigns) could be set up to
increase performances of running traditional measures
like anti-virus and intrusion detection systems.

It has to be stressed that the quality of the data is
crucial for success and that interpretation questions in
regard to false positives and false negatives were not in
the focus of this paper. Thus, the implementation of an
adequate ETL process to transfer data from the source
into the data warehouse correctly and consistently is as
important as the validation of the accuracy of the data.

In order to narrow the entire set of data to a manageable
subset and to ensure that this subset matches the needs
of the decision makers, the data relevance must be
judged. In addition, an appropriate multidimensional
data model which serves as the basis for flexible data
analyses has to be designed.

While many research papers focused the analysis of
log data e.g., for web marketing purposes, the analysis
of security relevant log data has barely been explored.
As result of the named project, it was exemplified that
the so called native data mining methods are applicable
for the analysis of security relevant log data.

Although the results presented in this paper are
based on random data, rules were identified throughout
the data mining project indicating that the age of a user
has impact on malware affection on the one hand and
that the user’s gender influences malware occurrences
on the other hand. At the same time, it had to be stated
that the admin status of a user does not seem to have
influence on malware affection. However, the findings
should not be generalized as they may relate to specific
circumstances of the project conducted.

Due to the amount of data processed during the
timeframe of the project, major efforts had to be made
to ensure the quality of the log data in regard to its
readiness for analysis. Though not being in the focus of
this paper, it has to be stated that the application of a
data mining process, like CRISP-DM for instance, is a
crucial success factor in this context.

VIII. FUTURE WORK

Naturally, the results of the association analysis
should provide information about relationships between
the different attributes which influence the number of
malware occurrences on the enterprise’s hosts. Easily
understandable representations of such information are
rules. A rule might say that “if a user has administrative
privileges on a host, this host does not have an
abnormal high number of malware incidents”.

As for research objective 1 discussed in this paper,
it seems sensible to create another model based upon a
different technique in order to support or disprove the
rules generated by Apriori. This can be achieved by
training a clustering model with the k-means algorithm.
An association rule might be supported by the cluster
analysis, if at least one cluster can be associated to it. A
cluster representing the rule stated above might contain
only those records in which the user possessed
administrative privileges and the host was subject to a
relatively low number of malware occurrences.

In order to serve the goals of SIEM, future research
has to focus on further fields of log data analysis. For
example, policy violations could be monitored by the
use of data mining methods. Since enterprises usually
have a bulk of policies (like password and access rules
or the enforcement of regular updates of anti-malware
and operating system software) to which the users and
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hosts have to comply to, the corresponding security data
cannot be handled manually. By applying the described
data mining techniques here, factors for violations of
policy compliance could be identified efficiently as well
as countermeasures could be set up in a timely fashion
in the consequence. Thereby, identified policy violation
issues should be categorized, rated, and visualized
automatically in a clearly arranged manner. Thus, the
information security management executives can be
provided with high-quality information. Thereby, data
mining is a promising option to identify patterns inside
the data sets which were previously hidden.

Another way to perform data analyses and visualize
the results is OLAP. This technology leads to efficient
identifications of policy compliance violations for
which corresponding countermeasures could be set up
rapidly. The presented OLAP approach should not only
be limited to the own enterprise. Also, the standard
reporting modules of anti-malware software can be
substantially improved by integrating a function which
enables to use dashboards as presented in the paper.

To sum up, the possibilities of BI in the context of
SIEM are manifold. Thereby, data mining techniques
offer the promising chance to extract new knowledge
out of the seemingly unstructured set of continuously
logged data on the one hand. On the other hand, OLAP
enables various powerful descriptive analyses of
measures according to different perspectives of interest.
This knowledge again enables to design new or adjust
current measures resulting in an enhancement of the
quality of the entire information security infrastructure
of the enterprise using BI for SIEM.
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Abstract—Search Engines have greatly influenced the way
we experience the web. Since the early days of the web
people have been relying on search engines to find useful
information. However, their ability to provide useful and
unbiased information can be manipulated by Web spammers.
Web spamming, the practice of introducing artificial text and
links into web pages to affect the results of searches, has been
recognized as a major problem for search engines. But it is
mainly a serious problem for web users because they tend to
confuse trusting the search engine with trusting the results of
a search.

In this paper, first we discuss the relationship between Web
spam in cyber world and social propaganda in the real world.
Then, we propose “backwards propagation of distrust,” as
an approach to finding spamming untrustworthy sites. Our
approach is inspired by the social behavior associated with
distrust. In society, recognition of an untrustworthy entity
(person, institution, idea, etc) is a reason for questioning the
trustworthiness of those that recommended this entity. People
that are found to strongly support untrustworthy entities
become untrustworthy themselves. In other words, in the
society, distrust is propagated backwards.

Our algorithm simulates this social behavior on the web
graph with considerable success. Moreover, by respecting the
user’s perception of trust through the web graph, our algo-
rithm makes it possible to resolve the moral question of who
should be making the decision of weeding out untrustworthy
spammers in favor of the user, not the search engine or some
higher authority. Our approach can lead to browser-level, or
personalized server-side, web filters that work in synergy with
the powerful search engines to deliver personalized, trusted
web results.

An earlier version of this paper was presented at [35].

Keywords-Web search; Information Reliability; Web graph;
Link structure; Web Trust; Web Spam

I. INTRODUCTION

Search Engines have greatly influenced the way we expe-
rience the web. Since the early days of the web people have
been relying on search engines to find useful information.
When the web was relatively small, Web directories were
built and maintained that were using human experts to screen
and categorize pages according to their characteristics. By
the mid 1990’s, however, it was apparent that the human
expert model of categorizing web pages would not scale. The

first search engines appeared and they have been evolving
ever since.

But what influences their evolution? The way a user
interacts with a search engine is through the search results to
a query that he or she has issued. Search engines know that
the quality of their ranking will determine how successful
they are. If users perceive the results as valuable and reliable,
they will come again. Otherwise, it is easy for them to switch
to another search engine.

Research in Information Retrieval has produced a large
body of work that, theoretically, produces high quality search
results. Yet, search engines admit that IR theory is but one of
their considerations. One of the major issues that influences
the quality of ranking is the effect that web spam has on
their results. Web spamming is defined as the practice of
manipulating web pages in order to influence search engines
rankings in ways beneficial to the spammers. Spammers aim
at search engines, but target the end users. Their motive is
usually commercial, but can also be political or religious.

We should mention here that, to people unfamiliar with
web spam, the term is confused with email spam. Even
though both term describe manipulation of information to
confuse people in cyberspace, which is why we call them
both “spam”, they are very different in the way we expe-
rience them. In particular, email spam is pushed onto the
users through email and we can learn to recognize it easily.
Web spam, on the other hand, is misinformation that we pull
through search engines, and thus it is very difficult to learn to
recognize it. Sometimes, the term “adversarial information
retrieval” is used to describe web spam. A more descriptive
name for it would be “search engine ranking manipulation.”

One of the reasons behind the users’ difficulty to dis-
tinguish trustworthy from untrustworthy information comes
from the success that both search engines and spammers
have enjoyed in the last decade. Users have come to trust
search engines as a means of finding information, and
spammers have successfully managed to exploit this trust.

From their side, the search engines have put considerable
effort in delivering spam-free query results and have de-
veloped sophisticated ranking strategies. Two such ranking
strategies that have received major attention are PageRank
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[5] and HITS [27]. Achieving high PageRank has become a
sort of obsession for many companies’ IT departments, and
the raison d’être of spamming companies. Some estimates
indicate that at least 8% of all pages indexed is spam
[12] while experts consider web spamming the single most
difficult challenge web searching is facing today[21]. Search
engines typically see web spam as an interference to their
operations and would like to restrict it, but there can be no
algorithm that can recognize spamming sites based solely
on graph isomorphism [4].

In this paper, we first explain why we need to understand
web spamming beyond the technical details. Web spamming
is a social problem first, then a technical one, and there is
strong relationship between it and social propaganda. In fact,
[34] presents evidence of its influence on the evolution of
search engines. Then, we describe and evaluate an algorith-
mic way of discovering spamming networks automatically.
Finally, we discuss a general framework for the long-term
approach to web spam

A. Background

Web spamming has received a lot of attention lately [3],
[4], [12], [13], [17], [20], [21], [23], [28], [31], [32], [37],
[34]. The first papers to raise the issue were [32], [21].
The spammers’ success was noted in [3], [10], [12], [13],
[22]. Web search was explained in [1]. The related topic of
cognitive hacking was introduced in [11].

Characteristics of spamming sites based on diversion from
power laws are presented in [12]. Current tricks employed
by spammers are detailed in [16]. An analysis of the popular
PageRank method employed by many search engines today
and ways to maximize it in a spamming network is described
in [4]. TrustRank, a modification to the PageRank to take
into account the evaluations of a few seed pages by human
editors, employees of a search engine, is presented in [17].
Techniques for identifying automatically link farms of spam
pages were presented in [45], [2].

A comprehensive treatment on social networks is pre-
sented in [43]. The connection between the Web and social
networks was explicitly noted in [29], [38] and implicitly
used in [5], [27]. In fact, Kleinberg’s work explores many of
these connections (e.g., [26]). Identification of web commu-
nities was explored in [28], [14]. Work on topic-sensitive and
personalized web search is presented in [19], [24]. The effect
that search engines have on page popularity was discussed
in [8].

Research in the past has focused on the identification of
web communities through the use of bipartite cores [28]
or maximum flow in dense subgraphs [14]. Some of the
background information on Web Spam and its connection
to social propaganda was presented in [34].

The rest of this paper is organized as follows. The next
section gives an overview of the problem of information
reliability and web spamming. Section II-B has a short

introduction to the theory of propaganda detection and the
next section II-C discusses the relationship between the
Web Graph and the trust social network. The following
section II-D analyzes the evolution of search engines as
their response to spam. Section III describes the backward
propagation of distrust algorithm and the following sec-
tion IV presents some of our experimental results running
this algorithm. Finally, the last section V has our conclusions
and a framework for the long-term approach to web spam.

II. ON INFORMATION RELIABILITY AND WEB SPAM

A. Web Spam

The web has changed the way we inform and get in-
formed. Every organization has a web site and people are
increasingly comfortable accessing it for information on
any question they may have. The exploding size of the
web necessitated the development of search engines and
web directories. Most people with online access use a
search engine to get informed and make decisions that may
have medical, financial, cultural, political, security or other
important implications in their lives [10], [42], [22], [31].
Moreover, 85% of the time, people do not look past the
first ten results returned by the search engine [40]. Given
this, it is not surprising that anyone with a web presence
struggles for a place in the top ten positions of relevant web
search results. The importance of the top-10 placement has
given birth to a new “Search Engine Optimization” industry,
which claims to sell know-how for prominent placement
in search results and includes companies, publications, and
even conferences. Some of them are willing to bend the truth
in order to fool the search engines and their customers, by
creating web pages containing web spam [12].

The creators of web spam are often specialized companies
selling their expertise as a service, but can also be the web
masters of the companies and organizations that would be
their customers. Spammers attack search engines through
text and link manipulations:

Text manipulations: This includes repeating text ex-
cessively and/or adding irrelevant text on the page that
will cause incorrect calculation of page relevance; adding
misleading meta-keywords or irrelevant “anchor text” that
will cause incorrect application of rank heuristics.

Link manipulations: This technique aims to change the
perceived structure of the Web Graph in order to cause
incorrect calculation of page reputation. Such examples are
the so-called “link-farms,” domain flooding (plethora of
domains that re-direct to a target site), page “awards,” (the
spammer pretends to run an organization that distributes
awards for web site design or information; the awarded
site gets to display the “award”, an image linking back to
awarding organization, effectively increasing the visibility of
the spammer’ site), etc.

Both kinds of spam aim to boost the ranking of spammed
web pages. So as not to get caught, spammers conceal their
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actions through cloaking, content hiding and redirection.
Cloaking, for example, aims to serve different pages to
search engine robots and to web browsers (users). The
spamming pages could be created statically or dynamically.
Static pages, for example, may employ hidden links and/or
hidden text with colors or small font sizes noticeable by a
crawler but not by a human. Dynamic pages might change
content on the fly depending on the visitor, submit millions
of pages to “add-URL” forms of search engines, etc. We
consider the false links and text themselves to be the spam,
while, strictly speaking, cloaking is not spam, but a tool
that helps spammers hide their attacks. For a comprehensive
treatment of the spamming techniques, see [16].

Since anyone can be an author on the web, these practices
have brought into prominence a question of information
reliability. An audience used to trusting the written word
of newspapers and books is unable, unprepared or unwilling
to think critically about the information obtained from the
web. A recent study [15] found that while college students
regard the web as a primary source of information, many
do not check more than a single source, and have trouble
recognizing trustworthy sources online. In particular, two
out of three students are consistently unable to differentiate
between facts and advertising claims, even “infomercials.”
Very few of them would double-check for validity. At the
same time, they have considerable confidence in their abil-
ities to distinguish trustworthy sites from non-trustworthy
ones, especially when they feel technically competent. We
have no reason to believe that the general public will perform
any better than well-educated students. In fact, a recent
analysis of internet related fraud by a major Wall Street law
firm [10] puts the blame squarely on the questionable critical
thinking skills of the investors for the success of stock fraud
cases.

B. Social Theory of Propaganda

On the outset, it may seem surprising that a technical
article discusses social propaganda. This is a subject that
has been studied extensively by social scientists and might
seem out of the realm of computing. However, the web is a
social network, influenced daily by the actions (intentional
or otherwise) of millions of people. In that respect, web
researchers should be aware of social theories and practices
since they may have applicability in their work. We believe
that a basic understanding of social propaganda can be
valuable to technical people designing and using systems
that affect our social interactions. In particular, it can be
useful to researchers that study Web Spam. We offer here a
brief introduction to the theory of propaganda detection.

There are many definitions of propaganda, reflecting its
multiple uses over time. One working definition we will use
here is

Propaganda is the attempt to modify human behavior,
and thus influence people’s actions in ways beneficial to

propagandists.
Propaganda has a long history in modern society and

is often associated with negative connotation. This was
not always the case, however. The term was first used in
1622, in the establishment by the Catholic Church of a
permanent Sacred Congregation de Propaganda Fide (for
the propagation of faith), a department which was trying to
spread Catholicism in non-Catholic Countries [44]. Its cur-
rent meaning comes from the successful Enemy Propaganda
Department in the British Ministry of Information during
WWI. However, it was not until 1938, in the beginning of
WWII, that a theory was developed to detect propagandistic
techniques. For the purposes of this paper we are interested
in ways of detecting propaganda, especially by automatic
means.

First developed by the Institute for Propaganda Analysis
[30], classic Propaganda Theory identifies several techniques
that propagandists often employ in order to manipulate
perception.

• Name Calling is the practice of giving an idea a bad
label. It is used to make people reject and condemn
the idea without examining the evidence. For example,
using the term “miserable failure” to refer to political
leaders such as US President George Bush can be
thought of as an application of name calling.

• Glittering Generalities is the mirror image1 of name
calling: Associating an idea with a “virtue word”, in
an effort to make us accept and approve the idea
without examining the evidence. For example, using the
term “patriotic” to refer to illegal actions is a common
application of this technique.

• Transfer is the technique by which the propagandist
carries over the authority, sanction, and prestige of
something respected and revered to something he would
have us accept. For example, delivering a political
speech in a mosque or a church, or ending a political
gathering with a prayer have the effect of transfer.

• Testimonial is the technique of having some respected
person comment on the quality of an issue on which
they have no qualifications to comment. For example, a
famous actor who plays a medical doctor on a popular
TV show tells the viewers that she only uses a particular
pain relief medicine. The implicit message is that if a
famous personality trusts the medicine, we should too.

• Plain Folks is a technique by which speakers attempt
to convince their audience that they, and their ideas,
are “of the people,” the “plain folks”. For example,
politicians sometimes are seen flipping burgers at a
neighborhood diner.

• Card Stacking involves the selection of facts (or
falsehoods), illustrations (or distractions), and logical

1Name calling and glittering generalities are sometimes referred to as
“word games.”
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(or illogical) statements in order to give an incorrect
impression. For example, some activists refer to the
Evolution Theory as a theory teaching that humans
came from apes (and not that both apes and humans
have evolved from a common ancestor who was neither
human nor ape).

• Bandwagon is the technique with which the propagan-
dist attempts to convince us that all members of a group
we belong to accept his ideas and so we should “jump
on the band wagon”. Often, fear is used to reinforce
the message. For example, commercials might show
shoppers running to line up in front of a store before
it is open.

The reader should not have much trouble identifying
additional examples of such techniques used in politics or
advertising. The next section discusses the relationship of
propaganda to web spam, by first describing the similarity
of social networks to the web graph.

C. The Web Graph as a Trust Network

The web is typically represented by a directed graph
[7]. The nodes in the Web Graph are the pages (or sites)
that reside on servers on the internet. Arcs correspond to
hyperlinks that appear on web pages (or sites). In this
context, web spammers’ actions can be seen as altering the
contents of the web nodes (mainly through text spam), and
the hyperlinks between nodes (mainly through link spam).

The theory of social networks [43] also uses directed
graphs to represent relationships between social entities.
The nodes correspond to social entities (people, institutions,
ideas). Arcs correspond to recommendations between the en-
tities they connect. In this context, propagandistic techniques
can be seen as altering the trust social network by altering
one or more of its components (i.e., nodes, arcs, weights,
topology).

To see the correspondence more clearly, we will examine
some of the propagandistic techniques that have been used
successfully by spammers: The technique of testimonials
effectively adds a link between previously unrelated nodes.
Glittering generalities change the contents of a node, effec-
tively changing its perceived relevance. Mislabeled anchor
text is an example of card stacking. And the technique of
bandwagon creates many links between a group of nodes, a
“link farm”. So, we define web spam based on the spammers
actions:

Web Spam is the attempt to modify the web (its structure
and contents), and thus influence search engine results in
ways beneficial to web spammers.

Table I has the correspondence, in graph theoretic terms,
between the web graph according to a search engine and
the trust social network of a particular person. Web pages or
sites correspond to social entities and hyperlinks correspond
to trust opinions. The rank that a search engine assigns to a
page or a site corresponds to the reputation a social entity has

for the person. This rank is based on some ranking formula
that a search engine is computing, while the reputation
is based on idiosyncratic components associated with the
person’s past experiences and selective application of critical
thinking skills; both are secret and changing.

This correspondence is more than a coincidence. The web
itself is a social creation, and both PageRank and HITS
are socially inspired ranking formulas. [5], [27], [38], [1].
Socially inspired systems are subject to socially inspired
attacks. Not surprisingly then, the theory of propaganda
detection can provide intuition into the dynamics of the web
graph.

PageRank is based on the assumption that the reputation
of an entity (a web page in this case) can be measured as a
function of both the number and reputation of other entities
linking to it. A link to a web page is counted as a “vote
of confidence” to this web site, and in turn, the reputation
of a page is divided among those it is recommending2.
The implicit assumption is that hyperlink “voting” is taking
place independently, without prior agreement or central
control. Spammers, like social propagandists, form structures
that are able to gather a large number of such “votes of
confidence” by design, thus breaking the crucial assumption
of independence in a hyperlink. But while the weights in the
web graph are assigned by each search engine, the weights
in the trust social network are assigned by each person. Since
there are many more persons than search engines, the task of
a web spammer is far easier than the task of a propagandist.

D. Search Engine Evolution

In the early 90’s, when the web numbered just a few
million servers, the first generation search engines were
ranking search results using the vector model ([39], [20]) of
classic information retrieval techniques: the more rare words
two documents share, the more similar they are considered
to be.

According to the vector model in Information Retrieval
[39], documents contained in a document collection D are
viewed as vectors in term space T . Under this formulation,
rare words have greater weight than common words, because
they are viewed as better representing the document con-
tents. In the vector model, document similarity sim(D1, D2)
between document vectors D1 and D2 is represented by the
angle between them. A search query Q is considered simply
a short document and the results of a search for Q are ranked
according to their (normalized) similarity to the query. While
the exact details of the computation of term weights were
kept secret, we can say that the ranking formula RG1 in the
first generation search engines was based in the following

2Since HTML does not provide for “positive” and “negative” links, all
links are taken as positive. This is not always true, but is considered
a reasonable assumption. Recently, Google introduced the “nofollow”
attribute for hyperlinks, as a tool for blog site owners to mark visitor
opinions. It is very unlikely that spamming blog owners will use it, however.
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Graph Theory Web Graph Trust Social Network
Node web page or site social entity

weight rank (accord. to a search engine) reputation (accord. to a person)
weight computation ranking formula (e.g., pagerank) idiosyncratic (e.g., 2 recommenders)

computed continuously computed on demand
Arc hyperlink trust opinion

semantics “vote of confidence” “recommendation”
weight degree of confidence degree of entrustment
weight range [0 . . . 1] [distrust . . . trust]

Table I
GRAPH THEORETIC CORRESPONDENCE BETWEEN THE WEB GRAPH AND THE TRUST SOCIAL NETWORK. THERE IS A ONE-TO-ONE

CORRESPONDENCE BETWEEN EACH COMPONENT OF THE TWO GRAPHS. A MAJOR DIFFERENCE, HOWEVER, IS THAT, EVEN THOUGH A PERSON MAY
FEEL NEGATIVE TRUST (DISTRUST) FOR SOME ENTITY, THERE IS NO NEGATIVE WEIGHT FOR HYPERLINKS.

principle: the more rare keywords a document shares with
a query, the higher similarity it has with it, resulting in a
higher ranking score for this document:

RG1 = f(sim(p, Q)) (1)

The first attack to this ranking came from within the
search engines. In 1996, search engines started openly sell-
ing search keywords to advertisers [9] as a way of generating
revenue: If a search query contained a “sold” keyword, the
results would include targeted advertisement and a higher
ranking for the link to the sponsor’s web site.

Mixing search results with paid advertisement raised se-
rious ethical questions, but also showed the way to financial
profits to spammers who started their own attacks using
keyword stuffing, i.e., by creating pages containing many
rare keywords to obtain a higher ranking score. In terms of
propaganda theory, the spammers employed a variation of
the technique of glittering generalities to confuse the first
generation search engines [30, pg. 47]:

The propagandist associates one or more suggestive
words without evidence to alter the conceived value of a
person or idea.

In an effort to nullify the effects of glittering generali-
ties, second generation search engines started employing
additionally more sophisticated ranking techniques. One of
the more successful techniques was based on the “link
voting principle”: Each web site s has value equal to its
“popularity” |Bs| which is influenced by the set Bs of sites
pointing to s.

Therefore, the more sites were linking to a site s, the
higher the popularity of s’s pages. Lycos became the
champion of this ranking technique [33] and had its own
popularity skyrocket in late 1996. Doing so, it was also
distancing itself from the ethical questions introduced by
blurring advertising with ranking [9].

The ranking formula RG2 in the second generation search
engines was a combination of a page’s similarity, sim(p, Q),
and its site’s popularity |Bs|:

RG2 = f(sim(p, Q), |Bs|) (2)

To avoid spammers (and public embarrassment from the
keyword selling practice), search engines would keep secret
their exact ranking algorithm. Secrecy is no defense, how-
ever, since secret rules were figured out by experimentation
and reverse engineering. (e.g., [37], [32]).

Unfortunately, this ranking formula did not succeed in
stopping spammers either. Spammers started creating clus-
ters of interconnected web sites that had identical or similar
contents with the site they were promoting, a technique that
subsequently became known as link farms. The link voting
principle was socially inspired, so spammers used the well
known propagandistic method of bandwagon to circumvent
it [30, pg. 105]:

With it, the propagandist attempts to convince us that all
members of a group to which we belong are accepting his
program and that we must therefore follow our crowd and
“jump on the band wagon”.

Similarly, the spammer is promoting the impression of a
high degree of popularity by inter-linking many internally
controlled sites that will eventually all share high ranking.

PageRank and HITS marked the development of the third
generation search engines. The introduction of PageRank
in 1998 [5] was a major event for search engines, because
it seemed to provide a more sophisticated anti-spamming
solution. Under PageRank, not every link contributes equally
to the “reputation” of a page PR(p). Instead, links from
highly reputable pages contribute much higher value than
links from other sites. That way, the link farms developed
by spammers would not influence much their PageRank, and
Google became the search engine of choice. HITS is another
socially-inspired ranking which has also received a lot of
attention [27] and is reportedly used by the AskJeeves search
engine. The HITS algorithm divides the sites related to a
query between “hubs” and “authorities”. Hubs are sites that
contain many links to authorities, while authorities are sites
pointed to by the hubs and they both gain reputation.

Unfortunately, spammers again found ways of circum-
venting these rankings. In PageRank, a page enjoys absolute
reputation: its reputation is not restricted on some particular
issue. Spammers deploy sites with expertise on irrelevant
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subjects, and they acquire (justifiably) high ranking on their
expert sites. Then they bandwagon the irrelevant expert sites,
creating what we call a mutual admiration society. In
propagandistic terms, this is the technique of testimonials
[30, pg. 74] often used by advertisers:

Well known people (entertainers, public figures, etc.) offer
their opinion on issues about which they are not experts.

Spammers were so aggressive in pursuing this technique
that they openly promoted “reciprocal links”: Web masters
controlling sites that had some minimum PageRank, were
invited to join a mutual admiration society by exchanging
links, so that at the end everyone’s PageRank would increase.
HITS has also shown to be highly spammable by this
technique due to the fact that its effectiveness depends on
the accuracy of the initial neighborhood calculation.

Another heuristic that third generation search engines used
was that of exploiting “anchor text”. It had been observed
that users creating links to web pages would come to use, in
general, meaningful descriptions of the contents of a page.
(Initially, the anchor text was non-descriptive, such as “click
here”, but this changed in the late 1990’s.) Google was
the first engine to exploit this fact noting that, even though
IBM’s web page made no mention that IBM is a computer
company, many users linked to it with anchor text such as
“computer manufacturer”.

Spammers were quick to exploit this feature too. In early
2001, a group of activists started using the anchor text
“miserable failure” to link to the official Whitehouse page
of American President George W. Bush. Using what became
known as “Googlebomb” or, more accurately, link-bomb
since it does not pertain to Google only, other activists linked
the same anchor text to President Carter, filmmaker Michael
Moore and Senator Hilary Clinton.

Using the anchor text is socially inspired, so spammers
used the propagandistic method of card stacking to circum-
vent it [30, pg. 95]:

Card stacking involves the selection and use of facts
or falsehoods, illustrations or distractions, and logical or
illogical statements in order to give the best or the worst
possible case for an idea, program, person or product.

The ranking formula RG3 in the third generation search
engines is, therefore, some secret combination of a number
of features, primarily the page’s similarity, sim(p, Q), its
site’s popularity |Bs| and its the page’s reputation PR(p):

RG3 = f(sim(p, Q), |Bs|, PR(p)) (3)

Search engines these days claim to have developed hun-
dreds of little heuristics for improving their web search
results [18] but no big idea that would move their rankings
beyond the grasp of spammers. As Table II summarizes,
for every idea that search engines have used to improve
their ranking, spammers have managed quickly to balance
it with techniques that resemble propagandistic techniques
from society. Web search corporations are reportedly busy

developing the engines of the next generation [6]. The new
techniques aim to be able to recognize “the need behind the
query” of the user. Given the success the spammers have
enjoyed so far, one wonders how will they spam the fourth
generation engines. Is it possible to create a ranking that is
not spammable? Put another way, can the web as a social
space be free of propaganda?

This may not be possible. Our analysis shows that we
are trying to create in cyberspace what societies have not
succeeded in creating in their real space. However, we can
learn to live in a web with spam as we live in society with
propaganda, given appropriate education and technology.

III. AN ANTI-PROPAGANDISTIC ALGORITHM

Since spammers employ propagandistic techniques [34],
it makes sense to design anti-propagandistic methods for
defending against them. These methods need to be user-
initiated, that is, the user decides which web site not to trust
and then seeks to distrust those supporting the untrustworthy
web site. We are considering trustworthiness to be a personal
decision, not an absolute quality of a site. One person’s
gospel is another’s political propaganda, and our goal is to
design methods that help individuals make more informed
decisions about the quality of the information they find on
the web.

Here is one way that people defend against propaganda
in every day life:

In society, distrust is propagated backwards: When an
untrustworthy recommendation is detected, it gives us a
reason to reconsider the trustworthiness of the recommender.
Recommenders who strongly support an untrustworthy rec-
ommendation become untrustworthy themselves.

This process is selectively repeated a few times, propagat-
ing the distrust backwards to those who strongly support the
recommendation. The results of this process become part of
our belief system and are used to filter future information.
(Note that distrust is not propagated forward: An untrustwor-
thy person’s recommendations could be towards any entity,
either trustworthy or untrustworthy.)

We set out to test whether a similar process might work on
the web. Our algorithm takes as input s, a web site, which is
represented by the URL of the server containing a page that
the user determined to be untrustworthy. This page could
have come to the user through web search results, an email
spam, or via the suggestion of some trusted associate (e.g.,
a society that the user belongs to).

The obvious challenge in testing this hypothesis would be
to retrieve a neighborhood of web sites linking to the starting
site s in order to analyze it. Since we are interested in back
links to sites, we can not just follow a few forward links
(hyperlinks on web sites) to get this information. Otherwise
we would need to possibly explore the whole web graph.
Today, only search engines have this ability. Thankfully,
search engines have provided APIs to help with our task.
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S.E.’s Ranking Spamming Propaganda
1st Gen Doc Similarity keyword stuffing glittering generalities
2nd Gen + Site popularity + link farms + bandwagon
3rd Gen + Page reputation + mutual admiration societies + testimonials

+ anchor text + link bombs + card stacking

Table II
CHANGES IN RANKING BY GENERATIONS OF SEARCH ENGINES, THE RESPONSE OF THE WEB SPAMMERS AND THE CORRESPONDING PROPAGANDISTIC

TECHNIQUES.

Starting from s we build a breadth-first search (BFS) tree
of the sites that link to s within a few “clicks” (Figure 1).
We call the directed graph that is revealed by the back-links,
the “trust neighborhood” of s. We do not explore the web
neighborhood directly in this step. Instead, we can use the
Google API for retrieving the back-links.

Referring to Figure 1, if one deems that starting site 1 is
untrustworthy, and sites 2, 3, 4, 5 and 6 link directly to it,
one has reasons to be suspicious of those sites too. We can
take the argument further and examine the trustworthiness
of those sites pointing to 2, ... 6. The question arises on
whether we should distrust all of the sites in the trust
neighborhood of starting site s or not. Is it reasonable to
become suspicious of every site linking to s in a few steps?
They are “voting in confidence” after all [5], [27]. Should
they be penalized for that? Such a radical approach is not
what we do in everyday life. Rather, we selectively propagate
distrust backwards only to those that most strongly support
an untrustworthy recommendation. Thus, we decided to take
a conservative approach and examine only those sites that
use link spamming techniques in supporting s. In particular,
we focused on the biconnected component (BCC) that
includes s (Figure 2).

A BCC is a graph that cannot be broken into disconnected
pieces by deleting any single vertex. An important character-
istic of the BCC is there are at least two independent paths
from any of its vertices to s. Strictly speaking, the BCC is
computed on the undirected graph of the trust neighborhood.
But since the trust neighborhood is generated through the
BFS, the cross edges (in BFS terminology) create cycles
in the undirected graph (Figure 1). Each cycle found in
the BCC must have at least one “ring leader”, from which
there are two directed paths to s, one leaving through the
discovery edge and the other through the cross edge. We
view the existence of multiple paths from ring leaders to
s as evidence of strong support of s. The BCC reveals the
members of this support group. The graph induced by the
nodes not in the BCC is called “BFS periphery”.

More formally, the algorithm is as follows:

Input:
s = Untrustworthy starting site’s URL
D = Depth of search
B = Number of back-links to record

Figure 1. An example of a breadth-first search tree in the trust neighbor-
hood of site 1. Note that some nodes (12, 13, 16 and 29) have multiple
paths to site 1. We call these nodes “ring leaders” that show a concerted
effort to support site 1.

Figure 2. The BCC of the trust neighborhood of site 1 is drawn in a
circular fashion for clarity. Note that the BCC contains the “ring leaders,”
that is, those nodes with multiple paths leading to s. The graph induced by
the nodes not in the BCC is called “BFS periphery”.

S = {s}
Using BFS for depth D do:
Compute U={sites linking to sites in S}
using the Google API
(up to B back-links / site)

Ignore blogs, directories, edu’s
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S = S + U
Compute the BCC of S that includes s

Output: The BCC

A. Implementation Details

To be able to implement the above algorithm at the
browser side, we restrict the following parameters: First, the
BFS’s depth D is set to 3. We are not interested in exploring
a large chunk of the web, just a small neighborhood around
s. Second, we limit the number B of back-link requests from
the Google API to 30 per site. This helps reduce the running
time of our algorithm since the most time-consuming step
is the query to Google’s back-link database. Finally, we
introduced in advance a set of “stop sites” that are not to be
explored further.

A stop site is one that should not be included in the trust
neighborhood either because the trustworthiness of such a
site is irrelevant, or because it cannot be defined. In the
first category we placed URLs of educational institutions
(domains ending in .edu). Academicians are not in the
business of linking to commercial sites [36]. When they
do, they do not often convey trust in the site. College
libraries and academicians, for example, sometimes point to
untrustworthy sites as examples to help students critically
think about information on the web. In the latter category
we placed a few well known Directories (URLs ending in
yahoo.com, dmoz.org, etc.) and Blog sites (URLs containing
the string ’blog’ or ’forum’). While blogs may be set up by
well meaning people who are trying to increase the discourse
on the web, blog pages are populated with opinions of many
people and are not meant to represent the opinion of the
owner. Anyone can put an entry into an unsupervised blog
or directory, and following a hyperlink from a blog page
should not convey the trustworthiness of the whole blog site.
If the search engines were able to distinguish and ignore
links inside the comments, blogs could be removed from
the stop sites. No effort to create an exhaustive list of blogs
or directories was made.

With these restrictions, our algorithm can be implemented
on an average workstation and produce graphs with up to
a few hundred nodes within minutes. As we mentioned,
the most time demanding step is requesting and receiving
the back-link lists from Google, since it requires initiating
an online connection. No connections to the particular web
sites was done during the creation of the trust neighborhood.
Performing the BFS and computing the BCC of the graph
assembled is done in time linear on the number of sites
retrieved, so it is fast. We used the JUNG software library
[25] to maintain the web subgraph and compute its BCC.
The whole neighborhood can fit into the main memory of
the workstation, so this does not require additional time.

IV. FINDING UNTRUSTWORTHY NEIGHBORHOODS THAT
USE LINK SPAM

There are several ways one can run into an initial untrust-
worthy site to use it as a starting site s. For example, search
results for queries that happen to be controversial (e.g.,
“Armenian genocide”, “morality of abortion” and “ADHD
real disease”) or happen to be the source of unreliable ad-
vertisement (e.g., “human growth hormone increase muscle
mass”), contain plethora of responses that can be considered
untrustworthy. In our experiments, we examined the trust
neighborhoods of eight untrustworthy and two trustworthy
sites. In Table III below these sites are labeled as U-1 to U-8
and T-1 to T-2, respectively. See Figure 3 for an example of
U-1.

We run the experiments between September 17 and
November 5, 2004. At the time of the experiment, all sites
happen to have comparable PageRank, as reported by the
Google Toolbar. In fact, U-1 and T-1 both had PageRank
6 while the remaining sites had PageRank 5. We recorded
the PageRank numbers as reported by the Google Toolbar
because this is always one of the first questions people ask
and because the spamming industry seems to use it as a
measure of their success. In fact, one can find spam networks
inviting the creation of “reciprocal links” for sites that have
at lease a minimum of PageRank 5, in order to increase their
overall PageRank.

To determine the trustworthiness of each site we had a
human evaluator look at a sample of the sites of the BCC.
The results of our experiments appear on Table III. Due
to the significant manual labor involved, only 20% of the
total 1,396 BCC sites were sampled and evaluated. To select
the sample sites, we employed stratified sampling with skip
interval 5. The stratum used was similarity of the site to the
starting site.

Each site in the sample was classified as either Trustwor-
thy, Untrustworthy, or Non-determined. The last category
includes a variety of sites for which the evaluator could not
clearly classify.

We have two main results:
1. THE TRUSTWORTHINESS OF THE STARTING SITE IS A

VERY GOOD PREDICTOR FOR THE TRUSTWORTHINESS OF
THE BCC SITES.

In fact (see Table 1), there were very few trustworthy sites
in the trust neighborhoods of sites U-1 to U-8. The reason
is, we believe, that a trustworthy site is unlikely (though not
impossible) to deliberately link to an untrustworthy site, or
even to a site that associates itself with an untrustworthy
one. In other words, the “vote of confidence” link analogy
holds true only for sites that are choosing their links
responsibly. The analogy is not as strong when starting
from a trustworthy site, since untrustworthy sites are free
to link to whomever they choose. After all, there is some
value in portraying a site in good company: Non-critically
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Figure 3. The trust graph of starting site U-1. The circularly drawn nodes
in the middle form its largest biconnected component. This experiment
found a trust graph of 1307 sites, 228 of which were connected with 465
edges into a bi-connected component (BCC). The central, circularly drawn
component is the BCC, while the sites drawn on the BCC Periphery
were the remaining 1079 sites discovered by the BFS algorithm. Only
2% trustworthy sites were found in the BCC, while 74% of them were
untrustworthy. In contrast, 31% trustworthy and 33% untrustworthy sites
were found in the BFS periphery. The remaining sites were mostly
directories or other non-determined sites.

thinking users may be tempted to conclude that, if a site
points to “good” sites, it must be “good” itself.

2. THE BCC IS SIGNIFICANTLY MORE PREDICTIVE OF
UNTRUSTWORTHY SITES THAN THE BFS PERIPHERY.

In particular (see Figure 4, top), in the BCC of an
untrustworthy starting site, we found that, on average, 74%
of the sites were also untrustworthy, while only 9% were
trustworthy. In the BFS periphery (see Figure 4, bottom),
these average percentages change to 27% untrustworthy and
11% trustworthy, with the rest non-determined. This sug-
gests that the trustworthiness of sites in the BFS periphery
is essentially unrelated to the trustworthiness of the starting
site.

A. Future Directions: Incorporating Content Analysis

In our experiments we also devised a simple method to
evaluate the similarity of the contents of each site to the
starting site s. After the trust neighborhood was explored,

Figure 4. The trustworthy and untrustworthy percentages for trust
neighborhoods of the BCC (top) and BFS peripheral (bottom) sites for
the data shown in Table III. On the horizontal coordinates are shown 8
untrustworthy (on the left) and 2 trustworthy sites (on the right side of
each graph). The vertical coordinates are the percentages of untrustworthy
(U) and trustworthy (T) sites found in the neighborhood of each starting
site. Comparing the left and right sides of the top graph, one can see that
the trustworthiness of the starting site is a very good predictor for the
trustworthiness of the BCC sites. Comparing the top and bottom graphs,
one can see that the BCC is significantly more predictive of untrustworthy
sites than the BFS periphery

we fetched and concatenated a few pages from each site
(randomly choosing from the links that appeared in the
domain URL) into a document. Then, we tried to determine
the similarity of each such document to the document
of the starting site. Similarity was determined using the
tf.idf ranking on the universe of the sites explored. We
are aware that having a limited universe of documents does
not give the best similarity results, but we wanted to get
a feeling of whether our method could further be used to
distinguish between “link farms” (spamming sites controlled
by a single entity) and “mutual admiration societies” (groups
of independent spammers choosing to exchange links). The
initial results are encouraging, (see Fig. 5) showing a higher
percentage of untrustworthy sites among those most similar
to the starting site s.

Several possible extensions can be considered in this
work. Generating graphs with more back-links per site,
studying the evolution of trust neighborhoods over time,
examining the density of the BCCs, and finding a more
reliable way to compute similarity are some of them. We
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S |VG| |EG| |VBCC | |EBCC | TrustBCC UntrBCC TrustBFS UntrBFS

U-1 1307 1544 228 465 2% 74% 31% 33%
U-2 1380 1716 266 593 4% 78% 32% 42%
U-3 875 985 97 189 0% 80% 39% 10%
U-4 457 509 63 115 0% 69% 37% 30%
U-5 716 807 105 189 0% 64% 23% 36%
U-6 312 850 228 763 9% 60% 38% 19%
U-7 81 191 32 143 0% 100% 30% 20%
U-8 1547 1849 200 430 5% 70% 40% 23%
T-1 1429 1566 164 273 56% 3% 57% 4%
T-2 241 247 13 17 77% 15% 27% 18%

Table III
SIZES OF THE EXPLORED TRUST NEIGHBORHOODS G AND THEIR BCC’S FOR EIGHT UNTRUSTWORTHY (U-1 TO U-8) AND TWO TRUSTWORTHY (T-1

AND T-2) STARTING SITES. |VG| CONTAINS THE NUMBER OF VERTICES AND |EG| THE NUMBER OF EDGES THAT OUR ALGORITHM FOUND IN THE
TRUST NEIGHBORHOOD OF STARTING SITE s (STARTING FROM SITE s AND EXPLORING IN BFS MODE THEIR BACK-LINKS.) COLUMNS |VBCC | AND
|EBCC | CONTAINS THE NUMBERS OF VERTICES AND EDGES OF THE LARGEST BICONNECTED COMPONENT WITHIN G. THE NEXT FOUR COLUMNS

CONTAINS THE ESTIMATED PERCENTAGES OF TRUSTWORTHY AND UNTRUSTWORTHY SITES FOUND IN THE BCCS AND THE BFS PERIPHERIES
(RESPECTIVELY). 20% OF EACH BCC AND 10% OF EACH BFS PERIPHERY WERE EVALUATED USING STRATIFIED SAMPLING.

Figure 5. The list of sites similar to the starting site U-1 (at the end of
the list). The highlighted sites are those that participate in the BCC. The
decimal number in front of the URL corresponds to its calculated content
similarity to the starting site (which has similarity of 1.0 to itself).

also expect that the results would be strengthened if one
considers tri- (or higher) connected components of the trust
neighborhood. The Google API has been known to be
filtering and restricting the number of the back-links it is
reporting but it was the only tool available at the time of this
research. Using the Yahoo Search API will likely improve
the results we are getting.

V. CONCLUSIONS

In this paper we present a technique to identify spamming
untrustworthy neighborhoods, developed by mimicking anti-
propagandistic methods. In particular, we presented auto-
matic ways of recognizing trust neighborhoods on the web
based on the biconnected component around some starting
site. Experimental results from a number of such instances
show our algorithm’s ability of recognizing parts of a
spamming network. Even though it may not be possible
to identify spamming sites solely through our algorithm,
our work is complementary to the recent developments that
recognize web spam based on link analysis [45], [2].

One of the benefits of our method is that we do not
need to explore the web graph explicitly in order to find
these neighborhoods, which would be impossible for a client
computer. Of course, it would be possible to support a user’s
trusted and untrusted sites through some personalization ser-
vice provided by search engines. To be usable and efficient,
this service would require the appropriate user interface.
For example, a search engine’s Toolbar could have a “Web
Spam” button similar to the “Spam” or “Junk” buttons that
many email applications fashion these days. When a user
encounters an untrustworthy site coming high up in the
results of some search query, she would select the item and
click on a “Distrust” button. The browser would add this site
in the user’s untrustworthy site collection and would run the
algorithm that propagates distrust backwards. Next time the
user runs a similar search query, the untrusted sites would
be blocked or demoted.
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Recently, Google has introduced SearchWiki, a method
of supporting personalized opinions about search results
[41], which could be adjusted to support this operation.
We view this development as justified by our findings and,
even though we do not know whether Google’s decision to
employ this tool was partially influenced by our results, we
do think it is a step in the right direction.

The algorithm we described is a first step in supporting
the trust network of a user. Ultimately, it would be used
along with a set of trust certificates that contains the portable
trust preferences of the user, a set of preferences that the
user can accumulate over time. Organizations that the user
joins and trusts may also add to this set. A combination
of search engines capable of providing indexed content
and structure [19], including identified neighborhoods, with
personalized filtering those neighborhoods through the user’s
trust preferences, would provide a new level of reliability to
the user’s information gathering. Sharing ranking decisions
with the end user will make it much harder for spammers
to tune to a single metric – at least as hard as it is for
propagandists to reach a large audience with a single trick.
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Abstract-Web application scanners detect and provide some 
diagnoses for specific vulnerabilities. However, scanner 
performance as well as the damage potential of different 
vulnerabilities varies. This undermines the development of 
effective remediation solutions and the reliable sharing of 
vulnerability information. This paper describes the 
development of fuzzy classification metrics that are used to 
grade web application scanners and vulnerabilities so that 
scanner performance can be evaluated and confidence levels 
can be computed for vulnerability reports. These metrics help 
derive a level of assurance that will support security 
management decisions as well as enhance effective remediation 
efforts.  
 
Keywords 
Fuzzy classifiers, confidence level, calibration, scanner, 
vulnerability, web application 
 
 

I. BACKGROUND AND MOTIVATION 
 
Contemporary detection of software vulnerabilities in web-
based systems is accomplished via web application scanners 
[21, 25]. However, depending on the capabilities of these 
scanners, different vulnerability reports generated will have 
a widely varying level of trustworthiness. This raises critical 
concerns especially when these reports are used to estimate 
system risks for management decisions and the development 
of remediation processes.  
 
Risk analysis is inherently a complex process fraught with 
ambiguity and uncertainty. Traditional risk approaches are 
usually based on assumptions of known vulnerabilities or 
threats and are thus not suitable for contemporary web 
services and applications that exhibit a degree of platform 
inter-operability and dynamic content. In different web 
applications, some vulnerabilities are also more dangerous 
than others in terms of potential damage/risks [1, ICIMP 
2009]. These issues create a challenge to develop a quality 
assurance mechanism for scanner generated reports. 
Qualified reports can then support a trusted level of analysis 
of system risk as well as being a more dependable resource 
of shared system security information. 
 
Our assurance mechanism described in this paper focuses on 
supporting more reliable risk analysis of web-based systems 

and is based on fuzzy metrics that are used to calibrate 
scanner performance as well as vulnerabilities. Our 
approach also forms part of a system framework that 
achieves standardization of scanner reports across different 
web technologies [2-4]. The standardization is necessary 
since there has been a rise in the number and type of 
scanners and vulnerabilities. Scanner algorithms evolve as 
the vulnerabilities evolve. For any organization that had a 
greater requirement for security, it would be more advisable 
to rely on several algorithms instead of just one since these 
algorithms perform differently in different scenarios. The 
scanner results can then be collated to give a more 
significant output in a standardized format. Our approach 
would benefit the Security Administration and Audit groups 
of an organization or enterprise in ensuring scalable security 
enforcement and compliance against an unpredictable 
vulnerability backdrop.  
 
In this paper, our approach utilizes the standardized scanner 
results generated, together with scanner performance and 
vulnerability calibrations, to compute associated confidence 
levels with these results.  
 
The rest of the paper is organized as follows. Section II 
presents a review of existing research. Section III sums up 
the research issues based on the review and describes the 
requirements. Section IV details the design of the quality 
assurance metrics while section V presents the design of the 
scanner and vulnerability grading systems.  Section VI 
exemplifies the calculation of the 1st and 2nd degree 
confidence levels for vulnerability reports while Section VII 
provides an illustrative example to describe the working of 
the framework. Section VIII concludes the paper followed 
by the references. 
 
 

II. REVIEW OF EXISTING RESEARCH 
 
It is difficult for decision makers to identify entire network 
threats and collect precise and adequate data to estimate all 
probable risks due to vulnerabilities or threats.  
Furthermore, risk analysis for web service security and 
applications is not only limited to determining recognized 
web threats, but should also estimate potential risks.  A 
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review of the more recent works that have had some 
influence in this research is described in this section. 
 
In [14] an extended form of the Pseudo-Order Preference 
Model (POPM) was used to estimate the imprecise risk of 
web services based on richness of information and to 
determine their ranking using a weighted additive rule. A 
fuzzy logic based approach was used to calculate 
information characteristics provided by the web service. 
There are 3 models used in this process a) Pseudo-order 
preference model, b) Semi-order preference model and c) 
Complete-preorder preference model. Each model is 
executed if and only if a condition is reached. Each model 
was given an Outranking relation which the research states 
would affect the decision making capabilities for the risk 
analysis. The decision makers have been stated as useful 
parameters in helping the experts making their decisions. 
The future work in this model includes the selection of an 
appropriate threshold for the preference relation, defining an 
appropriate threshold for the Indifference preference. The 
use of fuzzy logic by this research, however, does not 
extend to measure differing security tool performance and 
vulnerability severity. 
 
In the research [15], the software code has been taken and 
analyzed for security patterns. The paper shows the results 
of experimenting with J2EE code with a MySQL back-end 
and JBoss Application Server. The various software security 
patterns of Intercepting Validator, Guard of Secure Proxy 
with Secure Pipe, Container Managed Security and Secure 
Logger have been analyzed with how implementation of 
each affects the vulnerability being used on the system. A 
fuzzy approach has been used by having a linguistic value 
for every generated fuzzy equivalent range such as low, 
medium, high, very high etc., This has been used to analyze 
the effectiveness of the various security patterns. The 
effectiveness of the patterns against primary attack evens 
i.e. events that lead to execution of an attack has also been 
analyzed. While each pattern has a varying effectiveness in 
varying scenarios, the code with security patterns 
implemented has been proven to always be more secure to 
the ones that are not following the patterns. Future work of 
the project involves the creation of newer patterns that have 
not been mentioned above. This approach uses a whitebox 
methodology to test for code patterns that have a less 
likelihood of getting affected by certain vulnerabilities. Our 
approach compliments this research by ensuring if these 
code patterns have been designed and implemented 
securely. 
 
The research [16] describes the need to prevent or manage 
the damage caused by security threats. The research 
describes that the web-server based applications must be 
made in such a way that they incorporate the ability to self-
heal after an attack. The authors describe how this can be 
made possible by the basis of data obtained from anomaly 

detection. The anomaly detection data is then processed 
using a Discrete Finite Automate (DFA) to detect malicious 
web requests. An anomaly based detection combined with 
DFA needs to be trained in the beginning to find which 
anomaly detection data matches a true positive attack and 
the patterns of such requests are observed by the training 
algorithm. The patterns are then detected after the training 
and such requests are suggested to be blocked or sent to a 
more secure, but less functional server to protect the found 
and restored. This approach is suitable for systems that are 
holding highly critical data that cannot be changed but 
would need extensive training and validation and could be 
expensive to implement. It needs to be implemented at 
every server. It is not a preventive technique but a criterion 
for recovery when an attack is observed. Our approach, on 
the other hand, is a part of a framework that would be able 
to provide remediation based on the observed attack but not 
an automated recovery. 
 
The research in [12] proposed a method for identifying and 
charting software exposure to un-patched vulnerabilities. 
Disclosed vulnerabilities are divided into 2 types. The first 
comprises of vulnerabilities that are publicly known with no 
patch available from the vendor. The second comprises of 
vulnerabilities that are publicly known with a patch 
available from the vendor. By calculating the Daily 
Vulnerability Exposure (DVE) for all un-patched 
vulnerabilities for a continuous period of time, an exposure 
chart is obtained. Using the chart’s help, it is possible to 
ascertain how long a vendor takes to patch and if the patch 
is effective, by calculating the DVE after the patch date. The 
exposure chart could also be used to calculate the severity 
metrics used by the National Vulnerability Database (NVD). 
The DVE is a severity metric that is based on how much the 
vulnerability is graded in terms of time elapsed, from the 
date it is discovered till the date a patch is available. The 
vulnerabilities handled here are generally in the new and 
Relatively new categories of our approach. These have been 
described in the section V. 
 
The research in [13] is oriented towards the quantitative 
characterization of the vulnerabilities in operating systems. 
A time-based model for the total vulnerabilities discovered 
is proposed and fitted to the data for Windows 98 and 
Windows NT 4.0. Being a time-based model, it is able to 
obtain an indication of the expectancy of the vulnerability 
being targeted based on the phase the system is in. An 
alternative effort-based vulnerability model analogous to 
software reliability growth models was also proposed. Both 
models fit well and the fit is significant, however, further 
development is necessary before confidence levels 
associated with the detection of vulnerabilities can be 
assessed. 
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III. RESEARCH ISSUES AND REQUIREMENTS 
 
While data classification can act as an enabler for a more 
effective diagnosis and calculation of DVE helps in 
determining patch effectiveness [12], the widely varying 
detection capabilities encountered during scanning as well 
as the differing threat / risk levels posed by individual 
vulnerabilities have not been addressed. 
 
The approaches [10][5][11] have been influential in 
validating the use of fuzzy logic in classification. The use of 
a neural network is an effective method in developing an 
inference engine. However, it needs to a lot of training data 
and this data can influence the working in a very significant 
way. By using suitable heuristics instead gives more 
stability to the system against any misclassification errors 
and also reduces any complexity that could be faced while 
training a neural network.  
 
The scanner output could be right or wrong depending upon 
the algorithms used by the scanner and the database 
supported by the scanner. From the intrusion detection 
research stated above [5][11] it can be observed that the 
intrusion detection models also use several tools to first 
identify the various suspicious events and then have some 
decision making processes to deal with such observed 
events based on fuzzy diagnosis. This research also adopts 
such an approach to deal with the web vulnerabilities 
discovered by the scanners. However, this is the only 
similarity between the approaches in this research and the 
above stated works [10][5][11]. 
 
In our research, we address the variable detection capability 
of scanners and different threat / risk levels posed by 
individual vulnerabilities. Our approach grades web 
vulnerabilities and scanners quantitatively via expressions 
based on fuzzy truth values. The requirements of our 
approach are stated as follows: 
 
1. Metrics for vulnerabilities and scanner performance 

may be calibrated empirically prior to analysis making 
this a more practical and flexible methodology. 

 
2. Web vulnerabilities and scanner performance may be 

classified and ranked in a reliable and informative way. 
 
3. Scales easily to cover new vulnerabilities, vulnerability 

variants and scanners. 
 
4. Supports more effective management and remediation 

decisions and facilitates occurrence estimation of 
classified vulnerability. 

 
 

 
 

IV. PRELIMINARIES 
 
In this section, we define and explain the terminologies that 
will be used in the rest of the paper. 
 
Scanners are applications that use suitable algorithms to 
detect web vulnerabilities. 
Fuzzy sets are sets whose elements have degrees of 
membership. An element mapping to the value 0 means that 
the member is not included in the fuzzy set, while a 
mapping to the universe of disclose, where the universe of 
disclose represents the entire set of members possible and 
the fuzzy sets they belong to. A diagrammatic representation 
is given in Figure 1.  A value of 1 describes a fully included 
member. Mapped values strictly between 0 and 1 

characterize the fuzzy members. 
 

Figure 1. Venn Diagram of a fuzzy set 
A positive vulnerability refers to a vulnerability that is 
present in the website at a specified instant and there is 
evidence to support it.  
 
A negative vulnerability refers to a vulnerability that is not 
present in the website and can be proved to a satisfactory 
level. 
 
The calibration phase is the time period during which fuzzy 
metrics are calibrated before the scanner is ready to generate 
vulnerability reports. 
 
An instance of a vulnerability detected present (absent) by a 
scanner for a given website can be defined as that 
manifestation (or non-manifestation) of the vulnerability 
that occurs during a specified period of time where there has 
been no change in scanner algorithm, scanned website or 
vulnerability definition.  
 
Test websites are those websites that have been custom 
designed to contain or not contain specified vulnerabilities 
for the purpose of testing the scanners. The test websites are 
used mainly in the calibration phase. 
 

  Universe of 
Disclose 
 
Set 1 
 
Set 2 
 
Member (Set 
1=>1; 
Set 2=>0) 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Ground truth is the true value of whether the vulnerability is 
present or absent. It is an absolute value i.e. the vulnerability 
is present or it is absent. 
 
The Likelihood Ratio is the ratio of the probability that a 
particular vulnerability would be predicted when it matches 
the ground truth to the probability that it would be predicted 
erroneously.  
 
Sensitivity is the proportion of correct detections of 
vulnerability presence out of all true instances of a particular 
scanner’s detection. It can be computed in both a 
vulnerability specific way as well as in a scanner specific 
way. When calculated in a scanner specific way, it is 
averaged over all the vulnerabilities. It corresponds to the 
correct detection rate relative to ground truth.  
 
Specificity is the proportion of false detections of 
vulnerability presence out of all false instances of a 
particular scanner’s detection. It can be computed in both a 
vulnerability specific way as well as in a scanner specific 
way. When computed in a scanner specific way, it is 
averaged over all specified vulnerabilities.  
 
Cross-site request forgery (CSRF) is an attack which forces 
an end user to execute unwanted actions on a web 
application in which the end user is currently authenticated. 
 
Cross-site scripting (XSS) attacks occur when an attacker 
uses a web application to send malicious code, generally in 
the form of a browser side script, to a different end user. 
 

 
V. DESIGN OF CLASSIFICATION METRICS 

 
In our proposed design (Figure 2), calibration forms an 
important and integral part of the framework. The 
calibration process makes use of two grading systems: 
scanner grading system and vulnerability grading system. 
Scanner and vulnerability metrics are first calibrated by the 
respective grading systems before any confidence levels and 
diagnostics are computed.  
 
Grading can increase the reliability of reports obtained by 
allowing for their evaluation based on the grades of the 
various scanners that detected the specified vulnerability 
and threat/risk posed by the vulnerability. Grading of 
scanners and vulnerabilities are computed based on scanner 
specific truth-values and vulnerability specific truth-values, 
respectively. Scanner specific and vulnerability specific 
truth-values form fuzzy sets. The assurance of a scanner 
based on the vulnerability it is able to detect can provide an 
assurance of quality in the vulnerability reports provided by 
various scanners.  
 

Using the grading results, low performance scanners can be 
selectively upgraded or omitted and vulnerabilities with 
high damage potential can be identified and affected 
systems isolated. Additionally, computation of report 
confidence can also be carried out. For example, a low 
confidence level obtained while the vulnerability is detected 
would mean that there is a low likelihood that the 
vulnerability is actually present. On the other hand, a high 
confidence level implies that there is a high probability that 
the detected vulnerability will not be a false positive. The 
confidence level thus obtained is an assurance of the risk 
analysis for the various vulnerabilities that has been done on 
the particular website location. 
 
In the next few sub-sections, we detail the development of 
the framework design based on the requirements and from 
the assertions made. The assertions form an integral part of 
the system that provide a basis for the subsequently 
proposed metrics. 
 
A. Assertions made 
 
Assertion 1: 
Some vulnerabilities are more difficult to exploit than 
others. 
 
Not all vulnerabilities are equally susceptible to exploitation 
and the potential damage that can be caused will also not be 
the same. Hence, a vulnerability grade system needs to be 
present to provide a better diagnosis of the various 
vulnerabilities that are detected by the web application 
scanners. 
 
Assertion 2: 
Web-based vulnerabilities can be classified into 4 types, 
namely: 
 

i. Evolved Vulnerability: 
If there is recorded detection for the 
vulnerability and there also exists at least 
one recorded exploitation method that is 
still usable. 

 
ii. Dormant Vulnerability: 

If all recorded exploitation methodologies 
can no longer be used and there is at least 
one recorded exploitation method. 
 

iii. Relatively-new Vulnerability: 
If there is no recorded detection but there 
exists at least one recorded exploitation 
method. 
 

iv. New vulnerability: 
If there is no recorded detection or 
exploitation method for the vulnerability. 
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By classifying vulnerabilities into specific types, it is 
possible to evaluate the capability of scanners as well in a 
better way. For example, a less sophisticated scanner would 
not be expected to find a new or even relatively-new 
vulnerability. This would provide a credibility rating for the 
scanner with specific scanner metrics defined in the sections 
to follow. The severity of the vulnerability can also be 
ascertained to a certain degree with this approach. For 
example, a dormant vulnerability resulting from a series of 
successful patches will have a lower severity than an 
evolved one.  
 
Assertion 3: 
The difficulty of detection of an evolved vulnerability is 
directly proportional to the difficulty of exploiting it. 

 
The above assertion is influenced intuitively by the notion 
that if a complex algorithm and/or extended process were 
needed to detect the vulnerability, a proportionate effort 
would be required in effectively exploiting it. In other 
words, if the vulnerability can be easily detected or 
observable then the skill level / effort needed for 
exploitation is correspondingly less. Given the above 
assertions and the fact that not all scanners will be able to 
deal with a particular vulnerability with the same degree of 
effectiveness, scanning capability must be graded. The 
capability of a scanner to effectively detect a vulnerability is 
represented by an index allocated to it known as SGRADE 
(Scanner Grade). A scanner with a higher SGRADE is then 
better suited to detect the vulnerability than one with a 
lower SGRADE. 

 
Figure 2: Overview of Framework Design 
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Assertion 4: 
The impact level of a vulnerability (vulnerability-
exploitability measure) is likely to vary with varying 
instances of detection and at varying locations. 
 
It has been stated in assertion 1 as to how some 
vulnerabilities may be more difficult to exploit than others. 
It is also true that the same vulnerability may be present in a 
more exploitable location than others. Consider cross-site 
scripting at a site where the vulnerability may be exploitable 
directly. At a later time, perhaps after changes in site 
architecture, the same vulnerability may be exploitable only 
after a series of authorization pages. Hence, the 
exploitability of the cross-site scripting has changed for the 
same website at different instances of detection. Similarly, 
the exploitability of cross-site scripting may also vary due to 
platform differences at various sites. 
 
Assertion 5: 
Existence of one vulnerability may influence the prevalence 
of another. 
 
Steps are usually taken to prevent some vulnerabilities in a 
system. Some other vulnerabilities may, however, still exist. 
These other vulnerabilities may directly or indirectly enable 
the avoided vulnerabilities to bypass the previous prevention 
schemes. An illustrative example is that of cross-site request 
forgery (CSRF) and cross-site scripting (XSS) [19]. If 
cross-site request forgery has been avoided by non-usage of 
JavaScript and secret tokens at each level (which is quite an 
effective methodology), the website is virtually protected 
from CSRF and typical scanners will also declare the same. 
However, if XSS has not been avoided, it can be used to get 
the tokens ahead of time and a hybrid use of CSRF can be 
realized which cannot be detected by the scanners. 
 
Hence, we may define RV1(V2), where RV1(V2) is the 
likelihood of occurrence of vulnerability V1 when 
vulnerability V2 has occurred. 
 
B. Vulnerability Specific Truth-Values 

The various vulnerabilities have their own levels of 
difficulty as defined by the assertion 3. It is therefore a 
necessity to ascertain how scanners react to the various 
vulnerabilities. The scanners themselves need to be graded 
as well, which is described in the section V.C. After the 
computation of the vulnerability specific truth values and 
scanner specific truth values, the difficulty of detection of 
the vulnerability can be ascertained. The difficulty of 
detection is a useful estimation that can help in ascertaining 
the importance of detection thus ensuring a quality-based 
analysis of scanner detections. 
 
Let the vulnerability specific truth values for vulnerability j 
be represented by {V(j)TP, V(j)TN, V(j)FP& V(j)FN}. These 

are also known as {True Positive, True Negative, False 
Positive and False Negative}, respectively. These truth 
values can be used to derive fuzzy metrics that would be 
useful in dealing with discrepancies among different 
scanners detecting vulnerabilities in the system. The 
vulnerability with a higher TP value can be used to 
determine the certainty of the vulnerability being present 
and a high TN value indicates a high probability that the 
vulnerability is absent. 
 
The fuzzy classifiers are defined as, 

 

 

(1) 

 

 

(2) 

 

 

 

(3) 

 

 

(4) 

 

(5) 

 

(6) 

 
Where,  
D ( )={1 if instance of vulnerability j is detected at 
location i or  

  0 if instance of vulnerability j is not detected at 
location i } 

is the number of instances of vulnerability j present at 
location i during calibration 

is the number of instances of vulnerability j falsely 
detected at location i during calibration 

Is the total number of instances of vulnerability j 
used for calibration 

is the total number of instances of vulnerability  j 
falsely detected during calibration 
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is the total number of test websites used for 
calibration 

, , & are the vulnerability 
specific truth values which refer to the vulnerability specific 
true positive, true negative, false positive and false negative, 
respectively. 
C. Scanner Specific Truth-Values 

Different scanner’s output data differ in content, format and 
organization [1, ICIMP 2009]. The data generated by 
scanners depends, to an extent, on the algorithm being used 
in the specific scanner. Some scanners with access to large 
databases are equipped to detect more classes of 
vulnerabilities. Others comprising lightweight 
computational modules provide basic diagnoses while 
several lie somewhere in between. For example, IBM 
AppScan and HP WebInspect are scanners with access to 
large databases while NStalker is associated with a 
relatively smaller database. It is hence necessary to first 
analyze and understand the scanning process as well as the 
capability of the scanner in order to derive the required 
metrics. 
 

Let the scanner specific truth-values be represented by { 
STP, STN, SFP, SFN }. These are also known as {True Positive, 
True Negative, False Positive and False Negative}, 
respectively. These values form an important measure of the 
vulnerability detection capability of the scanner. Derived 
scanner metrics require calibration in order to grade the 
scanner prior to its usage for adequate quality assurance 
based on performance. Calibration of the detection 

capabilities of the scanner is performed with a sample of 
customized websites for positive or negative vulnerabilities 
thus reflecting the performance of a scanner with expected 
results providing a valid basis for a suitable quality check. 
 
In the pre-calibration phase, the system would be unlikely to 
produce results with the levels of reliability expected by the 
user. The scanner metrics are defined with respect to a 
scanner’s prediction capabilities. The prediction capabilities 
of the scanner are then calibrated against the expected 
prediction performance. Vulnerabilities are also calibrated 
in this phase and their fuzzy metrics are defined in section V 
(C.). It must be noted that the classification of 
vulnerabilities in the calibration phase influences the scoring 
by CVSS [7]. Once the calibration phase for the scanner is 
completed, the reports from the scanner can be processed 
for data in a more reliable manner. The fuzzy metrics for 
scanners are defined as follows: 
 

 
 

(7) 
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(12) 

 
 
Where,  

is the total number of unique vulnerabilities 
incorporated for calibration. 

is the total number of unique vulnerabilities falsely 
detected by scanners. 

={ , if the instance is unique for that vulnerability || 
0, otherwise} 
EVT is the total number of vulnerability instances evaluated  

and are vulnerability specific truth values 
defined in section V.B 

is the total number of instances of vulnerability  j 

used for calibration 
STP, STN, SFP&SFN are the scanner specific truth values. 
 
Figure 3 shows the graphical representation of the fuzzy 
metrics for the scanner. A similar diagram can also be used 
for vulnerability fuzzy metrics. The region R1 represents the 
true positive STP, the region R2 represents the true negative 
STN and the region R3 is the combined space of false 
positive and false negative SFP and SFN.  
 
 
 

VI. GRADING SYSTEMS 
 

This section describes the design details of the two grading 
systems: the scanner grading system and the vulnerability 
grading system. 
 
A. Scanner Grading System 

The scanner grading system is used to grade the capability 
of a web application scanner. The scanner grading system 
makes use of a scanner database as well as the vulnerability 
databases [17]. The scanner database comprises a table list 
that is maintained for every graded scanner (see Figure 4). It 
contains information on the scanner specific truth values as 
well as the vulnerability specific truth values. The Scanner 
Grade, SGRADE, may be computed for all web-based 
vulnerabilities listed in the vulnerability database. 
 
The overall sensitivity and specificity of the scanners can be 
computed by using the equations, Eqn. 13 and Eqn. 14. 
Sensitivity is the percentage of correctly detected activities 
out of all true instances of a particular class, averaged over 

Figure 4: Table List in Scanner Grading System 
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all activities. Specificity measures the proportion of 
correctly identified negative occurrences to all true negative 
occurrences. If a scanner is more sensitive, it has a greater 
chance of discovering the vulnerability. Similarly, if a 
scanner is more specific, it has a greater chance of 
discovering the absence of the vulnerability.  

  

� 

SSpecificity =
STP

STP + SFN
 (13) 

  

� 

SSpecificity =
STN

STN + SFP  
 

(14) 

Where, 
STP, STN, SFP&SFN are the scanner specific truth values 
defined in section 5.3 
Sensitivity is the sensitivity measure of the scanner 
SSpecificity is the specificity measure of the scanner 
However, a greater sensitivity could also mean greater 
probability of false positives for the scanner. Similarly, a 
higher specificity could mean there are a greater number of 
false negatives for the scanner. For a given scanner, the 
trade-off between sensitivity and specificity depends on the 
vulnerability and the web application being scanned. 
 
B.Vulnerability Grading System: 

As mentioned previously, the representation for the 
vulnerability specific truth values is also similar to Figure 3. 
The vulnerability specific sensitivity and specificity for a 
scanner are defined by Eqns. 15 and 16, respectively. We 
also define the likelihood ratio for both true positive and 
true negative results with the Eqns. 17 and 18, respectively. 
 

 
(15) 

 
(16) 

 (17) 

 (18) 

 
Where, 
VSensitivityis the vulnerability specific sensitivity measure for 
the scanner 

VSpecificityis the vulnerability specific specificity measure for 
the scanner 
VLR+is the likelihood ratio for positive detection 
VLR- is the likelihood ratio for negative detection 
 
VLR+ in Eqn. 17 gives the likelihood ratio of the 
vulnerability to be present given the vulnerability specific 
truth values for the specified scanner. VLR- in Eqn. 18 gives 
the likelihood ratio of the vulnerability to be absent given 
the vulnerability specific truth-values for the specified 
scanner. Combined with the scanner metrics, these could be 
used as a basis in predicting the levels of vulnerability 
present. However, this will hold absolutely true only for 
vulnerabilities that fall under the evolved-vulnerability 
category. 
 
The vulnerability specific sensitivity and the specificity 
metrics can also be used to study the scanner’s performance 
and behavioral characteristics with certain classes of 
vulnerabilities. If the scanner is more sensitive towards a 
specific vulnerability, it will exhibit better detection of the 
presence of that particular vulnerability and if it is more 
specific, it will be more able to detect the absence of the 
particular vulnerability.  
 
A positive vulnerability means that the vulnerability is 
present in the website location at that instant and there is 
evidence to support it. A negative vulnerability means that 
the vulnerability is not present in the website and can be 
proved to a satisfactory level. Assertion 3 implies that some 
vulnerabilities may be more difficult to find and may 
generate false negatives. Similarly, some vulnerabilities 
may be more complex and can lead to the generation of 
false positives. Hence, it is important to grade each 
vulnerability to an adequate level. 
 
Assertion 1 states the need to grade the various 
vulnerabilities with a vulnerability grading system. The 
system could create a list of known web-based 
vulnerabilities from the online vulnerability databases [15], 
classified into evolved, dormant, relatively-new or new 
categories as defined in Assertion 2. 
 
Such a grading would also provide a better understanding of 
the vulnerability. The grading is a constantly changing one 
as the scanner algorithms may change over time with 
upgrades and there are also instances that the vulnerability 
definitions themselves may change [23]. 
 
The difficulty of detection of a vulnerability j is given by 
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(19) 

 
Where,  
D(j) is the difficulty of detection of vulnerability j 
Sn is the number of scanners used 
V(j)TN is the vulnerability specific true negative value for 
vulnerability j for a specific scanner 
V(j)TP is the vulnerability specific true positive value for 
vulnerability j for a specific scanner 
The higher the value of D(j), the more difficult it is to detect 
and the lower difficulty implies the easier detection by the 
scanner. 

TABLE 1: DETECTION EXAMPLE 1 
Vulnerability Scanner1 Scanner2 Scanner3 

Vul1 YES YES YES 
Vul2 YES NO YES 
Vul3 NO NO NO 
Vul4 YES NO YES 

! Vul1 NO NO NO 
! Vul2 NO NO YES 
! Vul3 NO YES NO 
! Vul4 YES YES NO 

 
In the table 1, “VulX” refers to the positive vulnerability 
and “! VulX” refers to the negative vulnerability. Table 1 
has been formed with the assumption that all the scanners 
used in the calibration have been designed with their 
respective algorithms to detect the stated vulnerabilities. 
Applying Eqn. 19 to table 1, we can get 
D(Vul1)=0; D(Vul2)=0.333; D(Vul3)=0.666; D(Vul4)=0.5;  
From the above table we can conclude that the 
D(Vul3)>D(Vul4)>D(Vul2)>D(Vul1) 
 
 

VII. COMPUTATION OF SCANNER REPORT CONFIDENCE 
 
While it is important for the end-user to be able to infer 
from various diagnostic reports, it is also important to be 
able to gauge the confidence of the information within the 
report. Confidence levels are required to ascertain if the 
report can be trusted and the extent of this trust. There needs 
to be a confidence level associated with every vulnerability 
detected by the various scanners. The grading systems are 
used in the calculation of the confidence of the report. 
 
It must be noted that not all scanners agree on the reports 
generated. Some scanner algorithms may be better suited to 
tackle some classes of vulnerability and they are effective 
against these but the same algorithm may be the reason for 
their weaker performance against other classes of 

vulnerabilities. Some scanners have access to a very 
comprehensive database while others suffer from inadequate 
ones. Hence, using the SGRADE (defined in Assertion 3) we 
can specify the performance of the scanner with respect to a 
particular vulnerability. When the results of all scanners 
agree on that vulnerability, the confidence on the report will 
be higher than the confidence due to an individual scanner. 
This factor is also moderated when scanners have a conflict 
in results. The moderation, however, depends on the metric 
values assigned to the scanners by the scanner grading 
system.  
 
The methodology for calculating the 1st and 2nd degree 
confidence is detailed as follows : 
 
To find 1st Degree Confidence. 
 
The 1st degree confidence report gives a report based on the 
various scanner reports on a website location. The various 
scanner and vulnerability specific truth-values are used 
along with the vulnerability reports to give a more useful 
inference to the user. 
 
There are two types of indices that the 1st Degree 
Confidence report can have. They are the positive index and 
the negative index. The report first tries to calculate the 
positive index. This represents the possibility of the 
vulnerability being present. It shows how confident the user 
can be about the vulnerability being present in a scale 
ranging from (>0%) to 100%. Only if the condition given in 
step 7 of positive index is satisfied, the negative index is 
calculated. The negative index represents the possibility of 
vulnerability not being present. The computed output will 
contain only one of the two indices. If any scanner is known 
to lack the detection capability with regard to the 
vulnerability, then the scanner must be excluded from the 
computation. 
 
Positive Index Computation: 

1. Create the set A that contains the respective 
Vulnerability specific VTP or VTN values depending 
on whether the scanner detects the vulnerability or 
not. 

2. Let a0={largest VTP value in A}. If there are no VTP 
values calculate negative index. 

3.  , Where – refers to set 
subtraction. 

4. Rearrange the remaining elements in descending 
order. 

5. A=a0±a1(1-a0)±(a2(1-(a0±a1(1-
a0)))±………….(an(1-(an-1(…(1-a2(1-(a0±a1(1-
a0))))…)))) where   

� a gives the 1st degree confidence 
report 

�  

(20) 
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6. If ai is a VTP value, it is added otherwise, it is 
subtracted.  

7. If a ≤ 0 calculate negative index. 
8. The resultant value will give the confidence level 

for the vulnerability being present from the scanner 
reports obtained. 

 
Negative Index Computation: 

1. Create the set A that contains the respective 
Vulnerability specific VTP or VTN values depending 
on whether the scanner detects the vulnerability or 
not. 

2. A0={largest VTN value in A}  
3.  , Where – refers to set 

subtraction. 
4. Rearrange the remaining elements in descending 

order. 
5. A=a0±a1(1-a0)±(a2(1-(a0±a1(1-

a0)))±………….(an(1-(an-1(…(1-a2(1-(a0±a1(1-
a0))))…)))) where   

� a gives the 1st degree confidence 
report 

�  

(21) 

6. If ai is a VTN value, it is added otherwise, it is 
subtracted.  

7. The resultant value will give the confidence level 
for the vulnerability being absent from the scanner 
reports obtained. 

 
The value of a is the positive or negative index that is 
associated with the report. The general idea behind the 
derivation of a lies in the fact that the positive and negative 
indices can never be a 100%. While the rule in itself does 
not stop them from taking the value of 0%, it is that this 
value could appear. This is because being 0% requires both 
positive and negative indices to be 0 i.e. sufficient scanners 
to nullify the true detection and sufficient scanners to nullify 
the false detection. Hence, the value of a is restricted to be 
always less than 1.  
 
To find 2nd Degree Confidence. 
 
A 1st degree confidence report covers the direct existence of 
any vulnerability. However, a 2nd degree report is necessary 

to cover Assertion 5. The 2nd Degree Confidence covers the 
fact that one vulnerability can have a relationship to or 
influence the existence of another. 

Figure 6: XSS-CSRF Example 
 
The 2nd Degree Confidence report is hence a result of 
combining the confidence reports with the Assertion 5. The 
relationship between two vulnerabilities is given by a value 
ranging between 0 and 1. Every vulnerability has a 
relationship of 1 with itself. The relationship with other 
vulnerabilities is generally less than 1. However, there could 
be exceptions as exemplified by Figure 5. If the 
vulnerability “Use of a Resource after Expiration or 
Release” is present, then the vulnerability “Improper 
Validation of Certificate Expiration” has a lower likelihood 
of presence but if the reverse situation occurs, the presence 
of the vulnerability “Improper Validation of Certificate 
Expiration” would mean the same (if not greater) likelihood 
of the presence of “Use of a Resource after Expiration or 
Release”.  i.e. “Improper Validation of Certificate 
Expiration” has a relationship of 1 towards “Use of a 
Resource after Expiration or Release” but “Use of a 
Resource after Expiration or Release” has a relationship of 

“Use of a Resource after Expiration or Release” 
“Improper Validation of CertiOicate Expiration” 

Figure 5. Relationship example 
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<1 towards “Improper Validation of Certificate Expiration”. 
Quality of the final result is enhanced by the use of these 
relations since they take more factors into account than a 
typical scanner-based risk analysis that are available 
currently [6]. 

 
 

Figure 7: Calculation of 2nd degree report 
 
From the Figure 5, the relation of “Failure to Follow Chain 
of Trust in Certificate Validation” to “Failure to Validate 
Certificate Expiration” can be defined as that of a subset-
superset where the former is the superset and the latter is the 
subset. Such a relationship would also contain the fact that 
the absence of the former does not mean the absence of the 
latter. Another example is that of the Cross-site scripting 
and Cross-site request forgery.  
 
The Cross-site request forgery (CSRF or XSRF) and Cross-
site scripting (XSS) example is one that shows how 
influential the relationships are in a system. From Figure 6, 
it can be seen that even while CSRF is prevented for the 
hacker, if XSS is not prevented, the CSRF cannot be 
considered as an eliminated threat. It should also be noted 
that the reverse is not true.  
 
The Figure 7 shows the calculation of the 2nd degree 
confidence report from the 1st degree report. 
 
Let there be a list of related vulnerabilities for the 
vulnerability v. This list includes both the ones that are 
directly related and those that are indirectly related till a 
satisfactory set of related vulnerabilities is formed. 

Let the a(v) be the 1st degree confidence of vulnerability v. 
If a(v) is a positive index value, then a0(v)=a(v). If a(v) is a 
negative index value, then a0(v)=0. 
 
The above step is the pre-operation step that needs to be 
done to ensure that the fact that the steps taken against one 
vulnerability do not reflect on the decrease in the 2nd degree 
confidence if the Assertion 5 relates to it through another 
vulnerability known to be present. The extent of confidence 
on the vulnerability’s presence, however, depends on the 
strength of the relationship value and the confidence level 
on the vulnerability relating to it. A chain of related 
vulnerabilities could be formed by relating one vulnerability 
to another that is related to another and so on. 
 

 
The Figure 8 shows the relationship between various 
vulnerabilities obtained from a recent analysis. 

 

  

(22) 

 
 
Using the above equation, the a1(v) is calculated for the 
entire set of related vulnerabilities {R}. In case of a closed 
relation eg. v related to v1, v1 related to v2 and v2 related to 
v, then v is not considered related to v2 during calibration of 
v. 
 
As the relationship keeps expanding eg.v related to v1, v1 
related to v2 etc., the same procedure is repeated for a2(v) 
replacing all a0(v) with a1(v), then a3(v) and so on. It is 
repeated till an(v) is calculated. This gives the 2nd degree 
confidence level.  
 
The confidence levels have been found to be a useful 
criteria for evaluation of any given website. A remediation 
database is being designed to give a suitable remediation 
based on the confidence level. Hence a more accurate 
remediation can be provided to the user. 
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Figure 8: Analysis of relationship between vulnerabilities 
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VIII. ILLUSTRATIVE EXAMPLE 
 
Let there be 3 scanners s1, s2, s3. Hence Sn=3. 
Let there be 5 vulnerabilities detected and stored in the 
database v1 v2 v3 v4 v5. 

 
TABLE 2: S-V TABLE 

 s1 
Instance1  Instance 2 

s2 
Instance1  Instance 2 

s3 
Instance1  Instance 2 

v1 Y Y Y Y Y Y 
v2 Y Y Y Y Y N 
v3 Y Y N N Y Y 
v4 Y Y Y N N N 
v5 Y N N N N Y 
 
 

TABLE 3: S-!V TABLE 

 s1 
Instance1  Instance 2 

s2 
Instance1  Instance 2 

s3 
Instance1  Instance 2 

! v1 N N N N N N 
! v2 N N N N N Y 
! v3 N N Y Y N N 
! v4 N N N Y Y Y 
! v5 N Y Y Y Y Y 
 
Table 2 shows the detection for instances where the 
vulnerability is known to be present. Table 3 shows the 
detection where the vulnerability is known to be absent. 
 

TABLE 4: VULNERABILITY SPECIFIC TRUTH-VALUES 

 v1 v2 v3 v4 v5 
s1 {.9 .9 

.1 .1} 
{.92 .8 
.08 .2} 

{.8 .7 
.2 .3} 

{.8 .7 
.2 .3} 

{.7 .6 
.3 .4} 

s2 {.8 .7 
.2 .3} 

{.7 .6 
.3 .4} 

{.7 .6 
.3 .4} 

{.6 .6 
.4 .4} 

{.5 .5 
.5 .5} 

s3 {.7 .6 
.3 .4} 

{.8 .71 
.2 .3} 

{.6 .6 
.4 .4} 

{.9 .8 
.1 .2} 

{.7 .6 
.3 .4} 

 
The Vulnerability specific truth-values in table 4 are 
represented as {VTP, VTN, VFN, VFP} 
 
D(v1)=1-(6/6)=0 
D(v2)=1-(5/6)=1/6=0.1667 
D(v3)=1-(2/3)=1/3=0.3333 
D(v4)=1-(1/2)=1/2=0.5 
D(v5)=1-(1/4)=3/4=0.75 
 
Hence D(v5)>D(v4)>D(v3)>D(v2)>D(v1) 
 
1st degree confidence. 
 
In this example let us consider the 2nd instance of v2 from 
the table 2. 

The results from the 3 scanners are {Y Y N} 
Hence A={.92 .71 .7} and a0=.92 
Hence A={.71 .7} 
a=.92-(.08(.71))+(1-.(92-(.08(.71))))(.7)=0.95896 
In other words, we can be 95.896% certain that the result is 
true. This could mean there is high need for appropriate 
remediation. 
 
2nd degree confidence. 
 

TABLE 5: R-V TABLE 

 v1 v2 v3 v4 v5 
Rv1 - - - - - 
Rv2 .08 - - - - 
Rv3 - - - .05 .04 
Rv4 - - - - .09 
Rv5 - - .1 - - 
 
The Table 5 shows the relationship between the various 
vulnerabilities and the suitable relationship values.  
 
Let us consider the 2nd instance in the Table 2 and calculate 
the confidence for vulnerability v2. Since only v1 is related 
to v2 (There are no indirect relations as v1 is not related to 
any other vulnerability). 
 
We know that for 2nd instance in Table 2,  
a0(v1) =.987{Y YY , all scanners have detected the 
vulnerability as positive} 
a0(v) =.95896 
a1(v) =.95896+.040506=.9994 
 
Hence, the 2nd degree confidence report would suggest a 
possibility of 99.94% for the vulnerability’s occurrence. 
Since a1(v)>a0(v), it implies that other vulnerabilities are 
also present and must be rectified to rectify this 
vulnerability. 
 
Let us consider another example using the 1st instance from 
table 2. 
 
For the vulnerability v5, A={Y N N} 
 
1st Degree Confidence, 
a0(v5) =.7-(.3(.6))-((1-(.7-(.3(.6))))(.5)) =0.28 
 
It can be observed that when there is only one scanner 
supporting the vulnerability, the confidence of report in the 
presence of the vulnerability also drops to a great extent. In 
the case shown above, the confidence report still remains in 
the positive index. 
 
2nd Degree Confidence, 
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The vulnerability v5 is related to v3, which in turn is related 
to v4 and v5, and v4 is related to v5. The 1st degree 
confidences for these vulnerabilities can be given for the 1st 
instance of table 2 as 
 
a0(v3) =.8+(.2(.6))-(1-(.8+(.2(.6))))(.6) =0.872 
a0(v4) =.8-(.2(.8))+(1-(.8-(.2(.8))))(.6) =0.856 
 
v=v5 
 
a0(v) =0.28 
a1(v) =a0(v)+(1-
a0(v))(0.1(a0(v3)))=0.28+(0.72)(0.1(0.872))=0.343 
a2(v) =a1(v)+(1-a1(v))(0.1(a1(v3))) 
 
a1(v3) can be given by, 
a1(v3) =a0(v3)+(1-a0(v3))(.05(a0(v4))+(1-(1-
a0(v3))(.05(a0(v4)))(0.04(a0(v5)) 

but, since v=v5, the underlined portion of the 
equation above cannot be considered 

hence, a1(v3) becomes 
=0.872+(.128)(.05(0.856)) 
=0.877 

 
therefore,  
a2(v) =0.343+0.657(0.1(0.877)) = 0.401 
 
Hence the 2nd Degree Confidence report shows 40.1% 
confidence in the presence of vulnerability v5 compared to 
the 28% confidence showed by the 1st degree confidence 
report.  
 

IX.CONCLUSION 
 
This research has enabled the improved risk analysis of 
web-based vulnerabilities. While several scanners are 
available to detect the vulnerabilities, their varying 
algorithms and proprietary nature makes it difficult to 
ascertain if the vulnerabilities found by them is true or false. 
The methodology used in this paper is a practical approach 
designed to work in spite of the proprietary nature of the 
algorithms while still being able to grade the various 
scanners. The variable nature of a vulnerability is also 
accounted for and the proposed methodology uses fuzzy-
based classification and estimation metrics solve this 
problem. Another problem is the lack of detection of 
vulnerabilities whose presence is also influenced by other 
vulnerabilities. The proposed methodology is an effective 
one to tackle such problems as well. Five assertions have 
been defined to help establish the theoretical aspects of the 
approach. By using relationship between vulnerabilities 
given by assertion 5, the 2nd degree confidence report can be 
used to tackle such a problem. The confidence reports have 
been able to provide the user with valuable information and 
this has been tested with a successful implementation of the 
system. The confidence reports also provide a greater 

reliability of results than that of individual scanner reports. 
The open issues faced in this research include the need to 
grade every scanner for every vulnerability using test sites, 
which can be a very tedious process. The methodology of 
finding the relationship between vulnerabilities is still in 
progress. The development of an inference engine to 
compute the diagnosis is also in progress. The remediation 
database to accurately provide the remediation based on 
confidence level is being expanded to a sizable level of 
vulnerabilities. 
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Abstract

Privacy is an issue of increasing concern to the Inter-
net user. To ensure the continued success of distributed
information systems, a reliable information flow must be
established in certified but immediately evident ways. We
begin with basic consideration of the privacy problem in
the general setting of database enquiries. From there, we
develop a simple solution, which we illustrate with a simple
implementation in the programming language Erlang. We
first provide an informal security analysis that is then
developed into a formal definition of a type system for
noninterference.

Index Terms

Privacy; distribution; noninterference; type systems

1. Introduction

Privacy has become an important issue in public e-
business. In order to protect their customers, commercial
services have to provide electronic privacy, which is ap-
proximated by anonymity using pseudonyms. However, it
has been long known that chaining transactions quickly
reveals the identities behind pseudonyms. Even more cru-
cially, applications that appear secure from a superficial
point of view may well contain numerous covert channels.
Some of these covert channels – the ones inherent in the
logic of programs – can be identified by a painstaking
information flow analysis [10]. Such an analysis verifies a
formal notion of security over different data domains, so-
called noninterference [12], for all possible control flow
of programs. Even without this classical but cumbersome
method, some kind of formal language would appear to be
necessary for a thorough analysis of security risks.

Several formal languages have been proposed to encode
privacy policies. The Platform for Privacy Preferences (P3P)
is just one example of a language that enables enterprises to
communicate their privacy policies to customers. The cus-
tomers may then decide whether they are willing to accept

a policy prerequisite for their database enquiry. Apparently,
even with means such as P3P, it is not easy to determine
whether in-house enforcement policies meet their published
P3P privacy promises [4].

In this paper, we first provide a simple formal specifica-
tion of an obvious requirement for such privacy promises
illustrating that it is virtually impossible to expect such
policies to work. From this, we devise a simple idea of a
different database enquiry that achieves privacy. We illustrate
this solution using a prototype in the parallel programming
language Erlang (Section 2). Efficiency is the price to pay
for the privacy gained. We further illustrate how parallelism
in Erlang helps to overcome this drawback. We then justify
our claim with an informal security argument (Section 3).
Once given the intuition how such an analysis of infor-
mation flow works we introduce the formal approach to
noninterference. We further define a type system that enables
the static analysis of Erlang programs for covert channels
(Section 4). Finally, we briefly contrast our Erlang solution
for private data searches with alternative approaches using
active objects or Java, and offer our conclusions (Section 5).
This paper is an extended version of an earlier conference
paper [19]: the formal approach to security by an original
noninterference type system for Erlang contained in Section
4 is novel.

1.1. Privacy Policies

The enforcement of privacy policies within an enterprise
constitutes an interesting problem in itself. However, if we
ignore for a moment the actual implementation issue and
try to establish a precise requirement specification for some
of the problems involved, we can identify data retention
as conflicting with privacy. By retention, we mean the
requirement that user data provided for the identification of
services only be retained a specified period after which the
data must no longer be stored in the enterprise’s database.

Formally, we can identify two operations copy and delete
simply denoting that a data item is copied at the enterprises
site and that it is deleted in order to regain some privacy. We
assume the following algebraic properties of copy, delete,
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and run, a process representing all possible behaviours.

copy; delete = id

copy; run = run; copy

Using a specification formalism like CSP [14], we could now
specify what is meant by the fact that a system P does not
retain data d for any alphabet A of possible system events,
as follows.

copy(d); run(A \ copy(d)); delete(d) v P

Here, the refinement order relation v constrains the be-
haviour of P in that the specification spec on the left-
hand side is only implemented by such processes P that
implement a behaviour contained in spec.

The expression run(A \ copy(d)) specifies that between a
copy(d) and the corresponding action delete(d) any sequence
of events of A may happen, except another copy of d.
The specification thus prohibits excessive copies and hence
unauthorized retention of data d.

The interesting question is whether we can guarantee such
a behaviour. In principle, the answer is yes if we can observe
every sequence of actions in a server of which we require a
service. Pondering this for a moment, we realize that the
above retention specification is unrealistic for real-world
scenarios: no service will lay open all its internal action
traces.

Starting from this discouraging – but highly compelling
insight – we develop a different type of database enquiry that
differs from the usual service architecture model. Instead of
disclosing our incentives, i.e. private data, we perform the
kernel action on the data offered by a service ourselves.
Clearly, there will be a loss of efficiency but we will gain
security. Since the data we wish to keep private is contained
in our kernel service action, the service provider has no
access to it.

There are cryptographic schemes addressing similar prob-
lems. The most general, oblivious transfer, by Rabin [30],
follows ideas similar to the original “Conjugate coding” by
Stephen Wiesner now so popular through quantum cryptog-
raphy. The scheme of private information retrieval [7] is
closely related. This scheme abandons perfect secrecy for
the sake of efficiency – the solution protects against attackers
bound by complexity theory.

The approach we investigate here is the only one that
guarantees privacy in an information theoretic sense but is
deemed “practically unacceptable” because of the communi-
cation overhead [7]. We illustrate this approach in Erlang and
show how massive parallelization may be used to minimize
the effort.

2. An Erlang Implementation of Database En-
quiries

A database enquiry is a service that is usually provided
by a server through the transfer of a search key to the
server, e.g. Google. In the respective service the server
performs a search action on the data, e.g. the Internet, that
is in its data domain. Unfortunately, this efficient standard
solution implies that we must trust the server not to make
unauthorized copies of our search key, i.e. the private data
we wish to keep confidential. For example, we might need
to input our name, address and some incentive in order to
find the required services in our neighbourhood.

Instead of disclosing our personal information, we can
demand access to some larger relevant data domain and
perform the selection, i.e. the search corresponding to our
profile or key, in our private secure domain. We will illustrate
this type of database enquiry on a concrete implementation
in the parallel programming language Erlang [1]. We begin
with a short introduction to Erlang.

2.1. Erlang

The programming platform Erlang/OTP provides the in-
frastructure for programming open distributed telecommuni-
cation (OTP) systems. The language Erlang [1] was devel-
oped by the Ericsson corporation to address the complexity
of developing large-scale programs within a concurrent and
distributed setting. The platform Erlang/OTP consists of the
functional language Erlang – with support for communica-
tion and concurrency – and the OTP middleware.

The most important features of Erlang include the follow-
ing.

• Erlang variables are immutable: their value is assigned
once only; no multiple assignments are allowed.

• Erlang processes do not share memory space; interac-
tion is through explicit message passing.

• Erlang’s process creation speed is much faster than the
operating system’s processes, much like thread creation
[1][Section 8.4].

The programming style of Erlang resembles that of the
ML language [28]. Recursive functions may be defined in
a fairly intuitive way. For example, the factorial function is
defined as follows.

fact 0 -> 1;
fact N -> N * fact(N-1).

Processes may be created by the spawn command, which
takes the processes’ function and initial arguments as pa-
rameters. The value of a spawn command is the process
identifier Pid of the created process. Message passing be-
tween parallel processes is, for sending, simply written as
Pid ! message – in our example the process identifier Pid.
Reception of messages in processes is organized through a
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mailbox in each process that can be read by the receive
command. Using pattern matching, receive-statements can
be written concisely and elegantly. The main data types
are (untyped) lists and records, e.g. {green, apple}. Any
lower-case name is interpreted as a constant, and higher-
case names are variables. These various language features
are used below when considering our database enquiry.

2.2. A Simple Database Enquiry

To simplify matters, we assume that the database is a file
of already structured data. We do so to focus our attention
on the communication necessary for the enquiry, leaving out
the complexity of a realistic data analysis. In brief, the basic
database enquiry program implements a server providing the
database and our privacy-aware client that orders the data
and performs a search on it. We explicitly model the server
to provide a basis for the subsequent security analysis. To
model a real world scenario, we provide simple programs
for these two components. Later, we will see how we
can improve the system through parallelization to enhance
performance.

The server listens on a port for the opening of a socket
and accepts the socket. After accepting it, the server closes
the listening socket which does not affect the existing
connection but merely prevents new connections. The Erlang
package gen_tcp optimally supports the implementation
of such distributed systems based on the tcp-protocol. We
omit some parameters so as not to overload the exposition.
The complete program code can be downloaded from the
authors’ website 1.

start_server() ->
{ok, Listen} = gen_tcp:listen(2345, ...),
{ok, Socket} = gen_tcp:accept(Listen),
gen_tcp:close(Listen),
loop(Socket).

The loop procedure repeatedly reads data units from the
database accessible to the server. To facilitate the example,
databases are simply represented as files. The socket is
opened and closed by the client. The server opens the
database, represented by the file specified by the client,
and delegates processing of the stream transfer to the
send_stream procedure.

loop(Socket) ->
receive
{tcp, Socket, FileB} ->

FileS = binary_to_term(FileB),
{ok, S} = file:open(FileS, read),
ok = send_stream(Socket, S),
loop(Socket);

{tcp_closed, Socket} -> ok
end.

1. http://www.swt.cs.tu-berlin.de/∼flokam/research

The data is sent by the procedure send_stream to the socket
in a repeated read action from the opened file stream S until
end of file eof is reached.

send_stream(Socket, S) ->
case io:read(S, ’’) of
{ok, X} ->

gen_tcp:send(Socket, term_to_binary(X)),
send_stream(Socket, S);

eof ->
file:close(S),
gen_tcp:send(Socket, term_to_binary(eof)),
ok

end.

The client now opens the socket and transmits the database
we wish to investigate, represented by a file. Here, we use
a generic name host, representing some actual hostname.
The actual reception of the file’s contents is delegated to the
procedure client_receive. The search results are returned
by this procedure as a result list Res and are immediately
output.

client_eval(Key, FileS) ->
{ok, Socket} =
gen_tcp:connect("host", 2345, ...),

ok = gen_tcp:send(Socket, term_to_binary(FileS)),
{eof, Res} = client_receive(Key,Socket,self(),[]),
io:format("Client result: ~p~n", Res),
gen_tcp:close(Socket).

The database’s contents arrive at the client and are imme-
diately analyzed corresponding to the search key Key. The
actual data analysis is, for clarity’s sake, reduced to a simple
pattern matching on the received data items. Only matching
contents are assembled in the result list Res.

client_receive(Key, Socket, From, Res) ->
receive
{tcp, Socket, Bin} ->
Val = binary_to_term(Bin),
case Val of
eof -> From! {eof, Res};
{Key, X} ->
client_receive(Key, Socket, From, [X|Res]);
Any ->
client_receive(Key, Socket, From, Res)

end
end.

Two processes, one for the server and one for the client,
can now be started independently by compiling the code
presented above on two separate sites running Erlang. Invok-
ing the function start_server() on the first, the server’s
site, while calling client_eval(key,"file.dat") on the
client site has the following effect on the latter

Client result: "Ottostr 38, 10999 Berlin"
ok

where the key was drugstore and file.dat contains,
amongst other arbitrarily structured data, an item

{drugstore, "Ottostr 38, 10999 Berlin"}.
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The server site only reports ok after successful termination
of the process.

2.3. Efficiency by Parallelization

The simple client server introduced in the previous section
represents the desired security solution but it is clearly
not efficient because all data has to be transferred from
the server to the client before the actual selection takes
place. Generally, security does not come for free, so we
can see this as the price to be paid. However, the com-
munication overhead may constitute a crucial bottleneck in
an application. One of the strong points of Erlang is the
possibility to create a large number of parallel processes.
To show that our approach scales up to realistic application
scenarios, we present below an extension to the previous
basic program which significantly enhances performance.
In fact, this extension is a standard way of using Erlang.
We therefore only show the extensions to the basic program
presented in the previous section to explain the principle,
but also go on to discuss some important practical issues.

The main clue to parallelizing the server is to start a new
parallel process in start_server whenever a new connec-
tion is provided by a client through gen_tcp:accept. Note,
that the listening socket is, unlike the sequential server, not
closed down as we accept new connections.

start_par_server() ->
{ok, Listen} = gen_tcp:listen(...)
spawn(fun() -> par_connect(Listen) end).

par_connect(Listen) ->
{ok, Socket} = gen_tcp:accept(Listen),
spawn(fun() -> par_connect(Listen) end),
loop(Socket).

loop(..) -> % as above

On the client site, we use the same principle to make parallel
client processes each communicating with a parallel server.

par_client(Key, FFile) ->
{ok, S} = file:open(FFile, read),
ok = client_par_eval(Key, S).

client_par_eval(Key, S) ->
case io:read(S, ’’) of
{ok,FileS} ->

spawn(fun() -> client_par_eval(Key,S) end),
client_eval(Key, FileS);

eof -> file:close(S),
ok

end.

The input of the file names of the files to be searched is
provided by an input file FFile on the client site. The
gradual selection of new source files for a goal-directed
search may be integrated (see Section 5).

This parallel server can potentially create thousands of
connections. Performance is thus significantly enhanced, al-

though clearly the bandwidth of the communication channels
is strained. For a more sophisticated implementation, we can
limit the maximum number of simultaneous connections by
simply keeping count of new connections and finished ones.

3. Informal Security Analysis

3.1. Security Assumptions

A security analysis starts with a two-sided model com-
prising (a) the attacker and (b) the security policy, or
security goals. We cannot achieve 100% security because
(a) there always is the all-powerful attacker and (b) we
cannot generally achieve all security goals for all involved
parties because they may conflict. Usually, when investigat-
ing privacy, we use a multilateral security model [36] that
enables consideration of differing protection goals of several
involved parties.

Nevertheless, we analyze the privacy of the client using
a typical multi-level security model (MLS) [9] because we
are, in this paper, only interested in the privacy of the client’s
data. We therefore assume, for the security policy, that the
user – or, in our case, the client process – has a higher
security level than the server side, the potential attacker. Let
this security level be H , or high, for the client, and L, or
low, for the server. We further extend the security policy
by assuming that the local host is a secure domain, i.e. that
its data and internal communication are secure. All other
communication channels outside the client, and all data on
the server, is assumed to be visible to the attacker.

3.2. Information Flow Security

The first to formalize information flow in a program
were the Dennings [10]. The most natural way to formalize
confidentiality as a property of information flow have been
Goguen and Meseguer by their notion of noninterference
[12]. There are quite a few different definitions of noninter-
ference [32], mainly because it is a relation over behaviours
of programs (it it sometimes characterized as a bisimulation
property). Thus, the underlying computation model – leading
to different notions of behaviour – results in different notions
of noninterference. Without giving a formal introduction to
this notion, we attempt to provide a basic understanding of it.
We adopt a state-based view: program behaviour is viewed
as a transition between vectors of variable values.

The basis of noninterference is a relation of indistin-
guishability of program states based on a similar relation
on the program variables: high variables are all indistin-
guishable, but low variables are only if they have equal
values. Informally, the indistinguishability between states
during a program run is defined extensionally over the
indistinguishability of its components, the state variables.
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Given an indistinguishability relation on program states,
we can say that noninterference is defined as low-
indistinguishability. In other words, given a security policy
that assigns high and low to all data variables, a program
is non-interfering iff any two program runs remain low-
indistinguishable throughout the program behaviour if they
have been so from the start.

The important implication of noninterference is that the
attacker, who can only read low values, is thus unable to
learn anything about the values of high variables, even if he
can observe different runs of the same program on different
– but indistinguishable – data.

To show noninterference with respect to a given security
policy in practical terms, we have to analyze all control
flows of a program and ensure that there are no information
flows from high to low variables. In practice, this process
is often supported by a static analysis with specialized
noninterference type systems [18], [32] (see Section 4).

3.3. Informal Security Analysis of Privacy-
Enhancing Database Search

Although we do not yet intend to provide a formal
analysis according to some notion of noninterference here,
we already wish to use its essential idea in an informal
argument. Let our security policy be an assignment that
assigns high to the variables Key, Any, and Res. All other
data may be assigned low; most of the variables, like
Socket, S, and FileS, must be low because they have
to be communicated between the insecure server and the
confidential client. To show noninterference, we have to
analyze all control flows in our program and exclude all
explicit and implicit information flows from Key, Any and
Res to any other (low) variable.

An explicit flow is either given by an assignment from
one variable to another, which is impossible in Erlang
as it is functional (all variables are only assigned once),
or it is given by a function call, whereby a value can
then be assigned as the initial value of the receiving pro-
cess. The Key variable is passed on from client_eval
to client_receive, and from client_receive again to
itself in two separate recursive calls. In both invocations,
Key is again assigned by pattern matching to the variable
Key, which is also high, so there is no illegal explicit flow
there. These are all explicit flows from Key to any other
variable.

An implicit information flow is given when the control
flow can branch, e.g. at an if statement: according to the
value of the first variable, the tested variable, a second
variable in one of the branches receives a value, depending
on the value of the first. Again, such an implicit flow should
not lead from a high to a low variable. The only possible
branching of the control flow is the case statement in
client_receive. Here, there are implicit flows from Key

to Any and Res: depending whether Val matches Key one
of the two “non-eof” branches is selected. Consequently, X
– containing matching data – is added to the result list Res
if the Key match is successful otherwise nothing is added
to Res. Therefore, Res has to be marked as H as well. In
addition, the variable Any must be H because – if it were
L – we could work out Key: the difference between the
original file contents and those matched with Any gives just
those data items containing Key as first element: Bingo!

The variable Any is not used in any further function calls,
so there are no explicit flows from it to any other variable.
Considering, finally, the variable Res, we see that, here too,
there are no flows from it to any low variable, neither explicit
nor implicit. The final output of the value of receive by
the io:format call must be considered secure because it
happens inside the secure domain of the client and has no
effect on other low variables. To summarize, the privacy-
enhancing database search is non-interfering with respect to
our security policy.

4. Formal Security Analysis

In this section, we use the ideas already provided in
the previous section in the informal security analysis and
make them formal. In detail, we present the syntax and
semantics of Erlang – more precisely, a small subset of
the original Erlang language, Core Erlang, sufficient for
many applications, including ours. Then, we provide a novel
type system that encodes the legal information flows and
define a notion of indistinguishability. Finally, we show that
programs that are accepted by the type system are secure.
This proof implies that programs, for which a type can be
inferred according to our type system and over an initial
security policy, do not leak information.

In order to define formal semantics, it is always advisable
to use a reduced language set cutting out, on one side,
syntactic sugar, while still enabling, on the other side, the
full power of the language. There have been a few attempts
to define a Core Erlang language that serves exactly this
purpose, e.g. [6]. Several other papers, in particular those
concentrating on formal aspects of the Erlang language, e.g.
[17], [25], define semantics also in a more formal way. This
is a prerequisite for a formal analysis.

One way to take advantage of these earlier works is
to use a rigorous translation from Erlang to some formal
calculus and to exploit means for a security analysis. In
[19] we proposed such a strategy for a formal analysis: use
a translation of Erlang to the π-calculus [25] to represent
our application in a calculus that is more easily accessible
to a formal analysis. This would enable the use of existing
formalizations of noninterference for the π-calculus [15]
to demonstrate information flow security. However, after
some consideration of information flow analysis in the π-
calculus we decided to follow a different but much simpler
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approach based on language based noninterference by Vol-
pano, Smith, and Irvine [35], [34], [33].

In this section, we base our presentation on the syntax and
semantics for Erlang following Huch [17], present, then, an
original noninterference type system for this language, to
prove that a well-typed program does not contain illegal
flows. We finally illustrate experimentally the use of our
Erlang noninterference type system by showing how it is
used to check our program in a process of inferring security
types based on some initial security policy.

4.1. Syntax of Core Erlang

In the presentation of the syntax and semantics of Core
Erlang we directly model the asynchronous communication
and the message queues of Erlang. This is in difference
to some models that base the formal models of Erlang on
operational models of the π-calculus or CCS, unnecessarily
complicating the situation by mapping the asynchronous
communication of Erlang to synchronisation in π or CCS,
respectively.

The syntax of Core Erlang is defined as follows where c
denotes constructors and φ may denote any built-in or user
defined function or constructor.

p ::= f(X1, . . . , Xn) -> e. | p p

e ::= φ(e1, . . . , en) | X | pat=e | self |
e1,e2 | e1!e2 | case e of m end

receive m end | spawn (f,e)

m ::= pat1-> e1; . . . ;patn-> en

pat ::= c(pat1, . . . ,patn) | X

These are the known Erlang constructors. To express the
semantics we need to define also constructors for pattern
matching but these we treat differently as they are only
needed as an “internal representation” of the most natu-
rally expressed pattern matching expressions used in (Core)
Erlang. We distinguish three different cases for matching
match, casematch, and queuematch for simple patterns,
patterns in case statements and in queues, respectively. The
semantics of these patterns is given in the Appendix.

4.2. Core Erlang Semantics

Next, we introduce the operational semantics of the lan-
guage Core Erlang. Usually, that is, in all the major intro-
ductory texts, e.g. [2], [1], but also in scientific descriptions
of Core Erlang, e.g. [6], [25] the semantics of Erlang is just
informally described. For our purposes, this is not sufficient.
Hence we need to re-engineer a formal semantics. We do
so closely following Huch [17] but significantly simplifying
this original contribution as we do not need the same level
of detail.

The semantics, we present, follows the idea of a struc-
tural operational semantics which means that we define a
reduction relation −→Erl that gives rules for all cases of
possible syntax structures of Core Erlang programs. The
reduction represents possible one-step evaluations of an
Erlang program. The parallel program state is represented
as a set of Erlang processes Π where each single process
term is a triple (p, t, q) where p is the process identifier
of this process, t is the sequential Erlang term representing
the process in its current state of computation, and q is the
current message queue of the process. The entire operational
semantics is presented in Table 1. We will explain the
meaning of these rules, including special notation we use
in the following explanations.

We use reduction contexts E [11] to have a succinct
representation of the semantic rules and enable determining
a reduction strategy. Defining the reduction contexts as
follows, we define the operational semantics as a leftmost
innermost operational semantics.

E ::= [] | φ(v1, . . . ,vi, E, ei+2, . . . , en) | E,e | pat=E

spawn(f,E) | E!e | v!E | case E of m end

These reduction contexts are used in the rules to identify
where a reduction may take place. The nonterminal [] is
called the “hole” and marks the point of the next compu-
tation. We write E[e] for the context E where the hole is
replaced by the term e that is reduced next. In each of the
reduction rules we reduce the set of current Erlang processes
Π. We introduce Π

·
∪(p, t, q) as a map represented by triples:

Π
·
∪(p, t, q) = Π ∪ (p, t, q) if ∀ x, y. (p, x, y) /∈ Π else Π.
The sequential reduction rules define the evaluation inside

Erlang processes. The first one specifies that a sequence
of terms, juxtapositioned by comma, v,e reduces to the
second argument, if the first one is a reduced value v.
Next, a sequential term can be evaluated by replacing the
semantics FA of a predefined function F by its definition.
The constant self may be replaced by the process identifier
p representing the current process. Note, that – by using
self and assigning this semantics to it – we do not need
an explicit recursion in the semantics, instead iteration is
mapped to invocation of processes. Finally, the sequential
rules define that a function can be replaced by its function
body.

The next set of three rules defines how matchings are
evaluated; the functional definitions of the matching function
are contained in the Appendix. Their definitions are quite
complex and for the current context it suffices to anticipate
the intuitive meaning of the matching results. A simple
match leads to a pointwise match ρ of all variables in v
according to pattern pat and can be applied to the entire
sequential program E[v]. Similarly, a list of matches in
a casematch results in a matching case i and a match
ρ that can be applied in a case clause to evaluate the
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SEQUENTIAL REDUCTION

Π
·
∪(p, E[v, e], q) −→Erl Π

·
∪(p, E[e], q)

F predefined function

Π
·
∪(p, E[F (v1, . . . , vn)], q) −→Erl Π

·
∪(p, E[FA(v1, . . . , vn)], q)

Π
·
∪(p, E[self], q) −→Erl Π

·
∪(p, E[p], q)

f(X1, . . . ,Xn) -> e. ∈ program

Π
·
∪(p, E[f(v1, . . . ,vn), q) −→Erl Π

·
∪(p, E[e[v1/X1, . . . ,vm/Xm]], q)

MATCHING
match(pat,v) = ρ

Π
·
∪(p, E[pat = v], q) −→Erl Π

·
∪(p, ρ(E[v]), q)

casematch((pat1, . . . , patm), v) = (i, ρ)

Π
·
∪(p, E[case v of pat1 -> e1; . . . ;patm -> em end], q) −→Erl Π, (p, ρ(E[ei]), q)

queuematch((pat1, . . . , patm), (v1, . . . , vu)) = (i, j, ρ)

Π
·
∪(p, E[receive pat1 -> e1; . . . ; patm-> em end], (v1, . . . , vj , . . . , vu))

−→Erl Π
·
∪(p, ρ(E[ei]), (v1, . . . , vj−1, vj+1, . . . , vu))

CONCURRENT REDUCTION
f(X1, . . . ,Xn) -> e. ∈ program and p′a new pid

Π
·
∪(p, E[spawn(f, [v1, . . . , vn])], q)

−→Erl Π
·
∪(p, E[p′], q), (p′, e[v1/X1, . . . , vn/Xn], ())

v1 = p′ ∈ Pid

Π
·
∪(p, E[v1!v2, q), (p′, e, q′) −→Erl Π

·
∪(p, E[v2], q), (p′, e, q′@[v2])

Table 1. Operational semantics of Core Erlang

case construct while simultaneously replacing the matching
values in ei. The queuematch, finally, produces – besides
the matching – the selection of the right clause i in a
receive construct and the selection of the message vj in
the message queue of the process which is subsequently
removed from it.

For the parallel semantics, we define the semantic rules
CONCURRENT REDUCTION that entail a rule for spawning a
new process and one for message dispatch with ! between
processes where @ denotes list append.

4.3. Security Type System

Given the operational semantics of the Core Erlang lan-
guage we can now define a type system assigning security
types τ ∈ {L,H} to Core Erlang program terms. This will
then enable to prove that there are no illicit information flows
in well-typed Core Erlang programs. However, this statement
will be dependent on the proper behaviour of the program
according to the semantics. As Erlang is not a strongly typed
language we would need to first provide a classical type
system and prove type safety, i.e. progress and preservation
for this classical type system. As this would go well beyond
the scope of this paper and, moreover, such classical type
systems are provided by others, e.g. [20], [27], we will just
use these results without further introduction by implicitly
assuming the additional hypothesis, “program p is classically
well-typed”.

Our security type system is a language based type system
assigning L (low) and H (high) security types to terms of
Core Erlang programs. We want to assign these classes to

the parameters and results of Erlang processes in order to
avoid explicit flows from H to L that may happen when
a H process replies to a L process with ! or when a H
process spawns a process that is of class L passing H
values as parameters. To forbid such flows, we can guard
the corresponding program terms by type constraints to
expressions, like process identifiers, and to parameters. In
addition, we use the subtype relation ≤, i.e. L ≤ H . To
type entire terms – like a function that is being spawned
– we introduce the type constructor cmd. Now, programs
can have type H cmd or L cmd; intuitively, a program of
type H cmd cannot transmit information to L processes. For
example, if a function has type H cmd it can only be applied
to parameters of type H . The case of a function f : H cmd
applied to an L parameter is possible because – due to
subtyping L ≤ H – the parameter is also of type H . How
do we exclude the forbidden case f : L cmd and parameter
of type H despite subtyping? In our type system, the type
τ cmd is neither contravariant – as in other type systems
[33], [5] – nor covariant; it is simply not related. Still, the
flow from L to H is enabled – as pointed out above, and
the flow from H to L disabled because an L cmd cannot be
upgraded (as it would be the case with covariance). However,
as Erlang is a functional language – in contrast to the simple
imperative languages considered in [33], [5] – we need to
be able to use arbitrary expressions as arguments. That is,
terms can be supplied as arguments to functions or sent to
processes. To accomodate the necessary transformation of
terms of type τ cmd to argument terms of type τ we add a
type transformation rule (C-VAL).

The typing of identifiers, like variables and simple terms,
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and processes is encoded in type maps γ for identifiers
and Γproc assigning a security type to each process. More
precisely, we introduce different categories of types; the base
types τ are used to assign security types to variables and
constants, and the constructed types τ cmd to assign types
to terms.

τ ::= L | H
ς ::= τ | τ cmd

γ : Id ⇒ τ

Γproc : Pid ⇒ τ cmd

The typing rules define inductively the typing relation
Γproc, γ ` t : ρ where Γproc, γ are type environments,
maps assigning types to base terms under which the actual
typing t : ρ is valid. Table 2 summarizes the entire type
system; it is explained in the following in detail. In the type
rules, we use the type variable ς as a “meta”-variable, i.e.
ς ∈ {L,H,L cmd,H cmd}. We further use the following
operator

◦
∪ that enables extension of type maps according to

equalities induced by pattern matches,

τ
◦
∪ρ = τ ∪ (τ ◦ ρ)

where the operator ◦ is relational composition. Rules IDENT
and PIDENT state that the typings encoded in the type
maps Γproc and γ can be transformed into typings with
`. Simple terms may have some fixed type assigned to it
– as is encoded in rule SIMPLE TERMS. Together, the first
three rules provide the means to input a security policy
to the type analysis. The following three rules COMPOSE,
FUNCTION, and APPLICATION encode that arguments of
suitable type can be plugged into the term constructors for
composition, function definition and application of Erlang.
The next three rules PATTERN, CASE, RECEIVE all deal with
pattern matching. The assumption set ρ assigns variables to
their matched terms which is included by

◦
∪ into the type

maps. If the patterns have suitable type τ , the statement
using the pattern can be typed correspondingly by τ cmd
because it will not contain a subterm lower than τ . The
rules SPAWN and SEND control the communication: SPAWN
demands that the arguments to a spawn conform to the
security bound of the spawned function and SEND states
that a process v1 of level τ cmd can receive messages
of type τ (or higher, because of rule SUBTYPE). The rule
CONFIGURATION is the main rule that lifts the typing of the
rules to the level of a configuration by dividing the typing
to single process terms. Finally the rules BASE, REFL, C-
VAL, and SUBTYPE determine the ordering on the set of
types, transform cmd-terms to simple terms to allow terms
as parameters to functions and as messages, and enable
subsumption, i.e. elements of a type are also elements of
its supertypes.

4.4. Indistinguishability

We provide key properties that will be used in the sub-
sequent section to prove that well-typed programs have the
noninterference property. In addition, we use this section to
introduce the notion of indistinguishability that is the core
of the definition of noninterference.

Lemma 4.1 (Confinement): Let ` Π : Γproc and
(p, t, q) ∈ Π with Γproc(p) = Hcmd. Then, Γproc, γ ` t :
H cmd and for all subterms t0 and corresponding contexts
E with t = E[t0] we have that Γproc, γ ` t0 : H cmd, i.e.
all subexpressions are H as well.

Proof: By induction over the typing rules on the struc-
ture of t.
The following theorem is a sanity check; it shows that
the types are preserved by the semantics. If they were not
preserved any properties encoded in the types would be
destroyed.

Theorem 1 (Subject Reduction):

`Π:Γproc ∧Π −→Erl Π′ ⇒ ∃ Γ′
proc. `Π′ :Γ′

proc

where Γproc ⊆ Γ′
proc.

Proof: The proof is by induction and a straightforward,
albeit long, case analysis.
Next, we introduce a notion of equivalence of configura-
tions that will enable the definition of noninterference. As
already explained in the previous section when introducing
noninterference informally, the intuition is that an attacker
cannot see any difference of H values when regarding L
values. This equivalence needs to be shown over arbitrary
program runs. Hence, we need to define what it means for
two program states to be indistinguishable for the attacker.
As we have a dynamic set of processes, represented by Pid,
that needs to be compared we use a technique seen in [3]
that uses typed bijections to that end.

Definition 4.2 (Typed Bijection): A typed bijection is a
finite partial function σ on process identifiers p such that

∀ p : dom(Π). ` p : T ⇒ ` σ(p) : T

(where T is given by Γproc(p)).
The intuition behind typed bijections is that dom(σ) desig-
nates all those processes that are, or have been, visible to the
attacker. We cannot assume the names in different runs of
programs, even for low elements, to be the same. Hence, we
relate those names via a pair of bijections. These bijections
are typed because they relate processes that are all of type
L.

The following definition of indistinguishability uses the
typed bijection in this sense. The intuitive relationship
between type L and membership in dom(σ) is only later
made formal by an invariant. We believe that this invariant
decisively ameliorates the exposition of the proofs and the
understanding of the model (compare with the proofs in
Banerjee and Naumann’s paper [3]).
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IDENT
γ(x) = ς

Γproc, γ ` x : ς

PIDENT
Γproc(p) = τ cmd

Γproc, γ ` p : τ cmd

SIMPLE TERMS
Γproc, γ ` e : τ

COMPOSE
Γproc, γ ` c1 : τ cmd , Γproc, γ ` c2 : τ cmd

Γproc, γ ` c1, c2 : τ cmd

FUNCTION
Γproc, γ ∪ {X1 : τ, . . . , Xn : τ} ` e : τ cmd,

Γproc, γ ` f(X1, . . . ,Xn) -> e. : τ cmd

APPLICATION
Γproc, γ ` f(X1, . . . ,Xn) -> e. : τ cmd, ∀ i. Γproc, γ ` vi : τ

Γproc, γ ` e[v1/X1, . . . , vn/Xn] : τ cmd

PATTERN

Γproc, γ ` v : τ, Γproc, γ
◦
∪match(pat, v) ` pat : τ cmd

Γproc, γ ` pat=v : τ cmd

CASE
Γproc, γ ` v : τ, casematch((pat1, . . . , patm), v) = (i, ρ),

Γproc, γ
◦
∪ρ ` pati=v : τ cmd, Γproc, γ

◦
∪ρ ` ei : τ cmd, ∀i ≤ m

Γproc, γ ` case v of pat1 -> e1; . . . ;patm -> em end : τ cmd

RECEIVE
queuematch((pat1, . . . , patm), (v1, . . . , vu)) = (i, j, ρ),

Γproc, γ
◦
∪ρ ` pati=vj : τ cmd, Γproc, γ

◦
∪ρ ` vj : τ, Γproc, γ

◦
∪ρ ` ei : τ cmd, ∀i ≤ m

Γproc, γ ` receive pat1 -> e1 ; . . . ;patm-> em end : τ cmd

SEND
Γproc(v1) = τ cmd, Γproc, γ ` v2 : τ

Γproc, γ ` v1!v2 : τ cmd

SPAWN
Γproc, γ ` f(X1, . . . ,Xn) -> e. : τ cmd, ∀ i. Γproc, γ ` vi : τ

Γproc, γ ` spawn(f, [v1, . . . , vn]) : τ cmd

CONFIGURATION
∀ (p, t, q) ∈ Π. Γproc, ∅ ` t : Γproc(p)

` Π : Γproc

BASE
L ≤ H

REFL
ς ≤ ς

C-VAL
Γproc, γ ` e : τ cmd

Γproc, γ ` e : τ

SUBTYPE
Γproc, γ ` p : ς, ς ≤ ς′

Γproc, γ ` p : ς′

Table 2. Security type system for Core Erlang

Definition 4.3 (Indistinguishability): An indistinguisha-
bility relation is a heterogeneous relation ∼σ , parameterized
by a typed isomorphisms σ whose differently typed subre-
lations are as follows.

t ∼σ t′ ≡ tσ = t′

p ∼σ p′ ≡ σ(p) = p′

(p, t, q) ∼σ ≡ p ∼σ p′ ∧ t ∼σ t′ ∧
(p′, t′, q′) ∀ i.q#i ∼σ q′#i

Π0 ∼σ Π1 ≡
dom(σ) ⊆ dom(Π0)∧
ran(σ) ⊆ dom(Π1)∧
∀ p, p′. p ∼σ p′ ⇒ Π0(p) ∼σ Π1(p′)

The above exploits the convention that equations involving
partial functions are interpreted as false when the function
is undefined. Hence, p ∼σ p′ only if (p, p′) ∈ σ, otherwise
σ(p) = false.

The H part of the program is not relevant for L-
indistinguishability and thus not recorded at all in the
corresponding typed bijections. “H-indistinguishability” thus
corresponds intuitively to “indistinguishability not defined”.

The partial bijection approach is an elegant concept for
specification but technically proofs become cluttered with
technical detail. We explicitly mark the correspondence
between type L and the domain of the isomorphism σ. The
following invariant specifies this correspondence.

Definition 4.4 (Invariant):

p ∈ dom(σ) ≡ Γproc(p) = L cmd

We write invariant(σ) if the configurations are clear from
context.
The invariant immediately transfers to the range of σ because
it is a typed bijection.

Corollary 4.5: If the invariant holds we also have the
following equivalence.

p ∈ ran(σ) ≡ Γproc(p) = L cmd

Note, that the Invariant only specifies this correspondence.
The invariant is a tool to clarify the proof of noninterference.
Its validity for given typings and pairs of configurations has
to be established.

Lemma 4.6 (Initial Invariant): Given two indistinguish-
able initial configurations Π0,Π′

0 that are well-typed, the
isomorphism σ can be constructed such that the invariant
holds. These initial configurations are then indistinguishable
with respect to σ, i.e. Π0 ∼σ Π′

0

Note, that if the initial configurations were not indistin-
guishable, their types could be different in which case the
existence of a pair of isomorphisms fulfilling the invariant
would be impossible.

4.5. A Well-typed Program is Secure

After these preparations we are able to prove the main the-
orem. Well-typed programs are secure. This property is a so-
called bisimulation property, that is, a property over different
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runs of a program showing that a relation is preserved by
the evaluation. This property will be the indistinguishability
relation. The essence of the property is that the evaluation
does not change the L-indistinguishability, therefore the
attacker cannot learn more by observing the program running
if he could not learn anything from start.

We first prove a theorem that assumes the invariant to
hold and then shows that indistinguishability is preserved.
The main result is a simple corollary from this: as we can
chose σ to verify the invariant for initial configurations,
all reachable configurations are secure. We prove a strong
version of bisimulation in which the second transition
is −→01

Erl= id ∪ −→Erl and not just −→∗
Erl (as, for

example in Volpano and Smith’s work on noninterference
of a simple multi-threaded while language [33]).

Theorem 2 (Noninterference): Let Π0 and Π1 be configu-
rations such that Π0 ∼σ Π1, ` Π : Γproc and ` Π′ : Γproc,
and the Invariant holds. If Π0 −→Erl Π′

0 then there exists
Π′

1 such that Π1 −→01
Erl Π′

1 and Π′
0 ∼σ′ Π′

1 such that
σ ⊆ σ′, and the invariant remains valid for σ′.

Proof: We proceed by case analysis and induction over
the semantics −→Erl . In each case, we define a new σ′

based on the existing σ for which the invariant holds by
assumption. The case analysis hinges on p ∈ dom(σ) rather
than L and H as in classical proofs, e.g. [33] (however, it
is important to keep in mind that this predicate corresponds
to H/L-typing in form of the proof invariant).

The high case is proved once for all cases of the
semantic reduction. Let p0 ∈ dom(Π0) and p0 /∈ dom(σ)
with Π0(p0) 6= Π′

0(p0), i.e. this process has been reduced.
Let σ′ = σ and Π′

1 = Π1. Then, Π′
0 ∼σ Π′

1 because
dom(σ′ = σ) ⊆ dom(Π0) ⊆ dom(Π′

0). The new process
that may have been introduced – in case the reduction
was with rule SPAWN – is H since, by the Invariant, from
p0 /∈ dom(σ) follows that Γproc(p0) = H cmd. In turn, by
preservation, the new process has type H cmd whereby the
Invariant remains valid and indistinguishability as well.

The other case p ∈ dom(Π0) such that p ∈ dom(σ) and
Π0(p0) 6= Π′

0(p0) entails the low cases which are proved
case by case following the semantics. Generally, we know –
since p ∈ dom(σ) – that Γproc(p) = L and that σ(p0) = p1

for some p1 ∈ dom(Π1). Furthermore, Γproc
σ
(p1) = L

because σ preserves types. We show the case for spawn as
it is one of the more interesting cases where a new process
is added and consequently changes appear. The other cases
are very similar and are omitted.

Case (SPAWN). Let f be defined in the program,
Π0(p0) = (p, E[spawn(f, [v1, . . . , vn])], q), and p′0 a
new pid, then Π′

0(p0) = (p0, E[p′0], q0) and Π′
0(p

′
0) =

(p′0, e[v1/X1, . . . , vn/Xn], ()) according to the semantic
rule SPAWN. Since we consider p0 ∈ dom(σ), which is,

due to the Invariant, equivalent to Γproc(p0) = L, thus by
rule CONFIGURATION γ(t) = L cmd, and, consequently,
by confinement, we have that γ(spawn(f, [v1, . . . , vn])) =
L cmd. Since p0 ∈ dom(σ), there is a unique
p1 with p0 ∼σ p1 and by assumption Π0(p0) ∼σ

Π1(p1), hence, for Π1(p1) = (p1, t1, q1), we have
t0 ∼σ t1 and thus, by definition of indistinguishabil-
ity, t1 = Eσ[spawn(f, [v1σ , . . . , vnσ ]))]. We can select,
Π′

1 = Π1

·
∪(p1, E[p′1], q1)

·
∪(p′1, e[v1/X1, . . . , vn/Xn], ())

where p′1 is a fresh pid. Then Π1 −→Erl Π′
1 according

to rule SPAWN as well. According to preservation, the
successor configurations are well-typed with types Γproc =

Γproc
·
∪(p0, L cmd) by typing rule SPAWN. The new pro-

cesses p′0 and p′1 have type L cmd by confinement and
rule CONFIGURATION; The new isomorphism σ′ := σ ∪
{(p′0, p′1)}, whereby the invariant remains valid. Finally, we
see that Π′

0 ∼σ Π′
1.

Corollary 4.7 (Reachable Configurations Security): Let
Π0 and Π1 be configurations reachable from some initial
indistinguishable configurations then there exist σ such that
Π0 ∼σ Π1.
The corollary follows by induction over −→Erl from
Lemma 4.6 and the Noninterference Theorem.

4.6. Experimental Evaluation

The security type system we have constructed for the
Erlang language shall guarantee statically that there are
no illegal information flows from H to L. How is this
achieved? We finally want to illustrate here the use of the
concepts developed in the current section by some simple
experiments. Going back to the informal security analysis
from where we started in Section 3.3, we reconsider the
argument we pointed out there and show up how the Erlang
type system we presented in Section 4.3 enables checking
whether a given security policy is valid for the privacy
concerns of our data base enquiry program.

Let us reconsider the critical case of the informal analysis.
There, we found out that – if we want to keep the variable
Key private, i.e. H – then Res and Any (at least) have to
be assigned H by the security policy as well. Technically,
this is realized by setting up the variable assignment γ as
mapping those variables to H . As we have seen before, Any
and Res had to be set to H as a consequence of an implicit
flow in the program – both variables depend on Key. To
test our Erlang noninterference type system let us see what
would happen if we were to set these two variables to L.

Type inference is a process of iteratively applying the
typing rules from Table 2 starting from the initial assignment
given by the security policy, here

γinit = {Key 7→ H, Val 7→ L, Any 7→ L, Res 7→ L}

reconstructing the entire program thereby constructing the
security types – which in our case should be impossible.
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Indeed, at some point during this reconstruction, we need to
give a type for the crucial case statement in client_eval.
The only applicable typing rule CASE imposes in its con-
clusion – below the line – that the case construct can only
have a type τ cmd if for all matches this type τ cmd may be
constructed for all variables and the branches ei. However,
as Key is contained in {Key, X} this pattern pat2 has type
H cmd (rule MATCH). Hence, the branch e2 after the Key
clause must be of type H cmd which can only be inferred
by rules SIMPLE TERMS, FUNCTION, APPLICATION if Res
already has type H . Equally, Any must be H as well. These
two constraints are not fulfilled in our initial assumption
γinit. This leads to a failure of type inference with our Erlang
noninterference type system; the program is rejected for the
security policy γinit. A straightforward implementation of
the type rules would automatically detect the error in the
security policy. In fact, the constraints elaborated above by
the walk-through of the type rules can only be fulfilled if
the initial assignment of γinit already marks Res and Any
as H – corresponding to our informal security consideration
in Section 3.3.

Interestingly, also Val – as variable v at the head position
of the case statement – must be H according to rule
CASE. This is an additional requirement that we have not
established informally in Section 3.3. In our case, it is
not necessary but, in general, the head position of a case
statement can also be a H variable – then forcing the other
match variables to be H as well. However, this additional
requirement does obstruct neither the functioning of the
program nor the correctness of the type analysis. It is a
well-known problem that static security analysis is often too
restrictive; in fact it must be so because it is provable that
an accurate noninterference analysis is undecidable [34].

To ascertain that this over-functioning of the type system
does not go too far (i.e. typing everything as H), let us
consider just one more variable. To function well according
to our global security policy – i.e. the server is public and
only the client is our trusted component – the files, that
are on the server and on which we want to perform our
search and variables, e.g. Bin, that are related to those
files, need to be assigned L in the security policy γinit.
Now, can Bin be L? This seems surprising as it is used
in close context, i.e. direct pattern matching, with Val of
which we have just seen that it needs to be H . The crucial
pattern matching in the receive statement, i.e. term Val =
binary_to_term(Bin) represents a legal information flow
from L to H . This is reflected in our type system as follows.
As Bin is of type L it is – according to rule SUBTYPE –
also of type H . Hence, by rule PATTERN, the corresponding
pattern matching Val = binary_to_term(Bin) can be
typed H cmd because Bin can be typed H and Val can
be typed H cmd : if we assume Val initially – in γinit –
to be of type H cmd, it also is of type H because of rule
C-VAL – thus complying to the requirements of the CASE

rule seen before.2

The proof of type safety and the Noninterference theorem
generally guarantee what we have just illustrated by a walk-
through of the crucial parts of our program. Any program
that is accepted by the Erlang noninterference type system
will not leak information from variables designated as H in
the security policy. If we want to keep, like in our example,
some variable Key private, the type system shows us which
other parts of the program need to be kept confidential as
well.

5. Alternative Approaches and Conclusions

In this final section, we briefly consider alternative ap-
proaches and discuss the solution. The approach we have
presented – based on the simple idea of running the security-
sensitive part of the service on the client site – corresponds
to the concepts of common web service implementations like
Javascript, Active Server Pages and Java Applets. However,
other concepts for web services, like CGI-Scripts or Java
Servlets run on the server site. Compared to the presented,
secure, client-sited approach, running the entire service
remotely is clearly more efficient. An open question is,
whether we can provide a secure solution to this more effi-
cient way of running our security sensitive key-application
on a remote site. We illustrate this alternative approach
next using a calculus for active objects. We then sum up
relevant work in the Java sector, before we reach our general
conclusions.

5.1. Implementation with Active Objects

By adding the concept of objects, familiar from object-
oriented programming, to the existing concepts of paral-
lelism and distribution as in a functional – and hence
relatively safe – language like Erlang, we provide functional
active objects through our new calculus ASPfun [16]. Active
objects allow confidentiality by encapsulating local data.
In contrast to data locality in a process, the idea of data
encapsulation is stronger because the data is an inherent part
of an object. Such objects are activated as a whole entity
and become active objects. We can thus remotely activate
such objects without the risk of disclosing the confidential
data contained in the object.

Although we could also remotely start an Erlang function,
we still have to transmit with this activation (or spawn)
command the initial data for the process, in our case the
key we wish to keep secret. Since we cannot assume that
the communication channels are secure [31], confidentiality
of the key, i.e. privacy, cannot be established.

We can implement a database search using active objects
by starting an active object that acts as a kind of gateway

2. Flows from H to L cannot be produced: if a left hand side is a pattern
of type L cmd this has no relation to H cmd.



253

International Journal on Advances in Security, vol 2 no 2&3, year 2009, http://www.iariajournals.org/security/

process. Given confinement of data in an active object,
we also achieve privacy. It is beyond the scope of this
paper to properly introduce ASPfun, but, as it is a simple
and concise calculus, we still use it here to concretize this
idea of a gateway object. We now give the – actually very
short ASPfun program – with just a very brief and informal
explanation of its functionality.

Let ∆ be the remote database we wish to search. The
following short ASPfun program, when run on a client,
activates an object containing a search method σ and the
key κ on a server.

Active([s = σ, k = κ]).s(∆)

The Active command creates a new activity that contains
our gateway object [s = σ, k = κ] as active object. The
call of s with ∆ as parameter to the then remotely active
object – notated in the object-oriented fashion as .s(∆) –
initiates the search. The result of this method call is returned
to the caller, here the client.

A security consideration for this program, or for ASPfun
in general, must assume that active objects are guaranteed
to be confined. In other words, the contents of an active
object can only be accessed through calls of corresponding
methods. This is the principle of language based secu-
rity. Although, in principle, any malicious remote run-time
system can crash our active object and get access to its
contents, language standards can guarantee that this will not
happen. An example for such language standards is bytecode
verification in virtual machines. Additionally, we need to
ensure that the invocation of an active object, through the
Active command, is secure. This means that the transfer
of the object to a remote site is done in a secure fashion.
Given such security measures, we can apply a security
policy that permits only active objects with equal or higher
security levels to call methods to an active object, thereby
guaranteeing the exclusion of illicit flows.

5.2. Java Privacy Solutions

The server sided approach using active objects with
ASPfun we have illustrated in the previous section is also
realized for the programming language Java. Andrew Myers
has provided in his PhD thesis [22] an approach called
Decentralized Label Model (DLM) that enables a rôle based
approach to enforcing security in programs. The main idea
in DLM is to have explicit labels in the program modelling
the actors that have access to labelled program parts. Myers
and Liskow augmented the DLM model with the idea of
information flow control as described in the papers [23],
[24]. Further works by Myers have been mostly practi-
cally oriented, foundations only considered later. Initially,
he implemented a Java tool package called JFlow that
implements the DLM and information flow control [21]. The
extensions given by the DLM to the standard noninterference

notions lead to undecidable typing. That is, typing cannot be
completely performed at compile time but has to be partly
done at run-time – which is costly and risky. From the point
of view of privacy policies, an interesting experiment is the
paper by Hayati and Abadi [13] in which they sketch how
privacy policies can be expressed using the DLM. Hayati
and Abadi use the Jif framework [26]– the new version of
JFlow – to outline the Jif signatures to encode purpose and
retention, two important notions for privacy policies. In more
recent work, still along the same lines, Zheng and Myers
[37] have gone even further in exploring the possibilities to
dynamically assign security labels while still trying to arrive
at static information flow control. A recent implementation
of these concepts is given by the framework called Sif –
for Servlet Information Flow – which basically represents a
new version of Jif, i.e. Jif 3.0, but has an additional layer of
Java servlets that focuses thus on the support of web-services
with server-sided applications.

The impressive amount of work by Myers and his team
pushes the idea of static analysis of information flow with
type systems very far. The DLM concept enables even
multilateral security modelling but causes troubles with de-
cidability. However, being centred around the Java world, the
work additionally has to struggle with concurrent access to
data. Using active objects, as sketched on a conceptual level
in the previous section, the clear separation of separate data
spaces grants a simpler and more natural use of distribution
in web-services.

5.3. Conclusions

Triggered by public demand, privacy in social networks
– in particular internet based ones – increasingly attracts
scientific interest. Leading European projects, like Primelife
[29] and its predecessor Prime, bundle scientific and indus-
trial competence to explore privacy in future networks and
services. Various techniques in computing have been applied
to tackle the related challenges, for example, artificial intel-
ligence and unsupervised learning [8].

We have presented an approach to a privacy-enhancing
data base enquiry that solves the problem by not disclosing
the search key but by performing the search itself. The
concept has been demonstrated by a simple implementation
in Erlang; it’s feasibility has been achieved through Erlang’s
high scale parallelism. A final security consideration shows,
informally and formally, that the security goal of keeping
the key data confidential, i.e. private, is achieved.

As briefly mentioned in Section 2.3, a sensible extension
of our parallel search program is to evaluate in each step
the results obtained in the previous step with respect to
new goals, i.e. file names, to continue the search. This is a
simple enough extension that merely needs to identify new
file names, or more generally Internet sites, to continue the
database enquiry. However, this kind of goal-directed search
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raises new security issues. An observer could infer some
information about the key from the way we continue our
search because we select the file names from the matched
search results. To overcome this, we have to cover up our
search and load, as before, all possible files referenced in
the previous round. However, for the sake of efficiency,
we would only really analyze those that we know to be
interesting. Here, again, a new covert channel opens up,
that is not visible in the data flow based model we use
in Section 3: an attacker could distinguish our two ways
of treating incoming files in this “cover-up” analysis by
measuring the times between new demands for connections
with gen_tcp:send(..., FileS).

The informal security argument we have shown is not
invalidated by this consideration. In the simple implementa-
tion, we have not used information from the files. There
simply is no dependency between the files being down-
loaded. Consequently, we cannot lose any information from
them. A similar analysis of the extended “sensible” search
would reveal this illegal information flow because we would
use information from files analyzed in previous rounds to
determine the new FileS.

Our informal security analysis is first informally intro-
duced and then developed into a formal notion of informa-
tion flow for Erlang. We develop a security type system
and prove that when a program is well-typed according
to this type system then there are no (undesired) covert
channels. This approach is widely accepted for language
based security analysis; a concise overview of type-based
information flow control is given by Sabelfeld and Myers
[32]. The special challenge we have been facing here for
Erlang is that we have to address concurrency. Earlier papers
on security type systems [33], [5] for concurrent systems
already point out the following difficulty: the termination of
processes is observable by other processes. The motivating
example [5] shows that this problem is due to concurrency of
shared data. By contrast – as Erlang processes have strictly
separate data spaces – these incriminating examples cannot
be reproduced in our case; since active objects in ASPfun also
have separate data spaces this security problem is neither
relevant there.

The construction of a security type system for Erlang and
proof of noninterference for this type system – presented
in this paper – provide a general security measure that can
straightforwardly be implemented in a static type checker
for Erlang security. Extending these ideas to active objects
is current research.
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Appendix

In the rules for pattern matching, case, and receive,
we use the functions match, casematch, and queuematch
for modelling the pattern matching mechanism of Erlang.
This mechanism is more complicated than those of other
programming languages because of non-linear patterns with
multiple occurrences of the same variable.

match(X, t) := [t/X]
match(c(pat1, . . . , patn, c(v1, . . . , vn)) :=

match(pat1, v1) ∪ . . . ∪ match(patn, vn)
match( , ) := Fail, otherwise

Two derived substitutions can only be unified if the overlap-
ping parts are identical. Otherwise the matching fails.

Fail ∪ σ := Fail
σ ∪ Fail := Fail

σ1 ∪ σ2 :=

 σ1 ∪ σ2, if ∀X ∈ (dom(σ1) ∩ dom(σ2)).
σ1(X) = σ2(X)

Fail, otherwise

The function case evaluates to the expression corresponding
to the first pattern matching a given value. The function
casematch returns a tuple containing the number of the
first matching pattern and the corresponding substitution, or
Fail, if none of the patterns matches.

casematch((pat1, . . . , patn), v)

=


(i, ρ), if match(pati, v) = ρ and

match(patj , v) = Fail ∀ j < i
Fail, otherwise

The constructor receive has the same behaviour but all
values in the queue have to be considered. In Erlang, a pat-
tern is successively matched against all values in the queue
before the next pattern is matched. This is implemented in
the function queuematch which returns the match and in
addition the position of the queue value that matches.

queuematch((pat1, . . . , patn), (v1, . . . , vn))

=


(i, j, p), if match(pati, vj) = ρ and

match(pati, vk) = Fail ∀ k < j and
match(patl, vh) = Fail ∀ l < i, h ≤ n

Fail, otherwise
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Abstract—Connecting systems that are responsible 
for gathering information of any kind (e.g., images 
(optical/infra red/radar), video streams, vehicle tracks, 
etc.), processing stations (merging images series, 
stabilizing videos, etc.)  and exploitation systems in a 
large (e.g., multinational) environment is a difficult 
task. Currently those stations tend to be operating 
independently irrespective of the vast amount of other 
systems available.  

As cooperation between different nations and 
different operating entities (civil and military) is 
increasingly important the sharing of information to 
generate a common awareness is vital. 

This paper describes a solution towards this goal by 
introducing a system capable of dealing with the 
ingestion and distribution of data and the fusion 
perspectives/possibilities that arise when a multitude of 
stations report a single event from many viewpoints. 

 
Keywords: client-server architecture, sensor/ 
exploitation/ information system, information/ data 
fusion, ISR 

 
1. Introduction 
 
ISR (Intelligence, Surveillance and Reconnaissance) 
in civil and military environments is often 
accomplished using separated stove-piped systems, 
therefore data accumulated from multiple 
heterogeneous sensors can’t be shared and the 
capabilities to fulfill missions are limited. Services, 
like data/information collection and analysis, are not 
performed by the best but by the only system 
available, resource management is therefore 
suboptimal. To overcome this problem a concept to 
share data has been developed and implemented: A 
Coalition Shared Data (CSD) Server is used to store 
standardized data. It allows the dissemination 
according to user requirements, network and security 
settings. Tasking elements, sensor and exploitation 
systems store relevant metadata and products in 
common (standardized) formats in a shared database. 
The data model and interfaces of the database are  

 

 

based on established military standards (STANAGs). 
Instead of “only” collecting and distributing data an 
integrated data processing approach also should 
evaluate the incoming information, preselect 
interesting events for the human operator and, by 
using fusion algorithms, summarize complementary 
information and sort out redundant data to reduce the 
amount of information. This fusion aspect will be 
shown exemplary in the domain of image and video 
fusion. 

The CSD concept was deployed in a rather restricted 
environment where legacy systems are in place that 
have to be reliable and secure. These systems are 
developed by different nations and by different 
companies. The challenge in such a context is “real” 
interoperability. To achieve this  some constraints 
were put externally on properties of the final 
architecture (e.g. using STANAGs for the description 
of data, meta data and the client-server 
communication “language”), that our solution had no 
way to circumvent. Therefore the result and described 
work here is the output of those design decisions 
giving in our opinion the best possible solution 
solving the given problem under the mentioned 
restrictions. The design and implementation phases 
were and still are a long continuing process. 

This paper is based on a conference paper that 
focused on border surveillance [1]. Here not only 
civil applications are taken into account, but the full 
aspect of civil and military ISR. 

It is structured as follows: in Section 2 the task of 
information sharing within ISR is introduced and 
described. In the following section, the requirements 
for standardized data formats, which are highly 
important for information sharing, are discussed. 
Next, in Section 4, our system architecture for 
integrated ISR systems is presented. Finally, 
exemplary deployments of the developed system, 
which have been used in different military exercises 
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and demonstrations on civil security are described. 

 
2. Information Sharing within ISR 
 

ISR are different aspects of information gathering 
with human and technical sources to enhance 
situation awareness. This happens on different 
organizational and administrative levels.  

Within (civil) surveillance on a local level, immediate 
measures have to be found to enable a quick and 
efficient reaction to an imminent danger. On a 
regional level relevant information has to be shared to 
be able to exercise precautionary measures and avoid 
an escalation of a crisis. If the local authority is not 
able to handle the crisis, reinforcement has to be 
provided. If a crisis affects more than one region or 
even country then national and transnational 
decisions have to be made and information has to be 
shared. 

Another (military) differentiation is information 
gathering on a tactical, functional or strategical level. 
On a tactical level decisions have to be made within 
operations based on information on current events 
and immediate decisions on an appropriate reaction 
have to be made (short term decisions). On a 
functional level situation awareness is generated to 
enable the planning of current military operations 
(mid term decisions). On a strategical level situation 
awareness is generated with security-relevant 
information to enable decision makers (on a political 
and military level) to predict long term developments 
in critical areas. 

The use of a mix of sensor and information systems is 
key to adequate situation awareness on the different 
levels. 

 

2.1 Integrated ISR Systems 
 
Within an integrated ISR system, disparate 
technologies that complement one another are 
installed, the interaction of the data output is 
essential.  
An integrated ISR system consists of sensors 
(technical systems and humans), exploitation systems 
(that might also be deployed as situational awareness 
displays) and external information systems. 
In Figure 1 a critical area, e.g. a border is monitored 
by a range of different sensor types. Those sensors 
deliver data to a surveillance unit (SU). However, the 
areas that are monitored intersect and data that is of 
interest for one surveillance unit may also be of 

interest for adjacent units. Our architecture allows the 
necessary data sharing and accommodation of 
additional information from external systems 
resulting in enhanced situation awareness. 

BSU1 BSU2

Sensor 
IR Video

Sensor 
Track

Sensor EO 
Image

Sensor IR 
Video

Sensor 
Sonar

Sensor 
SAR

Border

External 
Information 

System

BSU: Border Surveillance Unit  

Figure 1: Surveillance System  

 
2.1.1 Sensor Systems 
 
Sensor systems normally consist of the sensor and a 
ground station that does the primary data processing 
and possibly some exploitation. Combined sensor 
systems that consist of different sensors might use 
some sensors as triggers for others and only the 
secondary information is passed on to an “outside” 
exploitation system. Depending on the sensor type 
and the processing a proprietary (raw) data stream 
may be created. To observe different types of critical 
areas it is necessary to make use of different sensor 
types with differing ranges and tasks [2]:  
• Long-range surveillance conducted by space 

borne and airborne systems is of interest for an 
all-weather and 24 hour detection of threats that 
harm a wide area (e.g., oil slicks that indicate an 
attack on the environment and/or on nations 
resource supply). The sensors can deliver all 
kinds of imagery such as IR (infrared), EO 
(electro optical) and SAR (synthetic aperture 
radar) as well as motion imagery (video), 
SIGINT (signal intelligence) or radar data.  

• Airborne sensors, including the use of balloons 
or zeppelins can be used for medium-range 
surveillance. 

• Ground-based or seaborne sensors are mainly 
used for short-range surveillance. Real time 
information can be provided on critical areas, 
objects and people. Seaborne sensors can be 
installed above (cameras, radar) or under water 
(e.g., sonar, metal detection).  

The display of sensor data in a common picture only 
makes sense if the operator/analyst is able to interpret 
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that information correctly. Raw sensor data have to 
be interpreted by specialists. Therefore sensor data 
are only provided on system, local or at the most the 
regional level. 
 
2.1.2 Exploitation Systems 
 
Exploitation Systems are used for the exploitation of 
preproduced data. Exploitation can be done in 
different contexts and can be specific to the system, 
data type, area or task. For exploitation systems that 
work on products that are produced from multiple 
sensors it is important that data are available in an 
inter-coordinated data format (see section 4.2 for how 
it was implemented in our case). Exploited data 
normally already contain more enhanced information. 
Similar to the sensor data it has to be integrated 
adequately into a common picture. This type of 
information is of interest for upper decision bodies. 
Still some special expertise is needed to read and 
decide upon it. On a national level only the result of 
an analysis would be provided. The main effort on 
this level would be to fuse information from different 
sources. (more on fusion in section 3.3) 

 
2.1.3 Information Systems 
 

Information systems are relevant for the rating/ 
evaluation of derived data and information. Weather 
data can give essential advice which product sources 
are of interest in certain circumstances, systems such 
as the “Schengen Information System” (SIS) provide 
data on detected persons or goods and 
databases/information services freely available on the 
Internet can provide background information for all 
kinds of questions (provided it is understood that this 
is in general low grade intelligence). Public 
information sources are subject of data protection and 
the usage of this data has to be legally defined across 
borders. The system type, structure, language and 
concepts that are used within those systems differ 
from region to region and nation to nation. This is 
why an integration and combined usage of such 
system information is extremely complicated. Apart 
from legal regulations, aspects of intelligent data 
discovery and sharing are subject to research and 
discussion here. 

 
2.2 Situation Awareness 
 

Situation awareness means that threats and suspicious 
behavior have to be perceived, the threat has to be 

understood and an appropriate reaction has to be 
performed [3]. To perceive threats, products from 
different sources (information systems, sensors, 
exploitation systems) have to be available. The data 
has to be accessible with respect to time and location 
of the product as well as to other decision-relevant 
(e.g., urgency) information. Relevant sources of 
knowledge should be incorporated. Integrated 
systems achieve enhanced situation awareness by 
developing a common picture of the tasked area. To 
support analysts, operators and decision makers it is 
important to integrate the correct i.e. temporally 
relevant information in this common picture in a 
user-friendly manner [4]. 

 
2.3 Information Fusion 
 
In general, the usage of multiple and heterogeneous 
sensors increases the possibilities and functionalities 
of the superior system and therefore improve the 
quality of the surveillance task. Especially for 
security applications (i.e. monitoring) state of the art 
multi-sensor-systems enable the surveillance of large 
areas with a reduced amount of manpower. 

On the other hand, large sensor networks produce a 
huge amount of information that the analysts and 
operators have to monitor. Therefore, automatic data 
processing and information fusion is an essential part 
of large distributed and multimodal surveillance 
systems. The highest benefit of implementing 
automatic image processing is achieved when the 
automatism attracts the operator’s attention on 
relevant events and situations only. Hereby, 
integrated data processing approaches evaluate the 
incoming information and preselect interesting events 
for the human operator. Motion detection algorithms 
for example lead to a reduction of the operator’s 
workload by generating indications of movement 
automatically and therefore allow the human operator 
to focus on areas of interest only. 

This clearly can be solved more robustly, when 
sensors of different modalities are incorporated (e.g., 
video cameras with a visual spectrum during the day 
and infrared spectrum at night). On the other hand, 
the usage of different sensor modalities requires the 
implementation of more complex schemes for 
information fusion. Implementing theses schemes 
will result in a higher level of information quality, 
since automatic sensor data processing and 
information fusion summarize complementary 
information and reduce the amount of redundant data.  
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3. Architectural Aspects of Information 
Sharing 

 

As stated above, the surveillance of borders or areas 
of interest requires the co-ordination of many 
different agencies each with their own personnel, 
systems, assets and equipment.  

The task of information sharing in a time sensitive 
domain places requirements on the architecture. To 
be able to share data and information some aspects 
have to be taken into account:  

Information has to be reliable and secure: To be able 
to make the right decisions and react appropriately, 
information has to be reliable. Access to classified 
data has to be limited to entitled agencies and 
persons. To ensure the security of the data transfer 
and the protection against cyber attacks encryption 
and authentication techniques must be implemented. 
Also, user roles that include access levels can be used 
to restrict data access to authorized persons only. In 
addition it allows the display of only the relevant data 
to the right personnel (analyst, decision maker on a 
regional/national level etc.) avoiding information 
overload. 

Information has to be provided in time and at the 
right place: An adequate data transmission network is 
required (i.e. distributed architecture and standardized 
mechanisms to access data). At the first step 
databases at different locations only synchronize their 
meta data (“video clip from location x, time y, sensor 
z, showing i”) and not the full data (the video file 
itself) as this would mean shifting unnecessary data 
loads through out the network causing congestions.  

To integrate information systems with different 
semantics, intelligent methods of information 
retrieval have to be established. The annotation of 
information with metadata and ontologies enables 
semantic interoperability between the systems. 

To be able to access data in time at the right place 
data transmission between more than two systems has 
to be enabled. This leads to a distributed architecture 
and standardized mechanisms to access data. 
Databases at different locations have to be able to 
synchronize their information, without synchronizing 
the data as this would mean to shift unnecessary data 
loads through the network. 

To grant an easy and adaptable data access 
standardized data formats and data sharing 
mechanisms should be used. The data formats have to 
provide the right type of information which implies a 
detailed analysis of the application domain.  

 
3.1 Data formats for the ISR domain 
 
The previously described particularities of the 
domain make an adequate handling of the data 
necessary.  

Surveillance has to be weather, season and daytime 
independent. Sensor systems have to consider the 
various landscapes and it has to be possible to detect 
all kinds of threats. Thus different sensor types 
providing different data types have to be deployed.  

A mix of sensors has to be implemented. To survey 
an area at night time thermal sensors like infrared 
(passive or active) have to be installed, contrariwise 
these sensors are not built for hot weather. Metal 
detectors have to be deployed to register weapons and 
for gas or explosives olfactory sensors are of interest. 

To get an overall picture and assign surveillance 
products to an area and put them in a chronological 
context as well as to fuse data, it is important to 
provide metadata with the product. The requirements 
at that point depend on the overall architecture and 
the display, exploitation and fusion capabilities. 
Information on chronological and areal allocation of 
the product, the source and the coverage of the sensor 
as well as the product type and size should be 
mandatory. If the data is confidential congruent 
metadata has to be defined.  

Standardization agreements exist in the military 
domain as well as in the commercial world. NATO 
standards are of interest for ISR because of the dual 
use within military and civil ISR. Nations with 
heterogeneous information and sensor technology 
need to combine their efforts and achieve a common 
situational awareness. Most of the information is time 
sensitive and in both domains there are areas of 
graded interest.  

In the commercial world there are a number of 
standardization agreements but most of them are less 
binding and the commitment to those standards is 
dependent on the application domain.  

• Military standards 

For the storage and dissemination of digital data 
STANAG (Standardization Agreement) 4559 NSILI 
(NATO Standard ISR (Intelligence, Surveillance, 
Reconnaissance) Library Interface) is the standard 
interface for querying and accessing heterogeneous 
product libraries maintained by various nations. “The 
interface provides electronic search and retrieval 
capabilities for distributed users to find products from 
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distributed libraries in support of, but not limited to, 
rapid mission planning and operation, strategic 
analysis, and intelligent battlefield preparation. The 
overall goal is for the users, who may be intelligence 
analysts, imagery analysts, cartographers, mission 
planners, simulations and operational users from 
NATO countries, to have timely access to distributed 
ISR information...” [5]. 

For data types like image, video, radar or tracks 
standardized formats exist and are in use (e.g., 
STANAG 4545 [6], STANAG 4609 [7] and 
STANAG 5516 [8]). For secondary information like 
the textual analysis of surveillance products report 
standards are defined.  

• Commercial Standards 

The OpenGIS® Catalogue Service [9] defined by the 
OGC (Open GIS Consortium) is a standard for data 
dissemination that concentrates on geospatial data, 
related services and resources. It was not designed for 
the surveillance area, but could be adapted. The 
functionalities are similar to the ones defined in the 
STANAG 4559 [5]. 

For digital image conservation or video compression 
there are many standards available. The usage 
depends on user and domain needs. For video the 
codices and container formats defined by the MPEG 
(Moving Pictures Experts Group) consortium are 
among the most popular ones. Here standards for 
video compression (MPEG-2/ MPEG-4) and the 
management of corresponding audio and collateral 
data (MPEG-4) as well as the handling of metadata 
(MPEG-7) are defined. For tracks the ASTERIX (All 
Purpose STructured Eurocontrol SuRveillance 
Information Exchange) Standard that is defined by 
Eurocontrol [11] is of interest. In the maritime sector 
the NMEA (National Marine Electronics 
Association) defined a standard that handles 
navigation data [10].  

It is necessary to consider using “the best of both 
worlds”. 

 
3.2 Data transmission 
 

The choice which medium (wired ethernet/ wireless) 
to use depends on: the number of connected 
sensors/sensor ground stations, their location in 
space, their mobility and the kind of transmitted data. 
Generally, if the required overall data rate is very 
high, wireless communications might have problems 
before a landline’s limit would be reached. Also, 

security aspects deserve closer attention when using a 
wireless connection, since it is easier for the man in 
the middle to listen in, provide false information or 
disrupt communication. The usage of cables which 
can be shielded much easier than the complete area of 
radar coverage bears a smaller risk in this regard. 

For the implementation an architecture was chosen 
with wired connections wherever possible, only a few 
sensors are connected via a radio link due to the vast 
distances covered and the prohibition to lay cables 
everywhere. 

 

4. An architecture for ISR 
 
As ISR systems need to consist of many components 
it is necessary to build a flexible and adaptive 
architecture. Once the system components (sensors, 
exploitation and information systems) are decided 
upon, it is necessary to establish a way of connecting 
them. This chapter will detail the “how” of data 
transfer, what network layout to use. It will explain 
what happens to the data, once they have left the 
originating sensor, and in what way they arrive at the 
desired destination (i.e. the analyst). 

For the integrated sensors and information sources 
converters have to be developed that translate the 
incoming data into a common data format. As can be 
seen in Figure 2 different proprietary data formats are 
converted into a standardized one, so that inquirers 
do not have to know the type of source (e.g., sonar, 
radar or infrared) the information is coming from, but 
can focus on the information itself. The architecture 
described here is based on these formats (resp. 
STANAG 4559) [5]. 

The standardized data is then transferred over the 
network to a local data server. Connected to the same 
network are exploitation systems taking in a filtered 
set of the provided information (depending on the 
tasking). By fusion and analysis they generate new 
additional information (e.g. reports) that is also stored 
in the data server(s). Situational awareness systems 
are able to display selected intelligence and can ask 
for additional information from sensors, exploitation 
or information systems to support decision makers. A 
detailed description of data dissemination with the 
shared database is explained within 4.1. 
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Figure 2: Information sharing within a local 
architecture 

 
4.1 The Shared Database 
 
The middleware CORBA for the client-server 
communication was chosen due to its providing 
transparency in regards to object location, language, 
and implementation and its established and 
widespread proven stability and performance. The 
clients access the server using interfaces for the 
ingestion or retrieval of data (see Figure 3). If a 
product is stored in the database, the client hands 
over the metadata and the product itself to the 
database via the CreationMgr. To retrieve a product 
the client asks for the metadata via the CatalogMgr 
and is able to order the product if it is of interest for 
the user. Within the metadata all (for the domain) 
relevant aspects of the product are defined and 
queryable. Those parameters could be for example: 
location, time, speed, size, friend/foe, weather 
condition, certainty of the info, product type. 

 There are two different ways of retrieving data: 

• With the interactive query the user searches 
the database on aspects of the product (e.g. 
time, space, product type). A summary of 
the results is presented in list form on the 
screen and the relevant data sets can be 
marked for download in the next step. 

• With the subscription method the data query 
is transferred to the server once and 
continues running for a set time interval 
whereby the client is automatically notified 
whenever new incoming data sets fit the 
query parameters.  

 

Figure 3: Data ingest and retrieval with the client 

Synchronization of information is necessary to be 
able to share information along different levels and 
locations. To distribute information from the local 
network to all interconnected nodes, thereby reducing 
bandwidth usage and increasing stability, a 
decentralized setup is used. Here (see Figure 4) the 
regional servers/local network hubs (in white) collect 
the data from their directly connected information 
sources (in black), respectively the converters.  

 

Figure 4: Decentralized network 

 

Note, that sometimes (preferably always) several 
possible connections between regional servers exist, 
so that connection loss on one link does not mean the 
cut off of data sharing. This is especially important, 
since the connections are of varying quality and 
reliability (ranging from fluctuating small band 
wireless to high-speed cable). 

 The regional servers synchronize their respective 
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metadata content among each other in times of 
otherwise low network usage but in a set minimum 
interval using the mentioned subscription method 
whereby server A plays the role of client when 
receiving data from server B. The original product 
data (e.g., images, movie clips of possibly high data 
volume) are kept only on the originating server. 
When a situation awareness system (in grey) wants to 
collect data from different sources scattered 
throughout the whole network, it uses its client to 
send a query to its local server which delivers the 
results by looking only at its own data base. Only 
when one or more of the results are specifically 
requested, a connection to the originating server is 
initiated where the potentially large files (e.g. videos) 
are transported across the network. 

This setup has the advantage of reducing the amount 
of data traffic on the overall network, because bigger 
data packets are only transferred on demand, not 
every time they are created. Also, the local servers 
serve as a backup in case of network or server 
failures.. That “complete reliance upon a single point 
is not always required” [12] was the idea that started 
the ARPANET (Advanced Research Projects Agency 
Network) in the 1960s, which later evolved into the 
Internet.  

This system is fully scalable, i.e. the size of each 
‘subnet’ including its server can be understood to be 
either belonging to a certain sensor type in a small 
region or at the other extreme they could also consist 
of all sensors of a nation participating in a European 
network. Also, several layers of subnets are possible. 

In addition to accumulation, storage and distribution 
of data, other tasks of the servers can be the 
processing and generation of new data out of the 
received information. Examples are:  

• Data fusion (combine the information 
obtained from a daylight and infrared 
camera pointing at the same location 
resulting in new knowledge unobtainable 
from each single sensor individually)  

• Data clarification/extraction (motion 
imagery processing like image 
stabilization, mosaicing, object tracking, 
noise reduction) 

• Object recognition (e.g., 3-D object 
recognition using several 2-D images 
[13]) 

 
To allow hierarchical information access according to 
different levels of authority further data fields 
(metadata) are necessary for each product. 

On the server – querying client connection side user 
roles have to be supported, i.e. clients need an 
account specifying their access rights and statuses. 
For restricted information, a login and user password 
has to be supplied before each connection to 
guarantee the authenticity and the right of access. 
Additionally, the usage of certificates raises the 
security of the system to a satisfactory level.  

To circumvent unauthorized access to sensitive data 
from a third party and ensure a secure transmission 
the data transfer should be encrypted (for example by 
using a private key infrastructure (PKI)). Using 
secure lines alone only saves one from intruders 
outside the network of permitted nodes, but not 
everyone within the network should be able to read 
all data from everyone and everywhere. A further 
complicating situation arises when “friends become 
foes” within coalitions: a partner who you share data 
with in one area might be a competitor/adversary in 
another area or at another time. A more detailed 
analysis of this “Dynamic Coalition Problem (DCP)” 
with an emphasis on the military domain can be 
found in [14]. 

 

4.2 Image and Video Processing 
 

In surveillance systems, image and video processing 
modules are incorporated for three basic reasons: The 
first one concerns the human machine interface, more 
precisely the enhancement of video stream 
visualization. The second one concerns automatic or 
semi-automatic scene understanding to disburden the 
operator or analyst. The third one concerns aspects of 
efficient data storage, e.g. for recording the 
happenings for offline reconnaissance. 

Visualization of sensor data streams may be 
improved by diverse methods of automatic image 
processing. The purpose thereby is, to manipulate the 
video streams such that the video material is 
optimized for the perception of a human observer, 
e.g., realized by automatically optimizing contrast or 
color values of the images. 

Another way of improving visualization requires 
some basic methods of automatic scene 
understanding: Highlighting moving or otherwise 
relevant objects or persons in the video streams help 
the human observer to focus his mind on relevant 
situations. The same procedure can be implemented, 
when aspects of data storage are addressed: Instead of 
recording all sensor data all the time, the recording 
functionality can be switched off, whenever the scene 
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does not show any (relevant) alteration. 

More complex forms of automatic scene 
understanding can be established in order to generate 
alarms that call the observers attention to an 
abnormal situation. Since this kind of high-level 
situation awareness highly depends on the 
specification of the specific abnormality and – in 
addition – presumes more scene information, these 
methods are less portable to scenarios other than 
specified.  

A system was built that includes a module for (semi-) 
automatic video processing and sensor data fusion. 
The module is able to process heterogeneous video 
sensors (e. g. EO, IR) from different video providers 
and redistribute extracted information to all 
participants using the shared database capabilities. 
Additionally, the image processing module uses 
sensor information provided by non-video sensors (e. 
g. sonar, radar, etc.) for automatic control of movable 
video sensors. 

For interaction with the integrated algorithms, a user 
interface for image processing and analysis was 
created. The so-called Image Processing Unit has 
access to all available video streams in the sensor 
network, is able to receive alarms from all (video and 
non-video) sensor systems over the shared database 
and is additionally able to request stored imagery data 
for offline processing of historic video data from all 
video providers. 

The Image Processing Unit acts as a fusion module 
between different video sensors and non-video data 
sources providing three basic processing modes: 
single-sensor video processing, multi-sensor video 
fusion and video-sensor remote control (by non-video 
sensors). In “single-sensor video processing”-mode 
the Image Processing Module provides generic sensor 
independent algorithms, applicable to all video 
sources available in the network. Using the GUI of 
the Image Processing Module the user is able to 
select an arbitrary video sensor provided by any 
participating subsystem and process the video data by 
miscellaneous algorithms, like “automatic motion 
detection”, “video-based moving target indicator”, 
“multi-object-tracking” or “real-time video 
mosaicing”. The processed video streams are sent 
back to the sensor network (to provide results to all 
participants) and important information (detections / 
alarms etc.) is additionally archived in the database. 
Of course, if an automatic image processing 
algorithm detects suspicious behavior it generates 
alarms like any other subsystem, and broadcasts the 
information using the common track data and the 
shared database. 

 

4.3 The Fusion Perspectives  
 
As motivated in 2.3, automatic image processing by 
means of analyzing distributed and multimodal 
sensor-data, requires the implementation of sensor 
fusion techniques, which can be solved by various 
types of fusion techniques.  

In the context of (semantic) sensor data analysis, 
information fusion can be characterized under several 
aspects. One of these aspects focuses on the level of 
information aggregation, where the fusion takes 
place: “early fusion” indicates that information is 
fused before semantic descriptions are derived. This 
might be realized by extracting (abstract) features 
from each of the sensors, which then are concatenated 
to a common description, i.e. in terms of a high 
dimensional vector. The analyzing step then is solved 
on the common description and results in a 
multimodal description of events, situations etc.  

“Late fusion” on the contrary indicates, that semantic 
concepts are derived from unimodal sensor data and 
the fusion step (that often coincides with a kind of 
decision or detection) is implemented on these 
semantic descriptions.  

Both techniques are applicable in surveillance 
systems. While early fusion is predestined to be 
applied on sensor data, that is acquired within a 
locally limited area where redundant information has 
to be expected, late fusion techniques should be 
preferred, when events have to be evaluated in a more 
global manner. 

Another method of sensor fusion, that is relevant for 
surveillance tasks, is to assign each type of sensor a 
sensor specific task, e.g., using PIR motion detection 
sensors as trigger for detailed automatic or 
semiautomatic analysis in EO- or IR-cameras. This 
approach is even more efficient, when the cameras 
are mounted on pan/tilt units: Triggered by non-video 
sensors cameras can be sighted towards the detected 
event. This kind of active vision not only results in 
reduced computational effort, but also allows the 
reduction of the amount of sensors, that have to be 
installed. Moreover, this method provides an 
interaction-free view on the point of interest in a high 
image resolution.  

Finally, the direct fusion of video streams for 
visualization is a worthwhile technique in the context 
of surveillance systems: When the number of video 
streams that have to be displayed in order to monitor 
a scene is high, multiple sensor streams can be fused 
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into one common video stream. This is even more 
profitable, when cameras of different modalities are 
directed onto the same location of the scene, since 
there exist image fusion techniques that accentuate 
the sensor specific information. E.g., for two 
cameras, one of them in the visual and the other one 
in the thermal spectrum, these approaches deliver 
images, that show visible structures and thermal 
structures as overlays. 

 

5. Deployment of the Architecture 
 
The previously described architecture was 
implemented in several trials and exercises. The core 
component for data dissemination always was a 
shared database. Data fusion was implemented on 
differentiating levels within the different projects.  
 
5.1 MAJIIC 
 

The primary driver for the Coalition Shared Data 
(CSD) Server was the project of MAJIIC (Multi-
Sensor Aero-Ground Joint ISR Interoperability 
Coalition) [15]. During the last conflicts that German 
Bundeswehr and allied forces were involved in 
ISTAR Data (Intelligence, Surveillance, Target 
Acquisition, and Reconnaissance) could not be 
shared and exploited among the involved forces 
because of technical and operational problems which 
resulted in a loss of human lives and material. 

To avoid this in the future the multinational project 
was introduced. The aim was to strengthen and prove 
the processes, methods and applications that support 
interoperability. Interoperability is enforced by 
standardized data dissemination. 

The sensor data that is processed within the sensor 
workstations in proprietary formats is transformed 
into standardized formats and shared over 
standardized interfaces. 

The concept passed its first full-blown test during a 
major NATO exercise in Norway, Bold 
Avenger/Trial Quest 2007 [16], which included real-
time maneuvers by several thousand air and ground 
forces. During the exercise joint ISR interoperability 
was demonstrated in a „Live environment with a 
multi-sensor, multi-service geographically dispersed 
set-up”. 

5.2 Common Shield 
 

In 2008 the concept was successfully tested during 

the common Bundeswehr experiment Common 
Shield  and NATO DAT (Defence against terrorism) 
experiments Technology of ISTAR against 
Terrorism, Critical Infrastructure Protection, and 
Harbour Protection Trial [17]. The aim of the 
Common Shield exercise was to test C2 (Command 
and Control) processes in a NEC (network enabled 
capability) environment with integrated ISR and C2 
systems. The Common Shield architecture integrated 
sensor systems, exploitation capabilities, situation 
awareness tools,  common operational picture 
displays, and C2 systems provided by 27 different 
producers. Amongst the collection assets there were 
airborne imaging sensors and ground based imaging 
sensors; but also ground based radar systems 
providing MTI and chemical sensors capable to 
detect explosives as well as sea-based surface and 
sub-surface sensors. Exploitation systems provided 
capabilities to exploit still and motion imagery, MTI 
data, to fuse alarms generated by the chemical 
explosive detection sensors with imagery, and to fuse 
alarms and tracks generated by the sea-borne sensors 
with imagery. The seamless data and information 
exchange of all the sensor data and exploitation 
products with a real-time update of the common 
operational picture was enabled by the employment 
of a series of CSDs with the capability of storage, 
query, subscribe and retrieve, and automatic real-time 
synchronization of metadata. 

 

5.3 SOBCAH 
 

An exemplary implementation of this architecture 
was realized and successfully demonstrated in the 
European Project SOBCAH [18]. Within a demo at 
the harbor of Genoa different threat scenarios were 
exercised. The joint observation of land- and sea-
borders with a variety of sensors, among them sonar, 
radar, video (IR and EO), container and car tracking 
systems and motion detectors, was tested. The 
information retrieved from all these sensors was 
stored in the SOBCAH Shared Database (SSD) that 
was designed upon the described architecture 
principles. A situation awareness system subscribed 
(via a client) to data stored in the SSD and was able 
to display all relevant information for local decision 
bodies. As it was possible to store relevant data 
forensic analysis at a later point in time was possible 
as well.  

The demo showed successfully that data from all 
kinds of different sensors can be integrated into one 
system where in a timely manner, i.e. without long 
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delays in time due to the large amount of data a 
common ground picture of a situation can be 
extracted. 

 

6. Conclusion and Future Work 
 

Within MAJIIC detailed processes to share 
information within the ISR domain have been 
developed, implemented and tested. The focus of this 
work was on multinational information sharing 
within a coalition with (mainly) satellite and airborne 
IMINT sources. The usage of an architecture as 
previously defined proved to be applicable for the 
information exchange between different nations. 

Within the Bundeswehr experiment Common Shield 
adaptability of that architecture to different sensor 
types and surveillance needs was successfully tested. 
Although the adaptation of some of the STANAGS 
was necessary it was possible to integrate new 
systems in this type of architecture relatively easily. 

Within SOBCAH the usage of such an architecture in 
a civil environment was demonstrated. Data fusion 
techniques as described above were of great use to 
help the operator focus on relevant events. 

For future work within CIMIC the seamless 
integration such an architecture with the means of 
converters and services should be further developed. 

Standardized mechanisms of data dissemination in 
civil and military security applications should be 
enforced as this enables an agile plug and protect 
system. Sensor and information systems can be 
integrated and thus different sources of information 
can be fused if necessary.  

The integration of other data/information sources 
(e.g. human intelligence, electronic intelligence) in 
such an architecture has to be evaluated and planned. 
To be able to cooperate on a semantic level the 
mapping of data models and ontologies from the 
different domains (civil and military, ISR and C2 
etc.) has to be enforced and integrated in an 
intelligent situation awareness system. 
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Abstract

This paper shows that existing privacy enhancing tech-
nologies and the state-of-the-art in research on the field of
privacy protection has grew to a considerable maturity up
to date, yet privacy protection regulation disregards these
advancements and remains in vague terms. Contemporary
social situation with regards to privacy protection entails
serious arguments why this disparity should rather soon
be overcome. It is further shown how this disparity could
be overcome by a collection of privacy protection patterns
which include technical solutions as well as social mod-
els and can be combined into a systemic privacy protection
framework that could be declared on the level of regulation
itself in much more detailed and concrete terms than today.

1. Introduction

There have been many advancements in privacy enhanc-
ing technologies up to date. We are witnessing innova-
tions in area of identity management solutions, trust man-
agement, privacy policy negotiation and trust negotiation,
access control and many more. We know the legal and so-
cial context for privacy protection: there are known court
cases and public affairs. Yet there is still a wide gap be-
tween the technologies on one edge of the gap and having
them properly integrated into the legal and social paradigm
of privacy protection on the other edge.

There is a lot more to privacy protection than only tech-
nologies. Technologies themselves are inefficient withouta
general consensus on how they should be used in a proper
way. Privacy cannot be protected without a complete social
support in terms of regulation, successful prosecution and
business interest as well as public awareness, social studies
and public education. Technology should be complemented
with these expert areas to provide a systemic framework for
privacy protection in society as a whole.

One of the most urgent problems is that business does not

have enough incentives to invest in privacy enhancing tech-
nologies [1]. A possible reason for this may be that a formal
institution of technical patterns and social models is miss-
ing where the technologies and the social structures would
be combined in a congruent system with at least theoretic
proof of working. Having such an institute would allow leg-
islation on a much more concrete basis than today; it would
make possible to define exact procedures for privacy pro-
tection in every data collection or processing. This in turn
would force data controllers and data processors to invest
into privacy enhancing technologies and thus give privacy
enhancing technologies market value.1

This paper presents one of the possible ways how a for-
mal institution of technical patterns and social models can
be established. The approach presented here describes each
of the patterns and models formally in terms of privacy pro-
tection patterns. The whole idea is referred to asprivacy
protection cycle. Section 2 elucidates the situation on field
of privacy protection from the point of view of current Eu-
ropean legislation and public privacy protection issues as
witnessed up to date. In the Section 3 the current state-
of-the-art in privacy enhancing technologies is presented.
Section 4 gives an overview of the privacy protection pat-
terns and Section 5 shows how they work inside the privacy
protection cycle. Paper ends with conclusions in Section 6.
Additional support for arguments in the following sections
can be found in appendix A.

2. Legal and Social Context for Privacy Protec-
tion

This section uncovers the contemporary state in the ad-
vancements of legal frameworks and contemplates about the
evolving situation in public affairs regarding privacy protec-
tion; different types of problematic situations are exposed in
order to corroborate or defy the efficiency of regulation or

1Data controller is the party which determines the purposes and means
of the processing of personal data while data processor means the party
which actually processes the data on behalf of the data controller.
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to provide requirements for various privacy protection pat-
terns.

2.1. Legal Synopsis

Most of the countries in the world have their own privacy
protection legal acts. This article will focus mainly on Eu-
ropean regulation on data protection defined by European
Directive 95/46/EC [2] as it summarizes all important data
protection principles:

• Principle of fair and lawful processing (Article 6(1), let-
ter a):“Any processing of personal data should be car-
ried out in a fair and lawful way with respect to the
data subjects.2”

• Finality principle or Limitation principle (Article 6(1),
letter b): “Personal data must be collected for speci-
fied, explicit and legitimate purposes and may not be
further processed in a way incompatible with those
purposes.”

• Data minimisation principle or Proportionality principle
(Article 6(1), letter c): “Processing of personal data
should be limited to data that are adequate, relevant,
and not excessive.”

• Time minimization principle (Article 6(1), letter e):
“Data should be kept in a form which permits identifi-
cation of data subjects for no longer than is necessary
for the purposes for which the data were collected or
for which they are further processed.”

• Notification principle (Articles 10, 11): “Data con-
troller or his representative has to identify himself to
the data subject and notify data subject about the per-
sonal data being processed, stored or further disclosed
to any third party.”

• Principle of data subject consent (Article 2, letters a, h;
Article 7, letter a; Article 8):“User consent is required
for a legitimate data processing by any data controller.
The user consent is defined as ‘any freely given specific
and informed indication by which the data subject sig-
nifies his agreement to personal data relating to him
being processed.’”

• Principle of right to access personal data (Article 12):
“Data subject has right to access (and rectify) the data
collected about him and to be informed about the in-
tended processing and the logic behind the intended
processing of the data.”

2Data subject is a legal or natural person to which the data refer.

• Principle of right to object processing of personal data
(Article 14): “Data subject has right to object process-
ing of personal data (subject to certain constraints:
compare articles 7, letters e and f).”

Additional to those principles many other legal princi-
ples indirectly related to data protection can be found in
other legal acts. This paper will not include an overview
of those legal instruments. For the purpose of this paper
the above reduced list is enough to give the exposure of the
level of detail provided by the regulation: generally the reg-
ulation does not prescribe methods or technologies for data
protection, it merely provides the general principles.

2.2. Problematic Social Situations

A lot of situations and affairs are known to have hap-
pened up to date with a considerable importance for pri-
vacy protection. In the following we provide a succinct3

overview of the global state of affairs and the most criti-
cal issues with respect to privacy protection. This summary
has been produced from a notably more exhaustive source
provided by European FP6 SWAMI project [3]; all the foot-
notes in this section are reproduced from this source.

Problem Situation 1 – Working from home, monitoring
of employees. What is the dividing line between working
environment and private / home environment? All the pri-
vacy protection principles are related to this problem; more-
over, article 8 of European Convention of Human Rights [4]
protects the private home. The problem is that a workplace
might be situated in a private home and that also a typical
workplace is used, to a lesser extent, for private purposes.4

Problem Situation 2 – Digital rights management.
How much it interferes with privacy of an individual?Pro-
portionality principle obliges policy-makers to consider al-
ternative, less infringing ways of protecting intellectual
property rights, reconciling them with privacy rights.

Problem Situation 3 – ID theft. Identity thefts are
reality!5 This is againstPrinciple of fair and lawful process-
ing, Notification principle, Principle of data subject consent,
andPrinciple of right to object processing of personal data.
Automated payments make it easy to spend money quickly.
Distance contracts do not offer the same guarantees, trust
and confidence as in physical commerce. It is known that

3Succinct here means that there are nine situations complex enough to
elaborate on several tenths of pages but we have to compress them to fit
a few; moreover, it is in purpose of clarity that every text that would be
superfluous to the exact definition of the situation, yet important to support
our arguments, is placed in a footnote. Thus, the reader is asked to forgive
the abundance of footnotes on this and the following pages; areader may
skip them without much harm or read them in appendix A.
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victims of identity theft have great difficulties recovering
from the consequences.6

Problem Situation 4 – Data laundering. Companies are
paying a lot of money for personal and group profiles and
there are market actors in position to sell them.7 This is
clearly against data protection principles. This phenomenon
is known as ‘data laundering’. Similar to money launder-
ing, data laundering aims to make illegally obtained per-
sonal data look as if they were obtained legally, so that they
can be used to target customers.8

Problem Situation 5 – Personal profiling. Personal pro-
filing is reality. A lot of people do not realise how much
personal information they are constantly giving out.9 Also
this activity is illegal with respect to data protection princi-
ples.

Problem Situation 6 – Inadequate profiling. People are
victims of an inadequate profiling based on false data or
processing.10 This violates thePrinciple of fair and lawful
processing and is a great motivator forNotification princi-
ple, Principle of data subject consent, Principle of right to
access personal data, andPrinciple of right to object pro-
cessing of personal data. However, it is far from truth that
people would always be given those rights.11

Problem Situation 7 – Disproportional request for per-
sonal information. It is not a rare case that a data con-
troller requires information in extent disproportional tothe
purposes of business. There is not much case law in which
one can find out what “proportional” data processing is and
what is not. However, disproportionate data collection hap-
pens and is prohibited byPrinciple of fair and lawful process-
ing, Finality principle, andProportionality principle.

Problem Situation 8 – Spyware and personal prefer-
ences. Spyware is a frequent way to steal data and intrude
privacy.12 The use of spyware programs (installing and spy-
ing) constitutes a number of criminal offences according
to the Cybercrime Convention [5]: illegal access (Article
2) and illegal interception (Article 3) when there is, in the
latter case, an interception, without right, made by techni-
cal means, of non-public transmissions of computer data to,
from or within a computer system.

Problem Situation 9 – Advertising and spam. Spam
not only takes time and provokes irritation, but also can
influence and infringe someones private world. Euro-
pean Directive 2000/31/EC [6] and European Directive
2002/58/EC [7] both contain provisions on (unsolicited)
commercial communication, but do not really seem to have

the desired effect. This situation also defiesPrinciple of data
subject consent andPrinciple of right to object processing of
personal data.

2.3. Final Notices

Not much can be done to prevent authorities or business
to know data of people. But it is relatively simple to pro-
vide an individual with a set of (potentially false) identi-
ties which can vouch for important properties of that in-
dividual such as the individual is employed, has a regular
health insurance, is of appropriate age, receives such and
such income, etc. The identities should provide the data
along with certificate material proving the data are accu-
rate, however the identities themselves could be completely
pseudonymous. The feasibility of such a technology is not
a question (cf. Section 4, Virtual Identity pattern); what is
missing is that the legislation in the first place should le-
galize such identities and clearly define transactions where
they are allowed.

Companies that process personal data acquired from
third parties are bound by the rules of data protection. It
might be a good safeguard to oblige those companies to
check where the information they buy comes from and if
it has been lawfully acquired. Similar obligations could be
imposed like those on banks to control money laundering.
This is important for Sticky Policies, Privacy Audit Trail,
and Access Control privacy protection patterns.

Speaking of the problem of disproportionate data collec-
tion it is very difficult to define what is “proportional”. On
the one hand, there are too many diverse situations in which
processing takes place, so that one particular situation might
require more data processing for one reason or another. This
motivates the idea of Privacy Policy Negotiation pattern.

3. Privacy Enhancing Technologies up to Date

Privacy enhancing technologies come in a variety of dif-
ferent kinds of solutions. This section will provide a quick
overview through existing state-of-the-art and will try hard
to be as broad as possible. This is important as there will
be a need for references to the real solutions when defining
patterns in Section 4. Privacy enhancing technologies can
be divided into six categories:

• privacy preferences and policy languages,

• trust & reputation systems,

• trust & privacy policy negotiation,

• identity management,

• data conservation,
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• control of processing,

We will briefly touch every category in the following para-
graphs.

Privacy preferences and policy languages. There are
systems which enable users to check how their privacy pref-
erences relate to privacy policies of a data controller. An
example is Privacy Bird [8] developed at the AT&T, a P3P
user agent as a browser helper object for the Internet Ex-
plorer 5.01, 5.5, and 6.0 web browsers on Microsoft Win-
dows 98/2000/ME/NT/XP operating systems. The Platform
for Privacy Preferences (P3P) [9] enables organizations to
express their privacy practices in a standard XML format
that can be retrieved and interpreted automatically by user
agents. P3P policies can encode contact information for the
legal entity making the representation of privacy practices in
a policy, enumerate the types of data or data elements col-
lected, and explain how the data will be used. P3P Prefer-
ence Exchange Language (APPEL) [10] complements P3P
Specification by providing a language for specifying users
preferences regarding P3P policies.

Several other policy languages have been devised for ex-
pressing privacy preferences: The Enterprise Privacy Au-
thorization Language (EPAL) [11] is an interoperability lan-
guage for exchanging privacy policy in a structured for-
mat between applications and / or enterprises, structured in
XML. Another XML based language for expressing access
control policies is XACML [12], which stands for eXten-
sible Access Control Markup Language. It complements
SAML [13] which is in purpose of conveying information
on authorization, authentication, and related attributesin an
XML formatted assertions.

Besides encoding of simple policy rules there has been
a lot of research made in knowledge representation systems
enabling support for enriched semantic processing such as
Description Logic [14], a family of languages on the level of
the first order predicate logic with extensions for knowledge
representation, some of them are well known ontology sys-
tems such as OWL - DL [15], KAON [16] and KAON2 [17].
The use of ontologies for representing important notions of
privacy protection has also been researched [18][19].

The potential for machine reasoning and semantic pro-
cessing over policies has been researched by PRIAM
project [20][21]. The authors contemplate on theorem
provers, systems that parse expressions of a (first order)
logic language and process them in order to derive formulas
of logical truths. There are many ways how this can be done
such as method of analytic tableaux [22] or resolution with
unification [23]. There are many known theorem provers
such as Otter [24] or Coq [25]. One of the methods mod-
ern machine reasoners often use is superposition and term
rewriting which takes a hypothesis formula, parses it and
replaces subformulas by the rules of inference – either the

classical formal logic rules or the rules representing facts
about the actual domain of discourse referred to asback-
ground knowledge– as long as there is some rule possible to
apply.[26][27] This method is especially suited to machine
reasoning systems for evaluating ontologies such as already
mentioned KAON and KAON2 systems, FaCT++ [28], Pel-
let [29], DIG [30] or JENA [31].

Trust & reputation systems. There are various technolo-
gies enabling trust in some way. Technologies based on
PKI and cryptography have already been known for a long
time; they are used to certify authorizations, identity, or
other traits by means of cryptography and systems of global
trust. The reference to those technologies will tacitly be as-
sumed throughout the paper where questions about integrity
or confidentiality will rise.

However, there is another branch of research and tech-
nologies which treats trust in a substantial way, tapping into
the very social phenomenon of trust and reputation. There
have been many attempts to formalize this important aspect
of social interaction [32][33][34] and many a model stud-
ied of how trust and reputation are induced in people and
society [34][35][36][37]. Some of those models are suc-
cessfully used by today’s leading electronic market actors
such as Amazon.com or eBay for evaluating how good or
bad individuals perform in transactions.

The notion of trust is most often modelled as a real num-
ber on interval from0 to 1 inclusively,0 meaning no trust
and1 meaning full trust. It is disputable, though, how rel-
evant such a trust assessment is in a given situation with
respect to what is to be trusted: trust should be assessed for
every different kind of relation in separate. A separate num-
ber should be used for assessing how trustworthy a person
is as a business partner, and a separate for how trustworthy
that person is as an expert in his or her field; these two re-
lations can each imply quite a different trust situation. One
number cannot capture such a multidimensional problem.
Even harder is to make a model for evaluation of trust based
on individual assessments as there can always be individu-
als that will introduce false opinions in the system; however,
recent investigations show that trust calculation models can
be built which preserve high level of fidelity in communi-
ties where as much as80% of individuals give false trust
assessments [37]. Despite the weaknesses of trust manage-
ment systems there are many more good reasons why such
systems should be used (cf. Privacy Policy Negotiation and
Trust & Reputation Evaluation System privacy protection
patterns in Section 4).

Trust and privacy policy negotiation. Another way of
how trust can be established between anonymous actors
is by the so calledtrust negotiationwhereby two negotia-
tors exchange identifying or certifying information in or-
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der to acquire the sufficient amount of proof about the op-
ponents trustworthiness.[38][39] Moreover, negotiationhas
also been investigated in scenario of a straightforward bar-
gaining for resources and privacy protection practises, sup-
ported by rich semantics.[40][18][19][41] This type of ne-
gotiation is referred to as theprivacy policy negotiation.
Privacy policy negotiation as well as trust negotiation can
be valuable tools for a fine-grained restitution of data to be
disclosed and privacy protection rules before the actual data
are released, thus implementing in realityData minimisation
principle andFinality principle. For a successful negotiation,
taking it abstractly, there should always be a formal result
in sense of an agreement, where the statements both sides
agreed are evident.

Identity management. Numerous initiatives and techno-
logical standards have been created up to date for differ-
ent kinds of frameworks for introducing identities into elec-
tronic transactions. YADIS [42] is an open initiative to build
an interoperable lightweight discovery protocol for decen-
tralized, user-centric digital identity and related purposes.
With YADIS the capabilities of identities can be composed
from an open-ended set of services, defined and/or im-
plemented by many different parties. OpenID [43] is a
distributed, decentralized network where identity is repre-
sented as a URL and can be verified by any server running
the protocol. It is a part of the YADIS family of protocols.
Light-Weight Identity (LID) [44] is a set of protocols and
software implementations created by NetMesh Inc. for rep-
resenting and using digital identities on the Internet without
relying on any central authority. LID supports digital identi-
ties for humans, human organizations and non-humans (e.g.
software agents, things, websites, etc.). XRI/XDI [45][46]
is an international non-profit organization governing pub-
lic services based on the XRI abstract identifier and XDI
data interchange protocols. This new layer of infrastructure
enables individuals and organizations to establish persistent
Internet identities and form long-term, trusted peer-to-peer
data sharing relationships. iNames are one form of an XRI,
an OASIS open standard for abstract identifiers designed
for sharing resources and data across domains and applica-
tions. One problem XRIs are designed to solve is persistent
addressing – how to maintain an address that does not need
to change no matter how often the contact data for a person
or organization changes. XRIs accomplish this by adding a
new layer of abstract addressing over the existing IP num-
bering and DNS naming layers used on the Internet today.
Privacy is protected because the identity owner controls this
resolution. Simple eXtensible Identity Protocol (SXIP) [47]
is a protocol for automating the exchange of identity data on
the Internet. It supports Single Sign-On access to different
websites. User-Centric Verified Identity allows users to ac-
quire and release verified “assertions” around their identity,

enabling them to create richer profiles of their online iden-
tity. User Choice supplies added privacy by enabling users
to be actively involved in the release of the data they store in
their identity profile. Many of the technologies mentioned
here are embraced under the Liberty Alliance initiative [48]
for open standards, guidelines and best practices for feder-
ated identity management with its own identity architecture
specification [49]. Another initiative for federated identity
is Shibboleth [50] with architecture and open-source imple-
mentation for federated identity-based authentication and
authorization infrastructure based on SAML.

CardSpace is a software which securely stores digital
identities of a person, and provides a unified interface for
choosing the identity for a particular transaction, such as
logging in to a website. CardSpace [51] is a central part of
the Microsoft effort to create an identity meta-system, or a
unified, secure and interoperable identity layer for the In-
ternet. The CardSpace software allows the users to create
self-signed identities for themselves. CardSpace is builton
top of Web Services Protocol Stack. Higgins trust frame-
work [52] is a set of open source protocols and software ap-
plications that allow people to store their digital identities
on their personal computers and share the stored informa-
tion with commercial companies and other parties in a con-
trolled fashion. Higgins is sponsored by IBM and Novell
and is promoted as an alternative to Microsoft’s CardSpace.

Besides these efforts much research has been carried
out for advanced identity management schemes in scope of
some European projects. In projects PRIME and DAIDA-
LOS the concept of multiple (virtual) identities is explored,
where every person can have several identities, some of
them with blurred or obfuscated data, to enhance user’s
privacy.[53][41] This is one of the most powerful tech-
niques for enforcingData minimisation principle. The
concept also makes use of pseudonymity and anonymity
approaches.[54] The distinction between addressable and
non-addressable pseudonyms is used to allow for the inte-
gration of identity management into the application logic.
For example, non-addressable pseudonyms are used in the
task assignment scenario (see [55], Section 4.5) to allow ap-
plication internal processes to be supported by the identity
management. In order to make a pseudonymous identity
untraceable on the network level there exist models such as
Onion Routing [56] and Crowds [57] which make possible
routing, and thus internet communication, in an anonymous
way. There are also software projects that enable this kind
of protection.[58]

Data conservation. By data conservation different kinds
of techniques are meant. First of all, an appropriate type of
access control should be in place before access to private
information is allowed to an arbitrary agent. The three most
commonly refered models are Discretionary Access Control
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(DAC), Mandatory Access Control (MAC), and Role Based
Access Control (RBAC).[59] In DAC the owner of the re-
source decides who is allowed the access to the resource
and what privileges they have. This may be achieved using
access control lists or credentials, i.e. keys admitting access
to the resource. In MAC agents have sensitivities assigned
specifying their level of trust and resources have sensitiv-
ities assigned specifying the level of trust required for ac-
cess; in order to access a resource, the subject must have a
sensitivity equal to or higher than the resource. MAC can
be achieved by a rule-based access control defining specific
conditions for access to a resource, e.g. simple rules apply-
ing matching sensitivity labels of agents and resources; or
it can be achieved applying lattice model, a mathematical
structure, to infer complex decisions on relations between
agents and resources. In RBAC collections of permissions
that may include complex operations are the key to access
a resource; agents are admitted to a resource if their roles
assignments satisfy permissions. Recently, a new type of
access control was introduced called Purpose Based Access
Control (PBAC) with a scheme where access to a resource
is allowed if the agent has a justified purpose for that.[60]

Finally, in order to protect privacy in the most gen-
eral sense, data should be protected using cryptographic
methods when transferring them over communication chan-
nels. More advanced protection is achieved bysteganog-
raphy [61] or other kinds of data obfuscation [62]. When
privacy agreements are in question, in case they are repre-
sented in a digital form, their integrity and time of creation
should be preserved by long term trusted archives [63]; fail-
ing to do so might disable a curtailed person to assert a pri-
vacy breach, since what should constitute a privacy breach
in such a case is primarily measured by what the person was
guaranteed by the opposite side and that should be saved for
later reference in an agreement. As certificate material de-
teriorates over short periods of time (e.g. five years for a
PKI certificate validity is already a long period), integrity
and time origin of agreements or other digital documents
have to be preserved using methods for long term trusted
archiving.

Control of processing. When private identifying infor-
mation is disclosed to data controllers and is under pro-
cessing by data processors, the techniques mentioned until
now can only have limited or no protection power. How-
ever, there has been a rich tradition in research of tech-
niques for protecting privacy after disclosure, the so called
a-posteriori privacy protection, albeit some of them may
not be recognized as such in the past. One of the first
attempts to protect privacy of data during processing (i.e.
after their disclosure) was proposed by Rivest, Adleman,
and Dertouzous [64] who introduced the idea of performing
simple computations on encrypted data, the technique re-

ferred to asprivacy homomorphism. The idea was studied
in context of various cryptosystems and for different prob-
lems such as summation, multiplication, derivation, and in-
tegral of encrypted polynomials or union and intersection of
encrypted sets [65]. The approach generally allows for the
joint computation of a wide variety of functions, however
its uses are limited by severe message expansion.

Related techniques were devised for the so calledHippo-
cratic databasesand privacy preserving data mining. The
name “Hippocratic databases” was inspired by the concept
of Hippocratic oath that has guided the conduct of physi-
cians for centuries. The concept is a research initiative
started in 2002 in IBM Almaden Research Center.[66] In
the original paper the authors argue that privacy is the right
of individuals to determine how and to what extend infor-
mation about them will be communicated to others and sug-
gest that the database community has opportunity to play
central role in the privacy debate by re-architecting the
database systems to include responsibility for the privacy
of data as the fundamental tenet. The idea inspired the field
of research on privacy preserving data mining.[67][68][69]

Further techniques fora-posteriori privacy protection
were sought in direction of privacy auditing and introduced
by European projects such as PRIAM [70]. The idea is that
records of all the actions performed on data are stored in a
trusted hardware module and authorities can perform audit-
ing of those logs. A necessary prerequisite for this are the
so calledsticky policies[71]: to each unit of data a formal
statement is attached where all the constraints about which
actions are allowed on the data are defined by the owner
of that data and described in a machine readable format.
The sticky policy follows the data unit after it has been re-
leased to processing; the data along with the sticky policy
should be cryptographically signed by the owner so that the
data and the sticky policy can be proven to belong together.
Data without a sticky policy should be deemed invalid. Ev-
ery operation data processor commits on data is compared
by the trusted hardware module to the sticky policy and if
data processor has done operations to data that are not per-
mitted by the sticky policy, then this can be signalled to the
supervising agencies. This is referred to asprivacy audit
trail .[20][21]
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4. Privacy Protection Patterns

We have seen that a variety of concrete techniques are
available for privacy protection, which is in obvious con-
trast to the level of vagueness of legislation. The social sit-
uation calls for concrete solutions, but the gap between the
legislation and the technologies keeps data controllers and
data processors far away from using the concrete solutions
in order to comply with legislation. What is missing is a
collection of artifacts, which will be referred to asprivacy
protection patterns, each describing a particular technical
solution or social model for privacy protection. Then legis-
lation can be defined in terms of those artifacts.

4.1. The Structure of Patterns

A privacy protection pattern is an abstract scheme of how
a particular approach to privacy protection is possible. It
should include a unique name, a list of the actors included
in the pattern, a list of properties the pattern provides, the
context in which the pattern satisfies the properties, a suc-
cinct description of the solution and a diagram displaying
the exact working of the solution. Additionally to this each
pattern should include information on how it can be used in
terms of controls which activate the pattern. Patterns will
be laid down in the following form:

The form for specifying privacy protection patterns

Actors
A list of legal or natural persons involved in the pattern and their
interests.
Properties
A list of abstract properties the pattern exhibits in relation to in-
terests of the actors and in relation to the requirements implied
by the context.

Context
A list of resources, instruments, or social and technical con-
straints and other factors which define the means and the pos-
sibilities how actors can achieve their ends.
Description
A succinct description of the way how the pattern operates on
the context to moderate the actors’ interests and achieve some
aspect of privacy protection.

Controls
A list of features of that pattern allowing regulation or main-
tenance of the operation of the pattern described in terms of
actions actors can take upon the context and the constraints for
the admission of actors to commit those actions.
Definition
The activity diagram as specified in UML[72] displaying how the
pattern operates on the context and how the controls influence
this.

4.2. The Privacy Protection Patterns

The first pattern is about policies enabling exact specifi-
cation of data protection rules and supporting machine rea-
soning.Principle of data subject consent, Finality principle,
andProportionality principle are impossible to enforce in an
exact way without such a pattern; also what is a dispropor-
tional request in Problem Situation 7 is easier to resolve.
Technical feasibility of this pattern is largely supportedby
policy specification languages and related research as was
presented in Section 3.

Formally Provable Privacy Policies

Actors
Person – a legal or natural person.

Properties
- Deductibility: the structure of the policy supports computer
aided inference of logical properties, semantic attributes and
other constraints;
- Completeness: the policy is unambiguous;
- Soundness: the policy is not contradictory.

Context
- Privacy Policy: the certifying information and privacy protec-
tion rules of Person whose structure captures the first order
predicate logic with extensions for knowledge representation;
- Theorem Prover: a system capable of deriving logical truths
about Privacy Policy;
- Domain Model: a digital representation of the important no-
tions from privacy protection with relations among them such
as taxonomical relationships of inheritance of type or other on-
tological properties;
- Challenge: a request to disclose a certain personal identifying
information of Person formated in the same structure as that of
Privacy Policy.

Description
Privacy Policy captures the rules how the Person’s data should
be protected by data controllers and processors regarding pri-
vacy protection. The Domain Model provides the background
knowledge for the Theorem Prover. The Theorem Prover
makes possible a computer aided inference of facts and con-
ditions regarding Privacy Policy against an arbitrary Challenge.
Theorem Prover also makes possible checking completeness
and soundness of the Privacy Policy.

Controls
For each data collected Person should be able to set in Privacy
Policy at least the following:
- ENTITY identifies the Person;
- DATA describes the data which are subject to the following
controls;
- PURPOSE specifies the allowed purposes for the collection or
processing of DATA;13
- RECIPIENT identifies recipients of DATA;
- RETENTION indicates the kind of retention admissible for
DATA;
- OPERATIONS defines the operations allowed on DATA;
- OBLIGATIONS states how data controllers and processors
should protect DATA when handling them.
Each Challenge should define at least the following:
- REQUESTER identifies the data controller which requests a
particular data;
- DATA describes the data requested;
- PURPOSE describes the purposes for data collection;
- OPERATIONS describe the operations REQUESTER wants
to perform on DATA.
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Definition

13 This pattern should be used in conjunction with

Privacy Preferences Helper Tool

Actors
Person – a legal or natural person;
Requester – a legal or natural person requesting a resource or
data of Person or otherwise challenging Person’s privacy.

Properties
- Maintainability: the Person is able to maintain the own set of
privacy preferences;
- Friendliness: the Person is able to do so in a user friendly way.

Context
- Privacy Policy: Person’s privacy preferences and other rules
in a machine readable form;
- User Interface: a collection of commands and displays en-
abling insight into and management of Privacy Policy and re-
lated privacy preferences;
- Translator: a process which resolves user input from User In-
terface and relates this to the appropriate sections of Privacy
Policy;
- External Application: an application through which Requester
is able to challenge Person;
- Challenge: a request for a resource or data of Person or any
other kind of challenge for Person regarding privacy protection.

Description
User Interface enables Person to manage privacy preferences
from Privacy Policy. Additionally, when Person’s personal data
are requested or Privacy Policy is challenged in another way by
Requester, User Interface automatically informs Person of that
challenge and Person is able to interactively resolve this.

Controls
User Interface should have at least two components:
- PRIVACY POLICY EDITOR is a display of Privacy Policy in
a human readable way with controls which enable Person to
add, update, delete, or otherwise modify privacy preferences
and other rules from of Privacy Policy in a user friendly fashion;
- CHALLENGE DIALOG is a message display with appropriate
controls and can be invoked by External Application when a
Challenge occurs, enabling Person to interactively resolve the
Challenge.

13This holds in either case: if Person is a data controller or processor
then PURPOSE defines why DATA of data subjects need to be collected
(or processed), or if Person is a data subject then PURPOSE defines for
which purposes the data subject allows collection or processing of DATA.

Definition

This pattern tells about a tool which makes possible a
definition of privacy policy in a human friendly way so that
user does not need to code the privacy policy. This is very
important as policies generally are of the same complexity
as programming languages and most of the people do not
know how to do that. This pattern supportsPrinciple of data
subject consent andFinality principle, because the data sub-
ject can explicitly decide privacy protection preferences, it
further supportsProportionality principle because it makes
possible specification of which data and for what purposes
and when should be disclosed. The pattern is technically
possible as shown in Section 3. This pattern should be used
in a combination with previous one and in combination with
Privacy Policy Negotiation pattern.

The next pattern reflects upon the fact that whenever an
individual or a company is about to disclose a particular
information to another party it is all about trust and rep-
utation, how much the other party will respect and protect
privacy. Whatrespectin the later case means can be defined
as whether and how much the ways that other party handles
the information are in accord with the data subject’s privacy
policy. Clearly, the case here is of a very specific trust do-
main, namely trust in how good or bad the information will
be handled; accordingly, any trust representation, be it by
number or category, will reflect on this. This pattern, espe-
cially in a combination with Privacy Policy Negotiation and
Identity Management patterns privacy protection patterns,
can be an important instrument for enforcingPrinciple of
fair and lawful processing or Finality principle and to ward
against Problem Situations 3, 4, 7 or 9; namely, market ac-
tors that indulge in such activities will get low reputation
which will affect demand and consequently their market po-
sitions.
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Trust & Reputation Evaluation System

Actors
Person – a legal or natural person;
Peer – a legal or natural person requesting a resource or data
of Person or otherwise challenging Person’s privacy in a way so
that Person has to disclose some data to Peer.
Properties
- Confidence: Person is able to deduce the degree of confi-
dence in Peer based on rigorous trust / reputation evaluation
model;
- Retribution: Person is able to reflect on the past experience
with Peer in terms of trust and reputation and give Peer credit
or accusation.
Context
- Trust Web: a community of persons with mutual trust relation-
ships which also define the level of how high the whole of the
community ranks each of the persons in terms of reputation;
- Trust & Reputation Manager: a tool on each person’s node
which makes possible assessment of trust and reputation by a
rigorous trust / reputation evaluation model;
- Authority: a public body or agency moderating how persons
can influence Trust Web and trust / reputation values.

Description
(Every) Person has his own trust assessment of (Every) Peer, or
at least of the close neighbours, and can adjust that using Trust
& Reputation Manager. When Person wants to know reputation
of Peer Trust & Reputation Manager can be used to obtain the
grand total of trusts the whole Trust Web has in Peer. Trust &
Reputation Manager should not allow changing Peer’s reputa-
tion directly; instead, reputation should always be a cumulative
of Trust Web based on trust evaluation model. In order to avoid
abuse even Person’s assessment of trust should not be uncon-
ditionally released into Trust Web so that possibility of unduly
destroying reputation of a person is as low as possible: at least
every request to gravely reduce reputation by a majority should
be mediated by a special Authority.

Controls
Trust & Reputation Manager should have at least the following
controls:
- DISPLAY is where trust or reputation values of peers can be
read;
- ASSESS is where good or bad trust assessments can be in-
jected into Trust Web, subject to Authority.

Definition

The next pattern identifies the need for a way to resolve
privacy protection issues between two privacy policies of
two parties in detail. This is required byPrinciple of data
subject consent, Principle of right to object processing of
personal data, Finality principle, andData minimisation prin-
ciple that cannot be enforced in practise without touching
every issue in the two privacy policies and trying to con-
verge them into an agreement that will display resolutions
about explicit consent, opting in or out, the agreed purposes
for processing, and the exact data to be disclosed. This
pattern can greatly alleviate Problem Situation 7 since the
agreement exactly defines the extent of data required for the
transaction, subject to privacy policies and the purposes for
collection. The pattern is feasible, as we have discussed in
Section 3.

Privacy Policy Negotiation

Actors
Initiator – a legal or natural person which applies to Responder
for some reason;14

Responder – a legal or natural person claiming data of Initiator
or otherwise challenging Initiator’s privacy with assumption to
assist Initiator.
Properties
- Proportionality: the extent of data to be disclosed is propor-
tional to the legitimate purposes for collecting the data;
- Confidentiality: the data and the privacy policy parts not di-
rectly required for the final resolution are not disclosed.

Context
- Initiator’s Privacy Policy: the privacy policy of Initiator as de-
fined in the pattern Formally Provable Privacy Policies;
- Responder’s Privacy Policy: the privacy policy of Responder
as defined in the pattern Formally Provable Privacy Policies;
- Agreement: an intersection of both the Privacy Policies with
excerpts relating to the issues relevant for the actual situation;
- Initiator’s Negotiation Agent: an agent system capable of ne-
gotiating issues of Initiator’s Privacy Policy;
- Responder’s Negotiation Agent: an agent system capable of
negotiating issues of Responder’s Privacy Policy;
- Theorem Prover: an abstract notation for a system capable of
deriving logical truths about Privacy Policy;
- Domain Model: a digital representation of the important no-
tions with ontological relations from privacy protection;
- External Application: an abstract notation for any instance of
an application which allows a Negotiation Agent to invoke a di-
alog with the owner of the privacy policy.

Description
The Initiator’s Negotiation Agent and Responder’s Negotiation
Agent can automatically negotiate privacy protection issues be-
tween Initiator’s and Responder’s Privacy Policy. The complex
reasoning for this is carried out by a Theorem Prover and asso-
ciated Domain Model helps resolve the inherent semantic. The
exchange of information between agents is done incrementally
in packets called offers carrying only the data required to reach
the final resolution and leaving the rest of the information undis-
closed. In case both agree the final resolution is Agreement.

Controls
The External Application should support at least one control:
- NEGOTIATION DIALOG is a message display with appropri-
ate controls which enable the owner of the privacy policy to in-
teractively resolve the specific issues in negotiation that were
not possible to resolve automatically.
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Definition

14

As a follow up to the last pattern, it should be noted that
Agreement should be regarded as a formal document and
approved as such by legislation; it should be valid as a piece
of evidence in a court case as any other formal contract is.
To this end, Agreement should be archived using methods
for long term trusted archiving of digital content [63].

The next pattern is about protecting identity of people
in electronic transactions. It is deliberately that the very
idea of digital identity on its own is not identified as a spe-
cial privacy protection pattern; this is a security patternused
to identify and control what people do, whereas in privacy
protection the aim is to protect the personal identifying in-
formation. Hence the following pattern proposes a special
type of identity which still satisfies the security functionbut
hides the true person behind. The Problem Situations 3, 4,
5 and 9 clearly show that the objection that such a pattern
onlysupports people in illegal or illegitimate activities is far
from correct. On the contrary, Problem Situation 5 shows
that our personal identifying information is out there and
since Problem Situations 3, 4 and 9 do happenPrinciple of
fair and lawful processing, Finality principle andData min-
imisation principle are impossible to enforce without hiding
the real person behind the data disclosed in electronic trans-
actions. The technologies required to implement this pat-
tern range from identity federation frameworks which make
possible referencing distributed personal identifying infor-

14In negotiation process also Initiator may claim data of Responder in
order to aggregate enough proof for trustworthiness of Responder or to get
access to Responder’s resources – the process is symmetric in terms of the
need for data exchange. Clearly, everything in privacy policy negotiation
is about exchange of data: say one is negotiating for a service, then the
service will be represented by a URI (i.e. a string of characters, thus data)
so that the one can access it. Each resource in privacy policynegotiation is
represented by appropriate data.

mation, through protocols for data sharing and network ad-
dressing, and to anonymization models which assure un-
linkability on network layer; these technologies will be re-
ferred to as theidentity infrastructure.

This pattern isolates the personal identifiable informa-
tion possible to infer out of the identity strictly to the
provided information, depending on the strength of the
pseudonymization. However, despite the pseudonymiza-
tion such an identity can still be used for authentication and
holders of such identities can still be accounted for their
actions. This is possible in two ways. Either there is an au-
thority that knows who is behind the pseudonym and can do
legal interception; such a pseudonym can hide the holder
and prevent Problem Situations 3 and 5 in the majority of
cases with small actors in cyber crime; however, it cannot
prevent Problem Situation 4 as authorities are typically in-
volved.

Clearly, we need a way to provide people with a
pseudonymous identity without possibility to trace the
holder’s real identity, but at the same time to prevent peo-
ple to abuse them. This can be achieved through concept
of post: a digital identity is pseudonymous to the degree
whereby linking it to the true person is not possible, but
in return the holder of such an identity should leave some-
thing of value (from now on referred to astoken) at the
post, but this is the only thing the holder needs to present
of him/her/itself.15 The digital identity should expire af-
ter some short amount of time; in order to get the token
back or to renew the identity the holder should return to the
post to do so. Meanwhile, if the digital identity in ques-
tion was known to be used for illegitimate purposes, the
holder can be held liable when coming to the post; if the
holder does not come to the post then the token can be used
to reimburse the people affected by the illegitimate uses of
the identity. The token can be deposited as money, pro-
portional to holder’s income, and depending on how much
money the holder has left at the post the pseudonymization
can be weaker (i.e. subject to legal interception) or stronger
(i.e. untraceable); for the period of time of validity of dig-
ital identity the agency running the post can make business
using the money and at the revocation of the digital identity
the money is returned to the holder with interest. Differ-
ent agencies can compete providing better interest or better
identity infrastructure.

It should also be clear that issuing a digital identity,
which enables inspectors insight into parts of personal iden-
tifying information of the holder, has to be supported by ap-
propriate access control to that information in order for the
identity to be efficient: a party that was not given the iden-
tity explicitly by the holder should not have insight into the
associated information. Mind also that standard measures

15That should say, one does not need to present physical appearance,
real identity, bank account or any other identifying information.
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for protecting integrity and confidentiality of that informa-
tion are assumed to be in place using cryptography or other
obfuscation techniques. These techniques do not constitute
privacy protection patterns, at least they will not be identi-
fied as such in this paper; however they are important sup-
port for privacy protection and should not be neglected in
realizations of privacy protection patterns. For example,be-
fore a digital identity has been issued all the data that are to
be disclosed through this identity should already have been
securely stored, the communications which are to be used to
access these data should be protected by cryptographic pro-
tocols, and at the time the identity is defined access control
should also be configured.

Virtual Identity

Actors
Person – a legal or natural person;
Inspector – a legal or natural person interested in Person;
Agency – a legal person providing Identity Infrastructure;
Authority – a legal person or other official body authorized for
investigation and prosecution of cyber crime activities.

Properties
- Authenticity: demonstrates Person’s credibility;
- Accountability: makes possible to hold Person liable;
- Pseudonimization: disturbs Inspector from knowing the true
identity of Person;
- Unlinkability: makes hard to link the identifying information of
Person outside of the directly provided data.

Context
- Person’s Information: all the identifying information of Person,
generally distributed on many places;
- Virtual Identity: a pseudonym of Person with references to
pieces of Person’s Information in function of a digital identity;
- Identity Infrastructure: a collection of technologies for feder-
ation of identity, single-sign-on, data sharing and addressing,
and anonymization assuring unlinkability on network layer;
- Post: a place run by Agency where Person leaves a valuable
when applying for Virtual Identity.

Description
Person’s Information is distributed and known to public. Still,
privacy protection can be achieved by using pseudonyms in-
stead of real identities. Person can select arbitrary pseudonym
and define the parts of Person’s Information to be accrued to
that pseudonym. This is made into a Virtual Identity and is
issued by Agency after Person has left something of value at
Post. Agency assures the properties of this pattern. After cer-
tain amount of time Virtual Identity expires and should be re-
newed by Person coming to Post. In case Person has abused
Virtual Identity, Agency can withhold Person and call Authority
for legal interception. When Virtual Identity is revoked, Agency
has to return the valuable to Person with interest.
Controls
- PSEUDONYM is a string of characters used as the recogniz-
ing name of Virtual Identity;
- REFERENCES is a list or URIs to parts of Person’s Informa-
tion, packed into Virtual Identity, which represents its attributes;
- TOKEN is money deposited as valuable at Post;
- LEGAL INTERCEPTION is a procedure performed by Author-
ity to find and prosecute the holder of Virtual Identity.

Definition

However, one of the supporting technologies for the pre-
vious pattern has for a long time been a synonym for pri-
vacy preserving internet browsing and definitelly deserves
recognition as a privacy protection pattern.

Anonymizer

Actors
Person – a legal or natural person;
Inspector – a person looking for the true identity of Person.

Properties
- Anonymity: not being possible to trace the exact originator of
a transaction.
Context
- Environment: a specific social or / and technical setting with
infrastructure and corresponding controllers where communica-
tion between Person and Inspector is enabled;
- Anonymity Set: a collection of nodes which exhibit exactly the
same traits in terms of capabilities that Environment offers In-
spector for distinguishing among them;
- Anonymizer: a special technology or system which makes
possible the appearance of Anonymity Set within Environment;
- Transaction: a communication between Person and Inspector
carried out though use of facilities in Environment.

Description
In Environment Person appears as a node of Anonymity Set.
Anonymizer makes impossible for Inspector to distinguish be-
tween Person and other nodes. This also implies that it is im-
possible for Inspector to trace, profile, or otherwise categorize
objects that would make possible any kind of identification of
Person inside Environment.
Controls
- TRANSACTION ENDPOINT is a system which makes pos-
sible for Person or Inspector to participate in Transaction and
control it to certain extent.
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Definition

Without this pattern Virtual Identity would be inefficient
on the network layer since every attempt to conceal the
true identity with a pseudonym could fail due to resolution
of network identifiers frequently used by holder of virtual
identity if they were (and normally they are) possible to
trace back to the holder.

The next pattern speaks of a social model for data pro-
tection with using insurance for privacy breaches. Problem-
atic situations, especially Problem Situation 3, have already
given inspiration to some of the insurance companies16 to
think of insurance products that would “compensate for the
liability arising from failure of network security protections,
failure to protect or wrongful disclosure of private or con-
fidential information, failure to protect personal identifying
information from misuse or theft, or violation of any fed-
eral, state or local privacy statute alleged in connection with
the failure to protect personal identifying information.”[73]
The products cover

• expense of third party damages and legal claims;

• fines and penalties imposed by federal, state, and local
governments;

• the expense incurred in notifying customers of a
breach and the cost of mitigating reputational damage
done;

• expense of defense costs within policy limits;

16cf. http://www.aig.com/Network-Security-and-Privacy-Insurance-
(AIG-netAdvantage)20 2141.html

• expense incurred repairing or cleaning up the breach;
and

• expense of fines levied by banks and credit card com-
panies due to a privacy breach.

Privacy Breach Insurance

Actors
Person – a legal or natural person;
Insurance – a legal person involved in insurance business;
Perpetrator – a person responsible for the privacy breach.

Properties
- Safety: absence of catastrophic consequences.

Context
A specific socio-technical setting which is different for every
case in separate with social and technical factors such as net-
work infrastructure, market players, technical facilities and other
installations and their deficiencies which make possible the pri-
vacy breach. In all that particular Person’s Data play the central
role as their exploit is in the interest of Perpetrator and their
protection is the aim of Insurance.

Description
At Insurance Person has bought an insurance policy for pro-
tecting Person’s Data. By some device Perpetrator is able to
exploit the context and gain illegitimate access or control over
Person’s Data. Perpetrator moreover causes harm or loss to
Person by abusing Person’s Data. Person can claim compen-
sation at Insurance to cover expenses of recovering from that
harm or loss.
Controls
- POLICY is a contract between Person and Insurance on the
extent of protection;
- PRIVACY BREACH is an exploit of context done by Perpetra-
tor whereby Person’s Data are abused causing harm or loss to
Person.

Definition

At that point it should be pointed out that all the privacy
protection patterns which have been presente until now pro-
tect personal identifying information before it has been dis-
closed. This is referred to asa-priori privacy protection.
As opposed to this a set of techniques is known to be able
to (at least partially) protect privacy after the privacy iden-
tifying information was disclosed and are referred to asa-
posteriori privacy protection. The remaining of the privacy
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protection patterns in this paper will focus on that last cat-
egory and will close the whole cycle of privacy protection,
as indicated in the introduction.

The first and probably the most importanta-posteriori
privacy protection pattern is that of a sticky policy. In this
papersticky policyis referred to as a fragment of Agreement
as defined in pattern Privacy Policy Negotiation which per-
tains to an exact piece of private identifying information;
such a fragment should hold only the certifying information
and privacy protection rules that are somehow important for
the protection of different parts of data of that piece of pri-
vate identifying information. Any data without a sticky pol-
icy should be invalid and handling data without a sticky pol-
icy attached should be illegitimate.

This pattern is a prerequisite for the efficient perfor-
mance of most of the following patterns ofa-posterioripri-
vacy protection and by this way importantly contributes to
protection against some of the most problematic social sit-
uations, such as Problem Situations 4, 5 and 6. It should be
clear that without such a patternFinality principle andTime
minimisation principle are impossible to enforce.

Sticky Policy

Actors
Data Subject – the person Data and Sticky Policy refer to as the
subject;
Data Controller – the person which collects Data and defines
purposes and ways how Data will be processed;
Data Processor – the person which actually processes Data.

Properties
- Intendment: the sense in which Data Controller should inter-
pret Data Subject’s volition about the way Data should be han-
dled.
Context
- Data: a part of personal identifying information of Data Sub-
ject;
- Sticky Policy: a part of Agreement as defined in pattern Pri-
vacy Policy Negotiation adhering to Data;
- Data Token: the combined information made of Data and
Sticky Policy and cryptographically signed by Data Subject.

Description
Data and Sticky Policy are cryptographically signed by Data
Subject and integrity of Sticky Policy adhering to Data is thus
preserved in Data Token. Sticky Policy contains all the con-
straints and rules of how Data Processor should handle Data.
Handling Data in disaccord with Sticky Policy is illegitimate.

Controls
- ENTITY identifies Data Subject;
- DATA describes Data;
- PURPOSE specifies the allowed purposes for the processing
of DATA;
- RECIPIENT identifies allowed recipients of DATA;
- RETENTION indicates the kind of retention admissible for
DATA;
- OPERATIONS defines the operations allowed on DATA;
- OBLIGATIONS states how Data Controller and Data Proces-
sor should protect DATA when handling them.

Definition

The next pattern can be of a great value when preserving
Problem Situations 3, 4 and 5. AlsoTime minimisation prin-
ciple or other forms of limitation of insight into data have
a straightforward enforcement in this pattern. Technologies
that support it have been outlined at the end of Section 3.

Privacy Preserving Data Processing

Actors
Data Subject – the person Data refer to;
Data Controller – the person which collects Data and stores
them into Data Base;
Data Processor – the person which processes Data on behalf
of Data Controller.
Properties
- Confidentiality: complete or selective hiding of data required
for producing the final result of processing.

Context
- Data: a part of personal identifying information of Data Sub-
ject or other data owned by Data Processor;
- Data Base: the place where Data are stored at Data Con-
troller, res. Data Processor, but under authority of Data Con-
troller.
Description
Privacy of Data can be preserved at different stages before or at
the actual time of processing. The first stage is at the disclosure
of Data by Data Subject or Data Controller when DATA PER-
TURBATION can be used. The second stage is when Data are
released to Data Processor from Data Base and at that point
Data Controller can use RULE CONFUSION. The last stage is
at the point of processing when SECURE MULTIPARTY COM-
PUTATION can be used.
Controls
- DATA PERTURBATION enables perturbation of Data so that
their actual values are obfuscated, yet techniques exist which
enable Data Processor to produce results of processing based
on perturbed data of comparable quality as those obtained from
the original Data;
- RULE CONFUSION makes possible truncation of data which
gives Data Processor less cues to categorize raw Data and infer
rules about their implicit associations, thus disabling Data profil-
ing and deduction of sensitive personal identifying information,
however this proportionally degrades the quality of results of
processing;
- SECURE MULTIPARTY COMPUTATION enables parties to
contribute encrypted or otherwise obfuscated Data to a pro-
cessing which is capable to produce the same results out of
these Data as though they were not obfuscated.
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The following pattern describes one of the most typical
data protection techniques, namely that of access control as
described at the end of Section 3. The pattern, though, will
try to introduce the idea of sticky policy into the decision
process for controlling access. In such a setting this pattern
is a strict precondition for almost any other privacy protec-
tion pattern, since without a close control which data and
under what conditions and purposes are disclosed to whom
also patterns such as Virtual Identity, Privacy Policy Nego-
tiation or Sticky Policy have no actual effect.

Many problem situations need direct protection against
intrusion in private data which this pattern can offer. Pro-
tection against Problem Situations 3, 4, 5, 6 and 7 can only
be achieved with such a pattern in place and legal princi-
ples such asFinality principle, Data minimisation principle
andPrinciple of right to object processing of personal data
without this pattern have no definite power.

Access Control

Actors
Resource Controller – the person which controls access to Re-
source;
Requester – the person which requests Resource.

Properties
- Authorization: access to Resource is authorized according to
predefined rules.

Context
- Resource: a particular resource requested by Requester;
- Access Control List: a list of requesters and their privileges to
access resources;
- Credential: a piece of data encoding a voucher which some-
how entails that Requester is entitled to access Resource;
- Sticky Policy: sticky policy adhering to Resource as defined in
pattern Sticky Policy;
- Enforcement Point: the part of access control at the side
where Resource is available;
- Decision Point: the part of access control where the decision
about access to Resource is taken.
Description
Requester requests Resource at Enforcement Point which is in
position to give access to Resource. However, for each type of
resource a different Enforcement Point has to be implemented.
Decision Point on the other hand can be centralized because
decision can be taken based on formal methods and catego-
rization of different types of resources, without need to know
the special handling of each type of resource. Upon request
Enforcement Point asks Decision Point whetehr access to Re-
source for Requester is allowed and if yes, then Enforcement
Point enables Requester to use Resource. Decision is pro-
duced based on four different possible decision methods as de-
scribed in Controls section.
Controls
Controlling that pattern is achieved through decision methods
used by Decision Point, the four of them that have been used
so far are:
- DISCRETIONARY ACCESS CONTROL enables granting ac-
cess to Resource for Requester by defining this in Access Con-
trol List or by checking appropriate Credential of Requester;
- MANDATORY ACCESS CONTROL enables exact evaluation
of sensitivities assigned to Requester and Resource as defined
in Access Control List for the decision on whether Requester’s
sensitivity justifies access to Resource;
- ROLE BASED ACCESS CONTROL enables comparison of
role of Requester, explicated by a suitable Credential, to per-
missions for accessing Resource as defined in Access Control
List;
- PURPOSE BASED ACCESS CONTROL enables comparing
purposes Requester shows by Credential stating Requester’s
legitimate business interests (or other kind of activities) to the
actions allowed on Resource by Sticky Policy.
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When data are processed, a record of all the actions and
their committers should be preserved for later reference. On
suspicion of abuse authorities should be able to access the
logs and perform auditing. This can be achieved in two ad-
vancing levels of sophistication. On the basic level a record
of the requester, the purpose or other inquiry related meta
information, the time and the actual data requested should
be taken at the point of access to the data by access con-
trol. It should be clear, however, that after this the data pro-
cessor can freely ignore the sticky policy and handle data
in disaccord with the data subject’s will. This can be pre-
vented by a notably more rigorous approach where data are
held entirely in encrypted form and for any operation spe-
cial trusted hardware modules (e.g. special hardware pro-
vided by trusted producers) have to be used that are able to
perform computation based on techniques of secure multi-
party computation or privacy homomorphisms as discussed
at the end of Section 3. Using appropriate cryptosystems
when encrypting data at disclosure data processors would
be forced to design their software to make use of the appli-
cation programming interface of trusted hardware module,
because they would be unable to perform these operations
themselves. This way data could only be processed using
such trusted hardware modules which could then actually
take records of details about who requested the operation,
what was the operation, at which time and on what data it
was performed, and whether this was in accord with sticky
policy.

As it was pointed out at the end of Section 3 the tech-
niques used for computing privacy homomorphisms may
lead to severe message expension and this opens questions
about feasibility of the second sophistication level. Nev-
ertheless, there exist several efficient privacy homomor-
phism operations and other techniques from secure multi-
party computation and, moreover, research could be done
for optimization of complex parts in order to make possible
entirely encrypted processing. Thus the second complexity
level will be regarded as an interesting prospect and as a
necessary conceptual part of the following pattern.

This pattern has potential to greatly mitigate Problem
Situations 4 and 7, actually prosecution in case of any prob-
lematic situation can only be efficient with such an evidence
in place. This evidence can be used in courts to prove vio-
lations of data protection principles in general.

Privacy Audit Trail

Actors
Data Subject – the person Data refer to;
Data Controller – the person which collects Data and defines
rules for their processing;
Data Processor – the person which processes Data on behalf
of Data Controller.
Properties
- Accounting: the ability to hold Data Processor liable for their
actions;
- Auditing: the possibility to have insight into the actions of Data
Processor.
Context
- Data: a particular data processed by Data Processor;
- Sticky Policy: the sticky policy, as defined in the pattern Sticky
Policy, adhering to Data;
- Access Control: a component enabling control of access to
data as defined in pattern Access Control;
- Trusted Hardware Module: a piece of hardware capable of se-
cure encryption and decryption and running protocols for vari-
ous operations based on techniques of secure multiparty com-
putation and privacy homomorphisms;
- Log: a part of Trusted Hardware Module or Access Con-
trol where details of every operation performed on data are
recorded, such as the requester, the action, and the time.

Description
At every request for Data Access Control logs Data Proces-
sor, the purpose, role, credentials, or other meta information,
the time and the actual Data requested. Every processing of
Data must be carried out by use of Trusted Hardware Module
which logs the kind of operation, whether it was in accord with
Sticky Policy, the Data Processor, the time and other important
information. If the operation is in accord with Sticky Policy then
the operation is performed. When Data are processed inside
Trusted Hardware Module, they are kept in an encrypted form
and special protocols enable processing despite their encrypted
form; result is returned to Data Processor in a decrypted form.

Controls
Pattern changes behaviour depending on Sticky Policy.
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The last pattern suggests a very social model for protect-
ing privacy, namely that of a cyber police and prosecution
through civil court. It should be clear that, ultimately, pri-
vacy can not be protected unless if legal frameworks and
prosecution are not an integral part of the whole privacy
protection paradigm.

Privacy Breach Prosecution

Actors
Perpetrator – the person who treats Data in disaccord with
Sticky Policy;
Authorities – the agency or state department authorized to pros-
ecute Perpetrator.

Properties
- Prosecutability: the ability to conduct criminal proceedings in
court against Perpetrator.

Context
- Data: a particular data processed by Data Processor;
- Sticky Policy: the sticky policy as defined in pattern Sticky Pol-
icy adhering to Data;
- Privacy Audit Trail: logs obtained from privacy auditing as de-
scribed in pattern Privacy Audit Trail.

Description
When there exists a justified suspicion that Perpetrator has
abused Data Authorities should collect relevant Privacy Audit
Trail and check Perpetrator’s actions regarding Data. In case
Perpetrator really has abused data Authorities will prosecute
Perpetrator.

Controls
- PRIVACY BREACH is an exploit of context done by Perpetra-
tor whereby Data are handled in disaccord with Sticky Policy.

Definition

5. Privacy Protection Cycle

The proposed patterns can be combined into a higher or-
der integration scheme showing how the patterns should be
deployed in a real situation to make possible a systemic pri-
vacy protection. This integration scheme is referred to as
the privacy protection cycleand is represented by the dia-
gram on Figure 1.

Figure 1. Integration scheme for privacy pro-
tection cycle

It should be noted that External Application of Privacy
Preferences Helper Tool pattern was actually meant to be
the Negotiation Agent of Privacy Policy Negotiation pat-
tern; on the other hand, External Application of Privacy Pol-
icy Negotiation is Privacy Preferences Helper Tool. There
are many more important correlations between patterns im-
plied in privacy protection cycle. First of all, Privacy Pol-
icy Negotiation, although this was not explicitly mentioned
in that pattern, should reflect on the level of reputation of
peer when processing offers against privacy policy; privacy
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protection rules inside the privacy policy (e.g. subject to
OBLIGATIONS) should define the level of reputation peer
should meet in order to be allowed access to the resource;
this way, if the reputation of data controller or processor
would be too low, they would be refused at privacy policy
negotiation time and automatically demand for their ser-
vices would fall. This is the indispensable correlation be-
tween Trust & Reputation Evaluation System and Privacy
Policy Negotiation if it should be possible to penalize mis-
behaving data processors or controllers automatically based
on lower trust in electronic transactions. Close to this is an-
other correlation which is that Authority of Trust & Reputa-
tion Evaluation System pattern could actually be Insurance
of Privacy Breach Insurance pattern, because for Insurance
it will be mandatory to be involved in investigations of pri-
vacy breaches; moreover, not only that Perpetrator of Pri-
vacy Breach Insurance should be blamed and their reputa-
tion lowered, but also if they were insured against abuse of
private identifying information, then they should pay more
for POLICY.

A more intuitive and illustrative presentation of privacy
protection cycle is given on Figure 2. In this paper au-
thors maintain that no weaker or partial scheme can be suf-
ficient for actually protecting privacy of people given the
facts pointed out in Subsection 2.2. Only a very systemic
scheme where technologies and social models cooperate to
make a total cover up of potential privacy threats can be
regarded as a prospect towards a future where our private
identifying information will be respected and the tremen-
dous potential and capabilities of information technology
for its exploitation regulated to the extent where the abuse
in all its expressions will become an unlikely experience.

Figure 2. Intuitive representation of privacy
protection cycle

6. Conclusions

A close look at the situation regarding protection of pri-
vacy shows that privacy related problems already are – and
will in future become even more – a real and serious so-
cial problem. A thorough review of the state-of-the-art and
existing research on the field of privacy protection reveals
quite a rich assortment of potentially very powerful tech-
niques for protecting privacy, but unfortunately legislation
does not acknowledge them and brings no central organiza-
tion into the field of privacy protection. Public initiatives
and technologies which could potentially answer them are
kept separated and social, legal and administrative frame-
works that could promote and back up the technologies have
not been established.

Authors of this paper believe that technologies have
reached the point where most of the privacy protection pat-
terns described in this paper can be implemented in their full
potential and that the obstruction lies in the fact that there is
no commercial interest in producing the kind of technology
whatsoever on the current information technology market.
This in turn owes much to the deficiency of privacy pro-
tection related legislation, which does not require of data
controllers and processors to implement concrete schemes
for privacy protection. For an illustration, if one takesFinal-
ity principle, it would make a lot of difference if instead of
saying that

“Personal data must be collected for specified, explicit
and legitimate purposes and may not be further pro-
cessed in a way incompatible with those purposes,”

regulation would additionally demand that

“Prior to processing of personal data Privacy Policy
Negotiation pattern should be implemented on the part
of data collection and any subsequent disclosure of
data should be done with respect to Sticky Policy pat-
tern and Privacy Audit Trail pattern should be imple-
mented on the part of data processing.”

This way data controllers and data processors would
be obliged to install in their information systems the soft-
ware implementing the required privacy protection patterns
which would create a real demand for such kind of software
on information technology market. In this same light con-
cepts such as virtual identity, privacy breach insurance or
privacy preserving data processing would be given their ex-
act and compelling legal formulations and regulation would
actually fulfill its part in making privacy protection cyclea
reality for the society.
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A. Corroborations for Problem Situations

The following is a list of references to real affairs sup-
porting the problem situations from subsection 2.2.

4 There are known court cases for that problem: In Hal-
ford v. United Kingdom (27 May 1997), the Court intro-
duced the criterion of the “reasonable expectations of pri-
vacy”. Miss Halford, a senior officer whose telephone calls
were intercepted without warning, was granted privacy pro-
tection in her office space, although not absolute.

5 cf. Zeller, Tom Jr., “Black Market in Stolen Credit
Card Data Thrives on Internet”, The New York Times,
21 June 2005: “A ‘dump’, in the blunt vernacular of a
relentlessly flourishing online black market, is a credit card
number. And what Zo0mer is peddling is stolen account
information - name, billing address, phone - for Gold Visa
cards and MasterCards at $100 apiece.”
Vijayan, Jaikumar, “ID Theft Continues to Increase.
More than 13 million Americans have been victim-
ized, new study reveals,” Computerworld, 30 July 2003.
http://www.pcworld.com/news/article/0,aid,111832,00.asp
Zetter, Kim, “TSA Data Dump Leads to
Lawsuit”, Wired News, 14 July 2005.
http://www.wired.com/news/privacy/0,1848,68560,00.html

6 See Zeller, Tom Jr, “For Victims, Repairing ID Theft
Can Be Grueling,” The New York Times, 1 Oct 2005. The
story reports cases where victims have been trying to over-
come the consequences of identity theft for more than two
years: “Victims are still left with the unsettling realization
that the keys to their inner lives as consumers, as taxpayers,
as patients, as drivers and as homeowners have been picked
from their pockets and distributed among thieves.”
cf. Solove, p. 110: “Identity theft can be a harrowing ex-
perience. According to estimates, a victim typically spends
over two years and close to200 hours to repair the dam-
age that identity theft causes.” And p. 110: “Most identity
thefts remain unsolved. Research firm Gartner Inc estimates
that less than1 in 700 instances of identity theft result in a
conviction.”

7 cf. OHarrow, Robert, No Place to Hide, p.124: “Lex-
isNexis, a subsidiary of the UK-based Reed Elsevier Group,
maintains billions of records, including media reports, legal
documents, and public records collected from thousands of
sources around the world.”
cf. OHarrow, p.34: “Acxiom is not a household name. But
as a billion-dollar player in the data industry, with details
about nearly every adult in the United States, it has as much
reach into American life as Pepsi or Goodyear. You may
not know about Acxiom, but it knows a lot about you.”
cf. OHarrow, p. 49: “‘InfoBase Enhancement’ enables
Acxiom to take a single detail about a persons and append,
on behalf of its customers, a massive dossier. This generally
happened without the individual every knowing about it.”

cf. Perez, E.: “Identity theft puts pressure on data
sellers,” The Wall Street Journal, 21 February 2005.
http://www.post-gazette.com/pg/05052/460233.stm. A re-
cent breakout: “Company ChoicePoint actually sold
145.000 peoples personal information to Nigerian scam-
mers.”

8 cf. Safire, William, “Goodbye To Privacy”, The New
York Times, 10 April 2005: “Of all the companies in the
security-industrial complex, none is more dominant or ac-
quisitive than ChoicePoint of Alpharetta, Ga. This data gi-
ant collects, stores, analyzes and sells literally billions of
demographic, marketing and criminal records to police de-
partments and government agencies that might otherwise be
criticized (or defunded) for building a national identity base
to make American citizens prove they are who they say they
are.”

9 See, for example, OHarrow, p.222: “HNC monitors
90 per cent of all credit cards in the United States and half
of those in the rest of the world using artificial intelligence
to seek out indications of fraud and deceit.”
Solove, Daniel J, The Digital Person, p.20: “Wiland
Services has constructed a database containing over1, 000

elements, from demographic information to behavioural
data, on over 215 million people.”
Tuohey, Jasey, “Government Uses Color Laser Printer
Technology to Track Documents. Practice embeds hidden,
traceable data in every page printed”, 22 November 2004.
http://www.pcworld.com/news/article/0,aid,118664,00.asp.
See also Jardin, Xeni, “Your Identity,
Open to All”, Wired News, 6 May 2005.
http://www.wired.com/news/privacy/0,1848,67407,00.html

10 Singel, Ryan, “Nun Terrorized by Ter-
ror Watch”, Wired News, 26 September 2005.
http://www.wired.com/news/privacy/0,1848,68973,00.html

11 cf. OHarrow, p. 48: “For years, the credit bureaus had
been dogged by complaints. Information in their reports
was chronically incorrect. They routinely failed to correct
mistakes, and seemed arrogant when individuals called.”

12 Krebs, Brian, ”Hacked Home PCs Fueling Rapid
Growth in Online Fraud”, Washington Post, 19 Septem-
ber 19 2005. http://www.washingtonpost.com/wp-
dyn/content/article/2005/09/19/AR2005091900026pf.html
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Threats to the Swarm:
Security Considerations for Swarm Robotics

Fiona Higgins, Allan Tomlinson and Keith M. Martin

Abstract—Swarm robotics is a relatively new technology that is
being explored for its potential use in a variety of different ap-
plications and environments. Previous emerging technologies have
often overlooked security until later developmental stages, when
security has had to be undesirably (and sometimes expensively)
retrofitted. This paper compares swarm robotics with related
technologies to identify their unique features where existing
security mechanisms can not be applied. We then review some
of the emerging applications where ineffective security could
have significant impact. We conclude by discussing a number
of security challenges for swarm robotics and argue that now
is the right time to address these issues and seek solutions.
We also identify several idiosyncrasies of swarm robotics that
present some unique security challenges. In particular, swarms
of robots potentially (i) employ different types of communication
channels (ii) have special concepts of identity, and (iii) exhibit
adaptive emergent behaviour which could be modified by an
intruder. Addressing these issues now will prevent undesirable
consequences for many applications of this type of technology.

Index Terms—swarm robotics, security, autonomy, adaption,
emergent behaviour

I. INTRODUCTION

Swarm robotics is a relatively new area of research, and one
which is growing rapidly. As with many emerging technolo-
gies, there is no formal definition of the field that engenders
universal agreement, however comprehensive reviews of the
state-of-the-art identify some characteristics that have been
generally accepted [1]–[3]. These characteristics include robot
autonomy; decentralised control; large numbers of member
robots; collective emergent behaviour and local sensing and
communication capabilities. Thus, from a security perspective,
it is reasonable to consider swarm robotics as a special type
of computer network with the aforementioned characteristics.

It has often been the case that the security of a new technology
is an afterthought rather than an explicit design objective. This
is not entirely surprising given the creative nature of research
and the diversity of disciplines investigating the technology.
Typically it is only as the technology matures, and begins to be
deployed, that the security implications then become apparent.
This was the case with, for example, mobile phone technology.
The first generation of mobile phones were analogue, and easy
to clone since they broadcast their identity clearly over the
airwaves. It was also easy to eavesdrop on them by simply
tuning a radio receiver to pick up conversations. Subsequently

The authors are with the Information Security Group, Royal Holloway,
University of London, UK
f.l.higgins, allan.tomlinson, keith.martin@rhul.ac.uk

the underlying technology has been continuously modified in
order to address threats that became apparent after deployment.
The development of the Internet is another example of security
being retrofitted to the technology.

In the case of swarm robotics, the particular security re-
quirements of swarm robotic networks do not appear to have
been investigated in any detail so far. Thus, for the above
reasons, we believe that this is an opportune time to consider
these issues, before any wide-scale deployment. Deferring
security research until later in the technology’s evolution
could, depending on the application, be a risky strategy and
may lead to undesirable consequences.

As far as we are aware, this is the first attempt to categorise
security challenges for swarm robotics. Very little prior work
appears to have been openly published. A notable exception
to this is the work of Winfield and Nembrini [4] who identify
several threats to a swarm of robots, which they classify as
hazards. In identifying the main security challenges to swarm
robotic networks it is our hope that this paper, and the work
we presented at ICAS09 [5], will result in the development
of robot swarm technology that is reliable and safe to deploy
even in potentially hostile environments.

In Section II, we briefly review technologies that are similar to
swarm robotics, highlighting the key differences and defining
what we mean by a robotic swarm. In Section III we provide
examples of applications that potentially will make use of this
technology and show how vulnerabilities may exploited. In
Section IV we discuss security, commencing with a short high
level overview of security, and then cataloguing aspects of
the swarm robotic environment which present challenges to
security. Finally, in Section V we draw some conclusions.

II. SWARM ROBOTICS AND RELATED TECHNOLOGY

Before considering the security of swarm robotic networks
it is necessary to establish the scope of the type of system
we wish to secure. In other words, it is necessary to define
what we mean by a swarm robotic network. There are many
technologies which are similar to swarm robotic networks
in some respects but differ in particular aspects. It is useful
therefore to review how similar technologies, some of which
have been subjected to a degree of security analysis, relate
to robotic swarms. This will allow us to identify the unique
features of robotic swarms that may benefit from closer
scrutiny in terms of security. It is these unique features that
we wish to focus on in order to identify vulnerabilities that are
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particularly pertinent to swarm robotic networks and perhaps
to identify aspects of these systems that may be exploited to
enhance security.

In this section we consider four technologies closely related
to swarm robotic networks and then describe the unique
distinguishing features of the latter.

A. Multi-Robot Systems

Like robotic swarms, multi-robot systems are a collection
of robots, working together to achieve a common goal. To
accomplish this, multi-robot systems are typically managed by
a well–defined command and control structure. Swarm robotic
systems differ from more traditional multi-robot systems in
that their command and control structures are not hierarchical
or centralised, but are fully distributed, self-organised and
‘inspired by the collective behaviour of social insect colonies
and other animal societies’ [6].

Self-organisation means that sometimes the collective beha-
viour, even if unpredictable, may well result in solutions
to problems that are superior to ones that could have been
devised in advance. The parallel drawn with social societies
in the animal world extends to communication – interactions
between the robots can be indirect as well as direct. Fault
tolerance, which is related to security, has already been ex-
tensively explored within the context of multi-robot systems
with hierarchical command and control, notably in the work
of Parker’s ALLIANCE control architecture [7].

B. Mobile Sensor Networks

Sensor networks consist of collections of devices, or nodes,
with sensors that typically communicate over a wireless net-
work. A mobile sensor network is a sensor network where
the nodes are either placed on objects which move [8] or
where the nodes may move themselves [9]. In the latter case
they are sometimes known as robotic sensor networks [10].
Hybrid systems also exist [11], where mobile robots work in
conjunction with static sensors.

Although mobile sensor networks exhibit many similarities
to swarm robotic networks, there are distinct differences.
For example, robotic swarms may utilise a wider range of
communications technologies, which extend to indirect com-
munication such as stigmergy, as described in Section IV-D.
Moreover, individual identity may be more significant in a
sensor network if it is important to determine exactly where
the sensed data originated.

Perhaps the most important difference is that a sensor network
is not designed to have the collective emergent behaviour of
a robotic swarm.

C. MANETs

Mobile Ad-hoc Networks (MANETs) consist of wireless
mobile nodes that relay each others’ traffic, with the nodes

spontaneously forming the wireless network themselves. The
special properties of MANETs, such as the lack of infra-
structure, absence of trusted third parties, as well as pos-
sible resource constraints, make implementing security a very
challenging task. MANETs can consists of many types of
mobile devices and there is considerable existing work on
their security [12], [13]. Although MANETs do not exhibit
the emergent behaviour of swarms, some MANET security
techniques could have relevance to swarm robotics depending
on the communication method used by the swarm.

D. Software Agents

There is no universally agreed definition of a software agent,
but we take one proposed by Wooldridge [14]: ‘An agent is a
computer system that is situated in some environment, and that
is capable of autonomous action in this environment in order to
meet its design objectives’. A multi-agent system (MAS) [14],
[15] is a system composed of multiple autonomous agents,
where each agent cannot solve a problem unaided; there is no
global system control; data is decentralised; and computation
is asynchronous. A mobile agent is a particular class of agent
with the ability during execution to migrate from one host to
another where it can resume its execution [15]. Thus mobile
multi-agent systems may share many features with swarm
robotic systems, but in a virtual world.

Corresponding to the active interest in mobile software agents
and their rapid adoption, there has been much interest in their
security [15]. However this does not always translate easily
to robotic swarms because of the particular characteristics of
robotic swarms which differentiate them, such as their phys-
ical nature, diverse communication mechanisms and control
structure.

E. Swarm Robotics

From the brief discussion above it is clear that producing
a well–defined taxonomy of mobile robotic networks will
require careful consideration. Instead we now attempt to define
what is meant by a swarm robotic network and show how this
differs from the above related technologies.

The term ‘swarm robots’ generally refers to a large collection
of mobile robots working on a single task [16], and the
development of this technology is growing very rapidly [6].
Some of the reasons for this can be found in the perceived
benefits in the characteristic properties of problem solving by
social insects. The properties exhibited by social insects result
in flexible, robust, decentralised and self-organised systems
[6] and it is the desire to imitate these natural systems that is
influencing research in swarm robotics.

Motivation

Social insects are regarded as highly effective and, some would
argue, the most successful life-form on the planet. There are
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many reasons why they are so successful, and the properties
which make them so are highly desirable in a swarm of robots.
Some of these desirable properties are:

1) Redundancy, Reliability, and Scalability: Each entity
within a swarm is highly redundant. This redundancy
means that the loss of individual entities has little
impact on the success of the task at hand, unless all
or the vast majority of them are lost. As early as 1989,
Rodney Brooks at MIT proposed to NASA that teams
of hundreds of inexpensive ant-like reactive robots be
sent to Mars in an article entitled ‘Fast, Cheap and
Out of Control’. The rationale for this was, in part,
to provide a degree of fault-tolerance. Having a large
number robots meant that any robots damaged in transit
or during landing would not have a real impact on the
overall mission [17].

2) Decentralised Coordination: Coordination is completely
distributed, and the task in hand will be carried out
regardless of whether one or more of the individuals is
lost - there is no central point of control in the swarm.

3) Multiplicity of Sensing: In a swarm, many individuals
sense the same data. This means that the signal-noise
ratio is greatly increased.

4) Dynamic Adaptability to the Working Environment: A
swarm will adapt itself to the environment to meet the
needs of the swarm.

In addition to imitating the above characteristics of social
insects, there may also be practical reasons that a swarm of
robots working together may be desirable. For example:

• Some tasks may be too difficult for a single robot, and
may require robots working in a team to complete them.

• Using several robots may increase the speed of perform-
ing tasks.

• Designing, building, and using several simple robots may
be easier, cheaper and more fault-tolerant than using a
single robot.

• Theories of self-organisation show that, sometimes, the
collective behaviour of a swarm results in patterns which
are qualitatively different from those that could be ob-
tained by a single entity. Randomness or fluctuations in
individual behaviour, far from being harmful, may in
fact greatly enhance the system’s ability to explore new
behaviours and find new solutions [6].

The foregoing has described some of the benefits that may be
expected in systems that imitate swarms. However, as well as
the advantages outlined above, there are also some potential
challenges to be overcome. For example:

• Lack of global knowledge may mean that a swarm of
robots does not have the information required to perform
a task, and stagnates, unable to make any progress.

• Also, there is a ‘too many cooks spoil the broth’ effect.
Having more robots working on a task or in a team
increases the possibility that individual robots will unin-
tentionally interfere with each other, lowering the overall
productivity [16].

• Programming: The concept of a swarm robotic network
is that individual entities are autonomous. Nevertheless
their deployment implies that there is a task that they are
required to do. Often the solution to the task is emergent,
and it may be extremely complicated to program the
robots to perform the task [6]. Swarm engineering is a
new discipline proposed by Winfield [18] which aims to
help solve this problem.

• Control and Mediation: Complex systems with swarm
intelligence might be very difficult to control or mediate
if they started to exhibit undesirable behaviour. Such sys-
tems would therefore need to be designed and validated
for a high level of assurance that they exhibit intended
behaviours, and equally importantly do not exhibit unin-
tended behaviours [18].

Definition of Swarm Robotics

The preceding has identified the desirable properties of nat-
urally occuring swarms thus motivating research into artificial
swarms. The term ‘swarm’ as applied to robotics was coined
by Gerardo Beni and Jing Wang in 1988 at a NATO robotics
workshop in Italy [19]. At the time, the discussion was about
‘cellular robots’. This term ‘cellular robots’ was applied to
a group of robots that could work like cells of an organism
to assemble more complex parts. Beni was discussing a class
of cellular robots that could behave in an unpredictable way
and move and interact dynamically. For this application it
was generally agreed that the adjective ‘cellular’ was not
particularly descriptive, and that ‘swarm’ was much better.
Moreover, it more accurately portrayed the characteristics of
the robots that were under discussion, which were seen to
behave in a similar way to swarms occurring in nature..

When Beni and Wang introduced the term, the concept of
swarm robotics was largely theoretical, but now it is a fast-
evolving reality, with many research projects taking place
worldwide – examples being the EU ‘Guardians’ project [20],
‘Ultraswarm’ at the University of Essex [21], Maxelbot at
the University of Wyoming [22], Idaho National Laboratory
projects [23] and SYMBRION [24] which is a project funded
by the 7th Framework programme of the European Union.

At the 2004 Swarm Robotics workshop, Erol Şahin has pro-
posed the following definition for swarm robotics, along with
a set of distinguishing criteria to differentiate this technology
from other multi-robot research:

“Swarm robotics is the study of how large numbers
of relatively simple physically embodied agents can
be designed such that a desired collective behaviour
emerges from the local interactions among agents
and between the agents and the environment.” [25]

Based on Şahin’s definition a number of criteria may be
described that identify a robotic swarm. These are:

1) Autonomous Robots: They should have a physical em-
bodiment in the world, be situated and should be able
to physically interact with the world.
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2) Large Number of Robots: There should be a large
numbers of robots (or the studies should be applicable
to the control of large robotic swarms)

3) Few Homogeneous Groups of Robots: There should
be relatively few groups containing large numbers of
homogeneous robots.

4) Relatively Incapable or Inefficient: The robots should
be relatively simple and incapable such that the tasks
tackled require the co-operation of the individual robots.

5) Robots with Local Sensing and Communication Capab-
ilities: The robots should only have localised and limited
sensing and communication abilities. This constraint
ensures that the coordination between the robots is
distributed. However, it is acceptable to use global com-
munication channels for a purpose such as to download
a common program onto the swarm, but not for co-
ordination among the robots.

This allows us to compare swarm robotic networks with the
more established technologies described at the beginning of
this section. Table I attempts to summarise and compare the
characteristics of swarm robotic networks defined above with
the aforementioned more mature technologies. Where there is
no entry there is no clear answer to whether the technology
fits the criteria or not Table II does the same for some of
the implicit characteristics not explicitly included in Şahin’s
definition.

III. USE AND MIS-USE OF SWARM ROBOTICS

Section II described the scope of the systems we wish to study
and showed how swarm robotic systems differ from similar,
more mature technologies. Within this scope we may now
begin to look at the threats that may be unique to swarm
robotic systems, and perhaps identify unique features of swarm
robotic systems that may help mitigate these threats.

In analysing the threats to swarm robotic systems it is useful to
have an idea, first of all, of how the systems may be used; and
then how the systems may be mis-used for malicious ends. In
order to describe how systems may be mis-used some security
terminology is introduced.

A. Basic Security Terminology

The International Organization for Standardization (ISO) has
provided definitions for a number of high level security
concepts and we will follow the nomenclature of ISO 13335-1
[26] in our discussion.

ISO 133335-1 defines a threat as ‘a potential cause of an
incident that may result in harm to a system or organization.’
In our case, this can be interpreted as any potential incident
that may adversely affect the intended objective of the swarm
robotic network. The threat may be a threat to the swarm itself
or to the information being processed by the swarm. Moreover,
the threat can be the result of deliberate or accidental actions.
The standard provides a number of examples of threats such as

eavesdropping; information modification; malicious code; and
physical accidents. In the following we will expand on these
examples to illustrate the threats pertinent to swarm robotic
networks.

Threats that are not mitigated leave vulnerabilities in the
system. These threats may be then exploited, causing harm
to the system. In other words, although all threats define a
potential cause of harm, it is only the unmitigated threats
that leave vulnerabilities. In the remainder of this section we
consider the threats, rather than specific vulnerabilities.

We refer to the deliberate exploitation of a threat as an
attack and those that initiate their execution as attackers or
adversaries.

ISO 13335 also defines the notion of the impact of the
exploitation of a threat, and the risk of a threat being exploited.
While these are considerations that should be made in the
deployment of any system, our objective is not focused on the
specific details of a particular application and thus we will
focus on the threats.

An example of a threat could be that an unauthorised person
might see top secret information; a vulnerability could be that
trust is misplaced in a courier delivering this information in a
document. The courier may accidentally lose the document; or
an attack could be that someone steals the document in transit
and publishes it. The impact of a information loss will depend
on the content of the document.

Security in any environment, including swarm robotics, is
fundamentally about the provision of core security services.
These services can be defined at a high level without binding
the service provision to a technology specific security mechan-
ism. The ISO standard for the security architecture of the OSI
reference model [27] identifies a number of security services,
of which the following are relevant to swarm robotic networks.

Confidentiality
The confidentiality service protects data from un-
authorised disclosure. It may protect all data in a
message or selective fields. It may also be used to
prevent traffic analysis.

Integrity
An integrity service prevents prevents data from
being altered in an unauthorised or unintended way;
for example, by modification, insertion or deletion.
As with confidentiality, it may be selective or apply
to the entire message. An integrity service may also
be used to detect data that has been replayed.

Authentication
Authentication services may be classed as peer entity
authentication services or data origin authentication
services. The former provides assurance that the peer
entity in the communication protocol is who they
claim to be. The latter provides assurance that data
came from its reputed source.

Availability
Although, strictly speaking, not a security service,
availability is defined in ISO 7498-2 as the property
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Table I: Comparison of Explicit Characteristics

Swarms Multi-Robot Mobile Sensor Networks MANET Multi Agent Systems

Autonomous ! %

Large Number ! !

Few Homogeneous Groups ! ! % !

Simple ! ! !

Local Sensing and Comms. ! ! ! ! !

Table II: Comparison of Implicit Characteristics

Swarms Multi-Robot Mobile Sensor Networks MANET Multi Agent Systems

Self Organising ! % %

Emergent Behaviour ! % % %

Co-operate to accomplish task ! ! % !

Distributed Command/Control ! % % !

Mobile ! ! ! ! !

No ID Necessary ! % !

of being accessible and useable upon demand by an
authorised entity. The term denial of service is often
used in reference to loss of availability.

ISO 7498-2 defines two more services: access control, and
non–repudiation. Although these services are important in
the context of the OSI reference model, they are of less
relevance to swarm robotics. Entities in a robotic swarm are
typically simple devices that do not provide access to a service,
and which operate in a closed network where disclaiming a
previous transaction is not a high risk.

Security mechanisms used to provide the above services
include encryption, for confidentiality, and digital signatures
and message authentication codes for integrity and data ori-
gin authentication. Entity authentication usually requires the
completion of a security protocol. The Handbook of Applied
Cryptography [28] provides a good introduction to these mech-
anisms. Mitigating denial of service attacks is more dependent
on the particular application. In any system, the provision of
security is a holistic process. This requires careful management
processes that oversee the use of specific security technologies
that can be applied to devices and networks. These include
firewalls, access control mechanisms and network security
protocols. At the heart of most security technologies is the
deployment of specific cryptographic primitives, which are
mathematical tools that can be applied to data to provide
the core security services. These normally rely on the careful
protection and maintenance of cryptographic keys, which are
critical data items that must be stored securely.

With this background we may now review several scenarios
where swarm robotic technology is being considered for use,
and look at the potential threats to these systems.

B. Military Applications

Swarm robotic networks are of particular interest to the
military, and in these applications the need for security is

perhaps self-evident. There is currently a great deal of research
taking place in the military use of robotic swarms. In the
United Kingdom in August 2008, a challenge called ‘The
Grand Challenge’ [29] took place, which was searching for
the best ideas in defence technology to help solve some of
the evolving threats facing front line troops. One prominent
entrant to this was ‘Swarm Systems’ [30], which used swarms
of micro air vehicles.

In the United States, US Army Research are funding and work-
ing with BAE Systems on the The Micro Autonomous Systems
and Technology (MAST) project, [31] which will ‘research
and develop advanced robotic equipment for use in urban
environments and complex terrain, such as mountains and
caves. The project will create an autonomous, multifunctional
collection of miniature intelligence-gathering robots that can
operate in places too inaccessible or dangerous for humans’.

Mine clearance is another example of where robotic swarms
may be deployed. Individual entities that constitute a swarm
robotic system are dispensable, making the system suitable for
domains that involve dangerous tasks. For instance, clearing
a corridor on a mining field. Swarm systems would be better
than a single more complex and expensive mine clearing robot
because they can afford to be suicidal, and may be able to
cover the area more quickly.

The major threat to military systems is from deliberate attacks
on the robotic swarm. Such attacks may range from passive
eavesdropping on communications, or monitoring traffic; to
more sophisticated attacks where malicious robots may be
injected into the swarm, much as viruses and Trojans are
deployed in computer systems. Such sophisticated attacks
may go un-noticed while the attacker manipulates data being
processed by the swarm and possibly affects the emergent
behaviour.
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C. Monitoring

Robotic swarms are well–suited to environmental monitoring
and, since they have motor as well as sensor capabilities, they
could potentially provide solutions in the case of undesired
environmental events. For example, the Elimination Units for
Marine Oil Pollution (EU-MOP) project demonstrated that a
robotic swarm could be used to detect environmental pollutants
such as oil spillages, and subsequently clean them up [32].

At the Ecole Polytechnique Federale de Lausanne (EPFL) an
investigation has been completed into how swarm robotics
could be used for the autonomous inspection of complex
engineered structures [33].

Accidental malfunction of the entities that make up the swarm
is always a threat. The impact of this threat could be signi-
ficant these applications if the swarm was the sole means of
monitoring.

In addition to malfunctions or accidents, active threats to
such robot swarms could arise from malicious organisations
such as terrorists or criminals. Such groups could target the
availability of the swarms, or the confidentiality or integrity
of any information that they hold. For example, by injecting
malicious code or malicious robots, they could physically or
electronically hijack the system resulting in the loss of avail-
ability. As with current denial of service attacks on internet–
based services, the threat of such an attack is itself sufficient
to meet the adversary’s requirements. As with internet–based
services a malicious organisation could potentially use such
a threat to extort money from the legitimate owners of the
swarm. Many such attacks have already been launched against
business websites on the Internet. The threat may even be
exploited, with the robots only being returned to use after a
ransom has been paid.

The data that a monitoring swarm holds could also be useful
to an unauthorised third party. For example the location and
extent of an oil spillage could be of interest to an environ-
mental group; the location of faults in an engineering structure
could be of great value to a competitor. Therefore, it is of
importance that such data is kept confidential. Also, if such
data could be corrupted accidentally or deliberately, it could
lead to the swarm performing incorrectly, which could mean
that monitoring is not taking place properly or the swarm
is not trying to fix something that it is meant to be. Thus
integrity protection would be a useful service to have in these
applications.

D. Disaster Relief

The deployment of robot swarms during disaster relief opera-
tions is another application area that is considered for swarm
robotic networks.

At the University of Utah, research has taken place into using
swarms of robots to aid first responders in disaster situations
[34] and the European Union 6th Framework GUARDIANS
project [20] is addressing a similar application.

The GUARDIANS are a swarm of autonomous robots applied
to navigate and search an urban space in situations which
are dangerous and time-consuming for humans. The project’s
central example is an industrial warehouse in smoke, as
proposed by the Fire and Rescue Service. The job is time
consuming and dangerous since toxins may be released and
humans senses can be severely impaired. The robots warn of
toxic chemicals, provide and maintain mobile communication
links, infer localisation information and assist in searching.
They enhance operational safety and speed and thus indirectly
save lives

In situations such as these, availability becomes a primary
security requirement, as well as confidentiality, integrity and
authentication/identification. Availability is necessary so that
the swarm can respond as quickly as possible to the emergency
at hand. If robots are unavailable due to malfunction, accident
or because they have been hijacked either physically or elec-
tronically by an external agency, then they will be unable to
perform their critical task. The motivation for such an attack
may be difficult to comprehend, however, as discussed above,
the threat of a denial of service attack may be sufficient for
malicious groups to extort their demands.

Unauthorised access to data could also be a threat in this
application. Eavesdropping on the robots communications may
provide information to an attacker, for example about the
location and extent of the damage and about any entities
that the robots discover during the rescue operation. Such
information may be highly sensitive and would require the
protection of a confidentiality service.

Perhaps more importantly, there exists a threat of data manip-
ulation. Integrity protection is necessary to ensure that the data
being passed around the swarm is accurate, so that the robots
respond correctly. In addition to integrity protection, data
origin authentication may be required to provide assurance
that information has come from a reliable source.

Threats arising from entity authentication failure are more
subtle. It may be necessary to ensure that sensitive information
obtained by the swarm is communicated only to legitimate
parties e.g. the rescue service. If robots are communicating
locally, problems could arise if the peer entity cannot au-
thenticate itself. This scenario could arise if multiple swarms,
perhaps with different goals, are operating in the same physical
area.

Many relevant current technologies already provide full sup-
port for strong security. Communications between human per-
sonnel in emergency situations often use Terrestrial Trunked
Radio (TETRA) [35] which is an open digital standard
defined by the European Telecommunications Standard Insti-
tute (ETSI). Whether this technology is applicable to swarms,
however, will depend on the particular implementation.

E. Healthcare

The use of swarm robotics has been considered for a wide
range of healthcare services: from surgery and intrabody
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diagnostics, to more routine tasks such as medication provi-
sion and patient monitoring. The European IWard project is
proposing to use swarms of robots to provide assistance to
healthcare workers [36].

Entity authentication will be very important for swarm robotics
in healthcare situations. For example, it will be of vital
importance that only legitimate robots are introduced into
a human body, or sent to deliver patient medicines or read
patient data from monitoring stations. Failure to authenticate
could result in the introduction of swarm robots that would
harm the patient surgically or whilst inside their body, by
delivering incorrect medicines or by reporting medical data
to unauthorised entities.

The confidentiality or privacy of patient data is paramount,
and is protected by law in many countries. Apart from patients
wanting to be able to choose who knows their personal medical
history, it must be kept from organisations who may wish
to have it for reasons such as pharmaceutical research, or
to simply try and deny an individual access to insurance,
employment or services.

Integrity of medical information must be ensured. Otherwise
a swarm could damage a patient by responding to incorrect
information such as wrong organ position, elevated blood
pressure or blood sugar levels. Consequently, if a swarm
were to respond incorrectly, this could seriously damage the
patient’s health, maybe fatally.

Availability of swarm robots in a healthcare situation is
important, especially so where they are deployed in situations
with critically ill patients. If they are not available and able to
respond immediately then such patients could suffer greatly,
and maybe die as a result.

F. Commercial Applications

As the technology develops, the hope is that robotic swarms
will find commercial use. Commercial uses could include some
of applications already discussed, for example monitoring or
healthcare, as well as many other routine tasks that are ‘dull,
dirty, or dangerous’ [16]. Unfortunately in any commercial
environment, the motivation to gain competitive advantage will
undoubtedly result in attempts to steal information, manipulate
data, and disrupt services.

For example, if an organisation can interrupt their competitors
service and make it unavailable or unstable, damaging its
reputation, then they will become the organisation of choice.
If they can steal information from their competitor then they
may be able to find out their trade secrets for their own
commercial gain. If they can amend their competitors data then
they can make them operate unpredictably, again damaging
their reputation, and making themselves appear preferable.

Thus consideration of confidentiality, integrity, authentication
and availability will be required for commercial applications
to be successfully adopted and deployed.

IV. SECURITY CHALLENGES IN SWARM ROBOTIC
ENVIRONMENTS

Section II described what we mean by swarm robotics and
discussed how this differs from related technologies. In the
preceding section we have described the threats that may arise
in the deployment of swarm robotic systems and identified the
security services that may be applied to mitigate these threats.

It is appropriate now to consider the challenges to providing
these security services in swarm robotic networks. It is clear
that some security problems are similar to those experienced
by other related technologies, and that some solutions from
these technologies may apply to swarm robotics. However,
not all of these shared problems have been fully solved. Fur-
thermore, the swarm robotic environment introduces particular
security challenges that do not exist in other technologies.

A. Resource Constraints

According to our definition of swarm robotics, the robots
should be relatively simple. The less complicated a device is,
the greater the challenge in providing security becomes. This is
due to resource constraints: storage for static and ephemeral
data is restricted; communication bandwidth is constrained;
and processing power is limited. Most importantly, where
mobile devices are concerned, power consumption has to be
minimised to preserve energy.

Resource constraints restrict the types of existing security
technologies that can be deployed and special cryptographic
mechanisms may be required to reduce the consumption of
resources on such devices [37]–[39]. However, attacks on the
provision of resources can still lead to the device becoming
inoperable – permanently so if the resource is not renewable
e.g. a battery. This would result in loss of availability of the
device and potentially the swarm.

B. Physical Capture and Tampering

Robotic swarms are unique in their combination of physical
entities with autonomous behaviour, mobility, and distributed
control. Consequently, the owner of a swarm may not know the
exact location of each device and what other entities may be
in the vicinity. Thus individual swarm robots may be captured
by an attacker.

Physical capture of a robot may lead to immediate loss of
availability. The attacker may also use the device to manipulate
data being reported, and may attack the device hardware to
extract any secret data.

In the worst–case scenario an attacker could modify the device
and re-introduce it to the swarm, enabling a number of other
attacks to be carried out. Such a rogue device may continue
to manipulate data as the swarm moves to new locations. It
may eavesdrop on communications. It may even be able to
introduce malicious code or commands to other devices. In
the worst case it would be able to alter the behaviour of the
swarm without the attack being detected. This capture and ‘re-
introduction attack’ is unique to swarm robotic technology.
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C. Monitoring and Control

Systems employing swarm intelligence do not have a hierarch-
ical structure with specific points of monitoring and control.
Moreover, the individual entities within these systems take de-
cisions autonomously, based on local sensing and communica-
tions. With such systems it is evident that there could be many
risks if, for any reason, deliberate or accidental, they went ‘out-
of-control’. These risks include many security violations such
as loss of confidentiality, integrity or availability. Monitoring
and control presents an interesting challenge to security within
swarm robotics.

D. Communication

Unlike the related technology discussed in Section II, robotic
swarms may be designed to interact either explicitly, or
implicitly [40].

Explicit communication can be achieved via broadcast or
directed messages. Radio frequency (RF) and infra-red (IR)
technologies have been widely used for explicit communic-
ations within swarms. Other technologies include coloured
LED display, body-language or sign-language, colour patterns
on a robot’s body, coil induction, haptics, audible sounding,
combination of LED display and audio signalling and acoustic
signalling in an underwater environment.

Implicit communication is unique, amongst the technologies
discussed in Section II, to swarm robotics. By considering
implicit communication, we include interaction via sensing
other robots and their behaviours, and interaction via the
environment. The latter acts as a sort of shared memory and
is known as stigmergy [6], [41], [42].

From a security perspective, any open implicit or explicit
communication method can be jammed, intercepted or oth-
erwise disturbed relatively easily by an attacker. The security
of RF and IR has been well–researched, but the security of
the remaining more ‘exotic’ interaction methods needs to be
thoroughly investigated and presents a fascinating security
challenge.

E. Swarm Mobility

Security is difficult to provide in any mobile environment,
however the mobility of robot swarms, combined with the
autonomous behaviour, is quite unusual. This has some inter-
esting characteristics that might make some security services
easier to implement than for related technologies.

One example is entity authentication discussed below. Swarm
robots may be able to move towards the peer that they wish to
authenticate. The authentication service could then be provided
through visual sensing and physical data exchange. A similar
example is key distribution: robots may move within the
swarm to distribute shared keys.

However any constraint on the movement of swarm members,
for example to remain in the ‘bounds’ of the swarm, could
present additional security issues.

F. Entity Authentication and Identity

As discussed in Section III, in some applications it may be
very important for a swarm robot to determine whether it is
interacting with a legitimate entity or not. Data origin and
entity authentication often require some notion of identity.
This is a particular problem where individual identity within
a swarm is undesirable [43]. However, other work on robotic
swarms has used group identity [44], or individual identity
which is broadcast regularly [45].

If identity can be assumed or changed, then attacks can be
launched on entity authentication, confidentiality, integrity and
availability. The notion of identity within a robotic swarm thus
presents an interesting challenge from a security standpoint.

G. Key Management

Security services deployed in a robot swarm inevitably require
the need to manage cryptographic keys [46]. These keys define
which pairs (or groups) of robots can apply security services.
As robots join and leave a swarm, it may be necessary to
update this keying material. Thus the dynamic and interactive
nature of a swarm presents sophisticated key management
challenges although the intelligent mobility of the swarm may
provide some novel solutions to this.

H. Intrusion Detection

When an unauthorised entity joins a network it is sometimes
called intrusion, and the field of network intrusion detection
is well–established [47]–[49]. However, the physical nature of
the entities in a swarm robotic network means that intrusion
in a robotic swarm robotic network is not the same as
intrusion in a traditional data network. Deliberate intrusion
was alluded to in Section IV-B and accidental intrusion in
Section III-D, where several swarms may operate in the same
geographical location. In these cases the intrusion mechanism
is the physical insertion of a rogue agent into the swarm, which
is not addressed by the established network intrusion detection
systems.

Intrusion detection systems typically attempt to detect an-
omalous behaviour in the network. In a robotic swarm this
behaviour may extend to the physical behaviour of individual
robots. New mechanisms will be required to detect anomalous
physical behaviour. Moreover, the autonomous nature of robots
and collective emergent nature of the behaviour of the swarm
will make any anomalous behaviour difficult to detect.

If undetected, one or more foreign robots could infiltrate the
swarm, either maliciously or accidentally, and ultimately affect
the desired emergent behaviour. The situation is illustrated
in figure 1 where the shaded nodes represent foreign robots
infiltrating the swarm. In figure 1a a single intruder has entered
the swarm. It is not unreasonable to expect the swarm to
be able to detect this intruder. If several foreign robots can
infiltrate the swarm, as shown in figure 1b, it may be easier
for the intruder to affect the behaviour of the swarm. As
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(a) Single Intruder (b) Multiple Intruders (c) Overlapping Swarms

Figure 1: Intrusion of rogue robots into a swarm

more foreign robots infiltrate the swarm, 1c, it will become
more difficult to distinguish the intruders from the original
swarm, particularly if the notion of identity within a swarm is
forbidden.

Once an intruder is detected, an appropriate response will need
to be formulated according to an Intrusion Protection System
[49]. Depending on the application the response could be to
simply ignore the rogue device, to monitor its behaviour, or to
find a way to either disable it or remove it from the system.
In some scenarios it may even be desirable to manipulate the
behaviour of the intruder in a counter-attack.

Intrusion detection and protection looks to be particularly
challenging in a swarm of robots, and will need a specifically
tailored approach.

I. Managing Learning

Robotic swarms are designed to learn and react to environ-
mental changes by means of adaption. A malicious entity
might present changes to the environment which will cause a
swarm to adapt in an undesired way. For example, if anomaly
detection is used to detect intrusion based on learning and
monitoring typical behaviour, then a malicious entity could
manipulate the environment to change the pattern of ‘typical’
behaviour in order to gain entry to the network.

V. CONCLUSION

The development of swarm robotic technology has reached
a point where many new applications beginning to emerge.
Therefore, we believe that this is an opportune moment to
take a closer look at the security of swarm robotic systems -
before widespread deployment.

To that end we have identified several unique features of
swarm robotic networks that distinguish them from related
technology and consequently justify further study from a
security perspective. Most notable of these characteristics are
the autonomous behaviour of the swarm and the emergent
behaviour. Although much has already been accomplished to
provide security for related technologies, the characteristics of
autonomy and emergent behaviour, combined with mobility
and distributed control, make robotic swarms significantly
different from these technologies to raise a number of new
security problems. These new security problems are not only

of theoretical interest but will have implications on many
practical applications of swarm robotic technology.

Bearing this in mind, we described a number of challenges
to robotic swarm security, many of which are unique to
this technology. For example, the application of stigmergic
communications may provide a new attack surface that will
require the development of new security mechanisms. The
notion of identity within a swarm may also necessitate research
into the provision of entity authentication within a swarm. And
finally the potential to modification of emergent behaviour if a
malicious entity manages to infiltrate the swarm may require
further investigation into intrusion detection, especially where
the intruder is a physical mobile agent. We therefore believe
that an investigation of the above areas is timely.
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