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Abstract— Organizations are increasingly being victimized by 
breaches of private data, resulting in heavy losses to both the 
organizations and the owners of the data. For organizations, 
these losses include large expenses to resume normal operation 
and damages to its reputation. For data owners, the losses may 
include financial loss and identity theft. To defend themselves 
from such data breaches, organizations install security controls 
(e.g., encryption) to secure their vulnerabilities. While such 
controls help, they are far from being fool proof. Reducing the 
attack surface is a sound core approach for protecting valuable 
data. This paper applies this reduction to minimize the data loss 
from e-commerce data breaches. The paper first examines the 
behaviour of Business-to-Consumer (B2C) e-commerce 
companies in terms of why they collect and store personal data. 
It then applies attack surface reduction by limiting the amount 
of private data that the company stores in its computer system, 
while preserving the company’s ability to accomplish its 
purposes for collecting the private data. The paper illustrates 
the approach by applying it to different types of B2C e-
commerce companies. 

Keywords-attack surface reduction; minimizing data loss; data 
breach; private data loss; B2C e-commerce. 

I.  INTRODUCTION 
This work extends Yee [1] by a) relating the approach to 

attack surface reduction, b) improving the explanations 
throughout the paper, as well as updating the examples of 
breaches in Section I, c) showing mathematically how the 
approach reduces the risk of data loss, d) adding application 
examples, and e) increasing the number of references.  

Data breaches of personal data or personal information are 
appearing more and more often in the news, devastating the 
victim organizations. The losses have serious negative 
consequences both to the consumer (e.g., financial loss, 
identity theft) and to the organization (e.g., loss of reputation, 
loss of trust).  Breaches of private data held by companies and 
other types of organizations have been occurring at an 
alarming rate. Each year has been accompanied by its 
assortment of data breaches. Consider the following sampling 
of breaches in 2022 [2], the year of this work: 

• August, 2022: Up to 20 Million Plex Users 
Compromised. Plex offers streaming services for 
movies, music, and games, and hosts user-produced 
audio and visual content. Plex informed its customers 

on August 24 that it suffered a data breach impacting 
most of its user accounts. The private data loss 
included usernames, email addresses, and passwords 
of approximately 20 million users.  

• July, 2022: 69 Million Accounts Exposed in Neopets 
Breach. Neopets is a virtual pet website where users 
can own virtual pets and buy virtual items for them. 
On July 19, 2022, a hacker posted data on 69 million 
Neopets users for sale on an online forum.  The 
private data loss included name, email address, date 
of birth, zip code, and more, as well as 460 MB of 
compressed source code for the Neopets website.  

• June, 2022: Up to 2 Million People Compromised in 
Shields Health Care Group Breach. The 
Massachusetts-based Shields Health Care Group 
disclosed in June, 2022, that they had detected a 
breach in March, 2022. The loss of private data 
included names, social security numbers, medical 
records, and other sensitive personal information. 

In response to these attacks, organizations attempt to 
identify the vulnerabilities in their computer systems and 
secure these vulnerabilities using security controls. Example 
security controls are firewalls, intrusion detection systems, 
encryption, two-factor authentication, and social engineering 
awareness training for employees. Unfortunately, securing 
vulnerabilities with security controls is far from being 
foolproof. One major weakness is that it is impossible to find 
all the vulnerabilities in a computer system. This means that 
it is highly likely that a determined attacker will find an attack 
path into the organization’s system that has been overlooked 
and cause a data breach, even though the organization 
believes that it has done due diligence and secured all its 
vulnerabilities. Nevertheless, security controls do help to 
prevent breaches, and we are not advocating that they be 
eliminated. Rather, the approach in this work can be 
considered as an addition to the existing arsenal of security 
controls. 

In this work, we propose an approach in which most of 
the private data collected by an organization is stored on the 
user’s device. Thus, a smaller quantity of private data remains 
on the company’s computer system, reducing the system’s 
attack surface and minimizing the loss of private data should 
the company-stored data ever be breached. The approach also 
ensures that the needs of the company to carry out its 
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purposes for collecting the private data are satisfied. The 
user’s device could be a desktop computer, a laptop, or a 
smart phone. The approach is intended for Business-to-
Consumer (B2C) e-commerce companies, since B2C 
companies appear to collect large quantities of personal data 
and are often victimized by data breaches. Note that in this 
work when we write about data storage on or in the 
“company’s computer system”, we mean that the data is 
stored on company premises or in the cloud.  

This paper is organized as follows. Section II looks at 
private data, attacks, and attack surface. Section III examines 
the behaviour of B2C companies in terms of why they collect 
and store personal information. It also looks at the nature of 
the collected information. Section IV presents the approach, 
including a mathematical description of how it reduces the 
risk of data loss. Section V gives examples of how the 
approach can fit with different types of e-commerce 
companies. Section VI describes related work. Section VII 
gives conclusions and future work.  

II. PRIVATE DATA, ATTACKS, AND ATTACK SURFACE 
This section explains private data, attacks, and attack 

surface. 

A. Private Data, Attacks, and Attack Surface 
Private data consists of information about a person that can 

identify or be linked to that person and is owned by that person 
[3]. Thus, private data is also “personal information”, and 
consists of “personal data”. For example, a person’s height, 
weight, or credit card number can all be used to identify the 
person and are considered as personal information. There are 
other types of personal information, such as buying patterns 
and navigation habits (e.g., websites visited) [4]. An 
individual’s privacy refers to his/her ability to control the 
collection (what private data and collected by which party), 
purpose of collection, retention, and disclosure of that data, as 
stated in the individual’s privacy preferences [3]. In many 
countries, private data is protected by legislation in which the 
concept of “purpose” for collecting the personal information 
(how the collected information will be used) is important. 
Companies must disclose the purpose for collecting the 
personal information and cannot use the information for any 
other purpose. Private data needs protection and must not fall 
into the wrong hands.  
 
DEFINITION 1: An attack is any action carried out against 
an organization’s computer system that, if successful, results 
in the system being compromised.  

This work focuses on attacks that compromise the private 
data (PD) held in the online systems of organizations. The 
attacker who launches an attack may be internal (inside 
attacker) or external (outside attacker) to the organization. An 
internal attacker usually has easier access to the targets of 
his/her attack and he/she may hide his/her attacks in the guise 
of normal duty. This work focuses on outside attackers. 
Reference [5] gives a good account of how to mitigate insider 
attacks.  

Salter et al. [6] give an interesting insight into what 
enables a successful attack: “Any successful attack has three 
steps: One, diagnose the system to identify some attack. Two, 
gain the necessary access. And three, execute the attack. To 
protect a system, only one of these three steps needs to be 
blocked.” Thus, an attack surface must contain a target that 
the attacker deems worthy of attack (suit his/her purpose for 
the attack) and that target must be accessible to the attacker. 
For this work, the target that is potentially worthy of attack is 
the PD that is accessible to attackers. In a computer system, 
this PD is either moving (travelling from one location to 
another), at rest (stored), or being used (by some process). 
This leads to the following definition of attack surface: 

DEFINITION 2: The attack surface for private data, also 
called the private data attack surface, contained in an online 
computer system is the set of all locations in the system that 
contain attacker accessible PD in the clear, where the PD is 
moving, at rest, or being processed.  

In Definition 2, “attacker accessible PD” means that the 
attacker is able to exfiltrate the PD using some agent of attack, 
such as malware against stored PD and PD being processed, 
or a man-in-the-middle attack against a link containing 
moving PD. Also, we assume that attackers would attack PD 
that is in the clear rather than PD that is encrypted. In the rest 
of this paper, by “attack surface” we mean the private data 
attack surface, unless otherwise indicated. Figure 1 shows an 
example private data attack surface.   

      

 
 
 
 
 
 
 
 
 
                             
 
 
 

 
 

 
 

An alternative definition of attack surface for PD 
contained in a computer system is the set of ways the attacker 
has to exfiltrate the PD. However, given the complexity of 
computer systems and the fact that the tools available to the 
attacker to use in his/her attacks are unknown to us, it is next 
to impossible to determine this set.  On the other hand, 
locations that contain attacker accessible PD are easier to 
identify.  Since an exfiltration must be from a location that 
contains PD, the set of such exfiltrations depends on the set 
of such locations. The larger the set of locations, the larger 
the set of exfiltrations. The smaller the set of locations, the 
smaller the set of exfiltrations. Therefore, Definition 2 in a 

Internet 

Computer 
System 

 

Legend: 

PD data store 

Process using PD 

Link with PD flow 
Attacker 

Figure 1. Example private data attack surface consisting of the set of all 
6 attacker accessible locations in the system that contain PD in the clear.  
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sense includes this alternative definition, but in addition, is 
more easily applied. 

As mentioned above, in the first step of a successful 
attack, the attacker diagnoses the system to identify the attack 
[6].  A smaller attack surface will make this step more 
difficult for the attacker. Therefore, a smaller attack surface 
corresponds to higher security, which is why we wish to 
reduce the attack surface. Definition 2 also gives rise to this 
conclusion: a smaller attack surface means a smaller number 
of locations that contain PD, which in turn means fewer 
opportunities for exfiltration of the PD, or in other words, 
higher security.  

Definition 2 is consistent with the intuitive understanding 
of an attack surface (the usual meaning), which is “the set of 
ways in which an adversary can enter the system and 
potentially cause damage” [7]. Each “way” corresponds to a 
location in Definition 2 that in turn corresponds to methods 
for exfiltrating PD from the location.  

III. THE COLLECTION AND STORAGE OF PERSONAL 
INFORMATION BY B2C COMPANIES 

In this section we examine why B2C companies collect 
personal information and discuss the nature of this 
information.  

A. Purposes for Collecting Personal Information 
Companies engaged in B2C e-commerce, collect personal 

information for the following purposes: 

• Transaction Requirements (self-evident): Personal 
information is needed and used in carrying out the 
transaction. For example, making an online purchase 
requires your name and address for goods delivery. 

• Communication (self-evident): Personal contact 
information is needed to communicate with customers for 
resolving order issues or to answer product questions. 

• To Secure Other Data: A personal biometric is needed for 
further authentication, e.g., a voice print, prior to allowing 
the customer to access more secure areas of his or her 
account [8]. The biometric may also be required for use in 
multi-factor authentication. 

• Establishing Loyalty: A personal history of past 
transactions may be required to establish a customer’s 
loyalty in order to reward the customer with certain 
benefits such as free shipping or product discounts [9]. 

• Targeted Advertising: A personal history of past 
transactions is needed to understand the type of products a 
particular customer has purchased in the past, and thereby 
create more appealing and effective ads directed at the 
customer [10]. 

• Market Research: The personal histories of past 
transactions for all customers are studied in order to 
understand what products appeal to customers in order to 
make decisions for stock purchases, or to provide a better 
customer experience in terms of app or website design [8]. 

• Sharing or Selling: Personal information collected is 
shared or sold to other organizations for a profit [8]. 

B. E-Commerce Data 
In B2C e-commerce, online companies sell items and 

services to consumers. Example types of such companies 
include sellers of goods and services (e.g., Amazon.com), 
hotels (e.g., Mariott.com), travel agencies (e.g., Expedia.ca), 
financial services (e.g., CIBC.com), and the list goes on. All 
these companies share common data types. Each company 
offers products that customers purchase. Table 1 identifies 
the products for the e-commerce company types mentioned 
above.  

Each customer has a set of personal identifying 
information, such as name, postal address, and phone number 
that identify the customer, and depending on the service 
provided by the company, include personal information such 
as credit card details, date of birth, amount of mortgage on 
house, and so on. We group all such personal identifying 
information under the heading Customer Personal Data 
(CPD). Each customer makes one or more product selections 
and effects payment for the product(s) selected. In addition, 
there is ancillary data, such as type of payment, date ordered, 
date shipped, date delivered (from delivery agent, e.g., 
courier), and so on.  Table 2 shows these data types and 
whether they originate from the company or the customer.  

TABLE 1. PRODUCTS ASSOCIATED WITH EACH COMPANY TYPE. 

Company type Products 
Sellers of goods and services 
(e.g., Amazon.com) 

Physical items such as pots, 
clothing, and electronics; 
services such as selling your 
items for you 

Hotels (e.g., Mariott.com) Rooms 

Travel Agencies (e.g., 
Expedia.ca) 

Travel bookings  

Financial services (e.g., 
CIBC.com) 

Fee-based banking accounts 

 

TABLE 2. DATA TYPES AND WHERE THEY ORIGINATE. 

Data type Origin 
Products Company 

CPD Customer 

Product selection Customer 

Amount paid Company 

Ancillary data Company 

 
We can see that each online customer order involves the 

data types shown in the left column of Table 2. Depending on 
the company, the instantiation of these data types will be 
different, with the possible exception of Amount paid. For 
example, the “Products” of Amazon.com would be different 
from the “Products” of eBay.com and the CPD for CIBC.com 
may be different from that for TD.com (another Canadian 
bank). Thus, each customer order may be represented by a 
data collection as shown in Figure 2. We wish to emphasize 
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that there is no implied ordering of the data types in Figure 2, 
i.e., Figure 2 does not state that the data types should be 
stored in any particular order one after the other. These data 
collections would be stored by the company in its own 
databases, which may be on company premises or on a cloud 
server. If the company were to suffer a data breach, this data 
(including CPD) would be exposed. 

 
 
 
 
 
 

IV. APPROACH 
This section details our approach for minimizing the loss 

of PD from data breaches. 

A. Strategy for Storing a Customer’s Personal Data 
The goal of this strategy is to reduce the storage of 

personal data on the company’s computer system by storing 
the bulk of the personal data on customers’ own devices, 
while allowing for all the purposes described in Section III-
A to be carried out. The strategy consists of five parts, as 
follows:  

1. Identification of data (Figure 2) to be stored on the 
customer’s device: CPD.  

2. Design for linking the data on the customer’s device to 
the rest of the data stored on the company’s computer 
system: Use a Unique Customer Identifier (UCI) that the 
company assigns to each customer. The UCI is the hash 
(e.g., SHA-3) of the customer’s User ID and password 
for accessing the company. It will form part of the 
records shown in Figure 3 (shown as relational records 
without loss of generality since we could have shown 
them as other types of data structures, e.g., linked lists).  

 
 

 
 

 
 

 
 
 
 
 

3. Design for enabling the company to carry out its 
communication purpose: Use the “Contact information” 
data record in Figure 4 to contact the customer, where 
“Contact information” consists of email address and 
telephone number. Figure 5 shows how the UCI links the 
three types of data records together.  

4. Design to keep the CPD record should the customer a) 
use a new device with the company after using other 
devices, or b) loses a device used with the company. For 

a), the customer can register a new device with the 
company on its website after logging in. The company 
would then transfer the CPD record from a previously 
used device (on which the customer is also logged in) to 
the new device. For b), the customer may have used other 
devices with the company and wishes to replace the lost 
device, in which case the resolution for a) applies. If the 
lost device is the only device used with the company, the 
customer would need to re-enter his/her CPD. See also 
the third paragraph of Section IV-C below. 

 
 
 

 
 

5. Enabling security: Use authenticated symmetric 
encryption (e.g., AES-GCM [11]) to encrypt the UCI and 
CPD in Figure 3(a), as well as the Contact information 
in Figure 4 (encrypted data types are shaded). The UCI 
in Figure 4 is not encrypted. The UCI and remaining data 
types in Figure 3 (b) are not encrypted, as it would be 
difficult for the attacker to use them alone to identify the 
customer, should the data be breached.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 

 

B. Customer Walk-Through of the Strategy 
1. The customer accesses the company using its website, 

running either on a desktop computer or on a mobile 
device such as a smart phone or tablet. In the following, 
all data transfers between the user’s device and the 
company’s system is done though a secure channel (e.g., 
TLS). 

2. If it’s the customers first use of the website on this device 
(detected by the absence of the CPD record), he/she will 
be asked if he/she has a different device that was used 

UCI CPD 

UCI Product 
selection 

Amount 
paid 

Ancillary 
data 

UCI Contact information 

a) Record of personal data stored on customer’s device.  

b) Record of order data stored on company’s system. 

c)  Figure 3. Data records corresponding to a customer order. 
Encrypted data types are shaded. 

 

UCI CPD 
 
 

              Customer Device 

UCI Contact information 

 
 

UCI Product 
selection 

Amount 
paid 

Ancillary 
data 

 
 

         Company’s Computer System 

Figure 5. How the UCI links data records together. 
 

CPD Product  
selection 

Amount 
paid 

Ancillary 
data 

Figure 2. Data collection for a customer order. 
 

Figure 4. Data record for a customer’s contact information. 
Encrypted data types are shaded 
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with the website. If not, he/she will be prompted to enter 
his/her CPD. The company then generates the UCI, 
forms the record in Figure 3(a), encrypts it, and stores 
this encrypted record on the customer’s device. The 
company then uses the unencrypted CPD entered by the 
customer for processing the current order. In addition, 
the company checks if the customer’s Contact 
information is already in the system (possible if the 
customer’s device was lost or stolen) and if not, creates 
and stores the record in Figure 4, after encrypting the 
Contact information (obtained from the CPD). If the 
customer has used the website before on a different 
device, he/she will be asked to also login using the other 
device, at which point the company stores the CPD 
record from the old device on the new device, decrypts 
the CPD record, and uses it for the current transaction. 

If the customer has used the website before on this device 
(detected by the presence of the encrypted CPD record), 
the company automatically retrieves the encrypted CPD 
record (Figure 3(a)) from the customer’s device and 
decrypts it for use in the current transaction. 

Note that the only time the company retrieves the CPD 
record from a customer device is when the customer logs 
in to do a new transaction. 

3. The customer proceeds with his/her shopping.  Once the 
customer completes the shopping, the company creates 
and stores the customer’s order data record as shown in 
Figure 3(b). Note that this record may have to be updated 
for some ancillary data (e.g., date delivered) once the 
data is available. This update process as out of scope for 
this work.  

Figure 6 shows a message sequence diagram illustrating the 
case where the customer uses a device with the company’s 
system for the first time and has not used any other device 
with the company in the past. Figure 7 presents a message 
sequence diagram for the case where the customer uses a 
device with the company that he/she has used before. Figure 
8 gives a message sequence diagram depicting the case where 
the customer uses a device with the company for the first time 
and has used a different device with the company before.  

C. Security Analysis 
We first consider outside attacks against the company. 

Such attacks would result in breaching the company’s data 
stores leading to the loss of the Contact information and the 
order data (Figure 5). This loss could be in the form of a copy 
taken of the data, deletion of the data from the company’s 
data stores, modification of the data in the company’s data 
stores, or certain combinations of these, namely copy 
followed by deletion, and copy followed by modification. 
However, the attacker fails to read the Contact information 
since it is encrypted. The attacker would be able to read the 
UCI from both the Contact information and the order data 
records but the UCI would appear as meaningless (hash). The 
attacker could also read the order data but would have a hard 
time identifying the customer using only this data. Further, 
deleting  or  modifying the data  will also fail to  damage the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

company provided that the company is aware of the attack 
and is able to re-populate the data stores using data back-ups. 
We assume that the company has implemented other security 
measures, including making data backups and having ways 
to detect attacks (e.g., intrusion detection system). Any 
modification of the encrypted Contact information would 
also be detected by a failure to decrypt the modified version, 
i.e., the modified encrypted data fails authentication. Note 
that for the rest of this paper, whenever we refer to failing to 
decrypt attacker-modified encrypted data, we mean that the 
modified encrypted data has failed authentication. In any 
case, the probability of being attacked after applying the 
approach  is low, since  the  only  attraction  for  attackers  is  

Customer‘s 
device 

Company’s 
system 

Get  UCI-CPD 

UCI-CPD not found 

Used different device before? 

No 

Enter CPD 

CPD 
Generate 
UCI-CPD 

Begin session 

UCI-CPD record 

Shopping 

Close session 

End session 

Figure 6. Customer uses a device with the company for the first 
time and has not used any other device before. 
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device 

Company’s 
system 

Begin session 

Get  UCI-CPD 

UCI-CPD 

Shopping 
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Figure 7. Customer uses a device with the company that he/she 
has used before. 
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encrypted Contact information, consisting only of email 
address and telephone number.  Attacks on the company side 
could also involve malware, that for example, exfiltrates the 
customer’s CPD while in the clear. However, these attacks 
are not peculiar to the approach and can occur for any website 
that collects information from users. We assume that the 
company already has security measures for such attacks.  

As for insider attacks against the company, we admit that 
our security scheme is vulnerable to such attacks. For 
example, an insider could simply access the CPD in its 
unencrypted form. Insider attacks are always among the 
harder ones to defend against and given their seriousness, we 
expect the company to have implemented other security 
measures (e.g., [5]) specifically against insider attacks. An 
exploration of these measures is outside the scope of this 
paper.  

Attacks on the customer side with the device in the 
customer’s possession or not (device lost or stolen) could also 
result in a copy taken of the customer’s CPD record, deleting 
it, modifying it, or combinations thereof. Since the data is 
encrypted, the attacker would not be able to read the data if a 
copy is taken. Deletion or modification of the encrypted CPD 
record would be detected by the company’s system when it 
fails to find it or fails to decrypt it, in which case the 
company’s system would inform the customer that he/she 
needs to re-enter his/her CPD or have it transferred from 
another device (see Section IV-A, part 4). 

The secure communication channel between the 
company’s system and the customer device may also be 
attacked, but this is again not peculiar to the approach. Such 
attacks would be handled the same way as is done for the 
many other applications of secure communication channels. 

D. Implementation Notes 
The following are suggestions on how the above strategy 

should be implemented. 
• On the company side, the implementation should include 

functionality to warn that its data stores have been 
compromised when it is unable to decrypt attacker-
modified encrypted data, or when it finds its data stores 
empty. The implementation should also warn the 
customer that his/her device has been attacked when the 
encrypted CPD record was expected but is missing, or 
when it is unable to decrypt the attacker-modified record.  

• If the customer changes or forgets his/her password for 
accessing the service (if forgotten, a conventional 
password reset procedure would be used), the company’s 
computer system will need to generate a new UCI 
corresponding to the new user-ID/password 
combination. The company will have to create a new 
CPD record with the new UCI, and upload this new 
record to all customer devices via the website. The 
company will also have to update the UCI in the records 
of Figure 3(b) and Figure 4.  

• The company’s system needs to allow the customer to 
update his/her CPD and/or Contact information, and 
update the relevant records with the new information. 
For CPD, the system would need to upload an updated 
CPD record to all customer devices. 

E. Verification of Purposes 
We verify that the approach allows the company to carry 

out its purposes (Section III-A) for collecting private data. 

• Transaction Requirements: The customer’s CPD record is 
obtained from the customer’s device for every transaction 
(either pre-existing or currently entered) and is available 
for carrying out the transaction.  

• Communication: For contacting the customer, the 
customer’s Contact information (Figure 4) can be obtained 
using the UCI link from the order data records since 
contacting is done for an order issue. The customer can 
contact the company by logging into the company’s 
website. The company can determine the customer’s UCI 
from the customer’s User ID and password, and use it to 
access the contact information for the reply. 

• To Secure Other Data: The personal biometric, once 
captured, can be stored as part of the customer’s CPD 
record on the customer’s device. Once the customer logs 
in for a new transaction, the CPD record is retrieved from 
the customer’s device, at which point the personal 
biometric is available for use.  

• Establishing Loyalty: The company has access to a 
customer’s order history in the form of the order data 
records. These records (Figure 3(b)) are identified as 
belonging to a particular customer through the UCI link to 
the Contact information records. The company can thus 
establish the loyalty of a particular customer.  

Customer‘s 
device 

Company’s 
system 

Get  UCI-CPD 

UCI-CPD not found 

Used different device before? 

Yes 

Login with other device 

Begin session 

UCI-CPD record 

Shopping 

Close session 

End session 

Figure 8. Customer uses a device with the company for the first 
time, having used a different device with the company before. 

    

Get UCI-
CPD from 
other device 

46

International Journal on Advances in Security, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/security/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



• Targeted Advertising: Understanding the type of products 
a customer has purchased in the past may be done by 
accessing the customer’s order data records, as explained 
above for establishing loyalty. 

• Market Research: The histories of past transactions for all 
customers can be studied by accessing the order data 
records, ignoring the UCI in each order record, since there 
is no need to identify the customers. We assume that 
market research is carried out without the CPD records, 
since the company probably does not have the customer’s 
consent for such use of his/her CPD. If the company does 
require the CPD records, the company can always capture 
and store them, but would have to accept the risks of those 
records being breached and being sued for illegally using 
the CPD for market research. 

• Sharing or Selling: There is nothing stopping the company 
from copying each customer’s CPD record and sharing or 
selling the data. The company would have to accept the 
risks of the CPD records being breached and being sued 
for illegally sharing or selling the customer’s CPD.  

F. Strengths and Weaknesses of the Approach 
The approach has the following strengths: a) it is straight-

forward, which may make it easier to “sell” to upper 
management for approval, b) it is efficient in that attackers 
would have to breach the devices of all the company’s 
customers, in order to breach the same quantity of personal 
data that are traditionally all stored in the company’s system, 
c) it minimizes the risk of data loss (see subsection G below), 
d) it makes the company less attractive to attackers who 
intend to cause a data breach due to its efficiency as stated 
above and the fact that the only private data left on the 
company’s system to be breached is the encrypted customer 
Contact information, and e) it should please customers who 
want more control over their private data, since most of it is 
stored only on their own devices. 

The approach seems to have three weaknesses: a) the 
storage/retrieval of the CPD record may attract attacks on the 
secure transmission channel, b) there is additional overhead 
cost due to encryption / decryption operations, and c) it is 
vulnerable to insider attack.  Weakness a) does not represent 
significant extra risk over conventional transactions since 
personal data is transmitted in conventional transactions as 
well. For weakness b), the extra overhead should not be 
significant. Finally, weakness c) is not exclusive to this 
approach, since it can arise wherever there are insiders. 
Potential remedies include the installation of specific security 
measures to defend against insider attacks [5]. 

G. Showing that the Approach Minimizes the Risk of Data 
Loss 
Our approach of having most of a user’s private data 

stored on his/her computing device rather than on the 
company’s system minimizes data loss according to beliefs 1 
and 2 as follows: 

 

1. Much less private data is lost in the event of a system 
breach, because the storage of most of the private 
data has been relocated to user devices, and 

2. There is a much-reduced risk of theft of the users’ 
private data if that data is stored on user devices 
rather than stored in the company’s system. 

 
Belief 1 is self-evident. To verify belief 2, compare Case 1 
where a portion of each users’ private data is stored on the 
system, with Case 2 where the portions of private data in Case 
1 are instead stored on user devices. Let D and Di represent 
the private data in Cases 1 and 2 respectively, where Di is the 
private data belonging to user i. Let E be the event that D is 
stolen in Case 1. Let Ei be the event that Di is stolen from user 
i in Case 2. Let P(E) = p where P(E) is the probability of E. 
Finally, let P(Ei) = qi . Figure 9 illustrates D and  Di . We 
postulate that for n users,  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

              𝑃(𝐸! ∩ 𝐸" ∩ …∩	𝐸#	) ≪ 𝑃(𝐸)                      (1) 
 

meaning that the risk of theft of all the private data moved to 
user devices from the system  (Case 2) is much lower than 
the risk of theft of that same data were it to remain on the 
system (Case 1), which is a statement of belief 2 above. Thus, 
to verify belief 2, we need to prove (1). To do this, let C be 
the event that an attacker chooses to attack the system. Let Ci 
be the event that an attacker chooses to attack the computing 
device of user i. Let S be the event that the attacker 
successfully defeats the security controls of the system. Let 
Si be the event that the attacker successfully defeats the 
security controls of user i’s device. We note that  

 
																					𝑃(𝐸) = 𝑃(𝐶)𝑃(𝑆|𝐶) = 𝑝																																			(2) 
																					𝑃(𝐸$) = 𝑃(𝐶$)𝑃(𝑆$|𝐶$) = 𝑞$																														(3) 

 

D2 D3 Dn D1 … 

D2 D3 Dn D1 … 

D 

Stored on the 
system 

Di stored on computing device of user i 

Figure 9. Moving the storage of private data from the server 
to user devices.
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What can we say about the conditional probabilities here? 
Since D has a lot more private information than Di, an 
attacker would be more likely to choose D over Di as his/her 
target. In other words, a company is a more attractive target 
than a user device.  Thus, P(C)>P(Ci) for all i. Further, the 
attacker would be more motivated to defeat the security 
controls of the company compared to the security controls of 
the user device, again due to the attractiveness of the 
company as a target. Thus, P(S|C)>P(Si|Ci) for all i. 
Equations (2) and (3) then give p > qi for all i. Now since the 
Ei are independent events, we have  
 
              𝑃(𝐸! ∩ 𝐸" ∩ …∩	𝐸#	) = 	∏ 𝑃(𝐸$#

! ) 
																																																										= ∏ 𝑞$#

!                             (4) 
																																																										< 	𝑝#                                (5) 
																																																										≪ 𝑝 = 𝑃(𝐸)                       (6) 
 
proving (1) as we set out to do. Note that (5) follows from (4) 
due to p > qi  and (6) follows from (5) due to the fact that p is 
a probability with 0 < p < 1.  

Another way to reason about (1) is simply to notice that 
the product in (4) decreases monotonically with increasing n  
due to the fact that the qi are probabilities between 0 and 1. 
Thus, since P(E) is fixed, (1) will be true for sufficiently large 
n. Since we are dealing with systems that have many users, it 
would not be difficult to achieve sufficiently large n.  

We now have beliefs 1 and 2 both true, meaning that 
storing the private data on user devices instead of on the 
system does indeed minimize the risk of data loss.   

V. APPLICATION EXAMPLES 
We instantiate the data types in Figure 2 for four types of 

B2C companies, demonstrating that the approach can fit with 
different B2C companies. 
 
Example 1: Seller of goods (e.g., Amazon.com). Table 3 
shows the instantiation of the data types for this example. 

TABLE 3. INSTANTIATION OF DATA TYPES FOR EXAMPLE 1. 

CPD Product 
selection 

Amount 
paid 

Ancillary data 

Name Camera $159.00 Date ordered 
Billing address Hair clipper $49.00 Date shipped 
Default shipping 
address 
 

Laser printer 
toner 

$68.00 Date delivered 

Alternate 
shipping address 

  Payment method 

Email address   Product returned 
Phone number   Reason for return 
Credit card data   Refund status 

 
Example 2: Travel Agency (e.g., Expedia.ca). Table 4 
shows the instantiation of the data types for this example. 

TABLE 4. INSTANTIATION OF DATA TYPES FOR EXAMPLE 2. 

 
Example 3: Hotel (e.g., Mariott.com). Table 5 shows the 
instantiation of the data types for this example. 

TABLE 5. INSTANTIATION OF DATA TYPES FOR EXAMPLE 3. 

CPD Product 
selection 

Amount 
paid 

Ancillary data 

Name Room - 
double 

$200 / 
night 

Date of reservation 

Billing address   Arrival date 
Home address   Departure date 
Email address   Payment method 
Phone number   Airport shuttle y/n 
Credit card data   Daily laundry y/n 
Loyalty ID number   Daily cleaning y/n 

Country of origin   Wake-up call y/n 
Passport country   Stay extended y/n 
Passport number    
Room preferences    
Floor preference    

 
Example 4: Online Training (e.g., Udemy.com). Table 6 
shows the instantiation of the data types for this example. 

TABLE 6. INSTANTIATION OF DATA TYPES FOR EXAMPLE 4. 

CPD Product 
selection 

Amount 
paid 

Ancillary data 

Name Guitar $30.00 Date of purchase 
Billing address Photography $50.00 Date training 

started 
Home address Programming $60.00 Date training 

ended  
Email address   Certificate issued 

y/n 
Phone number   Comprehension 

test taken y/n 
Credit card 
data 

  Comprehension 
score 

Training type 
preferred 

  Comprehension 
score issued y/n 

Training length 
preferred 

   

CPD Product 
selection 

Amount 
paid 

Ancillary data 

Name Vacation 
package 
 

$1059.00 Date ordered 

Billing address Trip insurance $189.00 Date mailed 
Default address 
 

   Date delivered 
Alternate  
address 

  Payment method 

Email address   Product returned 
Phone number   Reason for return 
Credit card data   Refund status 
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We could have included other examples here, but the 
above examples suffice for demonstrating that the approach 
can be applied to different types of B2C companies. 

VI. RELATED WORK 
Work that is most closely related to this work are as 

follows: Aggarwal et al. [12] propose that an organization 
outsource its data management to two untrusted servers to 
break associations of sensitive information. They show how 
the use of two servers, together with the use of encryption 
where needed, enables efficient data partitioning and 
guarantees that the contents of any one server does not violate 
data privacy. However, it is unclear if attackers can re-
construct the sensitivity associations by breaching both 
servers. Ciriani et al. [13] present what they claim to be a 
solution that improves over Aggarwal et al. [12] by first 
splitting the information to be protected into different 
fragments so that sensitive associations represented by 
confidentiality constraints are broken, and minimizing the 
use of encryption. The resulting fragments may be stored at 
the same server or at different servers. Our work differs from 
Aggarwal et al. [12] and Ciriani et al. [13] as follows: a) the 
above two papers are solutions for securing databases, 
whereas our work is focused on reducing the loss of data in 
the event of a data breach by simply not storing some of the 
data in the company’s computer system, b) we do not use data 
partitioning or fragmentation; rather, our data is distributed 
between the company and its customers from the point of data 
creation, c) we do not need to rely on breaking any sensitivity 
associations, d) our approach has been designed to satisfy the 
business needs of the organization, and e) our approach is 
more straightforward, and is therefore easier to apply. 

Other work in the literature mostly deal with the 
prevention or risks of data breaches, the discovery of a data 
breach, and the aftermath of a data breach. Within these 
categories, the most closely related works have to do with 
preventing or evaluating the risks of data breaches. We 
describe some of these papers below, to give the reader a 
sense of this research. Note that these works all differ from 
this paper in that this paper aims to minimize the data lost if 
a breach were to happen, whereas the works described in the 
following are largely focused on preventing breaches from 
happening. Panou et al. [14] describe a framework for 
monitoring and describing insider behaviour anomalies that 
can potentially impact the risks of a data breach. The 
framework also enhances a company’s understanding of 
cybersecurity and increases awareness of the threats and 
consequences related to breaches, and eventually enable 
faster recovery from a breach. Guha and Kandula [15] 
propose a data breach insurance mechanism together with 
risk assessment methodology to cover the risk from 
accidental data breaches and encourage best practices to 
prevent the breaches. They also present data supporting the 
feasibility of their approach. Zou and Schaub [16] 
interviewed consumers after the Equifax data breach and 
discovered that consumers’ understanding of credit bureaus’ 
data collection practices was incomplete. As such, consumers 
did not take sufficient protective actions to deal with the risks 
to their data. The authors describe the implications of their 

findings for the design of future security tools with the aim 
of empowering consumers to better manage their data and 
protect themselves from future breaches. Nicho and Fakhry 
[17] look at the application of system dynamics to 
cybersecurity, specifically to the Advanced Persistent Threat 
(APT) that can employ technical, as well as organizational 
factors to cause a data breach. They applied system dynamics 
to the APT that led to the Equinox breach and identified key 
independent variables contributing to the breach. Their work 
provides insights into the dynamics of the threat and suggests 
“what if” scenarios to minimize APT risks that could lead to 
a breach. Luh et al. [18] present an ontology for planning a 
defence against APTs that can lead to a data breach. The 
ontology is mapped to abstracted events and anomalies that 
can be detected by monitoring and helps with the 
understanding of how, why, and by whom certain resources 
are targeted. Other references in this category are readily 
available. 

In terms of identifying and reducing the attack surface, 
this work is unique in reducing the attack surface of a 
company’s system by storing private data on user devices. 
This author has published works [19][20][21] that deal with 
reducing the attack surface during software design, by 
identifying vulnerabilities using a model of the software 
system under development. A. Kurmus et al. [22] look at 
reducing the attack surface of commodity OS kernels by 
identifying code that is not used and removing it or 
preventing it from executing. T. Kroes et al. [23] investigate 
reducing the attack surface through dynamic binary lifting, 
removal of unnecessary features, and recompilation. M. 
Sherman [24] investigates attack surfaces for mobile devices. 
This author claims that mobile devices exhibit attack surfaces 
in capabilities, such as communication, computation, and 
sensors, that are generally not considered in current secure 
coding recommendations. C. Theisen et al. [25] propose the 
use of risk-based attack surface approximation (RASA) 
which uses crash dump stack traces to predict what code may 
contain attackable vulnerabilities. Their goal is to help 
software developers prioritize their security efforts by 
providing them with an attack surface approximation. It is 
worthwhile noting that some works propose to increase 
security through attack surface expansion rather than attack 
surface reduction. For cloud services, T. Al-Salah et al. [26] 
propose three attack surface expansion approaches that use 
decoy virtual machines co-existing with the real virtual 
machines in the same physical host. They claim that 
simulation shows that adding the decoy virtual machines can 
significantly reduce the attackers’ success rate. For enterprise 
networks, K. Sun and S. Jajodia [27] propose a new 
mechanism that expands the attack surface, so that attackers 
have difficulty in identifying the real attack surface from the 
much larger expanded attack surface. Note that these two 
works do not contradict reducing the attack surface to 
improve security, since the attack surface is not really 
expanded but only appears to be expanded due to the addition 
of decoys.  
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VII. CONCLUSION AND FUTURE WORK 
We have presented an attack surface reduction approach, 

applicable to B2C e-commerce companies, that minimizes 
the loss of private data in the event of a data breach by storing 
most of a customer’s private data in his/her own device rather 
than in the company’s computer system. This redistribution 
of private data reduces the attack surface of the company’s 
system, minimalizing the amount of data that would be lost 
in a breach. Not all of the private data is moved to the 
customer’s device since we still allow some necessary 
personal data (customer contact information) to be stored on 
the company’s system. We also verified that the approach 
allows the company to carry out its purposes for collecting 
private data, which is an important requirement of any 
company that may wish to implement this approach. Some 
readers may consider the approach overly simple, but if a 
simpler solution gets the job done, it should be preferred over 
a more complex solution. As well, a large contribution of this 
work is showing how the approach can be done securely. We 
look forward to readers’ feedback and correcting any 
inadvertent omissions, if found, in a future paper.  

In terms of future work, we would like to explore the 
application of the approach to other types of businesses and 
organizations, and adapt it where necessary. We would also 
like to have implementations of the approach in order to fine 
tune it, measure implementation effort, and check 
performance.  
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Abstract—The healthcare industry worldwide is currently
being transformed by digitization and the Internet of Things.
As the level of digitization increases, the number of devices
within a network of a healthcare facility grows exponentially. The
consequential complexity of the infrastructure poses a substantial
challenge for IT professionals to keep their networks secure. This
paper aims to provide two different ways to aid administrators
and decision makers to help integrate the increasing amount
of interconnected medical devices into their infrastructure more
securely. Additionally, two mobile ultrasonic scanners were tested
in regard to their security as well as privacy to show where
problems with such devices might occur.

Keywords—Internet of Things; healthcare; Medical IoT; cloud
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I. MOTIVATION

With the rise of the Internet of Things (IoT), IT security
has become an ever increasing challenge. Additionally, one of
the main reasons why the focus on IT security is going to be
amplified is the fact that future communication networks will
be based on software-defined networks (SDN). SDNs will be
exposed to a large number of known attack vectors, which are
already available on the market since SDNs are increasingly
implemented using architectures similar to the Representa-
tional State Transfer (REST) schematic. Therefore, attacks can
be carried out by anyone without specific expert knowledge.
This risk is consciously accepted, and solutions are developed
for it. The reasoning is that potential gains for industries
that come with Next Generation Mobile Networks (NGMNs)
exceed the known risks. Potential benefits of NGMNs include,
for example, network-slicing or SIM provisioning. From an
economic point of view, NGMNs require new use cases, e.g.,
the density of connected IoT devices, to make it a profitable
investment for adopters. The most promising adoption of 5G
networks in that context is the so-called “massive Machine
Type Communication” (mMTC) [2]. New use cases are still
evolving, for example, for branches like public safety, the
automotive industry, healthcare, factory automation etc. These
use cases are based on the concepts of IoT and promise a
steep increase in productivity across a variety of business
processes and industries [3]. To implement these use cases, it
will be necessary to integrate and administrate up to 100,000
devices per 1 km² [4] in the future. This is going to present a
challenge that needs to be carefully considered. Undoubtedly,

managing such a massive IoT ecosystem demands highly
secure architectures and certified processes with a strong
focus on IT security, particularly for healthcare providers. The
goal of this paper is to provide two different methods for
healthcare facilities to improve their IT security posture. A
maturity model is presented, which provides guidance on how
an environment for Medical IoT (MIoT) integration needs to
be shaped in order to maintain a secure infrastructure while
still reaping the benefits of the devices. Additionally, a labeling
concept is shown. This concept allows personnel responsible
for procuring MIoT devices to quickly assess if a product
fulfills the minimum requirements to be considered secure for
integration. It is meant as a supporting tool for gaining a brief
overview rather than a replacement for an in-depth security
analysis of the MIoT device. The rest of the paper is structured
as follows. In Section II, a brief review of currently published
IoT security-related reference models from accredited stake-
holders, e.g., industry associations, consortia and alliances, are
presented. Section III highlights the background to understand
the topic and underlines essential aspects. Section IV intro-
duces a majority model focusing specifically on the healthcare
sector. Section V presents a labeling approach for technology
to empower healthcare facilities and consumers. Section VI
outlines a security test of two IoT devices in detail. At last,
an outlook and future thoughts are given.

II. RECENT WORKS

This section presents a brief literature overview of common
standards and reference models targeting IoT-related security
models and architectures by accredited consortia, alliances and
standardization bodies. During the literature research, it turned
out that relevant standardization efforts mainly originate from
the manufacturing and production sector. Consequently, it is
not surprising that most (industrial) IoT reference models,
architectures and blueprints target manufacturing and pro-
duction sites and are, therefore, not fully compatible with
the healthcare sector. A possible reason for these one-sided
efforts could be the fact that several government programs,
e.g., “Industrie 4.0” from Germany [5] or the “Made in China
2025” initiative from the Chinese government [6] have been
established.
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Literature research of already existing IoT reference models
targeting manufacturing and surrounding topics has already
been conducted by many researchers. Some examples are the
research from Nakagawa et al. with the title “Industry 4.0
reference architectures: State of the art and future trends”
[7] and the work of Mazon-Olivo and Pan titled “Internet
of Things: State-of-the-art, Computing Paradigms and Refer-
ence Architectures” [8]. For the sake of completeness, some
well-recognized reference models are mentioned. These are
the “Referenzarchitekturmodell Industrie 4.0” (RAMI4.0) [9],
the “NIST Smart Manufacturing Ecosystem” [10] and the
advanced IoT reference models for the Internet of Things
from the “IoT World Forum Reference Model” [11]. Also, the
European Union published a consolidated IoT standard and
announced the “3D Reference Architecture Model” [12].

Those architectures and frameworks targeting IoT security
all share that security cannot be achieved by merely apply-
ing software and / or technologies, e.g., blockchain, alone.
Security has to be an integral part even before the beginning
of the actual development process. During this process, the
type of users and the intended use cases are vital parameters
to consider. Some alliances apply security-relevant topics to
the entire supply chain. Starting with the component manu-
facturer (producer of hardware, e.g., chips and processors),
over to retailers and operational users. The goal is to provide
recommendations targeting those specific groups to security
by design into practice, which results, for example, in the
(Hardware) Root of Trust ((H)RoT) [13]. Others shed light
on detailed processes, e.g., on an auditable and verifiable boot
process [14], when setting up and integrating IoT devices in
an existing network.

From a German perspective, the Federal Office for Infor-
mation Security published in their recommendations several
useful proposals for how IoT devices can be used safely in
institutions [15] and how they can be operated securely [16].
These recommendations might find attention in well-financed
production industries with up-to-date IoT devices, which are
intended to perform their tasks in a network. But the reality
shows an entirely different picture because other industries,
e.g., the German healthcare industry, cannot rely on up-to-
date equipped departments, and thus, some outdated medical
devices will be modified to act as IoT devices. This approach
leads to a very error-prone infrastructure. A scenario has been
considered in this manner neither by the publications of the
Federal Office for Information Security nor by other sources
listed above. Another critical topic is the kind of data in the
healthcare industry. Health data or data related to patients need
to be treated with special care because this data describes
various medical conditions of people and can cause damage
in the wrong hands. In order to implement a legal basis, the
EU states in its General Data Protection Regulation (GDPR)
[17] a set of regulations which enforces compliant handling
of personal data. This is done to handle potential misconduct
of such sensitive information (e.g., healthcare data). A proper
application of the GDPR needs to be considered, especially in
the healthcare sector, where highly sensitive data is collected

[18]. Additionally, a certain set of rules and requirements need
to be defined in order to provide a minimum in the safety
and security of the technology used in practice. Therefore,
it is imperative to answer the corresponding questions about
what IoT devices will be deployed and thus purchased and
integrated in a future healthcare environment. This paper aims
to outline the common understanding and need for the defini-
tion of references related to safety and transparency labeling
models, focusing on the healthcare industry in Germany. Com-
plementary to this, a maturity model for Medical IoT devices
is proposed, which allows to evaluate if a secure integration
of these products by the corresponding actor is possible.
Section V proposes a concept that will enable consumers to
obtain a comprehensive picture of the functionality, built-in
components, generated data and responsible parties of an IoT
device. This allows customers to gain an overview of the
corresponding product even before purchase. Last but not least,
two exemplary Medical IoT devices are examined to show
the current deficits of the industry in regards to IT security.
In the following section, the mentioned assessment model is
introduced.

III. BACKGROUND

IoT is now influencing many areas of business and private
life and is gaining increasingly technical, social and economic
importance. IoT can be defined as “an emerging concept
comprising a wide ecosystem of interconnected services and
devices, such as sensors, consumer products and everyday
smart home objects, cars, and industrial and health compo-
nents” [19]. This work focuses on IoT devices in the healthcare
sector. It aims to be an extension to our previous work in [1]
with the goal of analyzing MIoT with a focus on IT security.
Especially in the healthcare sector, device failure can have
devastating consequences for human beings.

The reason for this is the increasing focus on digitization in
the healthcare sector. The introduction of the new 5G mobile
network will enable better and more efficient connectivity
between IoT devices, which means that the number of these
devices in the sensitive healthcare environment is expected to
grow exponentially over the next few years. In numbers, this
means that USD 60.83 billion were spent on IoT devices in
the healthcare sector in 2019, whereas in 2027, the investment
is expected to reach USD 260.75 billion [20]. The goals of
MIoT devices are, among others, to reduce the workload of
medical staff, to make diagnostics more efficient and safer, and
to make everyday life easier for patients. One possible way
might be monitoring interconnected devices in the network
to analyze utilization, location or maintenance intervals. A
reduction in search times and an increased efficiency in the use
of equipment (e.g., mobile ultrasound scanners) are potential
benefits.
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IV. MATURITY MODEL FOR SECURE MEDICAL IOT
INTEGRATION

The following model is embedded in the 5G4Healthcare
research project, which is briefly presented below to provide
context.

A. Project 5G4Healthcare

The 5G4Healthcare project (5G4HC) at the Technical Uni-
versity of Applied Sciences Amberg-Weiden (OTH-AW) is
one of six research projects funded under the 5G Innovation
Program of the German Federal Ministry for Digital and
Transport. The project’s objective is to establish a platform
based on 5G technology on what digital applications can
be integrated into healthcare scenarios. The scenarios will
focus on measurable improvements in the effectiveness and
efficiency of healthcare delivery. The project also aims to
explore opportunities and limitations in improving healthcare
delivery through 5G. Primarily related to the two defined use
cases “Homecare” and “Integrated Care”, the opportunities and
potentials of the 5G technology in healthcare will be explored.
Part of the 5G4HC project is developing an evaluation model
specifically for the digital health sector. Based on the work
done on the general evaluation model, the following model
was developed for Medical IoT devices with a focus on the
secure integration of MIoT devices in healthcare facilities. The
methodology of the general model is explained below.

B. Methodology of the General Evaluation Model

The model developed takes the essential aspects of estab-
lished evaluation systems in a mixed-method approach and
combines them to form a new evaluation model. Initially, the
basis for this system is the model of the European Foundation
for Quality Management (EFQM) [21]. The EFQM model is
based on a comprehensive analysis of elements in three levels:
structure, process and result relevant to quality. In its original
model, it is divided into a total of nine criteria and subdivisions
(e.g., management, personal, law and regulatory, etc.). These
criteria have been adapted for the Medical IoT model (see
Section IV-C). In the next step, the sub-dimensions of the
EFQM model are assessed using the systems of a maturity
model. These five maturity levels are divided into beginnings
(1), first steps (2), on the way (3), developed organization (4)
and mature organization (5).

The essential novelty of the developed evaluation model
consists in the systems that a holistic consideration will take
place by means of the nine sub-dimensions. The intention is
to ensure that the results provide a weighted statement about
the development status of a technology, a process or even an
entire system.

C. Methodology of the Medical IoT Model

The generic evaluation model is modular. One module was
adapted Medical IoT devices, with IT security as the main
criterion. There are many recommendations on IT security
of IoT devices in the international literature (see Section II).
However, the market has lacked a separate elaboration tailored

to integrating Medical IoT devices into a healthcare environ-
ment so far. The following assessment model is intended to
fill this gap. Based on the recommendations for general IoT
devices from industrial and other sectors [22], an overview
was created that includes special conditions for the medical
industry. The available literature includes recommendations
and guidelines from organizations such as the IoT Security
Foundation, Industrial Internet Consortium (IIC), Online Trust
Alliance (OTA), European Union Agency for Cybersecurity
(ENISA), and many other official entities. The criteria found
in these guidelines were thus adapted to this specific use case
in the healthcare sector and divided into five maturity levels.
Before explaining the model, the specifics of the healthcare
sector will be discussed.

Normally, Medical IoT devices are used by medical person-
nel. Both doctors and nurses operate diagnostic and therapeutic
IoT devices. It can therefore be assumed that the user has a low
level of digital competence. Furthermore, medical personnel is
under time pressure in their daily work. Due to staff shortages
or acute indications of patients, seconds can play a decisive
factor in care. In the context of Medical IoT devices, this
means that failures or complex handling are not suitable
to be an actual relief for the staff. Dedicated IT personnel
are also typically few to nonexistent and require a broad
knowledge of medical devices. It is common, especially in
outpatient practices, that no trained IT staff is on site. Instead,
separate external companies that have a 24-hour response
time are used. In the medical sector, the availability of IoT
devices must therefore be close to 100 %, especially for critical
applications. Otherwise, the well-being of patients is at risk.
Another critical point is the environment the Medical IoT
devices have to be integrated into. The IoT devices must
be embedded into existing infrastructure. However, in most
cases, that infrastructure is outdated, especially in hospitals,
nursing homes and outpatient practices, which directly impacts
IT security. Even if an IoT device was developed and sold
by the manufacturer using the security-by-design approach,
there is still a risk of unauthorized access or tampering simply
because of the infrastructure in the healthcare facility. To
minimize this risk, investments in infrastructure need to be
made, highlighting the next problem in the healthcare sector:
Lack of financial means. Depending on the country, healthcare
facilities have a different financing structure. Facilities can
be governmental, private or public nonprofit. Government
health facilities, in particular, often lack the money for new
investments. Primarily, financial investments are made in more
urgently needed areas, such as additional staff or an expansion
of treatment services. Investment in infrastructure is rarely
the first priority. These particular problems make it clear
that, from an IT security perspective, a good and trustworthy
environment cannot be assumed. However, there is hope for
the future. Many countries (e.g., Germany with the Hospital
Future Act) are switching to state support for digitization
in healthcare facilities. The potential funding amounts are
enormous depending on the country (e.g., in Germany, 4.3
billion euros in 2021). These subsidies should be used urgently
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Criteria Availability

Usability
Connectivity

Data Management

Authentication System

Organization
Updates

Figure 1. Criteria as basis for the evaluation model

to make the environment in healthcare facilities more secure,
as the potential risk here is exceptionally high for the reasons
mentioned. In the following, however, we will still focus on
Medical IoT devices, as many threats can be prevented through
good preparation and a structured approach. To structure the
evaluation of the Medical IoT integration process and thus
reduce complexity, seven criteria were formed similar to the
generic evaluation model (see above). These can be seen in
Figure 1.

These criteria were divided into the dimensions of structure,
process, and outcome according to the Donabedian approach
[23]. Following the approach, means that with a good structure
and a good process based on it, a good result is automatically
achieved. The dimensions thus build on each other and in-
fluence each other. All criteria were deliberately chosen to
provide a controlled setting for Medical IoT devices to be
embedded into. By providing such an environment, security
and safety for staff and patients can be significantly improved
both during the implementation phase and during regular
operation. All detailed criteria can be seen in the appendix.

The system in the maturity model states that all criteria of
one level must be fulfilled to attain the next higher level. For
example, even if individual criteria of level four are fulfilled,
but one criterion from level three is still not fulfilled, the
IoT device is only awarded level three. The three matrices
for evaluation can be found in the appendix. After shedding
light on the maturity model, the upcoming sections refer to a
concept that aids consumers in their decision-making regarding
IoT products.

V. SOVEREIGN TECHNOLOGY LABELING

The idea is to provide visual indications for products
(e.g., IoT devices) to help consumers and decision-makers
in sensitive and critical industries. The healthcare industry
must provide accessible and understandable information about
MIoT devices that go beyond price and functionality. That
information needs to be even more detailed if IoT interacts
closely with humans. To be able to perform an adequate
evaluation of MIoT devices, some kind of additional labeling

(obligation) might be helpful. A system of this kind could
be a beneficial addition to the evaluation model presented
in Section IV, making it easier to assess criteria such as
data management or updates. The labeling should reflect
key figures that best represent individual IT security-related
aspects. Looking at hardware, labels should be displayed on
the respective product packaging or the devices themselves.
For software, on the other hand, a digital indication should be
given before the final purchase / sign-up is made. Furthermore,
future IoT devices must also be equipped with an expiry date
that clearly reflects a time frame for action to be taken in order
to further continue the use of integrated hardware components,
installed software and intended operating environments.

An already applied and working analogy, which proves the
increase of safety and security, can be noticed in the food
industry and their products. The food industry must ensure
that its products do not cause any harm to consumers. That
is the reason why various procedures have been developed to
increase the safety of food. To make the safety aspect transpar-
ent to consumers, various information and visual labels have
been developed and put on products. Guidelines and labels
could also be a foundation and possible approach to evaluate
different technologies and their adaptations in products, e.g.,
IoT, software, or services. These guidelines and labeling
requirements for food products are defined precisely and even
required by law. Almost every country has governmental
regulations for food safety, for example, the food regulations
introduced by the European Union [24]. The quality assurance
tools and mechanisms for the food industry have already
proven that it is possible to shift the issue of safety to the
manufacturer and, thus, away from the consumer. It would be
appropriate to establish such guidelines for technology as well.
An example of a mapping of food safety scenarios applied to
technology is presented as follows:

Nutrition Facts Label → IoT Components Facts Label
Food Handling → IoT Lifecycle Facts

The Best Before Date → IoT Best Before Inspection Date

A first approach is presented to map necessary information
from the nutrition to the IoT domain by declaring precisely
what components, protocols etc., were integrated or used
during operation. It should be noted that this approach is not
supposed to end up with a confusing set of different labels.
One or two labels that make the most important indicators
available must be sufficient to allow the consumer to make
a quick and comprehensive assessment. A QR code will be
provided should there be a need for more in-depth details. At
the moment of writing, a list of parameters, which should be
displayed, has not been defined. It is emerging that the areas
affecting the human in this context will be a focus point. Until
now, these areas are hardware, software and data (flow). The
standard IoT component facts label suggested above would be
a first step towards a more transparent evaluation of an IoT
device itself and supports decision-makers to evaluate IoT de-
vices in more detail. Specifications may vary depending on the
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IoT Components Used in Item
Sensors / Detectors real time, post processing
1. Temperature Sensor Temperature in Celsius
2. Location Sensor GPS, Latitude and Longitude
Actuators
1. Electric Motor Rotation
Connectivity / Network Cloud / Local
1. Protocol Name MQTT
2. Protocol Name Bluetooth
Gateways
Cloud Location Italy, EU
Storage Location Netherlands, EU
Responsible Entity Company name, phone, email, country
Stored Attributes Name / Cycle
1. Attribute GPS (latitude and longitude) / every minute
2. Attribute Temperature / every minute
User Control App, device itself
Deletion of Date Easy to complex
1. Electric Motor Rotation

TABLE I. An example of a possible IoT component labeling approach

product category, intended use and criticality. The following
section presents the second part of the presented approach with
all relevant runtime facts of a specific MIoT device that needs
to be measured and labeled by the manufacturers.

A. IoT Runtime Facts

The IoT runtime facts provide information about nominal
or target values for different stages of usage of an IoT device.
Those stages are presented as follows:

1) Integration Stage (Initial Setup): This stage of an IoT
device represents the initial integration into an existing en-
vironment by recording the boot process of the IoT device
in detail. Reference values should be specified by the man-
ufacturer. These values are to be expected during the initial
boot process. Examples are CPU usage, energy consumption,
standard boot time, successful boot loader verification, etc.
Having reference points would help detect tampered IoT
devices from the beginning. Comparing the original values
(manufacturer’s specifications) with the actual values when a
device is first set up allows the detection of anomalies. This
approach can not only be applied during initial integration
into an IoT environment, but it can also be utilized in the
day-to-day monitoring efforts of IoT devices during operation.
Threshold values could also be defined and specified by the
manufacturer which are not exceeded during everyday use.

2) Operating Stage: This stage should reflect the IoT
device metric in operation mode. It should list the same param-
eters as mentioned in the integration stage but with adjusted
values. Additional values when operating in a production
environment could be listed. An example might be the data
throughput (amount of processed data). Furthermore, the IoT
runtime facts in operation enable responsible parties to identify
malicious IoT devices by monitoring the given reference
values with the current information when in use. This allows
for the detection of misconfiguration or of tampered devices
without having to shut down an entire MIoT infrastructure as
a precaution. To meet the above requirements, the IoT Device
IdentificAtion and RecoGnition (IoTAG) [25] approach might
present a possible solution. The IoTAG approach proposes

that all IoT devices used in an IoT environment report their
security-relevant parameters, such as a unique ID, a device
name, the current software version, active services, etc., in
order to manage IoT networks securely [25].

3) Fail Safe Stage: Within this stage, extreme values for
security-relevant parameters need to be defined by the manu-
facturer. Those extreme values (maxima and minima) should
never be exceeded in any operation stage of a MIoT device.
Should this still happen, a reaction chain must be invoked,
and the MIoT device has to automatically be removed from
the operating stage and be forced to pause operation.

B. Best Before Inspection Date

To support a more transparent labeling and thereby
strengthen the role of consumers, an additional important
indicator is suggested: the best-before-inspection date. This
date is not a fixed value as known from food safety. Instead,
it is intended as an indication for decision-makers. It repre-
sents how long the IoT device can securely operate, at least
without the need to apply changes. The date can be extended
by updates, patches, etc. The best-before-inspection date for
MIoT proposed depends largely on the activities and reaction
time in terms of further development by the manufacturers.
Parameters, which influence the best-before-inspection date,
are, among others, the following:

• Update cycle
• How many new product variants were newly developed

by the manufacturer?
• What is the average end of lifetime period for this

particular manufacturer?
• etc.
Many more parameters could be mentioned to modify the

best-before-inspection date. The mentioned parameters are
used to get the idea across. The approach to calculating an
accurate best-before-inspection date is quite difficult, as no
average values regarding the lifetime of individual hardware
components are available. This is amplified by the fact that the
lifetime is also dependent on its operating time and operating
environment. If average values were available for the lifetime
of individual components considering the actual operating time
and operating environment, it would be possible to calculate
the best-before date of hardware. Results could be based on
the component with the shortest life time. It should also be
noted that a fixed best-before date could negatively impact our
ecological environment, as IoT devices would be disposed of
when the best-before date is exceeded. Reevaluating whether
the IoT device can still be used for its intended purpose from
a technical point of view might not be done. Hence, there
is a need to develop a more flexible best-before-inspection
date. The best-before-inspection date is intended to specify a
point in time when it becomes necessary to reevaluate the IoT
device for the first time after its initial integration. Otherwise,
IoT turns into an avoidable risk. With this definition in
mind, it is more comprehensible to calculate an accurate best-
before-inspection date. The calculation starts with the date of
manufacturing or, if not available, with the date of purchase.
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After a starting point is declared, the best-before-inspection
date can vary based on certain parameters. Parameters that
have a positive effect could be the frequency of updates, if
the product or software is still purchasable or if the product
line still exists. Parameters with a negative effect could be that
the manufacturer does not provide support or updates anymore.
This kind of behavior of a manufacturer would automatically
lead to a negative label. Labeling a product in such a way
provides decision-makers an indicator that the manufacturer
does not provide continuous and recurring updates. This might
influence the decision of whether buying an IoT or MIoT is
beneficial. The precise definition of parameters that can be
used to classify values as positive or negative in relation to the
best-before-inspection date will be identified in future research
efforts.

The approach of determining an approximate best-before-
inspection date enables IT security managers to initiate various
actions. The best-before-inspection date is primarily intended
to initiate an action on a specific day. An action can be a
comprehensive screening of the IoT device by checking if the
firmware is up to date. Restarting the IoT device and then
comparing the measured values during the reboot process with
the original ones provided by the manufacturer is also possible.
Another option is ensuring that actual support activities offered
by the manufacturer are still active. Furthermore, the best-
before-inspection date can also be used to start a new threat
modeling or the maturity modeling process. The latter is
suggested in Section IV.

Ultimately, it can be said that the three proposed labeling
approaches have the potential to provide two benefits. On
the one hand, the decision-making power of end consumers
is increased. On the other hand, decision makers in critical
businesses, for example, hospitals, can be strengthened as
well. Above all, the MIoT components facts label contributes
to greater transparency and thus increases trust in MIoT
devices, the manufacturers and the technologies themselves.
To achieve a labeling system for technology and to encourage
manufacturers to participate, the government is in charge
of establishing incentives and / or regulations, as it can be
observed in the food industry. In the following section, two
specific MIoT devices have been examined. The focus of the
examination is on security in order to emphasize the relevance
of the previous suggestions.

VI. SECURITY TESTING OF ULTRASONIC SCANNING
EQUIPMENT

In our previous work [1] we concluded that common secu-
rity guidelines for Medical IoT devices are needed to build the
resilience necessary to provide a safe and secure environment
for patients in the long term. But is a need for such guidelines
and recommendations warranted? To answer this question, we
monitored the connections of two mobile ultrasonic scanners.
Analyzing only two MIoT devices does not allow drawing
conclusions on how security is handled in the MIoT industry
as a whole. However, as it is already laid out in [1] other
entities did take a look at a larger number of devices and

deduced that many MIoT devices lack basic security features.
This section is meant to see if those results are still relevant
for up-to-date products currently sold on the market.

Both scanners require smartphones for operation. On each
smartphone, the respective app needs to be installed. These
apps allow connecting to the scanner and provide additional
functionalities such as

• saving previous scans,
• creating patient records,
• live video conferencing whilst sharing the image of the

ultrasonic scanner,
• synchronizing patient records with the cloud of the man-

ufacturer or
• sharing patient records through the cloud.
The scanners are multi-purpose ultrasonic imaging systems.

They allow the examination of different organs of the human
body, such as the abdomen, bladder, lung or prostate. One
product uses a WiFi connection, while the other requires
a wires USB Type-C connection to communicate with the
corresponding smartphone app.

A. The Security Test Setup

smartphone app

mitmproxy

cloud service

ultrasonic
scanner

Figure 2. Abstract structure how app traffic is intercepted

The apps of both scanners require the user to log in with an
account at the respective cloud service. A connection to the
cloud services is mandatory to use the products. Monitoring
the connection between the smartphone and the cloud service
is therefore of interest in order to gain information about how
connections are being handled and what type of information
is being sent.

The smartphone used for testing was a rooted Android
device. For intercepting the traffic between the smartphone
and the cloud services, the software mitmproxy [26] has been
set up. The traffic can be decrypted on the fly by installing the
root certificate generated by mitmproxy on the smartphone as a
system-level certificate. The traffic of the scanner app is being
redirected towards the proxy by leveraging the firewall rules
of the smartphone. A simplified structure of how the traffic
is intercepted can be seen in Figure 2. To ensure that any
outgoing connections can be attributed correctly, only traffic
from and towards the respective app is being redirected to the
mitmproxy software.

B. Pitfalls and Limitation During Testing

Both tested devices and apps presented certain challenges
when trying to intercept their communications. In the follow-
ing section, these will be presented to give an understanding

57

International Journal on Advances in Security, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/security/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



of the limitations of the security tests within the scope of this
specific work.

1) Communication Interfaces: Each scanner uses a dif-
ferent way to establish a connection with the smartphone.
One scanner opens up a WiFi access point. The respective
smartphone needs to connect to that. The other scanner uses
a wired USB Type-C connection to exchange data with the
smartphone. Both ways put certain restrictions on the means
of how the connections can be monitored.

The wireless scanner reserves the WiFi connection for the
data exchange with the smartphone. A simultaneous connec-
tion with the cloud services is therefore only possible by using
the mobile broadband connection of the smartphone. Hence, it
was tried to build a reverse tethering connection between the
smartphone and the device where the mitmproxy software is
running [27]. This approach came with its own issues. Since
the software used generates the reverse tethering connection
by tunneling all network traffic through a Virtual Private
Network (VPN) client towards the proxy device, all network
communication is forced to go through this proxy computer.
As a result, the app cannot communicate with the scanner
while the reverse tethering connection is active. No signals
can be exchanged even if the wireless device is connected to
the smartphone via WiFi.

Due to these constraints, it was only possible to evaluate
the connections made by the app itself. Connections made
while using the wireless scanner were not the subject of the
evaluation.

2) Root Detection: The scanner, which uses the wired
connection, allows for a simultaneous connection of the smart-
phone with the computer where the mitmproxy software is
running in order to intercept the traffic. However, this device
puts mechanisms in place to detect if the app is running on
a rooted smartphone. If the app detects that the smartphone
has root access enabled, it then simply refuses to start. Extra
steps had to be taken to trick the scanner app into accepting
the rooted environment. After hiding the root privileges, the
app successfully started. Still getting past the app’s login
screen was not possible, even with all these modifications in
place. This only allowed inspecting connections made right
after first starting the app, as well as authentication attempts
made when trying to use login credentials. Rooting the device
was required to install the TLS certificate of mitmproxy as a
system-level certificate, which allows the inspection of TLS-
encrypted traffic. Decrypting the TLS traffic on a non-rooted
device was not possible.

C. Results of the Traffic Monitoring

All connections captured were secured using Transport
Layer Security (TLS) 1.2 or higher. No plaintext communi-
cation between the manufacturers’ apps and cloud services
was discovered.

The smartphone app of the wireless scanner only connected
to two different URLs:

• https://cloud.-manufacturer-.com and
• https://*.amazonaws.com.

Taking a look at the second domain reveals that the corre-
sponding IP address belongs to the Amazon Web Services
(AWS) platform. The entire cloud service for the wireless
scanning system is therefore hosted on servers belonging to
the company Amazon. The IP addresses can be assigned to
the city of Montreal, Quebec, Canada, according to the service
IP2Location [28].

On the wired ultrasonic scanning system, significantly more
communication activity can be seen. After first starting the
app, connection attempts to the following URLs can be ob-
served:

• https://firebase-settings.crashlytics.com
• https://firebaseinstallations.googleapis.com
• https://crashlyticsreports-pa.googleapis.com
• https://clientstream.launchdarkly.com
• https://mobile.launchdarkly.com
• https://firehose.us-east-1.amazonaws.com
• https://cdn-settings.segment.com
The first three URLs listed belong to the Firebase product

provided by the company Google. The connections captured
infer that the Firebase cloud service is mainly used to process
application-related logging events, such as crash reports. A
report sent to Firebase contains additional meta data besides
the error message created by the application. The metadata
consists, among other things, of the build number of the app,
the smartphone model, the smartphone fingerprint, the built-in
chipset, the language of the operating system, the manufacturer
name and the operating system version.

The next two URLs belong to Launchdarkly. Launchdarkly
is a feature management platform for mobile app development.
It allows the developer to enable or disable certain features
through an online portal without needing to redeploy or update
the application. The app is told by the Launchdarkly server,
whose features are supposed to be enabled or displayed. A
regular synchronization mechanism between smartphone and
server is therefore leveraged. It should be mentioned that
similar metadata to what is sent to the Google Firebase service
is sent to the Launchdarkly servers. The IP addresses of
Launchdarkly suggest that their servers are located in the US
and are part of the AWS infrastructure.

Amazon Kinesis Data Firehose is a platform by Amazon
that allows data streams of high volumes and from many
sources to be saved and processed within the Amazon in-
frastructure. This is most likely the service used to store all
user information, such as previous scans or patient data. The
data streams sent and received during the tests could not be
decoded. Therefore, it was not possible to reconstruct what
kind of data was actually sent. The servers are located in the
US and are part of AWS’s infrastructure.

The last service monitored during testing was Segment.
Segment is a service dedicated to giving the app developer the
ability to collect user analytics data. The focus is on tracking
user and device behavior to optimize the user experience.
While Firebase and Launchdarkly both collect some user
information, the number of parameters sent was far less than
what Segment is transferring to their servers. The additional
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information is, for example, the screen resolution of the smart-
phone, active wireless connections, mobile carrier information
or the timezone the user is in. Again, the location of the
Segment servers is in the US, and they belong to the AWS
infrastructure.

D. Implications of the Monitoring Results on Security and
Privacy

The security of both ultrasonic scanners can not be suf-
ficiently evaluated to make a qualified statement about their
resilience against an attacker. This is either due to technical
constraints or obstacles put in place by the developer to
restrict tampering with or evaluating the software used with
the scanner. It can be said that all connections observed were
using at least TLS 1.2 or higher to encrypt the traffic between
the apps and the cloud services. This ensures a sufficient level
of confidentiality when transferring data from one endpoint to
another.

However, in terms of privacy, bigger issues become appar-
ent. In both cases, third parties save and process metadata
and patient data directly. None of the vendors tested were
hosting their own cloud solution. Instead, both manufacturers
decided to use the AWS solution, which is apparently hosted
in Canada and the US. The wired ultrasonic scanning system
shares information with four different companies, which are
not part of the manufacturer or vendor. All data observed was
secured via TLS but was not end-to-end encrypted. That means
all information stored in the cloud servers is stored in plain
text. Patient data is also saved in plain text. This was verified
by creating a dummy patient record in the app of the wireless
scanning system and monitoring the connection activity. It is
worth mentioning that cloud synchronization of patient data is
an optional feature of the device.

Storing sensitive patient data in plain text on cloud services
can be an issue. Both manufacturers state on their website
that they comply with the European GDPR. However, the data
is being stored on foreign servers in plain text. Therefore,
the data could be accessed by foreign entities or agencies.
Additionally, every actor with access to the cloud storage could
read and manipulate any data they want. In both cases, the
manufacturer of the ultrasonic scanner, as well as Amazon,
have access to the medical data provided to them by their
customers. This can be a problem if customers want to ensure
a high level of privacy for their patients. The customer must
trust the vendor or service provider to handle the information
given with absolute discretion. Misuse of the data stored can
not be prevented on a technical level. It is up to the service
provider to adhere to the contractual agreements. Furthermore,
the service provider needs to ensure that their infrastructure
has state-of-the-art IT defense mechanisms in place to prevent
cyber attacks. In a worst-case scenario, a security breach at a
vendor could lead to a data leak of all customers.

But patient data is not the only information transmitted to
third parties. In Section VI-C it was shown that additional
metadata is being sent to Google, Launchdarkly and Segment.
These companies are able to see what equipment was used

at a certain time in a specific location. They might even be
able to retrace usage statistics of employees handling these
devices. So, not only is information about patients given to
third parties, but it is also plausible to argue that employees’
privacy using these scanners might be compromised.

In conclusion, the customer needs to trust that all parties
linked to these ultrasonic scanners handle the data given to
them responsibly. No technical precautions have been put
in place to prevent misuse of the given data. Given the
sensitivity of the handled data, better security mechanisms can
be expected from the manufacturers in question.

VII. OUTLOOK

As presented in this work, it is applicable that many efforts
will be spent on future security topics, e.g., architectures
and processes, starting with best practices for manufacturers.
Trustworthy security, safety and trust begin not by signing
contracts, e.g., Service Level Agreements (SLA). The trust
root starts long before. Politicians and official authorities
should consider the derived proposed labeling concepts from
the food industry. Of course, those labeling concepts require
further research and broad consensus among manufacturers
and global technology consortiums. But as we all know, it
is possible to agree on labeling and enclosed concepts that
provide more transparency for consumers and additionally
strengthen safety, security and trust. The National Institute
of Standards and Technology (NIST) is already discussing
labeling IoT products targeting mostly security-related aims
[29].

Research already provides different processes, methods and
models that can be used to realize a more secure, safe and
trustworthy technological evolution; for example, the process
described by Roots of Trust (RoT) [3] is a promising and
practical way to achieve absolute trust in a hyper-stakeholder
environment targeting manufacturers from the first breath up
to the retailers. Bringing the roots of trust into action requires
a non-editable approach to audit and trace. A promising
technological fundament would be distributed ledger technol-
ogy to fulfill the required needs. Actual Blockchain-enhanced
RoT solutions are already discussed [30], [31]. Another well-
promising enhanced version of the “roots of trust” is the
“hardware roots of trust” to validate and ensure trust in
hardware components. Also, this approach is being researched
by Javaid et al. [32]. With the mentioned RoT processes,
it would also be relatively easy to accurately define a best-
before-inspection date, which can be, for now, only roughly
estimated.

Unquestionably, all the above-mentioned suggestions are
worth further exploration to foster security, safety and trust in
the IoT domain. This paper should not only summarize already
existing efforts. Instead, it is intended to present a (Medical)
IoT labeling approach and a new paradigm that seems worth
focusing on.
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VIII. CONCLUSION

In this paper, we pointed out that while advisories, guide-
lines and certain regulations for common IT networks exist,
the Medical IoT sector still severely lacks these documents and
frameworks. This has the potential to become a severe issue
in the future since the amount of IoT devices in operation
is rapidly growing, and the data processed is very sensitive
information which requires robust protection mechanisms.

To provide guidance for stakeholders and authorities, we
proposed an evaluation system to help actors within the
healthcare sector. This methodology aims to identify the cur-
rent Medical IoT security posture. Additionally, this maturity
model can be used to understand which steps are necessary to
bring the IT security of the infrastructure in question to the
next level.

Furthermore, a labeling system for Medical IoT devices was
proposed. With such a system, stakeholders should be able to
get an overview of the key facts and components of a MIoT
system to ascertain the risks and benefits it provides. With that
information, decision-makers can manage risk more reliable
and faster. However, such a system needs to be standardized.
It is the responsibility of governments and regulatory bodies
to define the rules for creating such a label to guarantee the
sufficiency of the values included and ease of use for the
stakeholders.

Finally, two Medical IoT devices were subjected to a basic
security test. This test showed that for the connections of
the IoT devices to their respective cloud services, sufficient
security mechanisms had been put in place. However, in terms
of privacy and confidentiality of patient data, it is not clear
to the consumer or stakeholder what parties are involved
to provide the services. Since the security posture between
different parties can vary significantly, it is misleading to think
that the security of the IoT device only depends on the vendor
or manufacturer.

That is why it is essential for stakeholders to have the tools
available to assess the security of their networks and to have
a concise overview of the components and parties involved in
providing a Medical IoT service.
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APPENDIX

TABLE II. Criteria dimension structure

Maturity
/
Criteria

Organisation Data Management Authentication System

1 • Health facility’s manage-
ment commitment to the
implementation of IT se-
curity for all IoT devices
in the whole healthcare
area

• Detailed description of
end-to-end-security and
cryptographic principles

• Utilize crypto coproces-
sors for key creation and
storage

• All products related to
web servers have their
HTTP trace and trace
methods disabled

• No default credentials for
Medical IoT devices

• No use of any function by
unauthorized user or guest
users incl. patients (also
changing credentials)

• Applications operated at
the lowest privilege level
possible

2 • Definition of basic ob-
jectives, scope, roles and
tasks regarding IT secu-
rity of Medical IoT de-
vices

• Determining contractual
clauses with Medical
IoT suppliers about IT
security

• Encrypted data on appli-
cation layer

• All communications keys
are stored with industry
standards (e.g., FIPS 140)

• All communication ports
(e.g., USB, RS232) only
communicate with autho-
rized and authenticated
entities

• Minimized sharing princi-
ple of resources

• Different secret keys for
each Medical IoT or prod-
uct family

• Complex password man-
agement (no blanks, no
containing user account
name, etc.) for all Medical
IoT devices

3 • Definition of all Medical
IoT processes including
risk level

• All products contain
a unique and tamper-
resistent device identifier
(e.g., chip serial number)

• Key management incl.
generation, distribution,
storage and maintenance

• Utilize trusted platform
modules (TPM) and
hardware security
modules (HSM)

• Communication protocols
are at most secure version
(e.g., Bluetooth 4.2 rather
than 4.0)

• No hard coded passwords
in IoT software code

• 2-Factor authentication
for all Medical IoT
devices

4 • Training for medical staff
about IT security of IoT
devices

• All OS non-essential ser-
vices have been removed
from product‘s software

• Storage of sensitive data
in hardware (not software)

• Only use secure boot
methods

• Multi factor authentica-
tion or certificates for all
Medical IoT devices

• Secure mechanism for up-
dated credentials (fixed
time intervals) for all
medical stuff

5 • Manufacturers consider
compliance with ISO
30111 for vulnerability
report handling

• Encrypt data parameters
using a Direct Acess Re-
covery (DAR) encryption
key stored I a physically
locked module

• Using Root of Trust (cer-
tificates, signing keys)

• No secret credentials left
in application code of
Medical IoT devices

• Biometric authentication
for all medical staff
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TABLE III. Criteria dimension process

Maturity
/
Criteria

Updates Malfunction Management Usability

1 • Regular updates of secu-
rity measures of all Med-
ical IoT devices

• User notification when
updates and patches mod-
ify user-configured pref-
erences, security and pri-
vacy settings

• Defined use of error han-
dlers

• Generic error messages
and use of custom error
pages

• Enable restore secure state
after security breach

• Runtime Protection mech-
anism

• Basic training for medical
staff is done

2 • Agile and prompt re-
sponse to new security or
other flaws of IT in the
health facility

• Validation of authenticity
and integrity of all up-
dates (e.g., signing certifi-
cate)

• Restore secure state (if
update was not successful
or occurred)

• Log all authentication at-
tempts and failures of the
medical staff

• Log all access control fail-
ures of the medical staff

• Log all apparent tamper-
ing events

• Advanced training for
staff is done

3 • Automated update process
for all Medical IoT de-
vices

• Use of libraries that are
actively maintained and
supported

• Defined bug reporting
system from Medical IoT
suppliers

• Log all backend TLS con-
nection failures

• Automated alerting sys-
tem for tampering events

• Regular training sessions
incl. innovations are
taught for medical staff

4 • Defined limitation of de-
vice functionality for all
Medical IoT devices af-
ter security support period
ends (e.g., remote control)

• Backward compatibility
of updates (compatible
with previous versions)
for all Medical IoT
devices

• Mechanisms for self-
diagnosis and self-repair
for all Medical IoT
devices

• No training necessary for
usage or all medical staff
is trained for usage

5 • Updates include crypto-
graphic checks and cipher
suites

• Complete end-to-life
update strategy for all
Medical IoT devices incl.
awareness of potential
risks beyond its expected
expiry date

• Participation in informa-
tion sharing platform to
report vulnerabilities and
current cyber threats of
Medical IoT devices

• No training necessary for
usage or all medical staff
is trained for usage incl.
IT security handling
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TABLE IV. Criteria dimension outcome

Maturity
/
Criteria

Costs for IT Security Downtime reg.
criticality

Failsafe Threats and attacks

1 • Less than 1%
of the complete
health facility
budget

• All Medical IoT
devices with low
criticality have a
max. downtime of
3 days

• Failure affects the
whole system /
the whole Medical
IoT device / the
whole IoT product
family

• there were less
than 25 security-
related events
(e.g., threats,
attacks) last year
in the health
facility

2 • Less than 2%
of the complete
health facility
budget

• All Medical IoT
devices with low
criticality have a
max. downtime of
24 hours

• Failure affects
parts of the
system / the
whole Medical
IoT device /
the whole IoT
product family

• there were less
than 20 security-
related events
(e.g., threats,
attacks) last year
in the health
facility

3 • Less than 4%
of the complete
health facility
budget

• All Medical IoT
devices with
medium criticality
have a max.
downtime of 3
days

• Failure affects
the availability of
operation or use
of the system / the
whole Medical
IoT device /
the whole IoT
product family

• there were less
than 15 security-
related events
(e.g., threats,
attacks) last year
in the health
facility

4 • Less than 6%
of the complete
health facility
budget

• All Medical IoT
devices with
medium criticality
have a max.
downtime of 24
hours

• Failure has no
effect on the
medical operation
(no human
damage possible)

• there were less
than 10 security-
related events
(e.g., threats,
attacks) last year
in the health
facility

5 • More than 8%
of the complete
health facility
budget

• All Medical IoT
devices with high
criticality have a
max. downtime of
24 hours

• Failure has no ef-
fect on the op-
eration or use of
the whole system /
the whole Medical
IoT device / the
whole IoT product
family

• there were less
than 5 security-
related events
(e.g., threats,
attacks) last year
in the health
facility
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Abstract—Even for the more traditional insurance industry,
the Microservices Architecture (MSA) style plays an increasingly
important role in provisioning insurance services. However,
insurance businesses must operate legacy applications, enterprise
software, and service-based applications in parallel for a more
extended transition period. The ultimate goal of our ongoing
research is to design a microservice reference architecture in co-
operation with our industry partners from the insurance domain
that provides an approach for the integration of applications
from different architecture paradigms. In Germany, individual
insurance services are classified as part of the critical infras-
tructure. Therefore, German insurance companies must comply
with the Federal Office for Information Security requirements,
which the Federal Supervisory Authority enforces. Additionally,
insurance companies must comply with relevant laws, regulations,
and standards as part of the compliance requirements. Note: As
Germany is considered relatively strict with respect to the privacy
and security demands, meeting these requirements may well be
suitable (if not even ”over-fulfilling”) for insurance companies
in other countries. The question raises thus of how insurance
services can be secured in an application landscape shaped by
the MSA style to comply with the architectural and security
requirements depicted above. This article highlights the specific
regulations, laws, and standards the insurance industry must
comply with. We present conceptual approaches for authentica-
tion and authorization in a MSA tailored to the requirements
of our insurance industry partners. In particular, we focus on
different architectural patterns for service-level authorization as
well as approaches for service-level authentication and discuss
their advantages and disadvantages.

Keywords—Security; Authorization; Authentication; Insurance
Industry; Microservices Architecture.

I. INTRODUCTION

In this article, which is an extended version of our previous
work [1], we look at Information Technology (IT) security
within a microservices-based reference architecture for at least
German insurance companies. IT security is absolutely a
”must-have” for insurance companies, especially for customer
data, self-written and third-party applications, and their IT
infrastructure in general. General regulations, such as the
European General Data Protection Regulation (GDPR) [2],

are applied to the insurance domain, as well as insurance-
specific laws and rules regarding security and other reg-
ulations [3] [4], for example, data protection and secured
IT communication infrastructure. This article mainly focuses
on securing insurance business applications [5]. Over time,
several technologies from monolithic mainframe applications,
functional decomposition-based software, traditional Service-
Oriented Architecture (SOA), and third-party enterprise soft-
ware, such as SAP systems, were and are used together in
insurance business applications.

Recently, the Microservices Architecture (MSA) style [6] [7]
and cloud computing joined the field. The ultimate goal of our
currently ongoing research [8] is to develop a ”Microservice
Reference Architecture for Insurance Companies (RaMicsV)”
jointly with partner companies from the insurance domain,
which is taking all those typical cornerstones from (overtime
grown) insurances into account. Placed within our work on
RaMicsV is the question: ”how to help secure (insurance)
business applications using potentially several logical parts
from RaMicsV, mainly including microservices combined
with other typical insurance applications technologies”?

Only a few authors (see Section II) look at such technology
combinations, and they especially do not take (German) insur-
ance domain specifics into account. Thus, the present article
constitutes an initial step in that direction.

In particular, we contribute here our ongoing work and
initial results regarding:

• An introduction to IT security regulations in Germany for
insurance companies, including:

– A brief explanation of when an institution is consid-
ered critical infrastructure and the resulting conse-
quences.

– Functions and regulations of the Federal Office of
Information Security (BSI) and the Federal Financial
Supervisory (BaFin) in this context.

• Evaluate existing patterns for achieving protection goals
and weigh their advantages and disadvantages.
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• Take a look at properties of service- and edge-level
authentication and authorization.

• An overview of approaches to service-level authentica-
tion.

• Consider patterns concerning the requirements of the
insurance industry with SOA and an Enterprise Service
Bus (ESB).

Especially our Sections V, VI, and VII include several new
illustrations and are altogether more detailed than our previous
work from [1].

The remainder of this article is structured as follows: After
looking at related work in Section II, we place our current
work into our initial logical reference architecture from [8]
in Section III. Next, Section IV looks at requirements for
German insurance companies. Initial work to meet those
requirements is contributed in Section V, which discusses
edge- vs. service-level authorization and authentication, in
Section VI, which examines authorization patterns, and in
Section VII, which details authentication patterns. Both parts
are evaluated concerning their potential application within our
overall work. Finally, Section VIII summarizes our results,
draws a conclusion, and looks at future work.

II. RELATED WORK

Our research is based on the literature of well-known au-
thors in microservices, especially Chris Richardson (Microser-
vices Pattern) [6]. His book describes fundamental statements
for the advantages and disadvantages of the edge-level security
pattern and the service-level security pattern.

We adopted our definition of components for authorization
and authentication from the National Institute of Standards
and Technology (NIST) [9] and the patterns described in
Sections V and VI originate from [10]. Furthermore, [10]
discusses service-level authentication through mutual transport
layer security and a token-based approach, whereas Sec-
tion VII also briefly discusses this and adds Hypertext Transfer
Protocol and Password Authenticated Key Exchange to this
topic. In contrast, this paper uses the above content to a certain
extent and places it in the context of our reference architecture
and the legal scope of our partners in a German insurance
company.

Kai Jander et al. compare general transport layer security,
transport layer security with service and microservice frame-
works for authentication and encryption of microservices.
They provide an overview of password authentication, sym-
metric keys and key pairs, and then present an implementation
of a password authenticated key exchange [11]. In contrast,
this paper uses a different scope and establishes a connection
to legal regulations for German insurance companies.

Regarding legal regulations and specifications, we use,
among others, the Act on Federal Office for Information Secu-
rity (BSIG) [12]. Especially the part for critical infrastructures
and, accordingly, the Regulation for the Determination of
Critical Infrastructures according to the BSI Act (BSI-KritisV)

[13] is used to underpin the relevance of our reference archi-
tecture. In addition, this is supplemented with the Insurance
Regulatory Requirements for IT (VAIT) [3] published by the
BaFin, as this is the responsible authority of the insurance
industry.

In our previous work [8], we presented the logical microser-
vices reference architecture that we created in the German
insurance domain with our partners by logical and technical
details in the area of logging and monitoring components.
So far, components in the area of security have not been
considered within this reference architecture, which is now
started in the present article.

Additionally, in [14], we dealt with the consistency of
microservices, among other things. Here, compliance aspects
were described, which arose during the service design using
Domain Driven Design. The requirements specific to German
insurance companies were briefly mentioned. Based on this,
the legal constraints and controlling constitutions are described
in more detail.

To the authors’ knowledge, this is the first work to address
the legal regulations for German insurance companies in the
context of a reference architecture for microservices with a
focus on patterns for security and, in particular, authentication
and authorization. In addition, we address the requirement of
this reference architecture for microservices to work together
or side by side with an ESB (see Section III).

III. REFERENCE ARCHITECTURE FOR INSURANCE
COMPANIES

This section will present our logical reference architecture
for microservices in the insurance industry (RaMicsV).

RaMicsV defines the setting for the architecture and the
design of a microservices-based application for our industry
partners. The application’s architecture is out of scope, as it
heavily depends on the specific functional requirements.

When designing RaMicsV, a wide range of restrictions and
requirements given by the insurance company’s IT manage-
ment have to be taken into account. Concerning this contribu-
tion, the most relevant are:

• ESB: The ESB, as part of the SOA, must not be ques-
tioned. It is part of a successfully operated SOA land-
scape, which seems suitable for our industry partners for
several years to come. Thus, from their perspective, the
MSA style is only suitable as an additional enhancement
and only a partial replacement of parts from their SOA
or other self-developed applications.

• Coexistence: Legacy applications, SOA, and
microservices-based applications will be operated
in parallel for quite an extended transition period
(several years to come). This means that RaMicsV
has to provide approaches for integrating applications
from different architectural paradigms – looking at it
from a high-level perspective, allowing an ”MSA style
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best-of-breed” approach at the enterprise architectural
level as well.

Figure 1 depicts the building blocks of RaMicsV, which
comprises layers, components, interfaces, and communication
relationships. Components of the reference architecture are
colored yellow; those out of scope are greyed out.

A component may be assigned to one of the following
responsibility areas:

• Presentation includes components for connecting clients
and external applications such as SOA services.

• Business Logic & Data contains the set of microservices
to provide the desired application-specific behavior.

• Governance consists of components that contribute to
meeting the IT governance requirements of our industrial
partners.

• Integration contains system components to integrate
microservices-based applications into the industrial part-
ner’s application landscape.

• Operations consist of system components to realize uni-
fied monitoring and logging, which encloses all systems
of the application landscape.

• Security consists of components to provide the goals
of information security, i.e., confidentiality, integrity,
availability, privacy, authenticity & trustworthiness, non-
repudiation, accountability, and audibility.

Components communicate via HTTP—using a RESTful
API, or message-based—using a Message-Oriented Middle-
ware (MOM) or the ESB. The ESB is part of the integration
responsibility area, which contains a message broker (see
Figure 1).

Fig. 1. Building Blocks of the Logical Reference Architecture RaMicsV

In addition to data transformation and message routing
and delivery, an ESB also implements security policies. For
example, WS02 ESB supports Web Services (WS)-Security
and WS-Policy specifications [15]. Beyond that, the WSO2
Identity Server can be used to generate an OAuth Base Security
Token that microservices may employ to authenticate and

authorize client applications and API clients. This corresponds
to the edge- level authentication & authorization depicted in
Section V.

In the next sections, we will look at the security responsi-
bility area.

IV. REQUIREMENTS FOR GERMAN INSURANCE
COMPANIES

Security is a fundamental aspect of any software architecture
and should never be neglected, mainly when there is a legisla-
tive framework where specific regulations exist. In Germany,
insurance companies, regarded as critical infrastructure, are
obligated to comply with the requirements of the BSIG,
which the BaFin enforces. The Federal Office for Information
Security has determined this consideration. Note: In our work,
we did not look at regulations and legal requirements in other
countries, but, as stated above, German regulations are seen
as ”somewhat tough” already.

A. Federal Office for Information Security and Critical Infras-
tructures

The BSI is a federal agency in Germany responsible for
security standards inside federal authorities and is a central
reporting point for security incidents. Companies that are
running critical infrastructures are obligated to report to the
BSI. The Council of the European Union defined that a critical
infrastructure ”... is essential for the maintenance of vital
societal functions, health, safety, security, economic or social
well-being of people, and the disruption or destruction of
which would have a significant impact in a Member State
...” [16]. Therefore an ordinance (BSI-KritisV [13]) from 2016
defines critical infrastructures in Germany. It could easily have
dramatic consequences for the economy, state, and society
if an infrastructure from one of the seven mentioned sectors
(energy, water, food, information technology and telecommu-
nications, health, finance and insurance, transport, and traffic)
were attacked. Under Section 7 (1) no. 1 to 5, examples
are given of critical financial and insurance services, which
are of corresponding importance. Some examples mentioned
are payment transactions or, among other things, insurance
services and social security benefits. However, either a system
or a part of it must be assigned to column B (System category)
of Annex 6 Part 3 and, at the same time, exceed the corre-
sponding threshold value in column D of the specific metric to
be considered critical infrastructure. A general example would
be a contract administration system in which the number of life
insurance claims per year exceeds 500,000. Therefore, some
of our partners’ systems are considered critical infrastructure
and are liable to other requirements.

Because of the BSIG from 2009 [12], under Section 8a,
”Security regarding the information technology of critical
infrastructures,” institutions with critical infrastructures are
obligated to a security standard. They need to provide evidence
to the BSI every two years that they took precautionary
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measures to achieve the protective goals of IT security. Specif-
ically mentioned are availability, integrity, authenticity, and
confidentiality. In addition, precautions are described here as
reasonable if the effort required to secure the protection goals
is in proportion to the consequences of the failure. Moreover,
the BSI has published a document [17] that specifies the
requirements imposed by Section 8a (1) BSIG.

Section 8a (2) of the BSIG states that it is possible to
establish an industry-specific security standard that meets
the requirements. The Federal Office of Civil Protection and
Disaster Assistance and the corresponding regulatory authority
will determine whether this standard is appropriate. Thus,
there has to be a Federal Office that determines whether the
company is complying with the requirements.

B. Federal Financial Supervisory Authority

The BaFin is responsible for the supervision of banks and
financial and insurance providers. They published VAIT [3] in
the year 2018. This publication contains the general conditions
and specifications for IT risk and security management. There
is a reference to the BSI-KritisV, which has an entire section
dedicated to critical infrastructures. All aspects are essential,
from detection over definition to implementation of security
measurements. The goal is to secure the protective objectives
of IT security, which are named in Subsection IV-A, and
to minimize all risk factors inside the critical infrastructure.
Therefore, German insurance companies must provide evi-
dence through audits, certificates, or examinations every two
years to fulfill their obligations. That is why every aspect of
security needs to be addressed while or even better before
implementing new systems.

C. Further Motivation for the Commitment to Confidentiality

There is a wide range of security aspects that need to be
addressed. At this point, we would like to refer to a document
published by the BSI entitled ”Supervision of critical infras-
tructures in finance and insurance” [4]. This briefly discusses
the legal requirements for critical infrastructures and the in-
troduction of these requirements in 2019. The document states
that most of the deficiencies and shortcomings did not pose a
direct threat to maintaining the operation of the infrastructures
concerned. Nevertheless, according to ISO/IEC 27002, eight
percent of the deficiencies were attributable to access control.

Additionally, in 2021 the Open Web Application Security
Project (OWASP) Top Ten 2021, first place is ”Broken Access
Control,” and seventh place is ”Identification and Authen-
tication Failures” [18]. Compared to 2017, ”Broken access
control“ came up from place 5 [19]. This shows that the impor-
tance of authorization and authentication continues to increase.
As a result, it is increasingly important to find mechanisms
that protect system boundaries with a low potential for error
by business logic development teams.

Concerning Subsections IV-A and IV-B, the four security
properties that are explicitly named are listed below:

• Confidentiality includes read access by authorized sub-
jects only.

• Integrity describes writing access by authorized subjects
only.

• Availability implies access by authorized subjects at any
time.

• Authenticity verifies the identity of the sender.

Through conversations with our partners, the focus of this
paper will first be on different patterns of the service-level
authorization aspects as part of the confidentiality and partly
integrity protection goal. Since authorization can be close to
authentication in terms of implementation, it will also be in-
cluded in the following section concerning the implementation
location.

V. AUTHORIZATION AND AUTHENTICATION - EDGE- VS.
SERVICE-LEVEL

In distributed systems, authentication and authorization can
be realized at different locations. While there is typically one
place where authentication and authorization are performed in
monolithic systems, there are various system locations where
authentication and authorization might occur in distributed
systems. This section describes the fundamental differences
in properties when using authorization or authentication for
microservices depending on the implementation location.

Authentication and authorization have a crucial difference
in the choice of location. As seen in Figure 2, the distinction
between the two locations is easy to see. Already recognizable
from the name, the service-level is located on the microser-
vices level. On the other hand, the edge-level is the boundary
to the outside, represented by the API Gateway.

Fig. 2. Visual abstraction of a part of RaMicsV to represent the location of
edge- and service-level.

Scalability is the critical factor in positioning authentication,
as there is no business reason to prefer edge-level or service-
level. Authentication needs a database to check credentials
and calculate any security token; domain knowledge is unnec-
essary [6]. In the case of authorization, on the other hand, it
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is not only scalability that is important but also how access
is controlled. If Role-based Access Control (RBAC) is the
only requirement, decisions can be made without domain
knowledge, e.g., by roles per URL path. In this case, edge-level
authorization is usable. An Access Control List (ACL) is called
when more explicit authorization is required. In this case,
domain information is needed, and service-level authorization
is suitable.

This section does not discuss technical authentication and
authorization solutions but highlights the authentication and
authorization positioning and the resulting properties for the
system’s performance and development. For both authentica-
tion and authorization, two fundamentally different approaches
are possible. At the edge-level, the required components are
frequently located in an API Gateway, whereas at the service-
level, the components are located in each service. In the
following section, we first discuss edge-level authentication.

A. Edge-level Authentication

If there is an API Gateway, it may be used for authentication
decisions. This is a quick-to-develop but hard-to-scale solu-
tion. Using an API Gateway has the following properties [6]:

• Domain logic development teams are very little involved
with authentication.

• API Gateway development teams have to deal with more
complexity.

• Only one team is responsible for the authentication. This
lowers the risk of security vulnerability.

• Faster development by lower complexity.
• Poor scalability due to a single point of control.
• Risk of too strong coupling of API Gateway and mi-

croservices; independent deployment is usually impossi-
ble.

B. Service-level Authentication

An alternative to the API Gateway implementation is au-
thentication at the service-level. This solution is slow and
expensive to develop but scales well. The service-level au-
thentication has the following properties [6]:

• Domain logic development teams have to deal with more
complexity.

• Higher risk for security vulnerabilities due to multiple
development teams.

• Slower development due to higher complexity in any
microservice.

• Higher scalability, which stresses one of the essential
properties of an MSA.

• If RBAC is used and only one role exists for a specific
microservice, e.g., only the admin, authentication failures
play less of a role for this microservice because regular
users are not allowed to access it anyway.

The difference between authentication at the edge- and
service-level should have become clearer now: Both ap-
proaches provide the authentication basis for the protection

goals of confidentiality and integrity, which are described in
Section IV. There are different strategies to deal with service-
level authentication. These will be mentioned in Section VII.
In the next section, edge-level and service-level authorization
will be presented.

C. Edge-level Authorization

With edge-level authorization, all the logic resides in the
API Gateway. This brings the following characteristics:

• Easy implementation and maintenance.
• It may create problems when scaling.
• Designing complex systems can be challenging.
• Back-end microservices must only be accessible via the

API Gateway.
• Risk of too strong coupling of API Gateway and

microservices—no independent deployment is possible.

This is a suitable solution for a lightweight MSA with few
roles. Next, we will look at service-level authorization, which
is increasingly attractive for more complex systems [10].

D. Service-level Authorization

Like authentication, authorization can also be implemented
at the service-level. An additional component is added to each
microservice for authorization, authentication, or both. In this
context, the following terms are important (Figure 3) [9]:

• Policy Enforcement Point (PEP) enforces the authoriza-
tion decision.

• Policy Decision Point (PDP) computes the authorization
decision.

• Policy Administration Point (PAP) comprises an inter-
face to administrate the policies.

• Policy Information Point (PIP) provides additional infor-
mation for the PDP to make authorization decisions [9].

As shown in Figure 3, the PEP and PDP form the autho-
rization functionality.

The subsequent patterns are determined by the localization
of the PEP and PDP in relation to a microservice. PAP and
PIP are only mentioned for completeness. At first, we consider
the general properties change compared to edge-level:

• Responsibility moves from the API development team to
the microservices development team.

• Complex microservices environments are possible.
• Implementation and maintenance are more complex be-

cause changes affect each microservice.

Overall, this sets out the fundamentals. In the following
section, different patterns regarding service-level authorization
are presented. These take an essential role in architectural
decisions regarding the use of microservices.
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Fig. 3. Fundamental points of ACM [9].

VI. SERVICE-LEVEL AUTHORIZATION - PATTERNS

There are three different patterns of service-level autho-
rization: Decentralized pattern, centralized pattern with a sin-
gle PDP and centralized pattern with embedded PDP. Each
pattern offers different advantages and disadvantages and
differs architecturally. In the following, the three patterns are
fundamentally described and architecturally visualized. A brief
theoretical evaluation of the properties in the context of our
reference architecture RaMicsV will be provided in order to
simplify decision-making depending on the context.

A. Decentralized pattern

The decentralized pattern is the solution to create a mi-
croservice that is wholly controlled by the development team.
All software and data components for making authorization
decisions reside inside the microservice. A visualization of
this can be seen in Figure 4. This is optimal for scaling,
but it requires much effort to implement and maintain since
any change in the authorization process requires changes in
each microservice. Another challenge is propagating policy
or attribute changes to all microservices. The challenge just
mentioned becomes even more complex and grows linearly
with the increasing number of microservices. This must also
take into account that microservices can fail at this point
and not receive the information. Thus, ensuring that the
information is passed on has a high priority. On the other hand,
there are scenarios where this pattern may be suitable, e.g., if
there is a microservice with a high number of requests [10].
Furthermore, it has the advantage that no additional functional-
ity needs to be provided by the ESB within RaMicsV since all
functionality is contained within the respective microservices
themselves.

Fig. 4. Service-level Authorization - Decentralized pattern [10].

B. Centralized pattern with single PDP

With the centralized single PDP pattern, the PEP is located
within each microservice, and the PDP resides in a different
central location, as shown in Figure 5. This implies that
every request to the microservice will result in a network
call to the PDP. Thus, this is not a suitable solution if a
very low response time is required. Also, if high scalability is
needed, a single decision point is associated with limitations.
In addition, updating policies and attributes is unproblematic
due to relocation. Accordingly, the just mentioned things can
be updated detached from the microservices.

Fig. 5. Service-level Authorization - Centralized pattern with single
PDP [10].

However, in the case of a central PDP, all microservices
are independent of changes within the PDP. It should be
taken into account that possible failures of the latter can
have critical consequences. Moreover, this approach could
be faster to be implemented in cooperation with a required
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ESB (see Section III), because then, the PEP resides in each
microservice, and the PDP is provided by the ESB [10].

C. Centralized pattern with embedded PDP

In the centralized pattern with embedded PDP, the data
and attributes are centralized, but the PDP is part of each
microservice. This is why Figures 5 and 6 are almost identical,
since only the content of the microservice changes, and in this
case, the PDP is within that service. Unlike the decentralized
pattern (see Subsection VI-A), the PDP is not part of the
code but is embedded using a microservices library. So, the
PDP is part of the microservice for quick decisions, but
the development team doesn’t have a lot of development
work. Similar to the centralized pattern with a single PDP
(see Subsection VI-B), unlike the decentralized pattern (see
Subsection VI-A), there is no difficulty in propagating policy
or attribute changes to all microservices.

For interoperation with the required ESB (see Section III),
this pattern combines the advantages of a decentralized pattern
and a quick implementation. The ESB could be used for
data and attribute sharing. All other components could make
fast decisions through the microservices [10]. Concerning the
protection goals described in Section IV, the authorization
enforces confidentiality and integrity.

Fig. 6. Service-level Authorization - Centralized pattern with embedded
PDP [10].

D. Summary

Insurance companies are running large and complex systems
with many different services and fine-grained access control.
For this reason, edge-level authorization is suitable only in
specific scenarios, for example, if RBAC can be used for a
given microservice.

The application landscape of our partners in the insurance
industry comprises an ESB as part of the reference architecture

(see Section III). Therefore, each pattern has its use case, as
we explained above. The decentralized pattern (see Subsec-
tion VI-A) is recommended when performance is the most
crucial requirement. The centralized pattern with a single PDP
(see Subsection VI-B) is suitable if performance is less critical
and RBAC is needed. In addition, there is also the possibility
that the PDP could be integrated directly within the ESB. The
centralized pattern with embedded PDP (see Subsection VI-C)
brings together the advantages of the previously mentioned
patterns and is, therefore, from our point of view, the most
promising one.

Nevertheless, even if service-level authorization can be
ensured, the counterpart of authentication still needs to be
addressed. Accordingly, within the following section, different
approaches of service-level authentication within our context
will be described and considered.

VII. SERVICE-LEVEL AUTHENTICATION - APPROACHES

As in the previous section, this part is based on a theoretical
consideration of possible approaches to service-level authenti-
cation in the context of the BSI specifications and our partners’
reference architecture. With regard to the reference architec-
ture, the aim is to keep the overhead as low as possible by
using an appropriate service-level authentication. Accordingly,
it does not deal with technical implementations or the precise
flow of protocols, but references for more in-depth information
are given where appropriate. This is to give a rough overview.
The most critical points concerning authentication, which are
at the authors’ discretion, are highlighted. The sequence of
approaches builds on each other in specific parts and tries to
solve a posed problem of the previously mentioned approach.
In its simplest form, the handling of authentification can be
such that it is not taken into account. Instead, essential trust
is established within the system. Since this is questionable
under consideration of different security aspects to carry out,
different approaches follow now.

A. Hypertext Transfer Protocol

Within the Hypertext Transfer Protocol (HTTP), there are
two ways of authentication. One is the ”Basic Authentication”
and the other is the ”Digest Access Authentication”. In the first
variant, authentication takes place using credentials, and the
message is encoded using Base64. In this case, anyone can
read the message exchange. In the second variant, a challenge
is also introduced, in which a nonce and a checksum verified
at the end ensure that both parties know the secret [20], [21].
With this type of authentication and communication, sending
messages in plain text is particularly critical. As also described
in one of the publications of the BSI with regard to require-
ments to be implemented for critical communication paths
in Chapter 2 in the section of technical information security
number 33, encryption and authentication must be provided
when transmitting data of a critical service [17]. Therefore,
it is obligatory to disregard this type of authentication due to
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the non-existent encryption and consider its advanced security
variant of it.

B. Hypertext Transfer Protocol Secure

The Hyper Text Transfer Protocol Secure (HTTPS) con-
sists of the implementation of HTTP using Secure Sockets
Layer (SSL) or Transport Layer Security (TLS). According
to the minimum standard of the BSI for the use of Trans-
port Layer Security according to §8 paragraph 1 sentence 1
BSIG version 2.3 dated 15.03.2022, the recommendations of
the technical guideline TR-02102-2 Cryptographic Procedures
dated 24.01.2022 [22] must be complied with. Following this
technical guideline, TLS1.0, TLS1.1, SSL v2, and SSLv3
are not recommended. Instead, only TLS 1.2 and TLS 1.3
are recommended. Barabanov and Makrushin list six different
sources that declare mTLS as the most popular variant of au-
thentication for microservices [10]. As can be seen in Figure 7,
the use of HTTPS requires a certificate authority, which is an
anchor of trust. Basically, none, one, or both communication
partners can authenticate each other [23]. The latter is referred
to as mutual TLS (mTLS). The issuing and verification of
certificates take place within the certificate authority. But the
problem of key management must be overcome. Both recalls
and rotations must be made possible. The options to manage
this are not mentioned, but for the sake of completeness,
however, this aspect has been included. In addition, the use of
a PKI results in further obligations with regard to measures to
be implemented towards the BSI in the case of using a critical
infrastructure. Apart from the problems of key management
also mentioned above, PKI generates a certain overhead, which
is attempted to be avoided within the reference architecture in
this context. However, no additional PKI should possibly be
implemented. Therefore, it would also be possible to use JSON
web tokens (JWT) for authentication.

Fig. 7. Authentication with HTTPS.

C. JSON Web Tokens

A wide variety of information can be stored within
JWT [24]. Authentication can therefore be performed using

context/user information in particular. If the microservices
create and sign JWT themselves, a Public Key Infrastructure
(PKI) is also required. Otherwise, a Security Token Service
(STS) is introduced, which can issue new tokens and act as
an intermediary between two microservices. This process is
illustrated in Figure 8. In this case, when two microservices
communicate, a new JWT is used each time. Access con-
trols can be performed at the STS. JSON Web Encryption
(JWE) [25] should be used as the format of the tokens at this
point in order to meet the BSI’s requirements for encrypting
data in critical infrastructure [17]. As with HTTPS, other
things have to be taken care of. For example, the detection
of recalled or compromised tokens. Basically, JWT can also
be used in combination with mTLS, whereby certain security
aspects can be handled in each case. Basically, as with HTTPS,
the problem of increasing overhead also arises here. There
is another option for service-level authentication without the
additional need for another infrastructure, such as PKI or STS.
In that case, the Password Authenticated Key Exchange by
Juggling (J-PAKE) protocol is promising.

Fig. 8. Authentication with JWT.

D. Password Authenticated Key Exchange by Juggling

The J-PAKE protocol [26] belongs to the family of password
authenticated key exchange protocols. This protocol is used to
create a cryptographic key based on a shared secret, which is
used for further secure communication. No PKI or third party
is additionally needed. It also covers other security features.
For example, Perfect Forward Secrecy (PFS) is also required
by the BSI as a property when using TLS [22]. PFS describes
the property of the keys so that when a key is known, previous
and still later following keys cannot be determined [27]. For
the sake of completeness, other security features are also
only mentioned but can be traced in some detail within the
RFC [26]: Offline and online dictionary attack resistance and
known-key security.

However, since this protocol works on the basis of a com-
mon shared secret, one difficulty is how and when the services’
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secrets are created and propagated accordingly. A more in-
depth description of an implementation of the J-Pake protocol
in the context of an MSA with an example of using the Jadex
Active Components framework was given by Kai Jander et
al. [11]. A possible problem of this protocol within an MSA
is the level of awareness and the number of implementations,
as they do not seem to be very widespread in this case.
Especially in the enterprise area of an insurance company.
Nevertheless, according to the RFC, J-PAKE has been used
in applications such as Firefox sync, Pale moon sync, and
Google Nest products [26]. In addition, some protocols of this
family also have patents, which makes it difficult to use them,
and therefore extra new protocols have been developed [28].
The potential advantage of service-level authentication without
additional infrastructure and the fact that it fulfills certain
requirements of the BSI in the area of German insurances
should be enough to encourage further research in this area.

E. Summary

There are several ways to deal with the authentication
of service-level communication. Especially in the context of
German insurance or the special requirements of the BSI, it
should not be assumed that one’s own system will never be
compromised. Therefore, there should also be no basic trust
in the network, and the communication should be designed
accordingly and secure. For service-level authentication, it
would make sense to combine both JWT and mTLS so that, for
example, authentication can be guaranteed by JWT and further
context information can be sent. However, at the same time,
the message itself can also be encrypted by mTLS. Within a
large insurance company, a multitude of services exist, and the
existing system landscape has reached a certain level of com-
plexity. Therefore, the use of mTLS and JWT creates a larger
overhead since both a PKI and an STS have to be maintained at
the same time. In addition, there are also other problem areas,
such as key management. A suitable but, at the same time,
theoretical solution to the problem would be the use of the J-
PAKE protocol. This protocol enables authentication and the
additional creation of a secure communication channel without
the need for a PKI or other additional infrastructure. Therefore,
the use of J-PAKE seems promising and is recommended by
the authors. Nevertheless, more in-depth research, especially
on the practical application and also on compliance with
regulatory requirements, is needed when using the protocol in
an MSA with critical infrastructure within a German insurance
company. In addition, there are questions regarding the prac-
tical implementation and safeguarding of governance, which
should not be neglected. Finally, this approach should continue
to be considered until further commercial uses develop.

VIII. CONCLUSION AND FUTURE WORK

The security aspect is indispensable in any realization or
evolution of application architecture. Especially in Germany,
insurance companies have to fulfill legal requirements accord-
ing to the BSIG if general framework conditions are met,

and the resulting status of critical infrastructure is achieved.
Every two years, proof must be provided to the BSI that
the corresponding security standard is met. The BaFin is
responsible for the regulation of this proof. Our partners from
the insurance industry, thus, should still be compliant with
those requirements if adding a critical (defined based on BSI-
KritisV) system part based on RaMicsV.

For better guidance on authorization patterns from a confi-
dentiality perspective, authentication has also been included,
as the two security properties are usually close in terms of
implementation. Relevant points regarding the implementation
at the service-level and edge-level have been included. The
paper’s main focus was on the different patterns of service-
level authorization, which were considered and evaluated in
the context of our partners within the insurance industry. Fur-
thermore, approaches to service-level authentication were also
described, and their challenges were fundamentally addressed.

Finally, the advantages and disadvantages of the individual
patterns were weighed up. The pattern of choice depends on
the requirements for scalability and performance. In the con-
text of (grown) insurance and microservices, implementation
at the service-level seems the most appropriate. Furthermore,
the centralized pattern with the single or the embedded policy
decision point comes in closer selection due to the use of
the required ESB within RaMicsV. Approaches to service-
level authentication were also described, and their challenges
were fundamentally addressed. While mTLS seems to be the
common standard, PAKE protocols are promising and may
take on a larger role in microservices in the future than they
have in the past. Thus, an important part of the protection
goal confidentiality was addressed. Still, it also took another
step closer to answering the initially asked question: ”how to
help secure (insurance) business applications using potentially
several logical parts from RaMicsV, mainly including mi-
croservices combined with other typical insurance applications
technologies”?

Within this contribution, some guidelines for selecting pat-
terns regarding authorization and authentication at service- and
edge-level of critical infrastructure have been started and will
be continued within our future work. In addition, our future
work also deals with the approach of validity and consistency
of embedded policies. To continue to remain oriented towards
the protection goals, a prominent topic, service-to-service
authentication, will be addressed in more detail in future
work as well. In particular, the practical implementation of
the theoretical approaches will be considered. It will also
look at how the industry standard deals with this. Here,
the available options for implementing authentication will be
considered inside RaMicsV, and the respective advantages and
disadvantages will be weighed against each other. In particular,
the highlighted and recommended protocol J-PAKE will also
be considered in more depth. Both in terms of legal regulations
to be complied with in the context of critical infrastructures of
a German insurance company, as well as problems regarding
a practical implementation based on RaMicsV.
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Furthermore, relevant and current aspects of the broad
subject’s availability and integrity will then be evaluated one
by one to address later emerging security aspects of the MSA,
such as deployment options and resulting security domains.
The exact order is made in consultation with our partners
from the insurance industry, depending on current topics or
preferences.

Initial prototypes and proof of concepts have been devel-
oped and implemented for the reference architecture and were
described in previous publications [8] and [14]. While similar
work has not yet been done for the security domain from this
publication, the effort required to implement parts or all of
the reference architecture in a commercial system depends on
the existing SOA, specific functional requirements, and the
number of critical systems components to be implemented.
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Abstract—Cyberdefense mechanisms such as Network In-
trusion Detection Systems predominantly use signature-based
approaches to effectively detect known malicious activities in
network traffic. Unfortunately, constructing a database with
signatures is very time-consuming and this approach can only
find previously seen variants. Machine learning algorithms are
known to be effective software tools in detecting known or
unrelated novel intrusions, but if they are also able to detect
unseen variants has not been studied. In this research, we study
to what extent binary classification models are accurately able to
detect novel variants of application layer targeted cyberattacks.
To be more precise, we focus on detecting two types of intrusion
variants, namely (Distributed) Denial-of-Service and Web attacks,
targeting the Hypertext Transfer Protocol of a web server. We
mathematically describe how two selected datasets are adjusted
in three different experimental setups and the results of the
classification models deployed in these setups are benchmarked
using the Dutch Draw baseline method. The contributions of
this research are as follows: we provide a procedure to create
intrusion detection datasets combining information from the
transport, network, and application layer to be directly used
for machine learning purposes. We show that specific variants
are successfully detected by these classification models trained
to distinguish benign interactions from those of another variant.
Despite this result, we demonstrate that the performances of the
selected classifiers are not symmetric: the test score of a classifier
trained on A and tested on B is not necessarily similar to the
score of a classifier trained on B and tested on A. At last, we
show that increasing the number of different variants in the
training set does not necessarily lead to a higher detection rate
of unseen variants. Selecting the right combination of a machine
learning model with a (small) set of known intrusions included in
the training data can result in a higher novel intrusion detection
rate.

Keywords—Cybersecurity; network intrusion detection; anomaly
detection; binary classification; open-world learning.

I. INTRODUCTION

A partial and preliminary version of this paper was pre-
sented in [1]. In our increasingly digitized world, network
security has become more challenging as the Internet is
used for virtually all information operations, such as storage
and retrieval. The rat race between attackers and defenders
is perpetual as new tools and techniques are continuously
developed to attack web servers containing this information.
Tremendous problems for organizations and individuals arise

when legitimate users cannot access data due to cyberattacks.
Modern attacks are designed to mimic legitimate user behavior
and target vulnerabilities in application-layer protocols, such
as the Hypertext Transfer Protocol (HTTP). This mix makes
detecting them a challenging and complex task.

Defenders often use an Intrusion Detection System (IDS)
to perform the task of detecting intrusions. An IDS can be
viewed as a burglar alarm in the cybersecurity field [2]. It
monitors network traffic, aims to detect malicious activities,
and an alarm is triggered when this is the case. Generally
speaking, the two used methodology classes by these systems
are signature-based and anomaly-based [3]. A signature-based
detector compares observed network events against patterns
that correspond to known threats.

In contrast, anomaly-based detectors search for malicious
traffic by constructing a notion of normal behavior and flags
activities that do not conform to this notion. Where signature-
based is time-consuming but effective, anomaly-based often
suffers from a high false-positive rate. Within anomaly detec-
tion methods, Machine Learning (ML) algorithms are getting
more attention as they might overcome this problem.

The thought of using ML algorithms to detect intrusions
is not new. Various studies are performed on using ML
for detecting cyberattacks. Unfortunately, there is a striking
imbalance between the extensive amount of research on ML-
based anomaly detection techniques for intrusion detection
and the rather clear lack of operational deployments [4]. ML
algorithms are highly flexible and are adaptive methods to
find patterns in big stacks of data [5], but they seem better
at this task than discovering meaningful outliers [4]. Modern
cyberattacks often occur in large quantities and thus do not
entirely conform to the premise that patterns cannot be found
for these outliers. Therefore, using ML for the task of detecting
these attacks should be appropriate.

There appear two issues when looking at anomaly-based
ML research in intrusion detection [6][7]. Firstly, the per-
formance of most of these methods is measured on outdated
datasets [8]. This makes it hard to estimate the performance
of these methods on modern network traffic. A major issue is
that the composition of benign and malicious traffic in these
datasets does not represent modern real-time environments.
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Also, there used to be a lack of representative publicly
available intrusion detection datasets, but this lack was noticed
by the cyberdefense community and recently more intrusion
datasets have been generated [10]. Still, the available datasets
are often limited to features extracted from the transport and
network layer and lack application layer features. Thus, not all
attainable features are extracted in these datasets. Secondly, it
is not examined how supervised learning methods perform in
detecting novel variants of known attacks. The performance of
these methods is measured in either a closed-world learning
setting in which training and test classes are the same or an
open-world learning setting with unrelated attacks. However,
it is not tested how the methods perform in an open-world
setting with novel variants.

Similar to our previous work [1], the aim of this paper is to
study to what extent ML models are accurately able to detect
novel variants of known cyberattacks. To be more precise,
we use supervised binary classifiers to learn from a dataset
containing benign and application layer cyberattacks and we
evaluate them on their ability to detect unseen variants of these
attacks. In this work, we do not only focus on one cyberattack,
the Denial-of-Service (DoS) or its distributed form (DDoS) but
include a second variant: Web attacks. We examine how the
selected classifiers perform when using a single cyberattack
in the training dataset on this task. Afterward, we study the
effect of combining malicious variants in the training phase on
the performance of classifiers detecting unseen variants. The
results of this binary classification problem are benchmarked
using the Dutch Draw baseline method [9]. Furthermore, we
provide a procedure to transform raw network traffic data into
ML-usable datasets containing information from the network,
transport, and application layer. The code of this procedure is
publicly available [11].

The main contributions can be summarized as follows:
Firstly, we show that ML classifiers are to a great extent able
to detect known cyberattacks in a closed-world setting when
presented with sufficient data. Secondly, we show that there
are situations where these classifiers are able to detect a novel
variant when they are trained to detect a different variant.
However, this is not a two-way street: learning to detect attack
A and being able to also detect attack B does not imply that the
reverse is the case. Thirdly, we show that training on imbal-
anced data has an adverse effect on the evaluation performance
of some ML classifiers. We have demonstrated that variants
included in the CIC-IDS-2017 seem not identical to the same
variants in the CIC-IDS-2018. Finally, we demonstrate that it
is not necessary to use many variants to detect a novel attack.
Sometimes a few known attacks can already lead to the highest
detection rate.

The organization of this paper is as follows. Section II
gives a literature overview regarding detecting novel intrusions
with ML. Section III describes the selected datasets and
how they are modified into ML-applicable datasets and states
metadata about them. In addition, a set of ML models used
for conducting the experiments are given. Section IV outlines
the conducted experiments. Section V shows the results of the

conducted experiments. Finally, we conclude and summarize
in Section VI.

II. RELATED WORK

Detection of novel attacks with supervised learning tech-
niques has been studied before in the context of Transfer
Learning (TL). TL is an ML paradigm where a model trained
on one task is used as a starting point for another task.
[12] introduces a feature-based TL approach to find novel
cyberattacks by mapping source and target datasets in an
optimized feature representation. This approach is however
very dependent on a similarity parameter and the dimen-
sions of the new feature space. Therefore, [13] extended this
method by proposing another approach to automatically find
a relationship between the novel and known attacks. Both
of these approaches are tested on an outdated dataset and
it does not contain variants of a single cyberattack. In our
research, we are interested in the detection of novel variants
rather than novel variants. In [14], a Convolutional Neural
Network is used to detect novel attacks also in a TL setup,
but it is not studied if learning one specific attack affects the
detection of another novel variant. The experiments conducted
in our research resemble the experiments performed in [15]. In
their research, an intrusion detection method is introduced that
transfers knowledge between networks by combining unrelated
attacks to train on. More recent work focuses on applying
Deep Neural Networks in the context of TL for intrusion
detection tasks [16].

III. DATA

We discuss the procedure to convert raw network traffic
into usable intrusion detection datasets containing information
from the network, transport, and application layer for ML
purposes. The converted and extracted features are described
in detail so it is clear which features are included. Furthermore,
we provide metadata describing the final datasets. At last, the
classification models and their set of considered hyperparam-
eters are given for detecting novel variants.

A. Data Sources

A perfect intrusion detection dataset should at least be up-to-
date, correctly labeled, publicly available, contain real network
traffic with all kinds of attacks and normal user behavior, and
span over a long time [10]. The main reasons for a lack of
appropriate datasets satisfying these properties are (1) privacy
concerns regarding recording real-world network traffic and
(2) labeling being very time-consuming. However, synthetic
or anonymized datasets have been generated that satisfy some
of these ideal properties. It is therefore recommended to test
methodologies on multiple datasets instead of only one [4]. In
this research, we focus on the detection of malicious variants
and for that reason, we have selected the CIC-IDS-2017 [17]
and the CIC-IDS-2018 [18] datasets created by the Canadian
Institute for Cybersecurity (CIC). These datasets are correctly
labeled, publicly available, up-to-date, and contain several
malicious cyberattacks.
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B. Feature Extraction

The selected datasets are provided by the CIC in two
formats: a set of raw network traffic (pcap) files and a
set of files containing extracted features by a network anal-
ysis tool called CICFlowMeter [19]. These features mainly
describe network and transport protocol activities. However,
there are no features describing application activities. As this
study focuses on detecting application layer cyberattacks, it
is desirable to have a dataset also containing application layer
features. Therefore, we start with the raw internet traffic format
and have selected a feature extraction tool matching this
requirement.

The feature extraction tool used in this study is the open-
source network traffic analyzer called Zeek (formerly Bro)
[20]. Zeek is a passive standalone IDS and derives an extensive
set of logs describing network activity. These logs include an
exhaustive record of all sessions seen on the wire. Zeek was
also used as a feature extraction tool for the creation of other
popular network intrusion detection datasets, e.g., DARPA98
[21] from the Defense Advanced Research Projects Agency
(DARPA) and the UNSW-NB15 [22] from the University of
New South Wales (UNSW). Zeek has a good track record in
creating intrusion detection datasets and therefore an appro-
priate tool.

By default, Zeek generates a large set of log files, but not
all of them are required for this research. We limit ourselves
to the Transmission Control Protocol (TCP) entries given in
the connection logs (conn.log), describing network and
transport layer activity, and HTTP interactions given in HTTP
logs (http.log). These log files include entries showing
malicious activities. The entries in the connection log files
are transport-layer sessions, while the HTTP log file consists
of entry logs showing conversations between a client and a
web server. Entries between these logs are unilaterally linked
as each HTTP entry is assigned to a single connection entry.
Malicious activities that are not (D)DoS or Web attacks are
excluded as we only focus on these attacks.

C. Feature Engineering

We describe how the extracted features are converted into
ML-admissible features. This section states the additional cre-
ated features, which features are replaced for better extraction
of patterns, and how we smartly one-hot-encode categorical
features. We start with describing the feature engineering steps
in the connection log file and afterward do the same for the
HTTP log file.

a) Connection log: Zeek counts the number of packets
and bytes transferred in each connection. Table I shows
additional created features from these counters. A higher-
level statistic called the Producer-Consumer Ratio (PCR)
[23] shows the ratio between sending and receiving packets
between the hosts. In a TCP connection, an originator host is
an uploader if a PCR is close to 1.0 and purely a downloader
if it is close to −1.0.

The feature conn_state constructed by Zeek refers to the
final state of a TCP connection. This state is determined by

TABLE I. NETWORK LAYER ENGINEERED FEATURES.

Feature Description Type

orig bpp orig bytes
orig packets Float

resp bpp resp bytes
resp packets Float

PCR orig bytes−resp bytes
orig bytes+resp bytes Float

registering flags exchanged during the communication between
hosts. Looking only at the end of a connection implies that the
establishment and termination of the connection are merged.
Preliminary results showed that classifiers were better able to
find patterns in (D)DoS traffic when differentiating between
the establishment of a connection and the termination of it. On
this note, we replaced the conn_state feature with features
describing both ends of a connection. The 3-Way Handshake
is the correct way to establish a TCP connection before data
is allowed to be sent. This procedure is however not always
correctly executed and incorrect establishments can indicate
misuse. Hosts can terminate TCP connections gracefully, or
not. A graceful termination occurs when both hosts send a
packet with a final (FIN) flag. When a host sends a packet
containing a reset (RST) flag, it will abruptly end a TCP
connection, which is very common in practice. If neither is
the case, connections are in theory still open. In Table II, we
distinguish different establishment and termination scenarios
by looking at the exchanged flags between the hosts. Each
of these scenarios is included in the data as a binary feature.
Other Zeek connection log flags are one-hot-encoded for both
the originator and responder.

TABLE II. TCP CONNECTION ESTABLISHMENT AND TERMINATION
SCENARIOS.

Feature Description

S0 No SYN packet is observed
S1 Merely a connection attempt (SYN), but no reply
REJ1 A connection attempt but replied with a RST packet
S2 A connection attempt followed by SYN-ACK, but no final ACK
REJ2O Scenario S2 but originator sends RST packet
REJ2R Scenario S2 but responder sends RST packet
S3 Connection is established according to the 3-way handshake
WEIRD A connection attempt but none of the above cases were observed

OPEN A connection was established, but no FIN or RST flag is observed
TERM Connection gracefully terminated by originator and receive
CLSO Originator sends a FIN flag but receiver did not respond
CLSR Receiver sends a FIN flag but originator did not respond
RSTO Originator abruptly ends connection by sending an RST flag
RSTR Receiver abruptly ends connection by sending an RST flag

b) HTTP log: Communication in this protocol starts with
a client sending a request message to a web server and this
server will, hopefully, reply with a response message. Both
message types consist of a start-line, zero or more header
fields, an empty line indicating the end of the header fields, and
possibly a message body. The start-line of a request message,
called the request-line, contains three components: a method
(command), a path to apply this command on, and an HTTP
version indicating the version a client wants to use. Hosts must
agree on the HTTP version to use before they continue talking.
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If they did not agree on the HTTP version, a “−1” is imputed
to distinguish it from other versions.

The feature method, showing the command given in the
request message, is a feature showing the one-word command
given in the request line. Commonly used commands are
‘GET’, ‘HEAD’, ‘POST’, ‘PUT’, ‘DELETE’, ‘CONNECT’,
‘OPTIONS’, ‘TRACE’, and ‘PATCH’, but other commands
also exist. This categorical feature is one-hot-encoded to one
of those common commands to limit the number of options.
In case an uncommon command is given, it will be assigned
to a feature called method_other, while if no command is
given at all, it is assigned to method_-.

A web server applies a method on the Uniform Resource
Identifier(URI) stated in a request line. This URI can be parsed
in different components by a library called urllib [24]. Figure 1
gives an example of how this tool splits a Uniform Resource
Locator (URL) into four components. We extracted descriptive
statistics from each component by counting the number of spe-
cial characters (not letters or digits), the number of characters,
and the number of unique characters. A typical URI constitutes
three components: a path, a query, and a fragment. Statistics
are extracted for each of those components. For example,
one extracted feature called URI_path_len describes the
length of the path of a URI. In addition, Zeek extracts host
(only netloc), the referrer (all components), and these
descriptive statistics are also extracted for these features.

Figure 1. Example URL showing the four components parsed by urllib and
the component coverage of extracted features by Zeek.

Web servers process received request messages and reply
to them with a response message. In the status line of this
message is the agreed HTTP version stated and a response
code if the web server is able to process the request. The
response codes are grouped by their first digit. So, for example,
the error code 404 is assigned to the 4xx code. Furthermore, it
registered what type of data (e.g., application, audio, example,
font, image, model, text, or video) is sent by the web server
to the client or vice versa. This info is one-hot-encoded in a
similar manner as the method for both directions.

D. Final Dataset

The log files are merged into a single dataset after feature
engineering them. The resulting dataset consists of HTTP in-
teractions, while in contrast, the datasets provided by the CIC
consist of connection flows. Connection log features are added
to the HTTP entry features to combine application, network,
and transport layer features. This merge gives a dataset with a
total of 103 features. The CIC-IDS-2017 consists of 533,845
instances and the CIC-IDS-2018 has 9,595,037 instances.

Table III shows the distribution of the labels of the entries.
The benign/malicious ratio is roughly balanced for the CIC-

IDS-2017, while it is more imbalanced for the CIC-IDS-2018.
If we differentiate between cyberattacks, we observe that there
is a clear imbalance between the malicious classes. For exam-
ple, the Hulk (HTTP Unbearable Load King) attack generated
a lot more HTTP entries in comparison to a Slowloris or
GoldenEye. The same can be observed for Web attacks. The
Brute Force and XSS web attacks are more occurring in the
dataset than the SQL injection attack.

TABLE III. CLASS DISTRIBUTION OVER THE HTTP ENTRIES.

CIC-IDS-2017 CIC-IDS-2018

Class Type Amount Percentage Amount Percentage

Botnet DDoS 736 00.28% 142,925 04.28%
GoldenEye DoS 7,908 02.97% 27,345 00.82%
HOIC DDoS 0 00.00% 1,074,379 32.15%
Hulk DoS 158,513 59.48% 1,803,160 53.95%
LOIC DDoS 95,683 35.90% 289,328 08.65%
SlowHTTPTest DoS 1,416 00.53% 0 00.00%
Slowloris DoS 2,245 00.84% 4,950 00.15%

266,501 100.00% 3,342,807 100.00%

Brute Force Web 7,311 79.93% 13,144 54.02%
SQL Injection Web 12 00.13% 57 00.23%
XSS Web 1,824 19.94% 11,134 45.75%

9,147 100.00% 24,335 100.00%

Benign - 258,197 48.37% 6,252,950 65.00%
Malicious - 275,648 51.63% 3,366,422 35.00%

533,845 100.00% 9,619,372 100.00%

E. Models

Four ML algorithms are selected for our classification
problem: Decision Tree (DT), Random Forest (RF), K-Nearest
Neighbors (KNN), and Gaussian Naive Bayes (GNB). A grid
search approach is performed to find the optimal hyperpa-
rameters for these algorithms. Table IV shows the considered
parameters for each model. The optimal set of parameters for
each model is used on the test dataset by selecting the highest
F1 score achieved on a validation set. As there was a limited
amount of computational time, the hyperparameter space of
computationally expensive models like KNN is smaller than
simpler models like DT.

TABLE IV. HYPERPARAMETERS OPTIONS FOR THE SELECTED
CLASSIFIERS.

Model Scikit Parameter Options

GNB var smoothing 1e-200
DT criterion [Gini , Entropy]

splitter [Best, Random]
class weight [None, Balanced]
max features [Auto, None, Sqrt, log2]

RF criterion [Gini, Entropy]
class weight [None, Balanced]
max features Auto
n estimators [10, 50, 100, 250]

KNN n neighbors 5
algorithm [Ball Tree, KD Tree]

IV. EXPERIMENTAL SETUP

In this section, we elaborate on the conducted experiments.
Three different experimental setups were created in which we
tested ML models to detect cyberattacks. Before we elaborate
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in detail on those three setups, we start with mathematical
preliminaries, how it is split into the train, validation, and
test sets, and how we turned each experiment into a binary
classification problem. After describing the experiments we
will discuss how the models are evaluated and tested against
a benchmark method named the Dutch Draw.

A. Preliminaries

Suppose we have an intrusion detection datasetX consisting
of M instances and K feature values each. Without loss of
generality, we assume X ∈ RM×K . Say S := {1, 2, . . . ,M}
are the indices of the instances. We assume that each of
those instances is labeled. Each instance s has a corre-
sponding label ys. Let y := {y1, y2, . . . yM} be the vector
containing all labels. The datasets consist of Benign traffic
and a set of malicious cyberattack variants. Therefore, let
C := {n, p1, p2, . . . pL} be the set of possible values each
instance yi could have as label. Here, label n is the Benign
label, and {p1, p2 . . . , pL} is the set of different cyberattack
labels included in our data. Let B := {s ∈ S|ys = n}
be the set of instances that are of the Benign class and let
Pk := {s ∈ S|ys = pk} indicate the instances that have
malicious class pk as a label.

B. Train-Test split

It is common practice in ML to split a dataset into two
non-overlapping sets: a training set and a test set. Binary
classification models use the training set to learn a relationship
between the response variables and the explanatory variable.
Let us denote Strain as the instances that are assigned to the
training dataset and Stest as the instances that are assigned to
the test dataset. It should hold that Strain, Stest ⊂ S with the
property that Strain ∩ Stest = ∅ , |Strain|+ |Stest| = M and
we should select a ratio R such that |Strain| · R = |Stest|.
Typically, R is selected in such a way that there is an 80:20
train-test ratio. As we investigate stochastic and deterministic
prediction models, the train and test procedure is repeated
multiple times to get a proper average performance for these
models.

There are multiple classes in the dataset, so we have added
another requirement for the train-test split: we want to have a
similar class distribution in both the training dataset as well
as the test dataset. This is also known as stratified sampling.
The train-test split of the instances should match the class
distribution of the original dataset as closely as possible:

|Strain ∩ Pk|
|Strain|

≈ |Stest ∩ Pk|
|Stest|

∀k ∈ {1, 2, . . . , L}.

Furthermore, we enforce that there are at least two observa-
tions of each class selected to make hyperparameter tuning
possible.

C. Hyperparameter tuning

In Section III-E, we discussed the considered hyperparam-
eters for the selected ML classifiers. Selecting the right hy-
perparameters is vital for good performance. Hyperparameters

are compared by taking the average performance of the ML
models tested on different validation datasets. Train-validation
splits are created in the same manner as the train-test split. The
hyperparameters yielding the highest F1 score are selected to
test the models on the testing dataset.

D. Setups

The classification problem at hand could be a multiclass
classification problem when L > 1. We will, however, treat
each problem as a binary classification problem by mapping
all malicious classes towards a single label pMalicous when
y is presented to the model to train on and when evaluating.
The classifiers are tested on these datasets in three different
experimental setups:

1) Detecting Known Attacks: Firstly, we study to what
extent the selected classifiers are able to detect known attacks
in a closed-world learning setting. The achieved detection rate
by the different ML models could indicate an upper bound to
the novel detection rate of the corresponding malicious class.
To test this, the training data and the evaluation data contain
the same two classes: Benign and one malicious variant. More
specifically: the training dataset for this first experiment T1,k

consists of instances given to a model:

T1,k = (B ∪ Pk) ∩ Strain.

And we evaluate the performance of the models on the
following test set E1,k on which we evaluate:

E1,k = (B ∪ Pk) ∩ Stest.

For example, we let a model train to distinguish Benign from
Hulk and test on the same two classes.

2) Detecting Novel Variants: Secondly, we examine to what
degree classifiers are able to detect a novel variant when the
training dataset only contains Benign traffic and one different
variant. For example, we let a classifier train on distinguishing
Benign from Hulk entries and evaluate the trained model on a
test set containing Benign and LOIC (Low Orbit Ion Cannon).
Both the Hulk and LOIC labels are converted to one Malicious
label, to keep the binary classification setting. This experiment
shows us how similar the novel test attack is to the known
training attack. Let us define T2,i as the training instances:

T2,i = (B ∪ Pi) ∩ Strain.

In contrast to the previous experiment, the included malicious
instances are not from the same class and the test dataset E
consists of instances:

E2,j = (B ∪ Pj) ∩ Stest.

When i = j holds, we simply get the same results as
experimental setup 1.

3) Class Importance to Detect Novel Variants: Finally, we
study what we call class importance: how crucial is including
a variant in the training dataset on the novel cyberattack
detection performance? Does learning on a combination of
multiple attacks help identify novel variants? We look at
combinations of cyberattacks in the training set and test the
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trained model on detecting a novel attack. For example, we
train on Benign and a combination of attacks such as LOIC
and Hulk entries and test on a dataset containing Benign and a
different novel attack such as SlowHTTPTest. More formally,
let us first select an evaluation dataset E3,j containing variant
pj :

E3,j = (B ∪ Pj) ∩ Stest.

Now, we want to find which set of malicious variants leads to
the highest novel cyberattack (pj) detection rate. Say P(S)
is the powerset of set S. By definition, the powerset of a
set is the set of all subsets. So, the considered cyberattack
combinations in the training dataset for novel attack pj are
derived as follows:

Cj := P(C \ {n, pj}) \ {∅}

The empty set is excluded from this powerset as there needs
at least one cyberattack to be included in the training dataset.
Suppose we take now a random cyberattack set c ∈ Cj . Let
us define the set of instances having a label included in this
set c as C := {s ∈ S|ys ∈ c}. Then the training dataset of this
third experiment T3,c is:

T3,c = (B ∪ C) ∩ Strain.

With this formulation, we can study which set of known
variants c ∈ Cj leads to the highest novel cyberattack pj
detection rate.

E. Evaluation Metrics

In our classification task, the positive class represents ma-
licious instances while the negative class represents benign
entries. Let us denote ys ∈ {0, 1} as the actual label of an
instance s where 0 is the negative class and 1 represents the
positive class. A confusion matrix is constructed by comparing
the binary predictions ŷ of a classifier with the actual labels y.
This 2×2 dimensional matrix contains four base measures: the
number of true positives (TP ), the number of true negatives
(TN ), the number of false positives (FP ), and the number
of false negatives (FN ). TP and TN show the number of
instances that are correctly predicted, while FP and FN two
show the number of mistakes. These four measures form the
basis of any binary evaluation metric.

The performance of a binary classification model is quanti-
fied by one or more evaluation metrics, which are a function of
one or more base measures. The considered evaluation metric
to test the selected classifiers is the F1 score, which is the
harmonic mean between recall and precision. Recall is the
ratio of intrusions the classifiers were successfully able to
detect, while precision is the ratio between the true positives
and the number of positively predicted instances. Hence:

Recall =
TP

TP + FN
, Precision =

TP

TP + FP
.

Taking the harmonic mean between those two gives the F1

score, which is defined as:

F1 =
2

Recall−1 + Precision−1
=

2 · TP
2 · TP + FP + FN

For cyberattacks aiming to exhaust a resource, it is better
to have a low false alarm rate than a high recall as it is
not necessary to block all malicious traffic. We simply want
to prevent the resource from being overloaded and prevent
blocking legit HTTP requests. This makes the task at hand
different in contrast to detecting intrusions in general as there
the cost of a false negative is higher. Still, optimizing only
precision is not desirable. Therefore, the F1 score is an
appropriate middle ground as it optimizes the harmonic mean
of those metrics. When data is imbalanced, this score is more
suitable than accuracy as it corrects this imbalance.

F. Dutch Draw Baseline

Stating the evaluation metric scores of the selected clas-
sifiers makes it possible to compare their performances. It
does, however, not indicate what the scores themselves mean
without some frame of reference. Baselines help interpret
results as models can only be considered appropriate when
outperforming them. Therefore, we have selected the Dutch
Draw (DD) [9] as this baseline method helps in comparing the
performances of the selected ML models. This method gives
as a baseline value the score of the optimal random classifier
that is input-independent. The selected evaluation metric to
compare classifiers is the F1 score and it follows from [9]
that the corresponding DD baseline is given by:

2P

2P +M
.

To construct a baseline for a test dataset E, the number of
positives is given by P = |E \ (B∩Stest)| and M = |Stest|.

V. EXPERIMENTAL RESULTS

Now, we show the results of the three experimental setups
performed in this research. The results of the experiments were
gathered by testing the selected classifiers on 20 different train-
test splits for the CIC-IDS-2017 and 10 different for the CIC-
IDS-2018. Furthermore, as the CIC-IDS-2018 is very large
and there was limited computational time, a subset of the
data was used for hyperparameter tuning. For the DT and RF
techniques, 10% was randomly selected for hyperparameter
tuning. As the KNN model, with the selected hyperparameter
options, is computationally very expensive, we were limited
to only using 1% (randomly) of the training data for hyperpa-
rameter tuning. The same percentage of data was required in
the training process to be able to evaluate this model in a rea-
sonable time. For the CIC-IDS-2017, no subset sampling was
required for training purposes. In our experiments, we have
performed multiple hold-out-cross validation splits with each
split an 80/20 split in a random manner. Before splitting the
data, all redundant features (features with only 0 values) are
removed as these features do not contain any new information.
In the training set, a validation set (20%) is randomly selected
to obtain the best hyperparameters for each model.
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A. Detecting Known Attacks
ML classifiers were tested on whether they were able to

distinguish benign HTTP interactions from interactions that
were labeled with a predefined known cyberattack by training
and testing on the same classes. We start with discussing the
results for the Web attacks and afterward show the results for
(D)DoS attacks. Table V shows the average F1 scores for the
selected ML models and the corresponding standard devia-
tions. Here, each row corresponds to the selected cyberattack
for the setup (Pk). The relatively lowest scores are highlighted
in red. It can be observed that almost in all scenarios the
classifiers outperform the Dutch Draw baseline, for which we
have taken the average expectation over all train-test splits.
For the CIC-IDS-2018, we observe that the GNB and KNN
model outperform the Dutch Draw baseline, but the scores
were relatively low. Here, the models were not able to detect
any of the SQL injection instances in all train-test splits. All
other setups indicate that the ML models were able to find
patterns to distinguish normal traffic from a malicious variant.

TABLE V. EXPERIMENT 1 F1 SCORES OF CLASSIFIERS DETECTING
KNOWN WEB ATTACKS.

CIC-IDS-2017 DD GNB DT RF KNN

Attack Exp Mean Std Mean Std Mean Std Mean Std

Brute Force 0.0536 0.5711 0.0034 0.9994 0.0008 0.9994 0.0003 0.9983 0.0005
SQL Injection 0.0001 0.9500 0.2236 0.8419 0.2690 0.8833 0.2484 0.0833 0.2059
XSS 0.0139 0.9044 0.0065 0.9975 0.0033 0.9950 0.0022 0.9901 0.0043

CIC-IDS-2018

Brute Force 0.0042 0.8108 0.0059 0.9994 0.0003 0.9996 0.0002 0.9861 0.0018
SQL Injection 0.0000 0.0134 0.0006 0.8834 0.0591 0.8655 0.0834 0.0000 0.0000
XSS 0.0035 0.9977 0.0009 0.9998 0.0003 0.9999 0.0002 0.9927 0.0027

The same analysis is performed for (D)DoS attacks. Table
VI shows the average F1 scores if classifiers were tested on the
task of detecting known (D)DoS attacks. It can be observed
that in almost all scenarios the considered models were able to
learn the relevant characteristics of the considered attacks. One
exception is the GNB model that was trained and tested with
the on the SlowHTTPTest attack. This model obtained a high
recall (0.997), but a poor score on its precision (0.154). Even
though the model is able to detect most malicious instances,
there were many false positives.

TABLE VI. EXPERIMENT 1 F1 SCORES OF CLASSIFIERS DETECTING
KNOWN (D)DOS ATTACKS.

CIC-IDS-2017 DD GNB DT RF KNN

Attack Exp Mean Std Mean Std Mean Std Mean Std

Botnet 0.0057 1.0000 0.0000 0.9971 0.0046 0.9998 0.0008 0.9909 0.0076
GoldenEye 0.0577 0.9972 0.0010 0.9997 0.0002 1.0000 0.0000 0.9983 0.0006
Hulk 0.5511 0.9990 0.0002 0.9999 0.0000 1.0000 0.0000 0.9999 0.0000
LOIC 0.4257 0.9999 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
SlowHTTPTest 0.0108 0.2339 0.2065 0.9955 0.0042 0.9956 0.0031 0.9874 0.0046
Slowloris 0.0171 0.9013 0.0078 0.9976 0.0016 0.9969 0.0023 0.9929 0.0035

CIC-IDS-2018

Botnet 0.0437 0.9998 0.0001 1.0000 0.0000 1.0000 0.0000 0.9974 0.0011
GoldenEye 0.0087 0.9919 0.0006 0.9843 0.0010 0.9914 0.0004 0.9536 0.0051
HOIC 0.2558 0.9964 0.0001 0.9964 0.0001 0.9964 0.0001 0.9961 0.0002
Hulk 0.3658 0.9999 0.0000 1.0000 0.0000 1.0000 0.0000 0.9997 0.0000
LOIC 0.0847 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
Slowloris 0.0016 0.9876 0.0018 0.9982 0.0012 0.9986 0.0007 0.9586 0.0054

B. Detecting Novel Attacks with One Attack Learned
Let us relax the closed-world assumption: What if our

trained algorithm sees a different variant of the learned at-

tack? Figure 2 shows the average F1 scores achieved by the
classifiers in this experiment when detecting Web attacks. The
diagonal of this matrix shows the F1 scores of the closed-
world assumption, also obtainable from Table V, while the
off-diagonal values were the scores of detecting novel attacks.
We can observe that the GNB model is not able to detect
all Brute Force attacks. Surprisingly, a high score is obtained
when this model is not trained on the Brute Force attack but
on the XSS attack.

Figure 2. Experiment 2 average F1 scores for the CIC-IDS-2017 to detect
known and novel Web attacks.

If we now look at the results extracted from the CIC-IDS-
2018 dataset, we see a difference in comparison to the CIC-
IDS-2017. Figure 3 shows that the DT model is very useful to
detect a Brute Force attack when trained on the SQL injection
and is also able to detect the XSS when using the Brute Force
attacks. The scores here were actually higher on the diagonal
for the CIC-IDS-2018 than the CIC-IDS-2017.

Figure 4 shows the average F1 scores achieved by the
classifiers when detecting novel and known (D)DoS attacks.
The diagonal of this matrix shows again the F1 scores of the
closed-world assumption, also obtainable from Table VI, while
the off-diagonal values were the scores of detecting novel
attacks. We observe in this open-world learning setting that
Botnet attacks were hard to detect in this setting, and neither
can they easily be used to detect other variants. However, there
were situations where classifiers were able to detect novel
variants. This is, however, not symmetrical: learning attack
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Figure 3. Experiment 2 average F1 scores for the CIC-IDS-2018 to detect
known and novel Web attacks.

A and finding attack B does not mean it works also the other
way around.

Let us now look at the results of the CIC-IDS-2018 dataset
containing Benign instances and (D)DoS attacks. Figure 5
shows the results of the same experimental setup performed
on the CIC-IDS-2018. Similar results were observable on the
diagonal: ML algorithms were indeed able to detect attacks
it has trained on. In these results, it is less apparent that
learning one (D)DoS attack leads to the model being able to
detect another attack. Only a few combinations of train and
test attacks were successful. For example, learning the HOIC
(High Orbit Ion Cannon) with the KNN model results in high
scores for testing on the LOIC and the Hulk. Results showed
that classifiers such as DT and RF were not able to learn
sufficiently from the training data as a striking class imbalance
between benign and the attack led to low performance. Still,
the same observation as in the CIC-IDS-2017 is apparent:
when training on attack A and being able to detect B, it does
not imply the reverse also holds.

Despite the 2017 and 2018 datasets having the same cyber-
attacks, the HTTP interactions of the attacks are not identical.
Figure 6 shows the results of the selected ML classifiers
trained to detect a Web cybervariant of the CIC-IDS-2017
and tested whether the classifiers were able to detect CIC-
IDS-2018 Web variants. We observe that there is no clear
consistency between the ML models and whether they are

Figure 4. Experiment 2 F1 scores averages for the CIC-IDS-2017 dataset to
detect known and novel (D)DoS attacks.

able to detect known or novel attacks. Again, we see there
are no symmetric results observable in the heatmap. It is
not conclusive that the Web attacks in the CIC-IDS-2017 are
identical to the CIC-IDS-2018.

Figure 7 shows the results of the selected ML classifiers
trained to detect a (D)DoS variant of the CIC-IDS-2017 and
tested whether the classifiers were able to detect CIC-IDS-
2018 (D)DoS variants. It can be observed that in almost no
situations the classifiers were able to do so. An exception here
is the Slowloris attack, which has actually a high performance
on all models except the GNB. This indicates that despite the
datasets containing the same attacks, HTTP interactions were
not necessarily identical.

C. Learning on a Set of Variants to Detect a Novel Variant

In our last experiment, we study which combination of
cyberattacks in the learning phase results in the highest novel
detection rate. Table VII shows the results when classifiers
were trained on one or more Web variants to detect a novel
Web variant. In bold is indicated the highest score obtained
by the models and in the last column, the set of attacks that
resulted in the bold score is stated. We observe that, for both
datasets, the KNN is practically useless to detect novel Web
variants. The Brute Force attack is always used in the training
dataset to achieve the highest novel detection rate.

The same procedure and analysis were performed for the
(D)DoS variant. Table VIII shows the results of the classifiers
using a set of attacks to learn from and the corresponding
combination of attacks that led to the highest performance.
Despite the fact that models can use more attacks to detect
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Figure 5. Experiment 2 F1 scores averages for the CIC-IDS-2018 dataset to
detect known and novel (D)DoS attacks.

TABLE VII. EXPERIMENT 3 HIGHEST OBTAINED F1 SCORE FOR EACH
MODEL BY TRAINING THEM ON MULTIPLE INTRUSIONS TO DETECT A

NOVEL WEB ATTACK.

CIC-IDS-2017 DD DT GNB KNN RF Train Set Opt Model

Brute Force 0.054 0.202 0.967 0.000 0.100 {XSS}
SQL Injection 0.000 0.257 0.400 0.000 0.000 {Brute Force, XSS}
XSS 0.014 0.144 0.140 0.000 0.327 {Brute Force}

CIC-IDS-2018

Brute Force 0.004 0.600 0.767 0.000 0.152 {SQL Injection, XSS}
SQL Injection 0.000 0.366 0.236 0.000 0.318 {Brute Force}
XSS 0.004 0.438 0.735 0.000 0.200 {Brute Force, SQL}

a novel variant, it is not necessarily the case that this yields
the highest detection rate: even a few cyberattack classes were
enough to obtain the highest performance. It can be observed
that for the CIC-IDS-2017 the KNN model is dominantly
getting the highest average F1 scores, while for the CIC-IDS-
2018 it is the GNB model. In neither case does the RF model
outperform other models, which is unexpected as this model
outperforms other models in detecting known attacks. For the
CIC-IDS-2017 dataset, the Hulk attack is almost always used
to obtain the highest scores with the least number of attacks
required. The strong imbalance affects the learning process
of the DT and the RF, similar to the results in experiment
2. These models could have been improved by downsampling
benign entries so that the training classes were balanced.

Figure 6. Experiment 2 F1 average classifier scores when trained on the
CIC-IDS-2017 Web attacks and tested whether they were able to detect

CIC-IDS-2018 Web attacks.

TABLE VIII. EXPERIMENT 3 HIGHEST OBTAINED F1 SCORE FOR EACH
MODEL BY TRAINING THEM ON MULTIPLE INTRUSIONS TO DETECT A

NOVEL (D)DOS ATTACK.

CIC-IDS-2017 DD DT GNB KNN RF Train Set Opt Model

Botnet 0.006 0.460 0.291 0.000 0.000 {Hulk, LOIC, Slowloris}
GoldenEye 0.058 0.664 0.476 0.821 0.782 {Hulk}
Hulk 0.551 0.870 0.986 0.997 0.833 {GoldenEye, LOIC}
LOIC 0.426 0.949 0.998 0.999 0.999 {Hulk}
SlowHTTPTest 0.011 0.240 0.181 0.399 0.100 {Hulk, Slowloris}
Slowloris 0.017 0.878 0.860 0.601 0.874 {Bot, Eye, Hulk, HTTP}

CIC-IDS-2018

Botnet 0.044 0.000 0.000 0.000 0.000 -
GoldenEye 0.009 0.290 0.862 0.773 0.100 {LOIC, Hulk, Slowloris}
HOIC 0.256 0.000 0.853 0.500 0.000 {LOIC, Hulk}
Hulk 0.366 0.899 0.999 0.997 0.986 {GoldenEye, Slowloris}
LOIC 0.085 0.100 0.288 0.985 0.000 {HOIC}
Slowloris 0.002 0.539 0.922 0.837 0.000 {GoldenEye}

VI. CONCLUSION

This research provides a procedure to construct intrusion
detection datasets combining multiple layers with the tool
Zeek. Zeek generates a set of extensive log files and two
of them are selected to create an ML-admissible dataset
for the detection of cyberattacks. This procedure to create
such a dataset is not limited to only these protocols but can
be extended to also combine other protocols, such as TCP
connection with File Transfer Protocol interactions.

The aim of this research was to test to what extent ML
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Figure 7. Experiment 2 F1 average classifier scores when trained on the
CIC-IDS-2017 (D)DoS attacks and tested whether they were able to detect

CIC-IDS-2018 (D)DoS attacks.

classifiers are able to detect novel variants of known intrusions.
A set of classifiers were applied in three different experimental
setups and we studied their ability to detect variants. The
focus of this research was to study the detection of variants
of (D)DoS and Web attacks, but the same analysis can be
performed on variants of another cyberattack. It has been
shown in the first experiment that ML classifiers are to a great
extent able to detect known (D)DoS attacks in a closed-world
setting. For the Web attacks, the classifiers were not in all
situations able to distinguish benign from malicious variants.
Especially detecting SQL Injection instances with a GNB or
KNN model was not accurate.

In the second experiment, it was observed that there are
scenarios in which classifiers are able to detect a novel variant
when trained on a different variant. Detecting novel variants is
however not a two-way street: learning to detect attack A and
being able to also detect attack B does not have the property
that it is symmetrical. We have observed that for the CIC-IDS-
2017 dataset the classifiers had a higher novel detection rate
for (D)DoS variants than the results achieved on the CIC-IDS-
2018. This was remarkable as the CIC-IDS-2018 contained
similar attacks and more instances. It has been shown that the
attacks are, however, not identical between the two datasets.
Only the Slowloris seemed to have similar results between the
datasets.

The third experiment showed that it is not necessary to use

many malicious variants to detect a novel attack. Sometimes
a few known attacks can already lead to the highest detec-
tion rate. Looking at the results of the (D)DoS attacks, DT
and RF perform poorly in detecting novel attacks. The high
imbalance in the training data caused this effect. The GNB
model seemed more robust against this high imbalance in the
training dataset and still achieved reasonable detection rates.
For Web attacks, the results varied much between the model
and cyberattack variant combination. The KNN model turned
out to be effective in detecting known Brute Force and XSS
attacks but was useless to detect novel Web attacks.

To sum up, this research shows that ML algorithms can,
when sufficient training data is presented, detect cyberattacks
almost as well as signature-based approaches, but also have
the capability to detect novel variants. Selecting the right
combination of an ML model with a (small) set of intrusion
classes included in the training data can result in a higher
novel intrusion detection rate.
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Abstract—The rising digitalisation introduces many useful
features, as a result of, which the vulnerability for cyber attacks
increases. Internet of Things devices and networks can be used
to monitor and process sensitive data but at the same time they
often are not hardened against threats. This can subsequently
put personal data at risk. In this paper the capabilities of an
approach to combine artificial intelligence and static analysis in
an intelligent Intrusion Detection System for Internet of Things
networks are evaluated. The development of static and dynamic
methods for attack detection in networks is additionally dis-
cussed. The architecture follows a layer-based concept. Methods
of classic security analysis and artificial intelligence are therefore
deployed in a modular manner. For the extraction of important
features a block-based approach has been developed, in which the
calculated entropy of the network traffic is used in the extraction
process. Detailed insights into the methodologies to analyse port
and address information as well as used tools like Snort and
Snorkel are given respectively. The metadata of the network
traffic and extracted features are then used in combination to
further improve the performance of anomaly detection and attack
classification. The various models and algorithms utilised in this
process are also shown in detail. This approach demonstrates that
the security of Internet of Things environments can be enhanced
with the deployment of an intelligent Intrusion Detection System
that uses combined methodologies of static analysis and artificial
intelligence.

Keywords—Intrusion Detection; Network Security; Internet of
Things; Artificial Intelligence; Machine Learning; Deep Learning.

I. INTRODUCTION

The methods and procedures presented are based on the
publication ”Design and Implementation of an Intelligent and
Model-based Intrusion Detection System for IoT Networks”
published at IARIA CLOUD COMPUTING 2022 [1] and are
shown in more detail. The goal is to provide a deeper insight
into the development of an intelligent Intrusion Detection
System (iIDS) that goes beyond the original paper and thus
also provides an extension to the latest research results.

Demographic change is a particular challenge worldwide.
One consequence of demographic change is an ageing popu-
lation. However, because of the now higher life expectancy,
the risk of illness for each older person is also increasing [2].
For this reason, measures must be taken to enable the ageing
population to live more safely.

Ambient Assisted Living (AAL) is used to improve the
safety of people in need of assistance. AAL refers to all
concepts, products and services that have the goal of increasing
the quality of life, especially in old age, through new technolo-
gies in everyday life [3]. The iIDS described is part of the
publicly funded research project Secure Gateway Service for
Ambient Assisted Living (SEGAL). Within SEGAL, a lot of
sensitive information such as heart rates, blood sugar or blood
pressure are measured and processed. This kind of sensitive
data is required in order to enable people in need of care
to live in their familiar environment for as long as possible.
To address this problem an AAL service is to be developed
within the research project SEGAL. The purpose of the AAL
service is to process the recorded data from Internet of Things
(IoT) devices and send it via the Smart Meter Gateway
(SMGW) to the AAL data management of the responsible
control center from the AAL-Hub. The SMGW is a secure
communication channel, as a certificated communication path
is used for the transmission of the recorded data [4]. However,
the exchange of data between IoT devices and AAL hub is
not necessarily to be considered secure and can be seen as
a target for attacks. Therefore, it is necessary to secure the
communication between IoT devices and the backend system
to prevent manipulation of the transmitted data. In this case,
the iIDS is used to protect sensitive recorded data, as it is
intended to detect possible attacks.

The increasing need for security is not limited to the health-
care sector. All IoT networks can be targets for various attacks.
The Federal Criminal Police Office of Germany states in one
of their reports that these networks can be used by malicious
actors to amplify Distributed Denial of Service (DDoS) attacks
[5]. The following case is a prime example mentioned in this
report. In September 2019 Wikipedia’s server infrastructure
has been targeted with a DDoS attack that has likely been
conducted by IoT devices and was therefore unreachable for
several hours. These devices are not only used to perform
attacks but can also be the target. In 2018 the number of
attacks against Symantec’s IoT honeypot has averaged to 5200
per month targeting mainly routers and cameras [6]. Their
report also shows that approximately half of the usernames and
passwords used in attacks are present in the Top 10 ranking.
This greatly increases the attack surface and may further bring
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the attention of threat actors to IoT devices.
The individual layers of the iIDS are designed to be easily

integrated into cloud structures. This allows cloud to take
advantage of flexibility and efficiency to monitor network
security optimally. Therefore, security services can be scaled
depending on the circumstances [7]. In addition, the cloud
offers the possibility to improve new innovative Artificial
Intelligence (AI) security analytics and adapt them to the
supervision of different networks.

In [8] the architecture of the iIDS has been presented
initially. The implementation of the intelligent and model-
based iIDS, including the explanation of attack detection
methods is further described in detail.

The structure is organised as follows: Section II describes
the related work. Section III presents the architecture of the
iIDS. In Section IV the rule-based modules of iIDS are
described in detail. Section V deals with the Explorative Data
Analysis (EDA), while Section VI describes data preprocess-
ing, required for AI modules. The developed AI based modules
are shown in Section VII, followed by a conclusion and an
outlook on future work in Section VIII.

II. RELATED WORK

In recent years, AI methods have been increasingly used
in many different sectors including the healthcare sector. For
the increasing number of IoT networks, possible cyber attacks
needs to be detected reliably and conscientiously to guarantee
security. Different approaches are used for the respective iIDS.

As Vinayakamur et al. [9] show deep learning approaches
like self-taught learning can be an improvement for Intru-
sion Detection System (IDS). Also, Anomaly Detection (AD)
approaches are commonly used. The usage of a bit-pattern
technique for deep packet analysis is therefore one useful
approach as Summerville et al. showed in [10]. McDermott
et al. [11], on the other hand, use a deep learning approach
to detect botnets in IoT networks. They developed a model
based on deep bidirectional Long Short Term Memory using
a Recurrent Neural Network. Burn et al. [12] are using a deep
learning approach for detecting attacks, in which they use a
dense random neural network.

The approach for the SEGAL iIDS differs in some aspects.
On one hand, we use common network analysing methods
further described as static methods and on the other hand we
use state of the art AI approaches to detect anomalies and
classify attacks. The previous mentioned approaches can detect
anomalies, but none of them can classify attacks. Our goal is
to achieve a false positive rate as small as possible by using
AI algorithms and static based models.

Therefore, two major research questions are to be answered:
• RQ 1: Can AI and static analysis be sustainably imple-

mented in practice-oriented iIDS in AAL environments?
• RQ 2: How can static and dynamic methods be developed

and combined to improve network attack detection?
The goal is to answer the identified research questions by

presenting procedures and techniques for achieving advanced
network observation.

III. ARCHITECTURE

The architecture of the iIDS consists of 5 layers, with
an Observation Layer as its basis and an Action Layer as
top layer. The organisation of the individual layers and their
connections are shown in Figure 1.

Figure 1. Architecture of the Intelligent Intrusion Detection System [8]

The Observation Layer, also called Data Collection Layer
(DCL), implements the capturing and conversion mechanism
to monitor network traffic and to extract the required trans-
mission information. All data is also stored in a database for
later usage. On top of the DCL, several rule-based modules
are implemented to analyse and filter probably malicious
traffic with static network observation methods. Also, the data
preparation for the upcoming AI-based modules is part of this
section. The third layer locates the different AI modules used
to detect intrusions and to classify the type of attack. A deeper
insight into these methods will be given in Section VII. All
modules, rule-based and AI-based, are designed to return an
assessment over their predicted outcome. In the penultimate
layer, all the return values are evaluated and the probability of
an intrusion will be calculated. Based on this calculation and
through additional information for example, from the classifier
in the third layer, the last layer can deploy dedicated security
actions to prevent or limit damage to the system. Possible
countermeasures could be notifications to an administrator, the
shutdown of a connected device, or the interruption of the
internet connection as a final action.

To get a lightweight and expandable system, all major
components, like the iIDS itself, the AI-based modules, or
the database, are deployed in their own Docker containers and
can be managed independently.

IV. RULE-BASED MODULES

As mentioned in Section III, the rule-based modules are
part of the second layer in the presented architecture. They
act as a first security barrier and are capable to give feedback
on security issues based on observed network metadata of
different ISO/OSI network model layer.

A. Analysing Port Information
Two modules are implemented to analyse the network’s port

information. The first one allows monitoring the individual
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port usage. With an analysis of the network packages, the
commonly used ports of the network participants can be
discovered, which enables the ability to whitelist these ports.
In reverse, packages, which do not have at least a whitelisted
source or destination port number will be treated as a possible
malicious package and an intrusion assessment value for the
subsequent evaluation will be addressed to the next layer. The
second module is designed to discover port scan attacks. The
purpose of a port scan is to evaluate the open ports of a target
system, which can be used to set up a connection. Despite a
port scan may not be an illegal action, it is often used to get
information about a target for later attacks. Because of this
common intention and their easy execution with open-source
software like Nmap [13], port scans can be treated in certain
cases as threat indicators.

There exist multiple ways of conducting port scans. SYN
scans, ACK scans and FIN scans use TCP packets with the
according TCP flag set. Packets of NULL scans have no flags
set while XMAS scans set the FIN, PSH and URG bits.
Another possibility to determine open ports is to complete the
three way handshake and close the connection immediately
afterwards. There are also scans that use UDP and ICMP
packets for reconnaissance [14].

One method to detect them is to monitor the network traffic
and to define a threshold for the number of received packets
from a source. Whenever within a specified time frame this
threshold is exceeded by packets with the identically set TCP
flags, it can be assumed that a port scan is conducted against
the network. The source is determined by the source IP address
of the packet. This threshold has to be adjusted to the regular
network traffic in order to minimise false positives [14].

Another way of detecting port scans is proposed by Aniello,
Lodi and Baldoni [15]. This approach combines three results
of analysis into a rank. This rank is then compared to a
defined threshold to determine if a scan is conducted. One
step in this calculation is the determination of the entropy of
failed connections from one source. For trustworthy sources
this value will be near 0 while connection from scanners
will be near 1. This is based on the way connections are
established. A scanner will change either the destination
IP address or the destination port with each request thus
pushing the entropy value closer to 1. With this method-
ology the entropy value is calculated the following way
where x = source IP address, y = destination IP address,
p = destination port and failures(x, y, p) = number of failed
connections from x to y with destination port p [15].

N(x) =
∑
y,p

failures(x, y, p) (1)

stat(x, y, p) =
failures(x, y, p)

N(x)
(2)

EN(x) = −
∑

y,p(stat(x, y, p) log2(stat(x, y, p)))

log2(N(x))
(3)

For the SEGAL iIDS both methods of these approaches
are combined to get more consistent results while avoiding as
many false positives as possible. The initial calculation of the
entropy has been altered as described in equations (4) and (5)
to fit the extended approach. First the number of packets from
one source are categorised based on the layer 4 protocol of the
ISO/OSI model and the set TCP flags. If the number of packets
in one category exceeds the previously defined threshold, it is
considered possible that the source is conducting a port scan.

Subsequently, the entropy value of the suspicious pack-
ets is determined with slightly adjusted calculations where
suspicious(x, y, p) denotes the number of suspicious packets.
If this value is close enough to 1, the iIDS assigns these
packets to a scan.

N(x) =
∑
y,p

suspicious(x, y, p) (4)

stat(x, y, p) =
suspicious(x, y, p)

N(x)
(5)

EN(x) = −
∑

y,p(stat(x, y, p) log2(stat(x, y, p)))

log2(N(x))
(6)

B. Analysing Address Information

Part of the captured data from the Data Link Layer and the
Network Layer is the address information. The data link layer
and the network layer represent layers 2 and 3 in the ISO/OSI
model and contain the necessary metadata to transmit network
packets to a host in a destination-oriented manner. Based on
the unique MAC-Address and the allocation of a static IP
the trusted network members can be verified. A comparison
of this information can be achieved by using whitelisting or
blacklisting procedures. To further enhance security also the
state of the dynamic host configuration protocol is analysed for
violations of thresholds, such as IP range limits. The obtained
information is also used to support the AI-based modules and
provides important indicators for the Action Layer to defend
against attacks.

C. Snort

Snort is a free network intrusion detection system (NIDS)
and a network intrusion prevention system (NIPS) developed
by Martin Roeasch. By using Snort it is possible to protocol IP
packets and to analyse data traffic in real time [16]. The basis
for pattern recognition is the Aho-Corasick algorithm [17].

Rules are the foundation of Snort’s functionality. A distinc-
tion is made between two parts of the rule. These two parts
are a general Rule Header and a more detailed specification
by Rule Options. The header specifies the IP addresses and
ports that are to be examined in more detail. In case of a
detected signature, the Rule Header also defines the reaction
to be performed. The Rule Options define further details of
signatures and actions in case of detected intrusions. All rule
options can be assigned to four different categories [18].
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• general: In these options information about the rule can
be found. However, these options have no effect on the
detection.

• payload: These options are used to search for data within
the payload. The options can also be linked with each
other.

• non-payload: These options are used to search for non-
payload data.

• postdetection: These options are rule-specific triggers.
They are used after a rule was applied.

Snort is going to be used alongside the other static modules
in the second layer of the SEGAL iIDS. To detect possible
attacks, all recorded network traffic is compared against the
configured rules. For the SEGAL iIDS, the community rules
are used, which are a collection of rules submitted by members
of the open source community or Snort integrators. Since the
community rule sets are constantly maintained, Snort is able to
quickly adapt to new attacks. This enables the SEGAL iIDS
to react permanently and quickly to new threats. The rules
are used to define malicious network activities. If a match is
found against the rules, an alert is sent about the security issue.
Snort can be considered one of the first security barriers for
this reason.

V. EXPLORATIVE DATA ANALYSIS

EDA provides a statistic insight into a given data set, enables
the recognition and visualisation of dependencies, outliers and
anomalies, and forms the basis for further feature extractions
[19].

A. Data Insights

The used data set for training and testing the AI-based mod-
ules is based on a laboratory replica of a smart home (SHLab)
that delivers network data from common IoT devices. Table I
shows the scope of the used data set based on different labels.
Two-thirds of the data are packages from normal daily data
traffic, one-third are attack packages. Most of the malicious
data are DDoS attacks, divided into SYN-, PSH-ACK-, FIN-,
ICMP- or UDP-floods, but also WiFi-Deauthentication attacks
are included.

TABLE I
COMPOSITION OF THE USED DATA SET

Intrusion Class Packages
Normal Data 908355
Wi-Fi-Deauthentication Attack 32049
DDoS Attacks 468769

— SYN-Flood 147849
— FIN-Flood 27408
— PSH-ACK-Flood 20971
— ICMP-Flood 185058
— UDP-Flood 87483

Combined Dataset 1409173

The SEGAL iIDS focuses on the analysis of network
metadata. Since it is not always possible to collect information
about the payload due to cryptography, meta information such
as payload size and others are captured. Overall, 192 different

data features are processed. This includes the address and
port information mentioned in Section IV and, furthermore,
data from the Transport Layer, for example, the TCP flags or
checksums.

Figure 2. Feature Correlations

A correlation analysis allows a better insight into the
correlations between important features. How well the features
fit together is indicated by the correlation coefficient. The
coefficient scales from – 1 to 1, whereby a value of 0 indicates
no correlation between two features and -1 and 1 both indicate
a strong linear correlation. Figure 2 shows a correlation matrix
of the most important metadata.

One of these important features is the packet length. A
comparison of normal data and attack data showed that attack
packages have in average a significant lower packet length.
Furthermore, the evaluation revealed that the trivial common
DDoS attacks don’t change the packet length over the attack
time span. Another feature is the data offset of TCP packages,
which is an indicator for the header size containing the position
of the payload in a packet. In addition to a shorter packet
length, a more detailed insight showed that attack packages
also have a shorter header length, which leads to a smaller
data offset. DDoS attacks aim to flood their target with a
large number of packages. To achieve this, it is useful to
have the bare minimum of packet size. This contains a small
payload size and the least amount of header options, resulting
in a small data offset. These and several additional network
characteristics, such as port, flag, protocol information, are
examined in order to be able to derive sustainable input for
the iIDS modules.

B. Feature Extraction

For the extraction of new features from the data set two
different concepts were developed. Both approaches derive ad-
ditional information from the temporal context of the network
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packets. However, a distinction is made here as to when or
to what extent network packets are measured at the node.
In both processing methods, the incoming network packets
are aggregated into small blocks of different characteristics
further called as block-based approaches. Hereby the data is
ether combined to a specific number of packets measured on
the order of arrival on the node or measured on passing the
node in specific time windows.

Quantity-Blocks: Combines the data captured by the obser-
vation level of the iIDS to equal sized blocks calculated on a
specific count value.

Time-Window-Blocks: Combines the data captured by the
observation level of the iIDS to equal sized blocks based on
fixed time frames.

In principle, both the quantity-blocks and the time-window-
blocks approach can be used for networks of all sizes. De-
pending on the type of system, both methods are differently
suited and thus have both advantages and disadvantages. In
a low-volume network, the quantity-block approach may be
too slow to trigger a timely response from the iIDS. Due
to time differences in the arrival of network packets, long
waiting times may occur until the desired block size is reached.
In this case, the time-window-block approach would allow a
more continuous analysis and a faster reaction. However, it
can generally be said that the best results were achieved by
a combination of both approaches. In the example just given,
the time-window-block approach is able to compensate time
delays. By combining the two approaches, the time-window-
block approach can be used for a preliminary analysis until
there are enough packages for a quantity-block analysis.

To detect network attacks the incoming packets of each
local network member is separated by destination IP or MAC
addresses. These packets are then processed by both methods
and combined to quantity- and time-window-blocks. This
allows a device-specific analysis of the network traffic (Figure
3). Through this combined concept time-based correlation
can be used for each device to extract additional features
to enhance AI-based attack pattern recognition. This modern,
unconventional approach makes it possible to find new clas-
sification patterns and integrate them into the analyses of the
iIDS.

Figure 3. Feature Generation Process

These block-based classification features can be extracted
through an analysis based on stochastic methods. Figure 4
shows for example the analysis of payload entropy based on
the SHLab network device communication.

Entropy can be seen as a measure of uncertainty. The higher
the distribution of values, the higher the value of entropy as a
measure of this distribution. The highest value is reached when
the dispersion of the values takes on an uniform distribution

Figure 4. Source IP Address Entropy Comparison Between Normal and
Malicious Network Traffic

over all possible outcomes [20]. The calculation of the entropy
of a feature is based on the formula developed by Claude
Shannon, also known as Shannon entropy [21]. The probability
that a certain feature value occurs is specified by the parameter
pi. The individual calculated values are subsequently summed
up. The parameter m equals to the number of packages in
a quantity- or time-window-block. The result represents the
entropy of a feature within a block.

H1 = −
m∑
i=1

pi · log2 pi (7)

In the example shown in Figure 4, the entropy is the measure
of the distribution of the source IP addresses. In more detail,
the entropy indicates how scattered the source IP addresses of
a block are. The possible outcome in this example is the scope
of recorded source IP addresses. A high entropy value of a
block indicates that the packets in a block originate from many
different communication partners. Conversely, a low value
indicates a limited variety. Figure 4 shows that in the case of
an attack, the IP address entropy compared to the normal data
traffic increases. To maximise the damaging effect, flooding
attacks, such as the SYN flood shown here as an example, are
usually carried out by different hosts simultaneously. During
an attack, the source IP addresses are more evenly distributed
over the entire recorded source IP addresses, and this leads
consequently to an increased entropy.

VI. DATA PREPROCESSING

Preprocessing the data is also performed on the second layer
along the rule-based modules. Data preprocessing consists of
cleaning, labelling, encoding, normalisation and standardisa-
tion of the captured data.

A. Encoding

The encoding of the captured package data is an important
step for later usage. The captured network information like the
MAC or IP addresses but also the different protocol types are
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stored in a database. Another already mentioned reason for
encoding parts of the data is to make it accessible for the AI
modules. The majority of models require specific data types.

In order to ensure these requirements, two possible solutions
were evaluated. The first one was to exclude this data from
later usage. This is not a suitable option because of the
importance of the information for the classification. To make
the information usable for the AI-based modules a label
encoding function is used. Label encoding replaces the distinct
categories, i.e., the unique MAC addresses, with a numeric
value. Through this, the specific value is lost, but the overall
correlation is still valid, which is important for Machine
Learning (ML) usage.

B. Cleaning

Missing data and NaN values are an additional problem for
most AI models. Due to the huge variety of protocols used
in network traffic the entries in the data set often contains
empty fields. In example, an IPv4 package has no specific
IPv6 information and vice versa. Features with more than
20% missing data entries are removed from the data set,
because no meaningful statistical interpolation parameters can
be calculated from the limited data stock, which can fill the
missing gaps without significant errors. This doesn’t apply for
all network values. Therefore, for the other features, we use
different interpolation methods based on the specification of
the feature to deal with missing data. This includes the use of
mean and median interpolation for the empty data fields.

C. Normalisation and Standardisation

Feature scaling is an often-done step in the data prepro-
cessing phase of most AI-based models. It is not an essential
requirement and not all algorithms benefit in the same way
from this process. However, it can lead to better learning
performance.

There are two major ways to perform feature scaling:
Normalisation and Standardisation. The normalisation, also
often called min-max-scaling, converts the original range of
individual features to a general scale for all features. A
common interval for this scale is [0, 1] [22]. Figure 5 shows
an example of Min-Max-Scaling of ports.

The standardisation shapes the feature values in the pro-
portion of a normal distribution. The mean value of the
normal distribution is calculated over the elements of a feature.
Unlike normalisation, the interval limits are not given values.
However, the standard deviation from the mean value is used
to set the scale for the feature rescaling. Standardisation is
often used for data with a natural standard distribution [22].

D. Snorkel

Snorkel is a framework for labelling AI training data based
on the work of Alex Ratner [23]. The proposed solution is to
enable the developer to implement labelling functions, which
programmatically imply rules to label the data.

The implementation process starts by aggregating the data
over 10 second time intervals. As already mentioned in Section

Figure 5. Comparison of Original and Normalised Data

V-B this is necessary to improve the performance of the
AI-based modules and Snorkel is able to benefit from this
procedure too. Figure 6 illustrates how the size of the time
interval affects both the runtime and the accuracy of Snorkel.

Figure 6. Impact of the Time Interval Size on the Runtime and Accuracy of
the Snorkel Training Process

Figure 6 shows the average runtime of a training run
over the entire data, when the recorded network packets are
summarised over a 1 second intervals. Thereby, an average
accuracy of approximately 70% is achieved. By increasing the
time interval, the runtime of the Snorkel model can be reduced
and the accuracy can be increased. With a time interval
between 3 and 10 seconds, the accuracy of the Snorkel model
stabilises at approximately 90%. However, longer intervals
lead to a decrease in accuracy. Since the accuracy is almost the
same with a time interval between 3 and 10 seconds, a 10-
second interval is used in the further development. Another
advantage of the 10-second interval is that the runtime of the
Snorkel model can be reduced by approximately 90%.

The aggregated data is used to generate specific indices for
each intrusion class. Most flooding attacks don’t change their
parameters during an attack, therefore the assumption is that
the most common parameter subsets belong to flood packages.
For a TCP flood, this leads to an index with the destination
port and the packet length as parameters. This approach is
also flexible enough to handle continuous new data from the
SHLab without the need for changes. Trained on the data
set mentioned in Section V-A Snorkel is able to classify all
aggregated entries with an accuracy of 90-95%.
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The difficulty is to find a classification model with two
important properties. The first requirement is a good training
result with the aggregated and labelled data delivered from
Snorkel. The second requirement is a high accuracy on nor-
mal network data delivered from the SHLab. To test these
requirements different classification models are used.

VII. AI-BASED MODULES

AI enables the consistent analysis of complex data through
the use of special architectures and deep learning techniques.
In the following, the two architectures of the developed neural
networks are presented. As shown in Figure 1, the AI-based
modules are located in the third layer of the architecture. Three
different modules are developed, whereby two are used to
detect anomalies and one for attack classification. The first
module for AD is implemented through the use of an neural
network, which is based on our previous publication where
we described the theoretical approach. The second module
relies on the use of binary trees to isolate anomalies. The
last module is trained to classify attacks and is based on a
pretrained VGG19 [24] Convolutional Neural Network (CNN).

A. Anomaly Detection

To detect an attack there are two major ways, Signature
Detection (SD) and AD. The advantage of SD is that known at-
tacks can be detected very fast and with a high degree of preci-
sion. The downside is that this method needs a well-maintained
database with historical and actual attack signatures. This
leads to a higher administrative burden and consequently, the
system would be more costly. The AD avoids this disadvantage
by monitoring the network and building a reference for the
usual daily traffic. This allows the AD to recognise new and
unknown attacks, which would be overlooked by a SD-based
system. But due to this characteristic, the AD is also prone to
false-positive alarms because changes of the network traffic,
for example, by bigger updates, can exceed the normal frame
of reference.

1) Autoencoder-Anomaly-Detection-Model: To detect
anomalies, a special neural network architecture called
Autoencoder is used. Their specific process logic allows the
neural network to learn without any supervision. Autoencoder
are useful tools for feature detection and dimensionality
reduction. Autoencoder reduce a given input to a lower
dimensional space. This has the consequence that the most
important network information is elaborated. From this point
on a reconstruction process is started to extrapolate the
original input from the so called bottleneck, as shown in
Figure 7.

After the training phase, the Autoencoder has learned to
reconstruct the input information based on the reduced infor-
mation in the bottleneck. This means the reconstruction error
of an extrapolated package compared to the input package on
learned representations is small. In reverse, the reconstruction
of an attack package, which is not part of trained behaviour
differs compared to reconstruction error of normal network
traffic. Based on the characteristics of the reconstruction error

Figure 7. Basic Architecture of a Deep Autoencoder

we can calculate the probability of an network anomaly.
However, the Autoencoder cannot specify the specific kind
of attack. This means classification models are good enhance-
ments.

2) Isolation Forest: In addition to the Autoencoder, an
Isolation Forest (IF) Model is currently under development to
extend the existing iIDS. The IF is another AI-based method
for the unsupervised detection of anomalies in the monitored
network. Combined with the results of the Autoencoder, this
allows for potentially higher accuracy in detecting anomalies
in network traffic. To detect these anomalies, the IF relies
on two basic properties that must be present. The anomalies
should only make up a small part of the data. Furthermore, the
values of the anomaly should differ substantially from those of
the normal data. Based on these properties, the anomalies are
isolated from the normal data by the IF algorithm. Similar
to a random forest, the IF is based on a set of decision
trees. These decision trees are also called isolation trees.
During the training process of the model, random subsets
from the captured network traffic are passed to the different
isolation trees. The partitioning of these subsets are then
carried out by the usage of a random feature selection based
on the captured network metadata. The result of the training
process is a set of differently trained isolation trees, which
together form the IF. The probability of whether a packet is
an anomaly or not is expressed by an anomaly score. Due
to the aforementioned property of anomalies that they differ
substantially from normal data, the anomaly is usually isolated
near the root of the isolation tree, as shown in Figure 8. A
short path from the root node to the decisive leaf, indicates an
increased probability that the examined package is an anomaly.
Conversely, a longer path is more likely to indicate normal
network traffic. The anomaly score can thus be derived from
the path length and is calculated by averaging all path lengths
of the different isolation trees [26] [27].

An advantage of IF is the performance of the AD. Especially
in networks with high network traffic, a fast processing of
the packets is a decisive criterion in order to be able to
initiate appropriate steps in a timely manner. However, like
the Autoencoder mentioned above, the IF can only detect
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Figure 8. Architecture of an Isolation Tree [25]

malicious network traffic but not classify it in more detail.
A more precise classification is therefore still necessary.

B. CNN-Classification-Model

Through a precise classification of threats, we gain ad-
ditional information, which can be used to deploy counter-
measures in the Action Layer. The used classification model
is based on the VGG19 Model, which was developed by
the Visual Geometry Group of the University of Oxford. A
schematic illustration of the VGG19 architecture is shown in
Figure 9.

Figure 9. Architecture of the VGG19 Model [28]

The model consists of 16 convolutional layers with a filter
size of 3x3 pixels. As shown in Figure 9, the convolutional
layers are reduced by 5 maxpooling layers with a window
size of 2x2 pixels. After the final reduction, the image data
is further processed by 3 fully connected layers. The first
two layers work with 4096 channels. For the third layer, the
number of channels was reduced to 1000. The architecture
of the CNN is completed by a final layer, which features a
soft-max activation function [24].

1) CNN: The implementation of the classifier followes
the assumption that the conversion of network packages into
images can lead to better classification performance. Based
on [29] there are 3 different approaches under development
for the transformation process of the network data into RGB
images. As Figure 10 illustrates, the transformation for all
three approaches is based on the same data set. To obtain
comparable results, regardless of the approach, the model is
used for classification.

Figure 10. Overview of the RGB Image Transformation Process [29]

The first approach is based on the transformation of the pay-
load data of the respective packet transmitted as an encrypted
byte stream. The result of the transformation is a squared
RGB image. For the transformation, the basic requirements
of the VGG19 CNN for the image to be analysed must be
observed. The first requirement is that the image must be in a
square format. Also, all images need a minimum width of 32
pixels. Since the analysed picture is an RGB image with three
separate colour channels, the minimum results is a 32x32x3
matrix with at least 3072 values. However, since payload
data varies greatly in size, the transformation process would
also result in images with different resolutions. Since this
violates the requirements of the model, all fields of the matrix
are initialised with 0. This can be seen as a representation
of a completely black image with the necessary minimum
dimensions. The individual colour channels, red, green and
blue, are each represented by one byte for each pixel. Since
the payload data is transmitted as a byte stream, these bytes
can be written into the matrix without further processing to
replace a portion of the fields previously initialised with 0.
This matrix is then transformed into an RGB image that can
be classified by the VGG19. Figure 11 shows three results of
this transformation process.

Figure 11. RGB Images based on the Payload Transformation Approach [29]

In contrast to the first approach, the second approach in-

93

International Journal on Advances in Security, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/security/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



cludes not only the user data but also the corresponding header
information of the packets in the transformation. The general
procedure of the transformation does not change, but the
header information must be converted in advance. The reason
for this is that the string and integer values of most header
information exceed the necessary value range of 0 to 255 for
the transformation. As aforementioned, this range represents
the 8 bits for each RGB colour channel. As described in
Section VI-A all non-numeric values had to be transformed
before rescaling. Based on this, a normalisation with an Min-
Max-Scaler was performed. Different to the procedure in
Section VI-C the range for the Min-Max-Scaler was set to
0 – 255. After rescaling the header information, all values are
now within the necessary value range. The header information,
each one byte in size, can now be written into the previously
declared matrix together with the payload data using the same
procedure as in the first approach. However, the images created
after the transformation differ only minimally in the number
of pixels from the RGB images shown in Figure 11.

The last approach for creating the RGB images for the CNN
focuses exclusively on the use of the header information. As
described in the second approach, the header information must
first be rescaled. Afterwards, the header information can be
transformed into an RGB image as also known from the first
approach. In contrast to the transformation of the payload data,
only a few pixels can be extracted from the header information
for the RGB image. However, since the minimum dimensions
still apply, the majority of the resulting image would be
black. To counteract this problem, the initialised matrix is
completely filled for each network packet by repeating the
header information. Figure 12 shows three results of the third
approach, which are significantly different from those of the
payload transformation.

Figure 12. RGB Images based on the Header Information Transformation
Approach [29]

First tests with this classification model delivered promising
results. However, further tests with larger and more heteroge-
neous data sets are necessary to verify these results.

VIII. CONCLUSION AND FUTURE WORK

The presented architecture provides the basis for the imple-
mentation of the static and AI-based methods for the SEGAL
iIDS. The conceptual design of SEGAL iIDS is to combine
different network monitoring methods in such a way that they
can be operated both locally and in the cloud. The static
methods are analysing information of the recorded network
traffic. This allows the SEGAL iIDS to detect possible attacks

in the network and alert about these security issues. The static
methods also include the analysis of the port information. The
analysis is done by categorising the number of packets. In the
same layer as the static analysis, EDA and data preparation are
performed. The gathered information of EDA derives the most
relevant features for the subsequent AI modules. Data prepro-
cessing prepares the data set for the usage in static and AI
modules. Different AI algorithms are implemented. The first
module is used to detect anomalies using a special architecture
of neural networks. By dimension reduction of the input space
and subsequent extrapolation from the smaller dimension
space, network anomalies can be detected by analysing the
reconstruction error expression. The development of an IF
Model is expected to further improve AD. This approach is
used to isolate anomalies from the normal data. Randomly
sub-sampled network data is processed in a tree structure.
Any samples that go deeper into the structure of the tree
are less likely to be anomalies because multiple cuts are
needed to isolate the samples. Otherwise, samples that end
in shorter branches indicate anomalies because it was easier
for the tree to separate them from other observations. The
combination of these two AD methods empowers the SEGAL
iIDS to detect anomalies in network traffic with increased
accuracy. The second module is used for the classification of
attacks. Here, data blocks are processed by time and number
to create RBG image data. The CNN can then classify network
attacks based on certain patterns within the image data. The
data processing steps and data analysis methods described
in the paper show that static and dynamic methods can be
developed and combined in practice to provide better network
monitoring. The presented iIDS differs from conventional
IDS by the modular structure and also by the outsourced
preprocessing. Due to the planned module layers, the iIDS to
be developed can be used in different application areas without
problems. The outsourcing of preprocessing allows the iIDS
to be used on the different systems without performance loss.

In the future, a more detailed evaluation layer is to be
developed. In order to achieve the desired improvement, an
algorithm will be developed to enhance the aggregation of
the static and AI-based module results. Due to these changes
the SEGAL iIDS should be able to find even more appro-
priate countermeasures for detecting attacks. Furthermore, the
already existing static and AI-based modules should be further
expanded. In the case of the static modules, the detection logic
is to be improved, whereby more attacks will be detected
by the SEGAL iIDS. With regard to AI-based modules, the
classification of the detected attacks should be improved. Thus,
attacks detected by iIDS can be better classified. Deep package
inspection is also to be used in the SEGAL iIDS allowing
monitoring, analysing, filtering and marking of all data packets
in the network.
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Abstract— In this study, to make it easy for everyone to
distinguish the right information from the wrong information,
we suggest a new framework (Secure Publication Subscription
Framework) that defines the reliability of publishers and provides
it to subscribers. Nowadays, services like blogs and social media
make available large amounts of information easily. On the other
hand, there is a lot of unreliable information on the Internet. It
is difficult to distinguish between true and false information.
This problem is known as fake news and has become a serious
problem. To solve this problem, we suggest a new framework for
publishers and subscribers. The framework allows subscribers
to easily confirm the authenticity of information by registering
publishers and subscribers, and tracking publishers’ reputation
via a reputation score, guaranteeing the quality of the information
that subscribers view. In this study, we show a proof of concept
of a simple Secure Publication Subscription Framework and
confirm that it is possible to implement a framework with
the proposed functionality. We also confirm that the reputation
score can be used as an indicator of the reliability of the
information by using 1000 randomly generated articles within
the framework. In addition, We also proposed three models of
how to incorporate multiple Arbitrators to be considered when
realizing this framework.

Keywords-dissemination; publication; social networking; authen-
ticity of information; reputation score.

I. INTRODUCTION

In our previous research [1], we proposed a Secure Publica-
tion Subscription Framework that allows subscribers to easily
confirm the authenticity of the information and provides the
publisher’s reputation score. It consists of three parts, Pub-
lisher, Arbitrator, and Subscriber. The Subscriber can request
the information challenge to the Arbitrator, and the Arbitrator
verifies data truthfulness. A reputation score describes the Pub-
lishers’ truthfulness and is increased or decreased according to
the authenticity of the Publishers’ information. We conducted
experiments to confirm that the reputation score can be an

This study is supported by JSPS KAKENHI Grant Number 21K11888 and
Hitachi Systems, Ltd.

indicator of the reliability of the Publishers. In this paper, we
also include a model with multiple Arbitrators, considering the
construction of a practical system. We propose three models
for setting multiple Arbitrators. The merits, demerits, and
conditions under which they should be used are discussed for
each mechanism, reinforcing the realism of this framework.

In recent years, Internet technologies have made great
progress, with the population of Internet users increasing
rapidly. Thanks to services like blogs and social media, anyone
can get a large amount of information easily. Nowadays, we
can be aware of what is happening around the world, no matter
where we are.

On the other hand, there is a lot of unreliable information
on the Internet. It is difficult to distinguish between true
and false information. This problem is known as fake news
and has become a serious problem. Fake news is fabricated
information that mimics news media content in form but not
in organizational process or intent [2]. It is not just a prank,
but a serious problem. As an example, during the 2016 United
status presidential election, fake news was highly used and had
a big impact on Twitter [3] [4].

To solve this problem, we suggest a new framework for
publishers and subscribers. This framework allows subscribers
to easily confirm the authenticity of information by registering
publishers and subscribers, guaranteeing the publisher of the
information that subscribers view, checking the information
challenge from subscribers, and providing the publisher’s
reputation score that increases or decreases as a result of the
authenticity of the information.

This framework consists of three parts, Publisher, Subscriber
and Arbitrator. The main role of the Publisher is publishing
articles or news. The Subscriber registers with the Publisher
and subscribes for publications. The Arbitrator provides the
Publisher’s reputation and verifies the information challenge
from the Subscriber.

The paper is organized as follows. Related work is in-
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Figure 1. Secure Publication/Subscriber Architecture

cluded in Section II. Section III describes our proposed
secure publication/subscription reference model. Section IV
describes a proof of concept implementation of the reference
model. Section V describes two experiments used to track the
performance of the proposed publication/subscription model.
Section VI presents the performance results and discussions.
Section VII proposed three models for how to incorporate
multiple arbitrators to be considered when implementing this
framework, and discusses the advantages and disadvantages
of each model. Section VIII summarizes our studies and
addresses directions we are pursuing as follow up to this work.

II. RELATED WORK

Previous research on publication/subscription systems have
covered various areas, such as security, confidentiality and
scalability.

Nakamura and Enokido [5] focused on a peer to peer
publication/subscription model where multiple topics are sup-
ported. In that work, they propose a subscription initialization
protocol to ensure that peers not authorized to have access
to topics do not have access to them. They do not address
the quality of the information exchanged within topics. In
contrast, our framework addresses information quality on a
generic publication/subscription architecture, not necessarily
requiring a peer to peer model.

Salem [6] addresses the problem of authenticating users of
a pub/sub system containing a message broker in a privacy-
preserving way. The proposal supports mutual authentication
in a scalable way, and may be adopted by pub/sub systems
with a broker. In contrast, our work does not focus on
anonymity of publishers/subscribers, although our pub/sub
model could be adapted to include a broker, if necessary.

In Srivatsa [7], a secure event dissemination protocol is
proposed where encryption and authorization keys are used
on top of an IP network that does not provide confidentiality
nor integrity of data. In contrast, although our pub/sub model
supports integrity verification of data, our focus is on the
control of the quality of data published.

Bovet and Makse [4] describe an information ranking mech-
anism to fight unreliable (spam) data in a pub/sub system
model with a broker reference architecture. They propose to
rank information as a way to avoid blacklisting. However, their
ranking system is still based on participants’ voting. Although
the purpose of the research is similar to ours, our solution to
control quality of disseminated data is based on an arbitrator
that is supposed to be able to verify data quality on specific
domains, rather than relying on voting.

III. SECURE PUBLICATION/SUBSCRIPTION

This section describes the operation of the Secure Publica-
tion Subscription Framework in detail.

Figure 1 describes our proposed secure publica-
tion/subscription system architecture. Multiple publishers
provide signed data contents to consumers, or subscribers.
Data content quality is tracked by an independent quality
arbitrator. The quality arbitrator provides publishers’
reputation to subscribers. Also, the arbitrator may receive
data truthfulness challenges from subscribers.

A. Sec Pub/Sub Components

Figure 2 illustrates how Publishers provide signed data
contents. Publishers also produce a digest of the data content
using standard asymmetric cryptography, using their private
key to ensure data integrity.
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Figure 2. Signed publishing

Figure 3 illustrates publisher/subscriber interfaces. The sub-
scriber requests subscription services from a publisher and
receives the publisher public key used to verify data authen-
ticity. Once the subscription service has been agreed upon, an
information retrieval interface is used to request signed data
from the publisher.

Figure 4 illustrates the subscriber’s data processing of pub-
lished data. Data processing includes data integrity verification
and confirmation authorship. The subscriber verifies the digital
signature and the digest of the data, using the publisher public
key. In this process, the subscriber verifies the integrity of the
received data and confirms the data’s authorship.

Figure 5 illustrates publisher reputation tracking feature
of the secure pub/sub framework. Each publisher registers
first with the quality arbitrator, upon which its public key is
passed to the arbitrator. The arbitrator then tests the publisher’s
possession of the corresponding private key as part of the reg-
istration. Each successfully registered publisher is associated
with a reputation score metric, which can be queried by both
the publisher itself as well as subscribers.

Figure 6 illustrates the subscriber/quality arbitrator inter-
faces. Subscribers can request publisher’s reputation score
from the arbitrator. In addition, subscribers can challenge
publisher’s trustfulness for each data received. The quality
arbitrator, upon receiving the challenge, verifies data truth-
fulness, and adjusts the publisher reputation score according
with data verification status.

B. Reputation Algorithm

The reputation score of a publisher is defined as

score =
the number of correct data

the number of all published data
.

However, as the quality arbitrator may not estimate correctly
every and all data published, we introduce a noise model
for data verification, as shown in Figure 7. In the model, p
is the probability that a true piece of data be recognized as
false, whereas q represents the probability of a false piece of
information be admitted as true. In the experimental section,
we exemplify the arbitrator score reputation tracking on two
publisher scenarios: i- trusted publisher (all data is truthful);
ii- untrusted publisher; Publisher produces up to 1000 data
pieces (the data can be right or wrong).

IV. IMPLEMENTATION

In this section, we describe an overview of the implemen-
tation of Publisher, Arbitrator, Subscriber. We implemented
the Publisher and the Arbitrator with Node.js and Express
that is a JavaScript Web framework, and we implemented
the Subscriber with Python3. The Publisher and the Arbitrator
operate like a Web server, independently, and the Subscriber
accesses them according to the scenarios. The versions used
in the implementation are summarized in Table I.

TABLE I
IMPLEMENTATION

Application Version
Node.js 12
MySQL 5.7
Python 3.9.12

A. Publisher

The Publisher is implemented with Node.js and Express,
and it operates as a Web server. Figure 8 describes the im-
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Figure 3. Subscription and Information Retrieval

Figure 4. Data Integrity Verification

plementation. The Publisher has subscriber registration, login,
some data pages and digital signatures. In addition, it has a
MySQL database that saves the Subscriber’s name and hashed
password. If it receives an HTTP Request from the Subscriber,
it replies with an HTTP Response and sends the data.

B. Arbitrator

The Arbitrator is also implemented with Node.js and Ex-
press, and operates as a Web server. Figure 9 describes
the implementation of the Arbitrator. The Arbitrator receives
the Publisher’s registration, reputation query, as well as in-
formation challenge and request for publisher’s public key.

Additionally, the Arbitrator supports a MySQL database,
which saves the Publisher’s name, password, public key and
Publisher reputation score. Firstly, the Publisher registers its
name, password and public key. In our experiment scenarios,
the Publisher’s information is saved in initial state, so this
step is omitted. If the Subscriber requests the Publisher’s
public key, the Arbitrator responds to it. If the Subscriber
requests the Publisher’s reputation score, the Arbitrator sends
the Publisher’s score. If the Arbitrator receives an information
challenge from the Subscriber, it verifies data truthfulness,
updates the score of the Publisher.
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Figure 5. Publisher registration and Reputation Tracking

Figure 6. Reputation service interface

Figure 7. Noisy Channel Model

C. Subscriber

The Subscriber is implemented with Python3. It accesses the
Publisher and the Arbitrator according to the different scenar-

ios. During information processing, it verifies the integrity of
received data and confirms data authorship (Figure 10).

V. EXPERIMENT

This section demonstrates the evolution of the reputation
estimator and reputation score for the Secure Publication
Subscription Framework using 1000 randomly generated true
and false data.

The resulting graph shows 3 lines:
• Actual reputation score: the reputation score actually

obtained after going through the Secure Publication Sub-
scription Framework,

• Expected reputation score: the expected value of the
reputation score obtained from the actual truth of the data,
p and q,
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Figure 8. Publisher

Figure 9. Arbitrator

• True reputation: proportion of data that is actually true.
We illustrate the secure publication/subscription model with

the following scenarios:

A. Scenario 1

1) Subscribers register and login in with the Publisher
2) Subscribers subscribe to data from the Publisher
3) Subscribers retrieve the data
4) Subscribers send a query about the Publisher’s reputa-

tion to the Arbitrator
In Scenario 1, the credibility of the Publisher’s data is

100%, hence the Publisher’s true reputation is 1. However,
the expected reputation score is

1− p

because there is a possibility that the Arbitrator will judge it to
be false. In this experiment, the values of the p and q are set to
0.3 to check the reputation scores. To show that the accuracy
of the reputation score does not drop even if the accuracy of
the true/false discrimination is not so high, p and q were set to
fairly low values. We think that there is still room for further
study on this value.

Figure 11 shows the graph of the results for Scenario 1.

Figure 10. Subscriber
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Figure 11. scenario 1

B. Scenario 2

In scenario 2, Publisher’s data is not always true.
1) Subscribers register and login in with the Publisher
2) Subscribers subscribe to data from the Publisher
3) Subscribers retrieve the data
4) Subscribers issue an information challenge
5) The Arbitrator decides the data as false, and updates the

Publisher’s reputation
6) Subscribers query the reputation of the Publisher from

the Arbitrator
Let a be the probability that the publisher’s data is false. Then,
the expected value of the true reputation is

1− a,

while the expected reputation score is

a ∗ q + (1− a) ∗ (1− p).

In Scenario 2, step 1, 2, 3 are the same as in Scenario 1.
However, the Subscriber carries out an information challenge
in steps 4 and 5. The probability of judging the data to be
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Figure 12. scenario2 data accuracy = 0.8

0 200 400 600 800 1000
Number of data

0.0

0.2

0.4

0.6

0.8

1.0

Re
pu

ta
tio

n 
sc
or
e

Actual reputation score
Expected reputation score
True reputation

Figure 13. scenario2 data accuracy = 0.6

correct was varied between 0.8 and 0.6, and p and q were 0.3
to check the reputation scores for each case.

The experimental results are shown in Figures 12 and 13.

VI. PERFORMANCE ANALYSIS

In this section, we present the reputation tracking results of
our secure pub/sub system. In scenario 1, the final three scores
obtained from the 1000 data points are shown in Table II.

TABLE II
SCENARIO 1

Actual reputation score 0.713
Expected reputation score 0.700
True reputation 1.000

In scenario 2, the final three scores obtained from the 1000
data points are shown in Tables III and IV.

From these experimental results, with a sufficient number
of data points and a certain degree of accuracy in determining

TABLE III
SCENARIO 2 DATA ACCURACY = 0.8

Actual reputation score 0.615
Expected reputation score 0.623
True reputation 0.808

TABLE IV
SCENARIO 2 DATA ACCURACY = 0.6

Actual reputation score 0.535
Expected reputation score 0.543
True reputation 0.607

the truth of the data, we see that the actual reputation score
converges to the expected reputation score.

Moreover, we use a noise model for data verification, and
we define the expected reputation to be

a ∗ q + (1− a) ∗ (1− p).

So, if p and q are known, the Publisher’s true reputation
can be estimated from the actual score.

These results indicate that the reputation score is closely
related to the probability of the correctness of the data (cred-
ibility) and that the actual reputation score can be calculated
with considerable accuracy if p and q are known.

The result shows that the reputation score is a sufficiently
reliable value for easily confirming the credibility of the
Publisher.

VII. INCORPORATION OF MULTIPLE ARBITRATORS

Although we were able to confirm that the reputation score
is related to the credibility of the publisher in the proposed
framework, there are still some problems to be solved in actual
operation. One of the problems is that it is not realistic for a
single arbitrator to handle all of the enormous amounts of
info challenges. To solve this problem, multiple Arbitrators
can be used instead of a single Arbitrator to perform fact-
checking. However, there are various problems associated with
this method, such as the sharing of secret keys and reputation
scores.

In this section, we propose three mechanisms for setting
up multiple Arbitrators. The merits, demerits, and conditions
under which they should be used are discussed for each
mechanism.

A. Basic method

In this model, each arbitrator maintains the same database
that contains the data of all the Publishers, and it is necessary
to rewrite the information in the database in case of registration
of a Publisher, information challenge from a Subscriber, etc.
while synchronizing with the other Arbitrators. The overall
diagram is shown in Figure 14. The explanation is based on
the case of two Arbitrators, but the same operation can be
performed even if the number of Arbitrators is larger.

The operation of Publisher registration is as follows.
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Figure 14. basic method

1) The Publisher selects one of the two Arbitrators and
sends its public key and other information.

2) The selected Arbitrator verifies the key. If the key
is invalid, it sends a message to the Publisher and
terminates the operation.

3) If the key is OK, it shares the public key and other
information with the other Arbitrator and updates the
database.

4) The Publisher is notified that the registration has been
completed.

This is how it works in the case of an information challenge.
1) The Subscriber selects one of the two Arbitrators to

perform the information challenge.
2) The selected Arbitrator verifies the signature and per-

forms a fact check.
3) The result of the fact check and the new reputation score

is shared with the other Arbitrator, and the database is
updated.

4) The results of the fact check and the new reputation
score are sent to the Subscriber.

The advantage of this model is redundancy. If one Arbitrator
becomes unavailable, another Arbitrator can be substituted and
the entire system will not become unavailable. This model is
suitable when availability at any time is important.

There are three possible disadvantages of this model.
• The application address for information challenge by the

Subscriber when the Publisher registers
In the past, there was only one Arbitrator, so there was
no need to worry about where to submit applications, but
in this model, there are two Arbitrators, so the Publisher
and Subscriber must choose one or the other, or submit
to both.

• Sharing of publisher information and reputation score
For example, if one of the Arbitrator performs an infor-
mation challenge and the reputation score of the Publisher
changes, the other Arbitrator will be notified that the
information challenge was performed and that the Pub-
lisher’s reputation score has changed. The results of the
information challenge and the new reputation score need
to be shared with the other Arbitrator. When updating
the database is necessary, it must be handled in such a
way that it does not cause errors in the synchronization
process.

• Sharing of publisher information and public keys
Arbitrator needs to verify whether an article is written by
the correct Publisher at the time of information challenge.
Therefore, all Arbitrators must maintain the IDs and
public keys of all Publishers, which is inefficient.

B. Combination of specific Arbitrator and Publishers

This model is a method that eliminates the need to share
reputation scores and keys with other Arbitrators by linking
the Publisher to a specific Arbitrator. The overall diagram is
shown in Figure 15.

In this model, the Publisher selects which Arbitrator he/she
belongs to and applies for registration to that Arbitrator. In
addition, when making an information challenge, the Sub-
scriber must send it to the Arbitrator to which the Publisher
of the article belongs. Therefore, it is necessary to indicate
which Arbitrator the Publisher belongs to in the article. In this
model, Arbitrator 1 and Arbitrator 2 have different databases.
Each Arbitrator keeps information only on the Publishers who
belong to the respective Arbitrator.

The advantage of this model is that the load on the Ar-
bitrator is well distributed. This makes it suitable for large-
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Figure 15. Combination of specific Arbitrator and Publishers

Figure 16. Arbitrator manager model

scale systems. The accuracy of the information challenge can
be improved because the Publisher can select the appropriate
Arbitrator according to the field of expertise and language
used.

The disadvantage of this model is that although there
are multiple arbitrators, only one arbitrator performs fact-
checking, which may bias the judgment of credibility. It also
has no redundancy. Therefore, it is not suitable for cases where
the accuracy of fact-checking or stable availability at any time
is important.

C. Arbitrator manager model

This model sets an ”Arbitrator manager” that accepts access
from publishers and subscribers. Arbitrator manager takes
requests such as registration from Publishers, information
challenge from Subscribers, confirmation of reputation score,
etc. Only the fact check required for the information challenge
is requested and distributed to multiple Arbitrators. The public

key of the Publisher, reputation score, ID, and other informa-
tion are kept by the Arbitrator manager. The configuration is
shown in Figure 16.

Information challenge in this system is performed as fol-
lows.

1) The arbitrator manager receives information challenge
from the Subscriber.

2) The Arbitrator manager verifies the signature and veri-
fies that it is the correct Publisher.

3) The arbitrator manager requests a fact check from ran-
domly selected arbitrators (the number of arbitrators is
arbitrary).

4) Each arbitrator performs fact-checking and returns the
results and reasons to the arbitrator manager.

5) The Arbitrator manager compiles the results of all fact-
checking, returns the results to the Subscriber, and
updates the Reputation score.

In step 3, the number of arbitrators to request fact checks
can be considered according to the situation. Using numerous
arbitrators may improve credibility, but it also increases the
time and cost. In addition, the method of selecting Arbitrators
could be not only random but also selecting appropriate
Arbitrators according to their expertise in the language or field
of study.

In step 5, there are several possible ways to compile the
results of all fact checks. One is to simply ask how many
people perform fact checks and reflect the number of people
who judged the results to be true in the reputation score,
another is to adopt the result of a majority vote, and another is
to use a majority vote, but if the number of true/false votes are
close, the final decision is made by the Arbitrator manager.

The advantages of this model are that the Subscriber does
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not need to select an Arbitrator, but only needs to access the
Arbitrator manager, that there is no problem of sharing and
managing the Publisher’s key and reputation score among mul-
tiple Arbitrators, and that the Arbitrator manager can make the
final decision when there are multiple Arbitrators. In addition,
the Publisher’s key and reputation score can be shared and
managed among multiple Arbitrators, and Arbitrators can be
easily added or deleted. Therefore, this model is suitable for
cases where high accuracy is important by having multiple
Arbitrators perform fact-checking.

The disadvantage of this model is that it does not distribute
the load of the Arbitrator manager itself and does not have re-
dundancy. Therefore, it is not suitable for large-scale systems.

VIII. CONCLUSION AND FUTURE WORK

In this study, we proposed a new framework (Secure Pub-
lication Subscription Framework) that allows subscribers to
check the accuracy of information based on the authenticity
of the publisher’s historical data by checking the reputation
score. In this framework, subscribers can check the reputation
score of the publisher and challenge data reliability if the
information is suspected to be unreliable. We also conducted
experiments on the publisher’s reputation score, and found
that the actual reputation score approximates the expected
value calculated from the probability of correctly judging the
reliability of information. In the actual operation of this frame-
work, it will be necessary to incorporate multiple Arbitrators
from the aspect of load distribution, etc. We have shown
three applicable methods to support multiple Arbitrators, and
discussed their technical feasibility. Each of them has different
merits and can be applied to various situations.

The development of the Internet and social media has
made it very convenient for anyone to easily disseminate
information, but it has also caused a major problem: fake news.
However, there is so much information that we see every day
that it is practically difficult to check all of it to make sure it
is not fake news. Moreover, some of the information is highly
specialized and cannot be confirmed as true or false even if it
is carefully read. Therefore, we believe that there is a demand
for a framework that allows anyone to easily verify whether a
Publisher is impersonating someone else, and to confirm the
authenticity of that Publisher.

As future research, integration of AI(Artificial Intelligence)
algorithms to automatically identify fake news with expert
arbitrators is a promising path. Although the accuracy of
discriminating fake news has been a challenge for AI technolo-
gies, our expert framework can aid by using AI algorithms to
improve false positives/negatives. Combined with these tech-
nologies, we believe that a robust data reliability framework
for publication/subscription platforms can emerge.

There are still some minor problems. For example, in the
current reputation score algorithm, the score of publishers who
publish a small number of articles is rated higher than the
actual credibility of the articles. This problem can be improved
by setting the score lower when the number of articles is below

a certain level. We believe that improving the specification of
these details will make this framework more realistic.
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Abstract—The paper presents a penetration testing framework
for automotive IT security education and evaluates its realization.
The automotive sector is changing due to automated driving func-
tions, connected vehicles, and electric vehicles. This development
also creates new and more critical vulnerabilities. This paper
addresses a possible countermeasure, automotive IT security ed-
ucation. Some existing solutions are evaluated and compared with
the created Automotive Penetration Testing Education Platform
(APTEP) framework. In addition, the APTEP architecture is
described. It consists of three layers representing different attack
points of a vehicle. The realization of the APTEP is a hardware
case and a virtual platform referred to as the Automotive
Network Security Case (ANSKo). The hardware case contains
emulated control units and different communication protocols.
The virtual platform uses Docker containers to provide a similar
experience over the internet. Both offer two kinds of challenges.
The first introduces users to a specific interface, while the
second combines multiple interfaces, to a complex and realistic
challenge. This concept is based on modern didactic theories, such
as constructivism and problem-based/challenge-based learning.
Computer Science students from the Ostbayerische Technische
Hochschule (OTH) Regensburg experienced the challenges as
part of a elective subject. In an online survey evaluated in this
paper, they gave positive feedback. Also, a part of the evaluation
is the mapping of the ANSKo and the maturity levels in the
Software Assurance Maturity Model (SAMM) practice Education
& Guidance as well as the SAMM practice Security Testing. The
scientific contribution of this paper is to present an APTEP, a
corresponding learning concept and an evaluation method.

Keywords—IT-Security Education; Automotive; Penetration Test-
ing; Education Framework; Challenge-based Learning.

I. INTRODUCTION

The following paper is an extended paper of the Thirteenth
International Conference on Cloud Computing, GRIDs, and
Virtualization contribution [1].

Automotive security is becoming increasingly important.
While Original Equipment Manufacturer (OEM)s have de-
veloped vehicles for a long time with safety as a central
viewpoint, security only in recent years started becoming more
than an afterthought. This can be explained by bringing to

mind those historic vehicles that used to be mainly mechanical
products. With the rising digitalization of vehicles, however,
the circumstances have changed.

Recent security vulnerabilities based on web or cloud com-
puting services, such as Log4j, can be seen as entry points
into vehicles, which an attacker can use to cause significant
harm to the vehicle or people. To combat this, the development
and release of new standards are necessary. The International
Organization for Standardization (ISO) 21434 standard [2] and
United Nations Economic Commission for Europe (UNECE)
WP.29 [3], manifest the importance of automotive security in
recent years. They require OEMs to consider security over a
vehicle’s whole life cycle.

However, there are different ways in which automotive
security can be improved. Jean-Claude Laprie defines means
of attaining dependability and security in a computer system,
one of these being fault prevention, which means to prevent
the occurrence or introduction of faults [4]. This can be
accomplished by educating current and future automotive soft-
ware developers. Since vulnerabilities are often not caused by
systemic issues, but rather by programmers making mistakes,
teaching them about common vulnerabilities and attack vectors
can improve security. Former research shows furthermore that
hands-on learning not only improves the learning experience
of participants but also increases their knowledge lastingly.
Therefore, a framework for IT-security education has been
developed, APTEP, which was derived from penetration tests
on modern vehicles.

The ANSKo was developed as an implementation of this
framework with the focus on needed competencies and skill
sets of penetration testers, e.g., [5], [6], like network knowl-
edge, hardware knowledge, and information gathering. It is a
hardware case, in which communicating Electronic Control
Units (ECUs) are simulated, while their software contains
deliberately placed vulnerabilities. In the first step, users are
introduced to each vulnerability, before being tasked with
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exploiting them themselves.
The ANSKo was integrated into a problem-based/challenge-

based learning environment for teaching automotive security
and penetration testing concepts in academic education. Com-
puter science students of the OTH Regensburg were able to
work with the ANSKo as part of an elective course for the 6th
& 7th semesters. The course resulted in participants gaining
a deeper understanding of security and penetration testing in
the automotive context.

This paper aims at establishing a realistic and effective
learning platform for automotive security education. There-
fore, the following research questions are answered:

• (RQ1) - Which Educational Design is appropriate for
Security Education for IT Students?

• (RQ2) - What content is appropriate for an automotive
penetration testing framework for IT security education?

• (RQ3) - How could an automotive security education
platform be implemented?

The structure of the paper starts with the related work in
Section II. Section III introduces an architecture derived from
modern vehicle technologies. Those technologies are then
classified into layers and briefly explained in Section IV. The
structure and used software of the ANSKo itself are presented
in Section V. Section VI presents the learning concept and
its roots in education theory. After that Section VII gives an
overview of the implemented challenges and describes one in
detail. The penultimate Section VIII deals with the evaluation.
The paper ends with a conclusion and future work in Section
IX.

II. RELATED WORK

The demand for an automotive security dedicated learning
platform arises from a large number of vulnerabilities that have
become known in recent years. As vehicles become increas-
ingly connected, the risks of these vulnerabilities also continue
to increase. In addition, the complexity is also growing. Classic
slide-based learning approaches for automotive IT security are
no longer sufficient. More innovative and constructive learning
concepts are needed. Since the automotive security education
has different aspects to be considered, this section is split into
three parts.

A. Work on other educational frameworks

Table I compares different hands-on security learning plat-
forms based on specified criteria. The table also shows some
of the main objectives of APTEP. Hack The Box (HTB) is
a hands-on learning platform with several vulnerable virtual
systems that can be attacked by the user. Thereby, a big focus
of this platform is gamification. They do not offer automotive-
specific systems and access to physical hardware is also not
possible [7].

One approach that focuses on hardware-specific attacks
is the Hardware Hacking Security Education Platform
(HaHa SEP). It provides practical exploitation of a variety
of hardware-based attacks on computer systems. The focus
of HaHa SEP is on hardware security rather than automotive

TABLE I
COMPARISON OF THE DIFFERENT APPROACHES

HTB HaHa SEP RAMN APTEP

Virtual approach YES NO NO YES

Hardware approach NO YES YES YES

Automotive specific NO NO YES YES

Gamification YES NO NO YES

IT-Security YES YES YES YES

security. Students who are not present in the classroom can
participate via an online course. A virtual version of the
hardware cannot be used [8].

The Resistant Automotive Miniature Network (RAMN)
includes automotive and hardware-related functions. The hard-
ware is very abstract and is located on a credit card-sized
Printed Circuit Board (PCB). It provides closed-loop simula-
tion with the CARLA simulator but there is no way to use
RAMN virtually. The focus of RAMN is to provide a testbed
that can be used for education or research. However, it is not
a pure education platform [9].

Another differentiation from ANSKo are the cybersecurity
awareness platforms. One example from the industrial envi-
ronment is the SiFu platform. One focus here is on training
software developers to comply with the guidelines for secure
coding [10].

B. Attacks in the automotive domain

The fundamental and related work for the APTEP are real-
world attack patterns. The technologies used for connected
vehicles represent a particularly serious entry point into the
vehicle, as no physical access is required. Once the attacker
has gained access to the vehicle, he will attempt to penetrate
further into the vehicle network until he reaches his goal.
This can be done with a variety of goals in mind, such
as stealing data, stealing the vehicle, or even taking control
of the vehicle. The path along which the attacker moves is
called the attack path. Such a path could be demonstrated,
for example, in the paper ”Free-Fall: Hacking Tesla from
wireless to Controller Area Network (CAN) bus” by Keen
Security Labs. The researchers succeeded in sending messages
wirelessly to the vehicle’s CAN bus [11].

The same lab was also able to identify more vulnerabilities
that demonstrate that systems in vehicles are vulnerable to
remote attacks. For example, Bluetooth, Global System for
Mobile Communications (GSM) and some BMW-specific ser-
vices such as BMW ConnectedDrive were used as entry points
into the vehicle. By exploiting further vulnerabilities in the
vehicle network, it was possible to find an attack path to gain
control of the CAN bus [12].

One of the best-known publications, ”Remote Exploitation
of an Unaltered Passenger Vehicle” highlighted the risks
associated with connected vehicles back in 2015. Valasek and
Miller demonstrated the vulnerability of a vehicle’s infotain-
ment system. Using various attack paths, they managed to
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make significant changes to the vehicle. They were able to
control the air conditioning, the brakes, the acceleration and
even the steering in reverse gear [13].

C. Security education

Teaching at universities is often theory-based. As a result,
many graduates may lack the practical experience to iden-
tify vulnerabilities. But it is precisely this experience that
is of great importance in the professional field of software
development, security testing, and engineering. The idea is
to develop the competence level from a novice to an experts
level, which can be guided by ”Security Tester” certified Tester
Advanced Level Syllabus. The described APTEP presents an
ecosystem to establish such learning arrangements in which
constructivism-based learning will happen [14][15].

In its 2016 IT-Grundschutz-Kataloge, the Bundesamt für
Sicherheit in der Informationstechnik (BSI) proposes the
measure ”Implementation of information security simulation
games” (M3.47). This measure is preferable to classic slide
presentations, leading to more concise and sustainable learning
success. In addition, they help to illustrate threats and typical
vulnerabilities and to point out possible solutions. Measure
M3.47 no longer exists in the current BSI-Grundschutz. How-
ever, it has been replaced by ORP.3 ”Awareness and training
on information security”. ORP.3.A4 ”Design and plan an in-
formation security awareness and training program” states that
information security awareness and training programs should
be targeted to specific audiences. It should be possible to tailor
training to specific needs and diverse backgrounds. ORP.3.A8
”Measurement and Assessment of Learning Success” also
states that information security learning success should be
measured and assessed on a target group basis to determine
the extent to which the objectives described in information
security awareness and training programs have been achieved.
APTEP is intended to make precisely this possible [16][17].

There are many different teaching and learning designs
used in practice today to support learning. Some of the most
commonly used are listed in Table II.

TABLE II
LEARNING/TEACHING DESIGN CATEGORIZATION BASED ON [18]. THE

SYMBOL ”+” INDICATES IF THE GIVEN CRITERIA IS VALID. C =
CONTEXT, Q = QUESTION, A = APPROACH, S = SOLUTION

Learning/teaching Design C Q A S

Ex-Cathedra + + + +

Simulation Games + + +

Term Paper + +

Learning by Teaching + +

Expert Discussions + +

Problem-based/Challenge-based Learning +

Discovery-/Research-based Learning

Students who ask questions, solve problems, create solu-
tions, propose alternatives, engage in hands-on activities, and
participate in learning groups are likely to learn more and
retain information and skills longer than students who sit

passively listening to a lecture in the format of Ex-cathedra
teaching [18].

Problem-based/Challenge-based learning focuses on com-
plex real-world problems and their solutions. Inductive teach-
ing describes those student activating approaches [19]. The
challenge selects a security problem that is well-defined and
that requires sustained investigation and collaboration.

Students are not given a list of resources but must conduct
their own searches and distinguish relevant from irrelevant
information [20]. These authentic activities engage students in
making choices, evaluating competing solutions, and creating
a finished penetration test in the goal of security hardening.
The summary of criteria given to the student is shown in Table
II.

III. ARCHITECTURE

The attacks from the previous section show that attacks
follow a similar pattern. There is an entry point through
which the attacker gains access to the vehicle. He then tries
to move through the vehicle network by exploiting further
vulnerabilities. He does this until he reaches his target. To
represent this procedure in the architecture of APTEP, it was
divided into different layers.

Fig. 1. APTEP Architecture

As shown in Figure 1, the following three layers were
chosen: Outer layer, inner layer, and core layer. They delimit
the respective contained interfaces from each other.

A. Outer Layer

The automotive industry is currently focusing heavily
on topics, such as automated driving functions, Vehicle-to-
Everything (V2X) networking, and Zero-Emission Vehicles
(ZEV). In these areas, new trend technologies can lead to
valuable new creations. But unfortunately, this development
also favors the emergence of new and more critical points
of attack. For this reason, the outer layer was included in
the APTEP as part of the architecture. It contains all the
functionalities that enable the vehicle to communicate with
its environment. This includes the two V2X technologies
Cellular-V2X and Wireless Local Area Network (WLAN)-
V2X as well as other communication protocols, such as Blue-
tooth and GSM. In addition to the communication protocols,
there are also interfaces, such as various charging interfaces,
sensors, and much more.
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The outer layer represents an important component because
many interfaces contained in it represent a popular entry point
for attacks. This is the case because the technologies used there
are usually an option to potentially gain access to the vehicle
without having physical access to the vehicle. Even if the sole
exploitation of a vulnerability within the outer layer does not
always lead to direct damage in practice, further attack paths
can be found over it. In most cases, several vulnerabilities in
different areas of the vehicle system are combined to create
a critical damage scenario from the threat. Therefore, vehicle
developers need to be particularly well trained in this area.

B. Inner Layer

The inner layer of the APTEP represents the communica-
tion between individual components. While modern vehicles
implement different forms of communication, bus systems
like CAN, Local Interconnect Network (LIN), and FlexRay
used to be predominant. Since modern vehicle functions
connected to the Outer Layer, like image processing for rear-
view cameras or emergency braking assistants [21], require
data rates not achievable by the previously mentioned bus
systems, new communication technologies, like Ethernet, have
been implemented in vehicles.

Depending on the scope, the mentioned bus systems are still
in use because of their low cost and real-time capabilities.
From those communication technologies, different network
topologies can be assembled. Individual subsystems connect-
ing smaller components, e.g., ECUs, are themselves connected
through a so-called backbone. Gateways are implemented to
connect the subsystems with the backbone securely.

After gaining access to a vehicle through other means, the
inner layer represents an important target for attackers since
it can be used to manipulate and control other connected
components. While the target components can be part of
the same subsystem, it is also possible, that it is part of a
different subsystem, forcing the attacker to communicate over
the backbone and the connected gateways. The inner layer thus
represents the interface between the outer - and core layer.

C. Core Layer

Manipulating the ECU of a vehicle themselves results in
the greatest potential damage and therefore represents the best
target for a hacker. In the APTEP, this is represented as the
core layer.

Vehicles utilize ECUs in different ways, e.g., as a Body
Control Module, Climate Control Module, Engine Control
Module, Infotainment Control Unit, Telematic Control Unit.
In addition, electric vehicles include further ECUs for special
tasks, such as charging and battery management.

If attacks on an ECU are possible, its function can be
manipulated directly. Debugging and diagnostic interfaces, like
Joint Test Action Group (JTAG) or Unified Diagnostic Ser-
vices (UDS), are especially crucial targets since they provide
functions for modifying data in memory and reprogramming
of ECU firmware.

The impact of arbitrary code execution on an ECU is
dependent on that ECUs function. While taking over, e.g., a
car’s infotainment ECU should only have a minor impact on
passengers’ safety, it can be used to attack further connected
devices, via inner layer, from an authenticated source. The goal
of such attack chains is to access ECUs where safety-critical
damage can be caused. Especially internal ECUs interacting
with the engine can cause severe damage, like shutting off the
engine or causing the vehicle to accelerate involuntarily.

IV. INTERFACES

This section describes some chosen interfaces of the pre-
viously presented layers. The selection was made from the
following three categories: ”Radio Frequency and Charging
Interfaces”, ”Network Interfaces” and ”Hardware Diagnostic
Interfaces”.

Implemented in the ANSKo is one interface from each
architecture layer - CHAdeMO from the outer layer (Section
IV-A3a, CAN from the inner layer (Section IV-B1), and UDS
from the core layer (Section IV-C2). This facilitates the cross-
domain challenges described in Section VI.

A. Radio Frequency and Charging Interfaces

The outer layer contains the interfaces of the category
”radio frequency and charging interfaces”. They all have in
common that they enable the vehicle to communicate with
its environment. Furthermore, the included interfaces can be
divided into the following classes: short-range communication,
long-range communication, and charging interfaces.

1) Short-range Communication:
a) Bluetooth: Bluetooth is a radio standard that was

developed to transmit data over short distance wireless. In the
vehicle, the radio standard is used primarily in the multimedia
area. A well-known application would be, for example, the
connection of the smartphone to play music on the vehicle’s
internal music system.

b) RFID: Radio Frequency Identification (RFID) enables
the communication between an unpowered tag and a powered
reader. A powered tag makes it possible to increase the readout
distance. RFID is used, for example, in-vehicle keys to enable
key-less access.

c) NFC: Near Field Communication (NFC) is an in-
ternational transmission standard based on RFID. The card
emulation mode is different from RFID. It enables the reader
to also function as a tag. In peer-to-peer mode, data transfer
between two NFC devices is also possible. In vehicles, NFC
is used in digital key solutions.

d) WLAN-V2X: The WLAN-V2X technology is based
on the classic WLAN 802.11 standard, which is to be used in
short-range communication for V2X applications. However,
almost all car manufacturers tend to focus on Cellular-V2X
because long-range communication is also possible in addition
to short-range communication.

2) Long-range Communication:
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a) GNSS: The Global Navigation Satellite System
(GNSS) comprises various satellite navigation systems, such
as the Global Positioning System (GPS), Galileo, or Beidou.
Their satellites communicate an exact position and time using
radio codes. In vehicles, GNSS is mainly used in onboard
navigation systems. Furthermore, it is increasingly used to
manage country-specific services. In the autonomous driving
context the position is mandatory to locate the vehicle from
distance by a technical supervisor.

b) Cellular-V2X: An increasingly important technology
of the future is Cellular-V2X. Cellular-V2X forms the com-
munication basis for V2X applications. It uses the cellular
network for this purpose. In contrast to WLAN-V2X, it en-
ables both Vehicle-to-Vehicle (V2V) and Vehicle-to-Network
(V2N) communication.

3) Charging Interfaces: To enable charging or communi-
cation between an electric vehicle and a charging station, a
charging interface is required. Due to the high diversity in
this area, there is not just one standard.

a) CHAdeMO: The CHAdeMO charging interface was
developed in Japan where it is also used. The charging process
can be carried out with Direct Current (DC) charging. Mainly
Japanese OEMs install this charging standard in their vehicles.
Some other manufacturers offer retrofit solutions or adapters.

b) ChaoJi: A proposed and further developed standard
of CHAdeMO is ChaoJi. It allows for even higher charging
performance and greater compatibility. The design is backward
compatible with CHAdeMO and the GB/T DC charging sys-
tem, using a separate input adapter for each system. ChaoJi’s
circuit interface is also fully compatible with Combined Charg-
ing System (CCS).

c) Tesla: Tesla predominantly uses their own charging
interface, which allows both Alternating Current (AC) and DC
charging. However, due to the 2014/94 EU standard, Tesla is
switching to the CCS Type-2 connector face in Europe.

d) GB/T: The Chinese charging standard is GB/T. It is
used exclusively for charging electric vehicles in China. It
covers both AC and DC charging. The plug standard for AC
is reminiscent of the European Type 2 plug, the DC version
is very similar to CHAdeMO.

e) CCS: The official European charging interfaces CCS
Type-1 and CCS Type-2 are based on the AC Type-1 and
Type-2 connectors. The further development enables a high
DC charging capacity in addition to the AC charging.

B. Network Interfaces

Network interfaces describe the technologies used to com-
municate between components, like ECUs or sensors. It rep-
resents the inner layer.

1) CAN: CAN is a low-cost bus system, that was developed
in 1983 by Bosch. Today it is one of the most used bus
systems in cars since it allows acceptable data rates of up
to 1 Mbit/s while still providing real-time capabilities because
of its message prioritization. Its design as a two-wire system
also makes it resistant to electromagnetic interference.

Traditionally in a vehicle CAN is often used as the back-
bone, providing a connection between the different subsys-
tems. It is also used in different subsystems itself, like engine
control and transmission electronics.

2) LIN: The LIN protocol was developed as a cost-effective
alternative to the CAN bus. It is composed of multiple slave
nodes, which are controlled by one master node, which results
in a data rate of up to 20 Kbit/s.

The comparatively low data rate and little fault resistance
result that LIN being mainly used in non-critical systems,
like power seat adjustment, windshield wipers, and mirror
adjustment. The communication is synchronous - the master
requests data from the slave, which answers the request
afterwards.

3) MOST: The Media Oriented System Transport (MOST)
bus provides high data rates of 25, 50, or 150 Mbit/s depending
on the used standard. It was developed specifically for use in
vehicles and is typically implemented as a ring.

As the name suggests the field of application for the MOST
bus is not in safety-critical systems, but in multimedia systems
of a vehicle. Since transmission of uncompressed audio and
video data requires high data rates, MOST is suited best for
those tasks.

4) FlexRay: FlexRay offers data transmission over two
channels with 10 Mbit/s each. They can be used independently
or by transmitting redundant data for fault tolerance. Further-
more, FlexRay implements real-time capabilities for safety-
critical systems.

FlexRay was developed with future X-by-Wire (steer, brake,
et al.) technologies in mind [22]. Even though FlexRay and
CAN share large parts of their requirements, FlexRay improves
upon many aspects, leading to it being used as a backbone,
in powertrain and chassis ECUs and other safety-critical
subsystems.

5) Ethernet: The Ethernet protocol is the backbone of
today’s society. It was introduced commercially in 1980 and
is a family of wired networking technologies. Speeds range
from 3 MBit/s to more than 1 TBit/s.

a) Standard Ethernet: The Ethernet network technolo-
gies used in public are also present in cars. Due to the
constant increase in required data rates of new technologies,
such as image processing, Ethernet has been adapted for use
in vehicles. The widespread use outside of vehicles has the
advantage that many functions are already programmed and
can be reused.

The underlying physical layer of the Ethernet protocol is not
suitable for use in systems with electromagnetic interference,
nor does it offer real-time capabilities, but this can be reme-
died by using the Audio-Video-Bridging (AVB) standard. The
main use of standard Ethernet in the car is for simple high-
speed access to Diagnostics over Internet Protocol (DoIP) and
logging of ECU output, or direct access to an ECU via Secure
Shell (SSH) during development.

b) Automotive Ethernet: The goal of Automotive Eth-
ernet was to provide a lower cost transmission protocol
with high data rates of up to 1 GBit/s that could withstand
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electromagnetic interference while taking advantage of the
long established functionality of the upper layers of Ethernet.
Currently, there are three types that differ in speed:

• 10Base-T1 (10 MBit/s)
• 100Base-T1 (100 MBit/s)
• 1000Base-T1 (1 GBit/s)

To achieve low cost, speed and resistance to electromagnetic
interference, a different physical layer such as BroadR-Reach
is used, which uses a single twisted pair cable.

6) USB: Universal Serial Bus (USB) is mainly used by the
cars’ infotainment system. Smartphones can be connected and
technologies such as Apple Carplay or Android Auto are used
to extend the vehicle’s functions through popular smartphone
apps. Depending on the age of the vehicle, different USB types
are used, with the latest vehicles using Type C USB.

C. Hardware-Diagnostic Interfaces

The hardware-diagnostic interfaces are classified in the
core layer. They describe technologies that allow interaction
between a person, such as a programmer, and an ECU to allow,
e.g., reprogramming of the software.

1) Debug: Debug interfaces are used in embedded de-
velopment to allow debugging, reprogramming, and reading
out error memory of the circuit boards. Vehicles implement
various debug interfaces, depending on their integrated circuit
boards. The most common interfaces include JTAG, Serial
Wire Debug (SWD), Universal Asynchronous Receiver Trans-
mitter (UART), and USB.

Interacting with the debug interfaces requires special equip-
ment, like adapters.

2) UDS: Modern vehicles implement a diagnostic port as
well to allow independent car dealerships and workshops
functionalities similar to the debug interfaces while not being
unique to one particular OEM. It uses the communication
protocol UDS, defined in the ISO 14229 standard.

UDS utilizes CAN as the underlying protocol to transmit
messages. To prevent unauthorized access to the diagnostic
port, UDS provides different tools, like ”Diagnostic Session
Control” which defines different sessions, such as default,
diagnostic, or programming. OEMs can choose which service
is available in each session. Security-critical services can also
be further guarded by using the ”Security Access” which
protects the respective service through a key seed algorithm.

In newer vehicles, UDS is also implemented on the Ethernet
network, the underlying transport protocol is DoIP. UDS over
Ethernet has the advantage that the transmission speed is faster
than over CAN.

3) OBD: The On-board diagnostics (OBD) offers access to
multiple network interfaces of a vehicle. It can be used to read
diagnostic information and also various parameters such as
the current engine revolutions per minute (rpm) or the control
module voltage.

4) CAM: A Cooperative Awareness Messages (CAM) con-
tains information about the current situation of the vehicle like
speed, driving direction, geographic position and the general
conditions. They were sent periodically from self driving

vehicles to surrounding vehicles or a technical supervisor. The
period depends from different environmental parameters. For
example a higher speed can lead to a higher frequency of send-
ing the messages, to ensure that fast changing environment can
be detected in detail.

5) DENM: The other way round the vehicle is able to
receive Decentralized Environmental Messages (DENM) from
outside. They are sent from the technical supervisor depending
on the situation. Especially with the purpose to bring the car to
a state of minimum risk if needed. But they also provide the
possibility to request special information from the on board
electronic or to decide between two or more possible driving
maneuvers. Cars can send DENM to warn other cars from
special conditions like black ice.

6) Side Channels: Side channels are also a relevant in-
terface in the core layer. A computing unit emits certain
side-channel data while performing operations, such as the
consumed energy while encrypting data. They allow attackers
to gain information about secret parts of the computer system
like the used keys for cryptographic operations. Side-channel
data can therefore be used to attack otherwise secure computer
systems. Possible different side channels include time, power,
fields, and temperature.

V. STRUCTURE

The presented APTEP is implemented in the ANSKo, which
consists of a hardware and a virtual level. Their required
components and used software are described in the following.

A. Hardware-Level

The goal of the ANSKo is to provide a low-cost learning
environment for automotive security. The case consists of
two Raspberry Pis simulating the ECUs of the respective
challenge. They are connected via CAN, which represents the
main communication in modern vehicles. Users can interact
with the CAN bus by connecting USB cables to the included
Embedded 60 microcontroller. To modify the running software
or install required libraries, an Ethernet switch connecting
to the Raspberry Pis is present as well. In the future, other
challenges will be implemented using the Ethernet connection
as Automotive Ethernet. To allow participants to work with the
case without requiring them to install virtual machines with
multiple software packages, a preconfigured laptop is included.
Distinguishing between the master and slave Raspberry Pis is
done by attaching a resistor to the PiCan2 Duo board, which
can afterward be read on pin 11.
A picture of the hardware contents can be seen in Figure

2. The currently included components are marked by color
boxes. It is intended to further extend the platform by the
listed interfaces in Section IV.

• Yellow - Ethernet Switch: The Ethernet switch connects
to both Raspberry Pis and allows additional connections
to the user.

• Red - Display and Raspberry Pis: The main compo-
nents of the case are two Raspberry Pis, which simulate
ECUs in a vehicle. They possess a PiCAN Duo board
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Fig. 2. ANSKo Hardware

allowing two independent CAN connections. One of the
Raspberry Pis possesses a display, simulating a dashboard
with a speedometer and other vehicle-specific values.

• Green - CAN bus: The CAN bus is the main communi-
cation channel in the current structure. Connected devices
can be disconnected by removing the respective cables.

One example of an implemented challenge in the ANSKo is a
Man-in-the-Middle attack. The goal is to lower the displayed
mileage of the car to increase its value. A user working with
the ANSKo needs to read the messages being sent between
the simulated ECUs. They can interact with the CAN bus by
connecting to the CAN bus via USB cable and the included
microcontroller. The challenges are described in more detail
in Section VII.

The operating system running on the Raspberry Pis was
built by using pi-gen. It is a tool for generating and cus-
tomizing a Raspberry Pi Operating System (OS) image. Pi-
gen splits the settings into different stages. Starting at stage 0,
where the firmware and language dependent files are loaded,
to stage 5, which contains needed software packages for
the challenges. Additionally pi-gen allows setting the Wi-Fi
Service Set Identifier (SSID), Wi-Fi password, first username
and user password via a config file [23].

Configuring the Wi-Fi settings is necessary, because in-
stalling challenges on multiple cases is a time consuming
process. To allow the delivery via SSH, the Raspberry Pis need
to have a static Internet Protocol (IP) address. As mentioned
before, the master and slave Raspberry Pi are distinguished
by reading out pin 11, which allows setting their respective IP
address automatically. By using the automation software An-
sible, challenges can be installed on all cases simultaneously
[24]. Challenges are started as a systemd service after copying
the required files to the cases.

B. Virtual-Level

During the Covid-19 pandemic holding education courses
hands-on was not possible. To still provide the advantages

of the ANSKo during lockdowns, an online platform with
identical challenges has been realized.

The virtual challenges are accessible through a website,
which allows the authentication of users. A user can start a
challenge, which creates a Docker container. This ensures an
independent environment for users while also protecting the
host system [25].

Users can receive the necessary CAN messages by using
the socketcand package, providing access to CAN interfaces
via Transmission Control Protocol/Internet Protocol (TCP/IP)
[26].

The unique docker containers for each user allow them
to stop and start working on the challenge at any time but
limits the maximum amount of users attempting the challenges
concurrently. Validation of a correct solution also does not
have to be carried out manually because the sending of
a unique string of characters on the CAN bus signals the
challenge has been solved to the user.

VI. DIDACTICS LEARNING CONCEPT

In this section, the learning concept of ANSKo is described.
Evaluation will be given in Section VIII. ANSKo’s concept of
learning is based on the theory of constructivism. This theory
is about learners constructing their own understanding by
developing existing knowledge to gain a deeper understanding.
It allows learners to achieve the higher-order learning goals of
Bloom’s Taxonomy [27]. They are more capable of analyzing
facts and problems, synthesizing known information, and
evaluating their findings [28].

Learning concepts that are following the theory of construc-
tivism are used to encourage learners to actively think rather
than passively absorb knowledge, e.g., Problem-Based Learn-
ing (PBL). ANSKo consists of several real-world problems,
so-called challenges. Problem-based/challenge-based learning
begins with a problem or task that determines what students
study. The problems derive from observable phenomena or
events, which students come to understand as they learn about
the underlying explanatory theories [20].

Therefore, students will learn in a relevant security con-
text. In our learning arrangement problem solving support
is provided using the scaffolding approach in a self-directed
education process: Learners initially select or receive the the-
oretical knowledge needed to solve the problem in collective
learning providing one another with feedback. Then they work
independently to solve the problem and can support each other
within the groups. The teacher stimulates reflexion, guides the
learning process and gives insights in acquiring the knowledge
to solve the problem [28]. Figure 3 shows the process of the
described problem-based/challenge-based learning.

The challenges can be divided into two categories:
”Domain-specific challenges” and ”Cross-domain challenges”.
The two types each pursue different learning objectives.

As shown in Figure 4, ”Domain-specific challenges” are
about learning the functionalities and vulnerabilities of a single
interface within a domain. A challenge is considered complete
when the learner has found and exploited the vulnerability.
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Fig. 3. Learning Concept

Fig. 4. Domain-specific Challenge

Cross-domain challenges aim to teach the learner how to
find and exploit attack paths. Figure 5 shows an example of
a cross-domain challenge. Here, interfaces from the different
layers are combined. The difficulty level of these challenges is
higher and therefore the respective domain-specific challenges
for the required interfaces have to be solved first.

VII. TECHNICAL CHALLENGES

Currently, a total of six different challenges have been
implemented (see Table III). The challenges are divided into
various difficulty levels from easy to hard. With the currently
realized challenges, levels 3 (Apply), 4 (Analyze), and 5 (Eval-
uate) of Bloom’s Taxonomy can be achieved. Predominantly,
challenges have been designed and developed following the
type domain specific. The CHAdeMO challenge corresponds
to cross-domain. In the future, the ANSKo will be extended
by further challenges, with the goal to give the students access
to most technologies described in Section IV.

To illustrate the learning concept, this section presents an
example of a challenge implemented on the ANSKo platform.
The presented challenge is the introduction to hacking a
automotive network. The background of the challenge is the
following: Person A (the student) would like to sell his car to

Fig. 5. Cross-domain Challenge

TABLE III
ANSKO CHALLENGES

No. Name Type Difficulty Bloom’s
Taxonomy

1 CAN Man-in-
the-middle attack
(MITM) Attack

Domain-specific Easy Level 4:
Analyze

2 ISO-TP Entry Domain-specific Easy Level 4:
Analyze

3 UDS Scanning Domain-specific Medium Level 4:
Analyze

4 Eavesdropping Domain-specific Medium Level 3:
Apply

5 Denial of Service Domain-specific Medium Level 3:
Apply

6 Charging
Interface
CHAdeMO

Cross-domain Hard Level 5:
Evaluate

person B. However, the car has a very depreciating feature:
It already has 100.000 km on the tachometer. To solve this
”problem” person A wants to use a MITM to reduce the
displayed kilometers.

This idea has already been demonstrated in research, and
also occurs in reality, with shady car sellers increasing the
value of their cars [29] [30]. The structural reason for this hack
working is the distributed storage of information in the vehicle.
The tachometer reads the mileage from the CAN bus, which
is sent by the engine control unit. On the ANSKo platform the
Raspberry Pi with display simulates the tachometer, the other
Raspberry Pi simulates the engine control unit, which sends
the total mileage.

The student is given a short description of the tasks goal:
”You want to sell your old car. It’s pretty used and it will
probably not sell for a lot of money. To counter this you want to
set the amount of driven kilometers back by a certain amount,
50.000 in this case. This will make it more valuable and more
buyers might be interested.” with some tips to make the task
easier. These tips contain a description of how to connect to
the CAN bus to a PC and the following statement’s:

• Different messages are send over the CAN bus.
• Try to align the identifiers to the values on the display.
• Some values might not make sense to you.
• Use the EMB60 as a interface to look at them.
• Your goal is it to try a man in the middle attack between

the two ECUs.
• Try to set the amount of driven kilometers back by

50.000.
• You need to separate the two ECUs from each other, be

careful when removing the interfaces.
• Scapy has functions for sniffing and bridging two CAN

networks, check the docs!

First, the student must listen to the CAN bus to identify the
message that transmits the mileage. This is the first challenge
that must be overcome: In the automotive field CAN messages
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are coded extremely efficiently. That means that a message
transmits many different values and these have exactly the bit
lengths needed in the message. Reading the messages byte by
byte can therefore result in no meaningful values. To analyze
the CAN bus messages, the Embedded 60 has to be connected
to the CAN bus between the Raspberry Pis (see Figure 6).

Fig. 6. ANSKo MITM Setup

• Orange - Tachometer: The Raspberry Pi with display
acts as tachometer and shows extra information if the
challenge is complete.

• Red - Engine Control Unit: The Raspberry Pi without
display acts as engine control unit an sends the mileage
an other messages to the tachometer.

• Green - CAN bus: The green CAN bus is the commu-
nication channel between tachometer and engine control
unit.

• Blue - CAN bus: The blue CAN bus is a additional
communication line that is not used in the default setup,
and can help for the MITM attack.

• Cyan - Embedded 60: The Embedded 60 is used to
connect the CAN Bus to the PC.

To make it easier to find out the mileage message, the
student can disconnect the tachometer or the engine control
unit from the CAN Bus and connect it to the spare bus. Since
both Raspberry Pis are sending messages on the CAN, this
eliminates the tachometer messages from being analyzed, since
they don’t contain the mileage (see Figures 7 and 8).

To find the mileage message ID the student has to ana-
lyze the contents of the messages. First a look at periodical
increasing data in the messages can eliminate the ones that
don’t change or increase step by step. The correct message is
the ID 234, the mileage is in the data, for example 30 6D 18.
But how can that data be translated into the 100.000 km? One
clue of the message is that the first number is increasing while
in the mileage its the last. This is a indication that little endian
is used to encode the message. Translating it back gives the
result 18 6D 30, still to big by a factor x16 for the mileage.

Fig. 7. Engine Control Unit
Messages

Fig. 8. Tachometer Messages

By shifting the result 4 bits to the left, the result 18 6D 3
is exactly the 100.051 km mileage. In the real world the 0
that is not used further in this example would have a meaning
too, the 4 bits could be used for flags or other data to use the
available message payload perfectly.

After the message ID has been found, the MITM attack can
be prepared. For that, the Raspberry Pis have to be separated
on two different CAN buses, and the Embedded 60 connected
to both acting as a bridge between them. The software part of
the attack can be done over Scapy, or other network packet
manipulating tools [31]. All messages except the mileage
message need to be forwarded to the other CAN bus, the
mileage is read and then altered to set down the driven km by
50.000. The result after a successful MITM attack is shown
in Figure 9.

VIII. EVALUATION

In this section, the learning platform is evaluated based on
various criteria. On the one hand, the learning platform has
already been used in some courses at the OTH Regensburg.
The students were surveyed at the end of the course. The
results are presented in this paper. On the other hand, the
learning platform is evaluated with the help of the Open Web
Application Security Project (OWASP) SAMM.

A. Evaluation in the context of the course

Computer science students from the OTH Regensburg were
able to work with the ANSKo as part of a special topic course
for the 6th & 7th semesters. The course evaluation, which was
answered by the students, showed the benefit of the learning
platform.
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Fig. 9. ANSKo Tachometer (Top: Before; Bottom: After)

A dedicated online evaluation questionnaire was designed
to ensure the quality of teaching with the learning platform.
This questionnaire is filled out anonymously by 21 learners at
the end of the course. The questions are closed and allow a
selection within a rating scale. This scale goes from 1 to 5,
with 1 being the most negative selection and 5 being the most
positive. The following questions are included:

• EQ1 - Did you like the course overall?
• EQ2 - Are you satisfied with your learning progress

regarding security?
• EQ3 - Can you independently reproduce the topics cov-

ered?
• EQ4 - How do you rate the principle of ”problem-

based/challenge-based Learning” compared to traditional
forms of teaching?

• EQ5 - How do you evaluate the work in small groups?
• EQ6 - Some of the security vulnerabilities shown occur

when programmers write buggy code. Do you think your
code will be free of these errors in the future?

• EQ7 - How satisfied were you with the automotive part
of the course?

• EQ8 - How do you rate the topicality of the subject of
”automotive security”?

• EQ9 - Was the level of difficulty of the automotive topics
covered appropriate?

• EQ10 - Was the level of difficulty of the exercise tasks
automotive appropriate?

Figure 10 shows the evaluation results in the form of a Kiviat
diagram. The different evaluation questions EQ1-EQ10 are

EQ1

EQ2

EQ3EQ4

EQ5

EQ6

EQ7

EQ8 EQ9

EQ10

Fig. 10. Evaluation of the ANSKo

visualized on the axes. There is a grid for each of the five
steps of the evaluation scale. The green area in the diagram is
defined by the mean value of the survey results per question.
The further out the green box is on the axis, the better the
question was rated.

It can be seen from the diagram that most of the questions
were answered very positively. The students reported a positive
experience when working with the ANSKo, e.g., when asked
about understanding the importance of automotive security or
their learning progress. It should be noted that questions EQ9
and EQ10 are moderately rated. It can be concluded from
this that the difficulty level of the course is appropriately
challenging. EQ6 was given an average grade of 3.38. This
indicates that the students understood that errors can occur
during programming and that software must therefore be
tested. This is an important understanding, as errors can occur
even with a high level of maturity and strict security controls.
Another striking feature is that EQ5 was given an average
score of 3.19. This indicates that some students would have
preferred a different grouping. In the field of pentesting, group
work is essential. In practice, large teams work on common
tasks. They do best when their knowledge complements each
other as much as possible. Unfortunately, this can only be
realized to a limited extent at the university due to the given
general conditions.

B. Evaluation based on the OWASP SAMM

As maturity model for software assurance SAMM can be
used in the presented IT-Security education framework. The
Education & Guidance (EG) practice focuses on arming per-
sonnel involved in the software lifecycle with knowledge and
resources to design, develop, and deploy secure software. With
improved access to information, project teams can proactively
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identify and mitigate the specific security risks that apply to
their organization [32].

In the following Table IV we present a mapping of the
maturity levels in the SAMM practice Education & Guidance
(EG) to the ANSKo approach. With the presented IT-Security
education framework it is possible to achieve SAMM level 3
in the practice EG.

TABLE IV
MAPPING OF SAMM PRACTICE EG TO THE ANSKO APPROACH

Maturity
Level

SAMM EG: Description
of given maturity level

Presented IT-Security
education framework
(ANSKo approach)

1 Offer staff access to re-
sources around the topics of
secure development and de-
ployment.

The presented IT-Security
education framework gives
access to non-compliant and
compliant examples of se-
cure software engineering.

1 Provide security awareness
training for all personnel in-
volved in software develop-
ment.

The presented cursus is use-
able in an industrial context
for all software engineers.

1 Identify a “Security Cham-
pion” within each develop-
ment team.

Define a responsibility for
IT-Security in the team.

2 Educate all personnel in
the software lifecycle with
technology and role-specific
guidance on secure develop-
ment.

The presented cursus is use-
able for different roles in a
software organization.

2 Offer technology and role-
specific guidance, including
security nuances of each
language and platform.

There is a scaffolding ap-
proach possible for different
roles.

2 Develop a secure software
center of excellence pro-
moting thought leadership
among developers and ar-
chitects.

The presented IT-Security
education framework can be
extended in the team for
new challenges.

3 Develop in-house training
programs facilitated by
developers across different
teams.

The challenges in the
presented IT-Security
education framework can
be matched to the focus of
different teams.

3 Standardized in-house guid-
ance around the organiza-
tion’s secure software devel-
opment standards.

The presented IT-Security
education framework can be
adopted in the organiza-
tion’s secure software devel-
opment standards.

3 Build a secure software
community including all or-
ganization people involved
in software security.

The presented IT-Security
education framework can
generate room and time for
the communication of all or-
ganization people.

The Security Testing (ST) practice leverages the fact that,
while automated security testing is fast and scales well to
numerous applications, in-depth testing based on good knowl-
edge of an application and its business logic is often only
possible via slower, manual expert security testing [33].

In the following Table V we present a mapping of the
maturity levels in the SAMM practice ST to the ANSKo
approach. With the presented IT-Security education framework
it is possible to achieve SAMM level 3 in the practice ST.

TABLE V
MAPPING OF SAMM PRACTICE ST TO THE ANSKO APPROACH

Maturity
Level

SAMM ST: Description of
given maturity level

Presented IT-Security
education framework
(ANSKo approach)

1 Perform security testing
(both manual and tool
based) to discover security
defects.

Both is possible with our
approach.

1 Make security testing dur-
ing development more com-
plete and efficient through
automation complemented
with regular manual secu-
rity penetration tests.

The presented IT-Security
education framework can be
extended for automation.

1 Embed security testing as
part of the development and
deployment processes.

The presented IT-Security
education framework can be
included in the secure devel-
opment process.

2 Perform security testing
(both manual and tool
based) to discover security
defects.

The presented IT-Security
education framework en-
ables software engineers to
perform tests.

2 Employ application-specific
security testing automation.

The presented IT-Security
education framework can be
extended for automation.

2 Integrate automated security
testing into the build and
deploy process.

The presented IT-Security
education framework can be
integrated in the secure de-
velopment process.

3 Perform manual security
testing of high-risk compo-
nents.

The presented IT-Security
education framework con-
tents challenges with differ-
ent risk level.

3 Conduct manual penetration
testing.

The presented IT-Security
education framework allows
manual penetration testing.

3 Integrate security testing
into development process.

The presented IT-Security
education framework can be
integrated in the secure de-
velopment process.

IX. CONCLUSION AND FUTURE WORK

The presented vulnerabilities at the beginning of this pa-
per and the listing of strengths and weaknesses of existing
learning platforms justify the need for an automotive-specific
IT security learning platform. For this reason, an APTEP was
developed on which participants can learn about vulnerabilities
in practice.

To realize this, an architecture for the APTEP was chosen
that maps the described attacks. The architecture consists of
three layers - outer layer, inner layer, and core layer. Each
of them contains different interfaces, such as the Radio Fre-
quency interface as well as the Charging interface in the outer
layer, Network interfaces in the inner layer, and Hardware-
Diagnostic interfaces in the core layer.

The APTEP is implemented on the Hardware level to
provide a realistic learning environment, but also offers a
virtual level, which allows users to work with the platform
remotely since the COVID-19 pandemic prevented hands-on
work.
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The ANSKo learning concept is based on the theory of
constructivism. This allows the learner to develop a deeper
understanding. It also enables the learner to achieve the higher
learning goals of Bloom’s Taxonomy. ANSKo consists of a
variety of challenges and follows the concept of problem-
based/challenge-based learning. To keep the challenges as re-
alistic as possible while providing learners with an appropriate
level of complexity, the tasks were divided into two cate-
gories. There are ”Domain-specific challenges,” which deal
with only one interface per challenge. A ”Cross-domain chal-
lenge” cannot be solved until the associated ”Domain-specific
challenges” have been solved for each included interface. The
”Cross-domain challenges” combine different interfaces and
teach learners to find and exploit attack paths.

Currently implemented are five Domain-specific chal-
lenges and one Cross-domain challenge that combines several
Domain-specific into one. The challenges are divided into
various difficulty levels from easy to hard. With the currently
realized challenges, levels 3 (Apply), 4 (Analyze), and 5
(Evaluate) of Bloom’s Taxonomy can be achieved.

Evaluation of the APTEP framework and the ANSKo
implemented from it was conducted through a university
lecture survey. The results were mostly positive. There were
moderate responses to the difficulty questions, suggesting that
the content was appropriately challenging. Based on the survey
results, it was possible to determine that the majority of
students recognized that software errors happen. In addition,
an evaluation was also performed using the OWASP SAMM.

Future work includes the implementation of electric vehicle-
specific challenges, e.g., charging interfaces. Side-channel
attack challenges will be included as well. In addition, other
challenges are to be added. For example, a Bluetooth attack, an
RFID attack, and a fuzzing attack. Another optimization is the
integration of a vehicle simulation. This enables a Hardware
in the Loop (HiL) approach. Also, a challenge to simulate the
communication between a self driving vehicle and a technical
supervisor will be developed and included into the ANSKo.
Learners then could comprehend which future tasks automo-
tive driving brings to developer as well as to authorities. To
support the individual learning progress eye tracking will be
included and analyzed. The learner’s cognitive load will be
determined by Artifical Intelligence (AI)-based classification
results. Finally, this will improve individual learning success.
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Abstract—The integration of external services, such as work-
flow management systems, with High-Performance Computing
(HPC) systems and cloud resources requires flexible interaction
methods that go beyond the classical remote interactive shell
session. In a previous work, we proposed the architecture and
prototypical implementation of an Application Programming
Interface (API) which exposes a Representational State Transfer
(REST) interface that clients can use to manage their HPC
environment, transfer data, as well as submit and track batch
jobs. In this article, we expand on this foundation by including a
full Function as a Service (FaaS) interface which allows it to be
a drop-in replacement for functions with high resource demands.
In order to enable automated processes without any manual
interaction while maintaining the highest security standards, a
fine-grained role-based authorization and authentication system
which facilitates the initial setup and increases the user’s control
over the jobs that services intend to submit on their behalf
is presented. The developed HPCSerA service provides secure
means across multiple sites and systems and can be utilized
for one-off code execution and repetitive automated tasks, while
adhering to the highest security standards.

Keywords—HPC; RESTful API; OAuth; authorization; FaaS.

I. INTRODUCTION

This work is an extension of [1] by the inclusion of
the Function as a Service (FaaS) idiom, which becomes
increasingly popular due to several advantages, including the
cost effectiveness, fault tolerance, and ease of use. However,
there are usually strict limitations on the execution time of
a function, resource requirements and the size of input and
output data [2]. Driven by the large success of data- and
compute-intensive methods, there is an increasing demand
for computing power in various scientific domains which
are outside of these limits. Historically, HPC systems were
used to satisfy those requirements in a cost-effective manner.
Meanwhile it is similarly attractive to use a RESTful interface

to easily deploy preconfigured functions and use those in an
automated setup. This has led to the creation of different
services which for instance expose a RESTful API with which
users can remotely interact with an HPC system. There are
numerous different use cases for such a requirement. One
motivating example can be the ability to manage complex and
compute-intensive workflows with a graphical user interface
to improve usability for inexperienced users [3].

While, on one hand, there are these efforts to ease and open
up the use of HPC systems, there is, on the other hand, a
constant threat by hackers or intruders. Since users typically
interact with the host operating system of an HPC system di-
rectly, local vulnerabilities can be immediately exploited. Two
of the most favored attacks by outsiders are brute-force attacks
against a password system [4] and probe-based login attacks
[5]. These attacks, of course, become obsolete if attackers can
find easier access to user credentials. Therefore, it is of utmost
importance to keep access, and access credentials, to HPC
systems safe.

In this context, services easing the use of and the access to
HPC systems should be treated with caution. For example,
if access via Secure Shell (SSH) [6] to an HPC system
is only possible using SSH keys due to security concerns,
these measures are rendered ineffective if users re-establish
a password-based authentication mechanism by deploying a
RESTful service on the HPC system that is exposed on the
internet. Observing these developments, it becomes obvious
that there is a requirement to offer a RESTful service to
manage data and processes on HPC systems remotely which is
comfortable enough in its usage to discourage spontaneously
concocted and insecure solutions built by inexperienced users
with the main objective of “getting it to work”, but which
adheres to the highest security standards.
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In order to prevent those security risks by users, HPC sys-
tems are increasingly secured, including a two-factor authen-
tication (2FA) for SSH connections [7], which is a problem
for automated workflows since they need to run without any
manual interaction. In this paper we present HPCSerA, a REST
API which is compatible to the FaaS idiom, therefore allowing
clients to use it for large, data and compute-intensive functions
similar to OpenFaaS [8]. In order to enable this functionality, a
detailed security analysis was done and a secure authorization
method was developed to enable automated data processing
without any manual intervention, while maintaining a similar
security standard compared to a SSH access secured by 2FA.
The key contributions of this article are:

1) discussion of the FaaS usage model and its capabilities
on HPC systems using HPCSerA;

2) analysis of possible attack scenarios based on a RESTful
service running on an HPC system;

3) presentation of a user-friendly and secure authorization
method inspired by OAuth;

4) discussion of the usability, including the resolution of
complicated dependencies.

The remainder of this paper is structured as follows: In
Section II, the related work is presented, including state-of-
the-art mechanisms to solve this issue. This is followed by
a presentation of the fundamental idea of HPCSerA and its
three basic components in Section III. Based on this, the
FaaS functionality is discussed in Section IV. In Section V,
existing security issues preventing a wide-spread application
of HPCSerA are being discussed and an improved architecture
with a security-based scope definition is presented. In the
following Section VI, our implementation is presented. At the
end, a diverse set of use cases are presented in Section VII,
as well as a concluding discussion, which is provided in
Section VIII.

II. RELATED WORK

There is without question a general trend towards remote
access for HPC systems, for instance in order to use web
portals instead of terminals [9]. These applications actually
have a long-standing history with the first example of a web
page remotely accessing an HPC system via a graphical user
interface dating back to 1998 [10].

Newer approaches are the NEWT platform [11], which
offers a RESTFul API in front of an HPC system and is
designed to be extensible: It uses a pluggable authentication
model, where different mechanisms like Open-Authorization
(OAuth), Lightweight Directory Access Protocol (LDAP) or
Shibboleth can be used. After authentication via the /auth
endpoint, a user gets a cookie which is then used for further
access. With this mechanism NEWT forwards the security
responsibility to external services and does not guarantee a
secure deployment on its own. This has the disadvantage that
NEWT is not intrinsically safe, therefore providers of an HPC-
system need to trust the provider of a NEWT service that it
is configured in a secure manner. Additionally, no security

taxonomy is provided, which is key when balancing security
concerns and usability.

Similarly, FirecREST [12] aims to provide a REST API
interface for HPC systems. Here, the Identity and Access Man-
agement is outsourced as well, in this case to Keycloak, which
offers different security measures. In order to grant access to
the actual HPC resources after successful authentication and
authorization, an SSH certificate is created and stored at a
the FirecREST microservice. Although this is a sophisticated
mechanism, there seem to be a few drawbacks. First of all,
the sshd server must be accordingly configured to support
this workflow, secondly it remains unclear how reliable status
updates about the jobs can be continuously queried when using
short-lived certificates, and lastly these certificates needs to be
stored at a remote location, which might conflict with the terms
of service of the data center of the user. A similar approach is
used by HEAppE [13] where the communication is between
the API server and the HPC system is done via SSH. To do
so, for each project an SSH key is managed by the API server.
Users are not supposed to connect to the system via SSH at all.
However, in order to upload data via secure copy users obtain
a temporary SSH key. To manage the exposure of a possible
data breach of the API server, the developers recommend to
use one instance of HEAppE per HPC account.

Additionally, HPC systems are often configured to allow
logins from a trusted network only, which means that the
FirecREST microservice can not serve multiple HPC systems
at a time.

While the Slurm Workload Manager provides a REST inter-
face that exposes the cluster state and in particular allows the
submission of batch jobs, the responsible daemon is explicitly
designed to not be internet-facing [14] and instead is intended
for integration with a trusted client. Its ability to generate
JSON Web Token (JWT) tokens for authentication provides
an interesting alternative route for interaction with our ar-
chitecture, provided both services are hosted in conjunction.
Clients that shall execute Slurm jobs authenticate the trusted
Slurm controller via the MUNGE service [15] that relies on
a shared secret between client and server. If either of these
is compromised, then it is assumed that the whole cluster is
insecure. Slurm can be deployed across multiple systems and
administrative sites and there are various options for Slurm to
support a meta-scheduling scenario or federation. However, if
the Slurm controller is compromised, it can dispatch arbitrary
jobs to any of the connected compute systems. In addition,
decoupling the API implementation from the choice of the
job scheduler, as we propose, allows interoperation of multiple
sites, possibly using different schedulers.

An alternative execution model popular with public cloud
systems is Function as a Service (FaaS). In this model, a
platform for the execution of functions is provided, i.e., code
can be submitted by the user and execution of the function with
parameters is triggered via an exposed endpoint. A runtime
system executes the function in an isolated container and
automatically scales up the number of containers according
to the response time and number of incoming requests. Cus-
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tomers are billed for the execution time of the function. The
core assumption is that the function is a sensible unit of
work, e.g., running for 100ms, running on a single core,
side-effect free, and thus only suitable for embarrassingly
parallel workloads. Authentication and security is of high
importance for these systems as well. For example, OpenFaaS
is a Kubernetes-based FaaS system that utilizes, e.g., OAuth
to authorize users and to generate tokens that are verified
upon function deployment or execution. While this mechanism
has similarities to our approach, FaaS is for short-running
(subsecond to several seconds) single node jobs, we provide
different, security-derived authorization processes for the dif-
ferent available operations, while mitigating user impact via
push notifications and solve the issue for long-running HPC
systems including parallel jobs.

III. GENERAL ARCHITECTURE

HPCSerA consists in total of three components which
enable the access and remote control of an HPC system via a
REST API.

These three components as well as their interactions are
depicted in Figure 1: The main component is the API server,
which at first glance looks like a simple message broker.
Clients, shown on the left side in green, can use the REST API
of the API Server to post a new HPC task. On the opposite
side, there is a cronjob running, in the following called Agent,
which periodically queries the API server for available tasks
and pulls them if available. Once pulled, the agent will execute
the task and will update the state of the task on the API server
accordingly. This simple approach has several advantages:

• If the egress firewall rules allow access to the API server,
which would be possible even for HPC systems which do
not allow general internet access, the entire setup can be
done in user space.

• The agent is independently configurable. This means that
the agent does not require a fixed interface, like a certain
resource manager, and can be customized to work with
any kind of system.

• The agent can only do, what it is configured to do.
Therefore, a user can configure what should be exposed.
The highest form of exposure would be to allow arbitrary
code ingest and execution, like sending a shell script and
executing it. A smaller level of exposure would be to just
allow the submission of preconfigured batch jobs to the
resource manager.

• A user can hook an authorization mechanism into the
agent in user space and therefore does not need to
completely trust the administrators of the API server or
HPCSerA. This mistrust allows a large exposure of the
agent in a secure manner.

In the following the three components are presented in more
detail.

A. The API Server

As a central component of the HPCSerA architecture, the
API server handles HTTP connections from the Client and

Agent (described below), maintains the internal state of all jobs
and functions and resolves dependencies between functions.
In addition it provides the necessary maintenance endpoints
to allow configuration via the Web UI. It communicates
with the database for persistence of the internal state and
verification of any authentication tokens. Since every job has
to be kept in the database until it is completed, the API
server is not stateless. All other connections are initiated by
other components, therefore the API server is the only part of
the architecture that has to allow incoming connections. It is
also the responsibility of the API server to ensure separation
between jobs of different projects, i.e., these are only visible in
response to requests which are authorized for the same project.

B. The Client

Any application or service that needs HPC as a back-
end implements the Client component, which initiates HTTP
connections to the API server in order to submit jobs, call
functions (cf. Section IV) and retrieve information on the
job state. Examples of use cases for the Client are given in
Section VII.

C. The Agent

On the HPC system the Agent component regularly connects
to the API server in order to retrieve jobs that are ready for
execution. Depending on the function being called, the batch
system might be involved and is regularly queried on the
state of each pending or running cluster job. This information
is used for further calls to the API server in order to keep
the job state up to date. In the case of function calls which
depend on each other only via the cluster jobs they need
to run a corresponding set of jobs including the dependency
information is being submitted to the batch system.

IV. ADVANCED EXECUTION MODELS

Extending on this general idea, a more formal execution
model can be defined. Generally one can observe that the
execution model of predefined tasks triggered by a REST call
is a well known concept in the cloud ecosystem known as
Function as a Service (FaaS) [16].

A. FaaS for HPC

In FaaS it is typical that a user has a preconfigured task or
function which is packaged into a container to be called with
varying inputs. These functions are available by user-defined
REST endpoints. Since in HPCSerA every user has a dedicated
namespace on the API server, this expected behaviour can be
replicated on an HPC system using the respective scheduling
mechanism for batch jobs.

The basic mechanism for this is shown in
Figure 2. It can be seen that the user can send
REST requests to the API server resembling FaaS
requests. For this, each user has their own namespace
/<username>/function/<functionname>, where
custom functions can be registered at their own discretion.
It is important to state that the function name must be
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Fig. 1. Components of the architecture: external services, API server, HPC systems (in our use cases we show Slurm and PBSPro as examples, which are
used in the Scientific Compute Cluster of GWDG and HAWK at HLRS, respectively).
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Fig. 2. Basic schema of the FaaS methodology.

unique within the namespace of each user and is not being
further isolated by additional structures like the notion of
projects. Once a client has posted a function call to the
API server, it will be available for the agent to be pulled
with the corresponding GET request. The agent then actively
pulls these function calls and dispatches them by calling
a starter script with the same <functionname> located
in a preconfigured path, e.g., in the user’s home directory
in ∼/hpcsera/functions/<functionname>. These
functions, which are then being executed, can be anything.
It can be a Bash script which is being executed on the
frontend, it can be a script fetching data from a remote
source and staging it on the fast parallel filesystem of the
HPC system, or it can be a simple job submission to the
respective batch system, to give just a few examples. Since
only executables are being executed, there are no inherent
limits to the capabilities of these functions.

B. Long Running vs. Short Running Functions

Since HPCSerA does not enforce any boundary condition
on the user-defined functions, it is important to differentiate
between long-running and short-running functions from the
beginning. The most important difference from the user’s
perspective is that long-running functions will be usually
executed asynchronously, whereas short running-functions can
be executed synchronously as well. The reason is that in this
case a TCP connection between the client and the API server
can stay established during the entire time. Therefore, the
HTTP response will correspond to the output of the function
(cf. Section IV-G), e.g., a response code 200 would directly
mean that the function ran successfully. There might even be
some payload data attached to the response, which can be

immediately used by the client. The client process is block-
ing for the duration of the HTTP request. These functions,
however, do not only need to have a short runtime, but also
need to have limited resource requirements. In those cases, an
oversubscribed queue (commonly used to enable interactive
jobs) can be used, which can be created and managed by
typical resource managers like Slurm.

In the other case, during an asynchronous function execution
the client would get an immediate HTTP response from the
API server. Here, the return code 202 would however only
mean that the request to execute the function was successfully
accepted from the API server. This allows for the established
TCP connection between the client and the API server to
be terminated. Therefore, the client process would only be
blocking for the duration of the initial communication with the
API server, but not for the entire time the function needs for
processing. However, this leaves the client without the optional
output data of the function, which might be required. This can
be solved on the client side by providing a callback URL in the
HTTP header when the initial REST request is made. The API
server would in that case make a callback to the client once
the function has finished. This is possible since the API server
offers statefulness of the functions. Since the API server itself
is not meant to handle large data transfers, usually S3 will be
used for these cases. Therefore, it might be advantageous to
implement some event handling using S3 rather than the API
server.

About the difference between synchronous and asyn-
chronous jobs which require access to the compute nodes that
are managed by a dedicated resource manager like Slurm it
can be stated from the HPC perspective that the synchronous
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case is using srun, whereas the asynchronous function call
is using sbatch.

For HPCSerA a single function configuration is
enough to execute the same function synchronously and
asynchronously. The client can then choose the mode
of execution at runtime and just distinguishes between
those modes by using a different Endpoint, i.e., either
the /<username>/function/<functionname>
for the synchronous execution, or the
/<username>/async-function/<functionname>
for the asynchronous execution.

C. Remotely Building Complex HPC Jobs

Offering a FaaS infrastructure based on HPC which enables
long-running, data intensive and highly parallelized functions
is a useful addition for those users who are already in the FaaS
ecosystem. There is, however, also the HPC-native user group,
where people would like to be able to access and use an HPC
system as before, just with a RESTful interface. In order to
combine these two scenarios, a closer look at the typical HPC
usage is necessary. The usual workflow for users working on
HPC systems can consist of several steps:

• The environment and binaries for the computation are
prepared. This is mostly done interactively on the fron-
tend.

• Input data for IO-intensive applications is staged on a fast
parallel filesystem prior to the job submission.

• Last changes to the batch script are done and the job is
submitted to the batch system.

• After job completion the results can be inspected and
possibly backed up.

Since there are no restrictions on the capabilities of the
functions, one can recreate the workflow described above
under two conditions:

• The execution of a function can depend on conditions.
• Code ingest needs to be supported.

The first condition is derived from the requirement that a job
can only be submitted to the batch system once its environment
is built and its input data is staged. There can also occur other
examples and more complex conditions. Since HPCSerA is not
in any way supposed to replace a workflow engine it is also not
supposed to handle complex conditions on its own. Therefore,
one can only add the condition to a function that it should
start only after one or more other functions have (successfully)
finished. The logic to determine whether a function call has
been successful or not has to be within the function itself.

In order to build complete end-to-end HPC jobs with this
mechanism these function calls need to be embedded in a
suitable data structure.

In Figure 3 it is shown that all function calls are organized
within a data structure called Job. A user has to first create
a new Job, which gets a unique JobID assigned by the
API server. Afterwards, a user can call functions within the
context of a Job. These function calls then get a Function-
ID associated to them. Conditions can be assigned to these

function calls, i.e., other functions within this Job structure
have to be (successfully) finished before this function can
start. This mechanism allows to build up a typical, multi-
step HPC job as described above, by calling consecutively
the exposed FaaS REST API. Independent function calls will
be executed concurrently. In our example, this applies to both
the Prepare Binary and Stage Input Data functions which have
no dependencies. Dispatch Batch Job, on the other hand, can
only be run once both previous function calls are completed.
Finally, Postprocess Data is run once all other function are
completed.

Alternatively, one can define a single HPC job in HPCSerA
using a single YAML file. In this case all functions need
to be known when submitting the job request to the API
server. If not specified, the functions are executed in the order
they appear in the YAML file, and an implicit dependency on
the previous function is assumed. In the consecutive buildup
where independent functions are called in the context of a job,
additional function calls can be issued to the same Job-ID at
a later time.

D. Virtual Function Calls

Since all dependencies that HPCSerA is supposed to resolve
should only cover the exit status of a function, i.e., with or
without error, a mechanism is needed to map more compli-
cated conditions onto this boolean. One example for such a
more complicated condition would be that a function should
only start after some special resource, like a certain block
device, was provisioned.

To cover these cases, one can define Virtual Functions.
These functions differ from normal functions in that they
do not need to be pulled by the agent and then need to be
executed. Instead these functions are only existing on the API
server. There they expose a REST endpoint, where from an ex-
ternal source the state of the Virtual Function can be changed.
This means that some external program can make a REST call
to that endpoint to set the state of the function to (successfully)
finished. This is an alternative, similar to the call-back URLs
provided by clients when triggering an asynchronous function.
When an external REST call is used, the necessity to execute
functions which do busy waiting to check if a certain condition
is met, can be avoided. However, functions which do busy
waiting can also be used in a straightforward manner, as long
as the necessary logic is implemented to differentiate between
the waiting state since the condition is not yet satisfied and
the failed state where the condition will be never satisfied.
In the latter case the function should be terminated with the
corresponding unsuccessful state. If a proper failure condition
can not be formalized, when a condition failed and will not be
met in the future, a final wall-clock time should be specified
after which the function is terminated and the state of the
function is unsuccessful.

E. Function Configuration

There are two different ways to configure and deploy a
function. The first option is to connect to the HPC system
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Example Job

Prepare Binary Stage Input Data

Dispatch Batch Job

Postprocess Data

Fig. 3. Sketch of a Job data structure in which three different functions with corresponding Function-ID’s are organized.

via SSH and prepare the executable which is called when the
function is triggered. This executable can be a binary, or a
shell script, for instance. In case a binary should be executed
within a certain environment, one can wrap the call of the
binary within a shell script. If more complex environments
are required, the executable can be packaged togteher with
its dependencies into a container, e.g., Singularity/Apptainer
[17] can be used. Once the function is configured within such a
SSH session, it can be called afterwards by the agent, therefore
it is also immediately available for the client on the API server.

The alternative is to configure a new function via the API
server, i.e., completely within the context of HPCSerA. For
this, all necessary files can be zipped or tarred, and sent
along with the configuration request, which is available on
a dedicated REST endpoint. The agent will then accept the
archive, unpack it into a temporary directory, and will execute
a preparation executable. This preparation executable can be
as simple as to just copy the the function executable into the
function directory of the agent. More complicated examples
may include some code which needs to be compiled. For large
files, like a Singularity/Apptainer container, it is recommended
to upload those via REST to an S3 Bucket. Then just passing
a preparation executable to the agent, which fetches this large
file from the remote bucket and places it in the necessary path
on the HPC system, is enough to configure such a function.

F. Passing Arguments to Functions

Some or even most functions will require that some
arguments are passed to them when calling them. These
can be passed to the API server of HPCSerA either as
Uniform Resource Locator (URL) query parameters, or as
a JSON file. In the first approach an arbitrary list of key
value pairs can be passed with the calling REST endpoint,
e.g., /<username>/function/<functionname>?k=val.
This call would forward the key k with the value val to
the function in two possible ways: Either the agent would
export an environment variable <PREFIX>_k with the value
val (where <PREFIX> can be set by the user) before
calling the executable corresponding to the called function or
alternatively, these key value pairs can be formatted into a
single command line string which is appended to the binary

call, as it is common when executing an executable on a
Linux shell.

In case a function requires more extensive arguments, this
previous discussed method is not handy anymore. Instead, one
can use a JSON file which is send along with the REST
request to trigger the function. This JSON file is then simply
forwarded from the API server to the agent which accepts the
JSON file and stores it locally. The file path can then be passed
as an argument to the function. Neither the API server, nor the
agent will in any way process the content of the JSON file. If
a function requires this kind of complex input data, the logic
needs to be implemented by the function itself or a wrapper
script.

G. Returning Output Data to the Client

When a function call is completed, the method of returning
its results depends on the mode of execution and the volume
of the produced data:

• For synchronously executed functions (cf. Section IV-B)
the results are available by the time of completion and
can be included in the HTTP response. If applicable, the
results can be completely included in the form of a JSON
structure produced by the function, e.g., for scripts that
query the status of the system, such as custom calls of the
batch system or storage CLI tools. Binary data, such as
base64-encoded BLOBs can be included, although for the
purpose we recommend, especially in the case of a high
volume of produced data, that the JSON structure merely
contains information about the location of the output data,
for example a file system path on shared storage or the
URL of an S3 bucket.

• If the function call is asynchronous, only information
about the data structures created on the API server can
be relayed, in particular the JobID. This has to be kept
on the client side and used for later status requests.

H. Error Handling

Since the functions have a state, which is managed by the
API server, and for instance distinguish between a successful
and an unsuccessful exit, the user-defined functions are ideally
able to distinguish between those states. However, some error
in the code execution itself is not the only error which can
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occur. It could also happen that during the function execution
the process is unexpectedly killed, or the host is suddenly
turned of, for instance due to a power outage. When the agent
is able to detect those interruptions, where a function stopped
processing without sending a proper exit code, it assumes that
a crash unrelated to that particular function has happened and
will trigger the function execution again. In order to support
this behaviour a function should be idempotent, i.e., it should
be possible to execute a function multiple times with the same
input parameters and it will always produce the same output.

I. External Job Dependencies

With a slight modification in the data structure describing
a job and the included functions, our architecture can support
medium-term storage of campaign data as well: The set of
subJobTypes was originally designed to be run in order, but
a more generic solution is given by implementing a directed
acyclic graph (DAG) of dependencies. Hereby each function
can define one or more dependencies on another function,
which can either exist in HPCSerA or represent an external
event via a virtual FunctionID. The latter is marked as
done via an external source, for example when campaign
storage or a data source is ready to be used as job input
data. This workflow is typically used for research projects
and can include dependencies between compute jobs, storage
provisioning and data migration. However, the conventional
linear chain of subJobTypes is still included as the special
case where each step depends on predecessor. As shown in
the first half of Figure 4 this variant is implemented via
dependencies between functions. However, in the more general
case, as depicted in the second half, multiple functions could
depend on the same prerequisite, in this case B1. If a subset
of the function calls is implemented via batch jobs and all
other dependencies pointing outside of the set are already
fulfilled, the corresponding subgraph can be submitted in one
step, thereby delegating further resolution of the remaining
dependencies to the batch system.

V. SECURITY ARCHITECTURE

We first analyze the potential security issues from our initial
architecture and describe an approach to address them via an
updated authorization and authentication process. Finally, each
step of the revised workflow is discussed individually.

A. Problem Statement

In the original architecture, static bearer tokens were used
for user authentication. There was one bearer token per user,
which means that each client, as well as each agent, authen-
ticated towards HPCSerA with the same token, compare [18,
III. B.]. Although considered state-of-the-art, this approach has
different security flaws which prevented a public deployment.
These security problems become apparent when particularly
taking into account that an access mechanism for an HPC
system is provided. One problem is that this single bearer
token can be used to access all endpoints, which means that

it can be used to perform any possible operation. This can be
maliciously exploited in two different ways:

• If that token is not properly guarded, an attacker can use
it to post a malicious job, to gain direct access to the
HPC system.

• If an attacker has escalated their privileges, the token used
by the agent is left vulnerable. If the user has authorized
that token to get access to more than one HPC system, the
attacker has immediately gained access to another cluster.

There are two different conclusions one can deduce from these
observations: First, it is a highly vulnerable step to allow code
ingestion via a RESTful service into an HPC system and one
has to take the chance of a token loss into account, when
designing such a system. Second, the agent sometimes only
needs the permissions to read queued jobs and to update the
state of a job, e.g., from queued to running. Therefore, it is
an unnecessary risk to allow a job ingress from the token of
an agent.

B. Improved Architecture

The separation of access tokens by the user who created
them and the services (clients and HPC agents) to which
they are deployed, as described in [18], already enables
revoking trust in a setup with multiple services and multiple
backend HPC systems easily. However, during operation, there
is global access to the entire state, i.e., in-flight jobs, to all
parties involved. In order to segment trust between groups
of services and HPC backends, our revised architecture (cf.
Figure 5) resolves this issue by introducing a dedicated tag
field into the design of the database for access tokens. Based
on this information, client services and HPC agents can be
authorized individually. Moreover, each token can be assigned
one or multiple roles that restrict the combination of Hypertext
Transfer Protocol (HTTP) endpoints and verbs which can be
used for all entities that have been created using the same tag.
The token’s individual lifetime is implied by the granted role.

User control over each individual task and job that is
allowed to be run or submitted, respectively, is enforced by
introducing an intermediate authentication step that requires
user interaction via an external application. This could be run
on a mobile device or hardware token, like the ones being
used for 2FA or integrated into the web-based user interface
used for token and device management for fast iterations on
the workflow configuration. Metadata about the action to be
authorized is included in the user prompt in order to allow an
informed decision. However, the measure is restricted to this
most critical step of the process, while non-critical endpoints,
such as retrieving the state of pending jobs, can continue to
respond immediately. For submitting a new job, the necessity
of individual user confirmation is also determined by whether
new code is ingested or an already existing job is merely
triggered to run on new input data.

From the user’s perspective, setting up the workflow would
start with logging into the web interface and creating tokens
for each service to be connected to the API and configuring
them in each client and agent, respectively. In order to acquire
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Fig. 4. Jobs with implicitly defined dependencies and a custom dependency DAG.

a minimal working setup, at least one token for the client
service and one for the agent communicating to the batch
system on the HPC backend system would be required. OAuth-
compatible clients could initiate this step externally, thereby
sidestepping the need for the user to manually transfer the
token to each client configuration. As soon as each client has
acquired the credentials either way, HPC jobs can be relayed
between each service and the HPC agent.

While the OAuth 2.0 terminology [19] allows a distinc-
tion between an authorization server, which is responsible
for granting authorization and creating access tokens, and
a resource server, which represents control over the entities
exposed by the API, in our case the tasks and batch jobs to
be run, both roles are assumed by our architecture, so the
design can be as simple as possible and deployed in a single
step. However, since the endpoints for acquiring access tokens
and the original endpoints that require these access tokens are
distinct, a separation into microservices (which again need to
be authenticated against each other) would also be compatible
with the presented design.

The steps necessary for code execution are illustrated in
Figure 5. As a preliminary, we assume that the HPC agent is
set up and configured with the REST service as an endpoint.
The arrows indicate the interactions and the initiator. The
individual steps are as follows:

1) The workflow starts by a user logging into the web
interface. The Single sign-on (SSO) authentication used
for this purpose has to be trusted, since forging the
user’s identity could allow an attacker to subsequently
authorize a malicious client to ingest arbitrary jobs.

2) The user can create tokens for the the REST service in
the WebUI.

3) The tokens are stored in the Token database (DB), along
with the granted role, project tag, and token lifetime.

4) The retrieved tokens can then be used by a client,
e.g., to run some code on the HPC system or have an
automatic process in place, provided the code is already
present on the system, rendering manual authentication
unnecessary.

5) The request is forwarded to the REST Service, which
verifies the information in the Token DB. On success,
the code to execute is forwarded to the HPC agent.

6) If the client chooses to use the OAuth flow instead in

order to avoid manual token creation, the authorization
request is forwarded to the Auth app instead.

7) The user can choose to confirm or deny the authorization
request. In the former case, the generated token is stored
(cf. step 3) in the Token DB. Again, further requests can
then in general proceed via step 5 without further user
interaction.

8) Like any other client, the HPC agent uses a predefined
token or alternatively initiates the OAuth flow in order
to get access to the submitted jobs.

9) For the most critical task of executing code on the HPC
frontend or submitting batch jobs, the agent can be
configured to get consent from the user by using the
Auth app for authentication.
This request is accompanied by metadata about the
job to be executed, such as a hash of the job script,
allowing an informed decision by the user. This step
also avoids the need for trust in a shared infrastructure,
since the authentication part can be hosted by each site
individually.

10) Once the user has confirmed execution, the HPC agent
executes the code, e.g., by submitting it via the batch
system. In this case, information about the internal job
status is reported back to HPCSerA.

We assume that the HPC agent is secure as otherwise the
system and user account it runs on are compromised and,
hence, could execute arbitrary code via the batch system
anyway. The Web-based User Interface (WebUI), HPC agent,
HPCSerA Service and Client are all independent components.
For example, a compromised REST Service could try to
provide arbitrary code to the HPC agent anytime or manipulate
the user’s instructions submitted via the client. However, as the
user will be presented with the code via the authenticator app
and can verify it similarly to 2FA, the risk is minimized.

There are multiple approaches to deploy HPCSerA across
multiple clusters and administrative domains:

a) Replication: Each center could deploy the whole
HPCSerA infrastructure which we develop (cf. Figure 5)
independently, maximizing security and trust. By adjusting the
endpoint URL, a user could connect via the identical client to
either the REST service at one or another data center – this is
identical to the URL endpoints in S3. Although the user now
has two independent WebUIs for confirming code execution
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on the respective data center, the authenticator and the identity
manager behind it could be shared. An additional advantage
of this setup would be that the versions of HPCSerA deployed
at each center could differ.

b) Shared Infrastructure: The maximum shared config-
uration would be that for each HPC system a user has to
deploy a dedicated HPC agent on an accessible node but all
the other components are only deployed once. As the HPC
agents register themselves with the REST service, now the
user can decide at which center they would like to execute any
submitted code. While using a single WebUI for many centers
and cloud deployments maximizes usability, it requires the
highest level of trust in the core infrastructure: If two of these
components are compromised, arbitrary code can be executed
on a large number of systems. However, authentication for
access to the WebUI via the user’s existing account from
their HPC center can be implemented as SSO using OpenID
Connect Federation.

VI. IMPLEMENTATION

In the following, more details about the technologies chosen
for our implementation are provided. Due to the conceptual-
ized architecture in Section V, this section has a focus on the
current scope definition and the authentication/authorization
scheme employed. Generally, the OpenAPI 3.0 [20] specifica-
tion, which is a language-agnostic API-first standard used for
documenting and describing an API along with its endpoints,
operations, request- and response-definitions as well as their
security schemes and scopes for each endpoint in YAML
format, was used to define the RESTful API. This API is
backed by a FLASK-based web application written in Python.
The token database is in a SQL-compatible format, thus
SQLite can be used for development and, e.g., PostgreSQL
for the production deployment. The database schema contains
only the user (user_id) and project (project_id) that
the token belongs to as well as the individual permission-level
(token_scope).

A. Definition of Access Roles

In order to give granular permissions for accessing each of
the endpoints, OpenAPI 3.0 allows to define multiple security
schemes providing different scopes to define a token matching
to the security level of each of the endpoints. Eight different
roles have been identified, which are listed and described in
Table I.

These roles are entirely orthogonal, which means they can
be combined as necessary. If, for instance, on one HPC system
only parameterized jobs needs to be submitted, the agent can
be provided with a token which has only the permissions of
role 2 and 3, thus lacking role 5, which is required to fetch
new files. Similarly, if a token is provided to a client which is
not 100% trustworthy, one can choose to only provide a token
with the role 6, i.e., to only allow to trigger a predefined job.
Important to understand is the difference in mistrust between
the role 3, 4, and 5. The security mistrust in role 4 comes from
the admins of the HPCSerA, who want to ensure that a code

ingestion is indeed done by the legitimate user. Therefore, in
order to allow code ingestion, the possession of a token with
the corresponding permission is not enough, the user has to
confirm the code ingestion via a 2FA. The mistrust in role 3
and 5 comes, however, from the user, who wants to ensure that
only jobs s/he confirmed are being executed. This is, again,
completely orthogonal, to the enforced 2FA in role 4 and can
be optionally used by the user. This fine-grained differentiation
between the different security implications of the discussed
endpoints minimizes user interference while providing a high
level of trust.

B. Providing Tokens via Decoupled OAuth

The introduction of OAuth-compatible API endpoints has
several advantages: Access tokens can be created on demand
in a workflow initiated by a client or HPC agent, respectively.
In addition, while there is a default API client provided, a
standard-compliant API enables users to easily develop drop-
in replacements.

It is important to note here that we modified the usual OAuth
authorization code flow, where a client gets redirected to the
corresponding login page to authorize the client. This “redirect
approach” has two problems:

• The client is a weak link, where the Transport Layer
Security (TLS) encryption is terminated and therefore
becomes susceptible to attacks and manipulation.

• It does not support a headless application, like the HPC
agent, which is not able to properly forward the redirect
to the user.

Due to these shortcomings, a modified OAuth flow was
developed to enable the usage of headless apps and improve
security. This modified version decouples the user confir-
mation from the client, which means that the client is not
being redirected but that the confirmation request is being
sent out-of-band, e.g., via the WebUI or via notification on
a smartphone device.

Starting with the case that the script does not already
come equipped with a token, analogous to the usual OAuth
flow, the generation of a token is requested. Since our use
case was initially built as an instance of machine-to-machine
interaction, i.e., headless, the issue of a lack of user interface
is encountered; the usual OAuth flow - implemented in the
browser - would redirect the user to an authorization server
where the user could actively provide their username and
password to the authorization server. The authorization server
would then return a code, in the case of the authorization
code flow, in the redirect URI, which would be posted in a
backchannel, along with a client secret assigned at the time of
registering the client to attain an access token.

In order to circumvent this headless-app problem, this
work has implemented a synchronous push notification system
analogous to the Google prompt where a notification is pushed
to a user’s device awaiting a confirmation to proceed. In the
Minimum Viable Product (MVP), we have implemented this
in the SSO-secured WebUI in order to have a more integrated
interface. Eventually, the final product will see an Android

127

International Journal on Advances in Security, vol 15 no 3 & 4, year 2022, http://www.iariajournals.org/security/

2022, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



potentially shared infrastructure

in scope of HPCSerA development

Token DB

HPCSerA

Client

HPC agent Batch system

Auth appWebUI

User

Access token

4

Manage Tokens
1

8
Store3

Validate 5

2 Get consent9
6

2FA
7

CLI

10

Fig. 5. A sketch of the proposed token-based authorization flow. The following parts are shown: 1) WebUI login 2) Connection to the HPCSerA service 3)
Storage of access tokens 4) Client connecting to the API 5) Validation of access tokens 6) Authorization request 7) User interaction with the Auth app 8)
HPC agent connecting to the API 9) Authentication request for code execution 10) Interaction with the HPC batch system.

TABLE I
DEFINITION OF THE EIGHT ROLES. OPERATIONS MARKED IN RED HAVE TO BE CONSIDERED SECURITY CRITICAL FROM THE ADMIN POINT OF VIEW,

WHEREAS THE ORANGE MARKED OPERATIONS FROM A USER POINT OF VIEW.

Role Number Role Description
1 GET JobStatus Client can retrieve information about a submitted job
2 UPDATE JobStatus Used by client/agent to update the job status
3 GET Job Endpoint used by the agent to retrieve job information
4 POST Code Client to ingest new code to the HPC sytsem
5 GET Code Agent pulls new code. Might be necessary to run new job
6 POST Job Client triggers parameterized job
7 UPDATE Job Client updates already triggered job
8 DELETE Job Client deletes already triggered job

and iOS app that receives such notifications. This flow then
grants the permission to execute a security critical operation,
compare Table I.

This confirmation via push notification cannot solely rely on
time-synchronicity since it would be susceptible to an attacker
requesting tokens and/or 2FA confirmation for carrying out a
security-critical operation in the same approximate time frame.
Therefore, a sender constraint has to be implemented. This
is done in a similar way to the original authorization code
flow: The access code is signed with a client secret which
was configured with HPCSerA prior to the execution of this
workflow, and then sent to HPCSerA. HPCSerA verifies the
secret and only then sends the actual token. This secret is
implemented using public-private key pairs, where the public
key is uploaded to HPCSerA in the initial setup to register a
new client (or agent).

Alternatively, in the case that a token is supplied along with
the software or script that is submitting a job to the HPCSerA
API, the permissions are validated against a token database.
In the case that the token provided contains permissions for
accessing a sensitive endpoint, the second factor check is trig-

gered through the WebUI and the notification / confirmation
process is once again undergone. It is important to note that
this is not a hindrance since already-running jobs and non-
sensitive endpoints proceed without user-intervention.

C. Mapping of Roles to Functions

In order to provide the user with a FaaS interface which is
capable of handling automated machine-to-machine commu-
nication of headless apps the previously defined roles need
to be mapped on the FaaS endpoints. The most important
differentiation is still between the POST_Job role and the
POST_Code role. The latter is required, when a user wants
to configure a new function via the API server. Here, the user
can upload new code either directly as an archive, or via an
external storage. Therefore, the configuration of a new function
corresponds to the POST_Code role. The client making that
request needs to have this elevated access rights.

On the other hand, simply triggering the execution of
an already configured job, for instance on new input data,
corresponds to the POST_Job role. As shown in Table I, this
role is not security sensitive. Thus, it can be used by a client
without any manual interaction as long as the client has a
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token with the corresponding role. Therefore, HPCSerA can
support automated FaaS functionality towards its client.

The agent side was not considered critical for the admins,
but optionally critical for the users if they distrust the API
server, if they want to implement their own 2FA mecha-
nism here. To support the previously discussed endpoints,
the client needs to either use the GET_Job role to receive
the request to execute a function, or the GET_Code role to
pull some new code and to configure a new function. The
agent would then also require the GET_JobStatus role and
the UPDATE_JobStatus role to manage the state of the
functions, which is maintained on the API server. Via the
UPDATE_JobStatus role the output data of a function can
be send to the requesting client. The client would then also
need the UPDATE_JobStatus role in order to be allowed
to receive the output data.

D. Assigning Roles to Clients and Agents

The fine-grained distinction between those different roles,
as discussed in Section VI-C, is an important part to provide
the highest level of security while enabling a high degree of
automation. This means especially that users should only use
tokens with the minimum roles attached to them. For instance,
if a user will configure functions always manually within
a SSH session, the token of the agent should not have the
GET_Code role enabled. Users define the roles of the tokens
in the current setup within the WebUI. Here, users can either
check the needed roles, create a token, and copy it out of the
WebUI or they can, upon request from a client or agent via the
presented detached OAuth flow, choose which roles should be
associated to the token which will be created. Once a token
has been created, it can also be revoked if it is not needed
anymore or a potential breach is assumed.

VII. USE-CASES

Due to the previously stated changes in the architecture,
there are certain adaptions in the previously presented use
cases [18]. These changes will be discussed in the following
and serve as the basis for a broader user impact analysis.

A. GitLab CI/CD

Since the GitLab Runner can be configured to run arbitrary
code without including secrets in the repository, thanks to
GitLab’s project Continuous Integration and Integration De-
velopment (CI/CD) variables [21], the required tokens can be
made available to the CI/CD job so it can in turn access the
API endpoints required to transmit the current repository state
to an HPC system where the code can be tested using the HPC
software environment or even multiple compute nodes.

A new commit might of course introduce arbitrary code to
the HPC environment, therefore it is advisable to enforce the
extra authentication step (cf. Section V-B), when code from a
new commit is submitted to the HPC system. The correspond-
ing hash, available by default via the GIT_COMMIT_SHA
variable, would be a helpful piece of information to display
to the user when asking to authorize the request.

B. Workflow Engine

In the workflow use case, HPC jobs should be fully auto-
mated without user interaction. Due to multiple repetitions and
time dependencies, interactions severely limit the functionality
and practicability of the workflow. One possibility is to prepare
the workflow in such a way that only parameterized jobs are
called and thus only safe endpoints of HPCSerA are used. An-
other possibility is to use dedicated (legacy) endpoints that are
only accessible through firewall regulations and fixed network
areas. The latter can also be regulated via an additional proxy
server, such as a nginx.

There are various levels where dependencies between jobs
can be managed. The following descriptions and examples
refer to Figure 6:

1) Dependency resolution can be completely handled by
the workflow engine. In this case, workflow tasks are
submitted as individual jobs via HPCSerA. If there is a
dependency between two jobs that require a batch job
to finish, on completion of the first cluster job the agent
updates the job state on the API server from which the
workflow engine eventually obtains the new state. In our
example, this is the requirement to proceed from Task I
to the dependent Task II. Only then can the second job
be submitted to the API and if finally retrieved by the
agent and submitted to the batch system. In conclusion,
this variant is the easiest to implement but involves a
high amount of latency for resolving job dependencies.

2) For jobs that are submitted with multiple Function-
IDs, the API Server will handle dependencies by only
providing function calls to the HPC agent for which all
function calls on which they depend have been success-
fully completed. Comparing to the previous scenario,
once the agent has marked the last batch job of Job A
(A2 in our example) as completed, the function status
of A2 on the API server is updated and the next one
(function A3) can be immediately retrieved and run.
While the dependency chain has to be implemented by
building more complicated calls to the REST interface,
there is no back and forth communication with the client
contributing to the latency.

3) In view of Section IV-I the most low-latency resolution
of job dependencies occurs when multiple Function-IDs
which contain batch jobs are presented by the API server
to the Agent. In this case, the completed first batch job
(A1) directly leads to the scheduling of the second batch
job (A2) by the batch system without interference from
any HPCSerA components.

C. Data Lake

In order to provide high-performance computing capabilities
to a data lake [22], HPCSerA is used to submit jobs on behalf
of the data lake users. A user sends a so-called Job Manifest to
the data lake, where the software, the compute command, the
environment, and the input data are unambiguously specified.
By transferring the responsibility of scheduling the job from
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flow of time

Workflow Engine API server HPC system

Task I Job A

Function A1

Function A2

Function A3

Batch job A1

Batch job A2

Task II Job B

Function B1 Batch job B1

1

2

3

Fig. 6. Overview of the levels at which function dependencies can be resolved.

the user to the data lake, it has the control about it. This
allows to reliably capture the data lineage and to foster
reproducibility. The added benefit of the newly implemented
security measures in HPCSerA is that users had to trust the
data lake, and hereby the admins, with their bearer tokens
before. By introducing OAuth and enforcing 2FA for code
ingestion, this is not necessary anymore, since users now need
to confirm each submission. Since users submit jobs actively,
for instance via a Jupyter Notebook using a PythonSDK, the
requirement to confirm each submission does interrupt the
workflow too much.

VIII. CONCLUSION AND FUTURE WORK

In the paper presented here, we have examined the issue of
security in accessing HPC resources via a RESTful API. The
initial situation with a very simplified token model does not
meet the requirements. Therefore, a fine-granular token model,
coupled with interactive user consent and OAuth flows, was
proposed. With this new model, particularly critical interac-
tions, such as code transfer, can be secured. User consent is
requested in a prototype via a WebUI, which in turn uses a
central Identity Management (IDM) for authentication. This
means that no critical user-specific data needs to be managed.

Moreover, we presented an extension on the execution
models that are possible in our architecture by supporting a
Function as a Service (FaaS) idiom. Here users can define
dependencies between function calls and choose between
synchronous and asynchronous execution in analogous way to
how HPC jobs can be immediately run on an oversubscribed
queue vs batched for running with guaranteed resources.

Compared to the related work discussed in Section II, this
paper presents a RESTful API which does not require the
users to provide full SSH access to a potentially untrusted
API server, as it is required in [12], [13]. Instead, using
an agent which pulls from user space the incoming tasks
guarantees that the user alone stays in full control the entire
time. This approach is paired with a fine-granular role-based

access model, and a novel authorization flow to enable OAuth-
like authorization for headless applications. This mechanism
allows automated workflows to access an HPC system to
execute pre-configured tasks on new input data while still
enforcing a similar security level to an SSH access with 2FA
enabled.

In future work, the possibilities for obtaining user consent
will be further analyzed. The development of mobile apps is
planned, which will greatly simplify the consent workflow for
the user. This is supposed to extend the currently used consent
mechanism based on a WebUI. So far, the focus has been on
the transmission and execution of code. However, there is also
a requirement to transmit data objects that are necessary for
execution. Therefore, it is examined to what extent the current
implementation is suitable for such tasks and where possible
limits are reached in terms of data quantity and transmission
speed.

In addition, the FaaS approach lends itself well to collecting
statistics about the frequency of function calls as well as
metrics about their runtime behaviour. The most convenient
way of presenting this information to the user would be inside
the Web UI that is already required in our architecture for
project and token management.

It would be advantageous to ease the configuration process,
ideally to a degree where a user can just insert some code in the
web interface of the API server. The agent would need to be
extended to automatically work with predefined templates for
different languages. For example, if a user inserts Python code
in the interface, the agent would prepare a virtual environment
with the necessary modules and insert the Python file in
the correct place and transparently manage the corresponding
environment information.
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