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On two Routing Mechanisms for Wireless Sensor
Networks

Adrian Fr. Kacso6
Computer Science Department
University of Siegen
57068 Siegen, Germany
Email: adrian.kacso@uni-siegen.de

Abstract—In this paper we extend our previous implementa- tuples of attribute-value pairs of the data carried inside t
tion of the T-MAC protocol inside the sensor network simular packets and not using globally unique identifiers (node yaddr
with a receiver-based routing (RBR) service and we proposerdl When the distance between source(s) and sink is large
implement several performance optimizations. We investigte the . . ’
impact of several MAC protocol parameters (listen time, reeiver |nte_rmed|ate nodes f_orward the m_ess_ages from_ hop to hop
contention window, radio switch time, etc.) on the performace Until they reach the intended destination. Selecting thet ne
of routing protocols used in resource constrained wirelessensor hop in order to establish a path (to a source or sink) can be
networks. The main performance criteria we are interestedm are  ejther initiated by the sender or delegated to receiver siode
itgeoenergy consumption (reflected by the active time the node | e first approach, the sender decides itself by analysing

perational), the throughput and latency of the network n . . .
delivering replies to users requests. its internal tables where to send the message, V\_/h_ereas in the
Simulation results have shown that using the proposed opti- Second approach the sender delegates the decision to all its
mizations improve significantly the performance of the RBR. neighbors, which distributively elect the best receiveheT
Moreover, we compare the performance of receiver-based rding  strategy to select the next hop employs various metricslwhic
against the unicast within our implementation of the T-MAC allow to find different paths, e.g., energy-efficient, sbart

protocol. Although in direct comparison the RBR approach is id. reliabl hs. d di h licati |
outperformed by unicast, we show that RBR can be efficiently rapid, reliable patns, depending on the application goals.

employed for opportunistic aggregation inside monitoringareas ~ Typically, the information collected in a sensor network

with many sources or in dynamic network scenarios. is highly correlated, yielding a spatial and temporal clare
Index Terms—wireless sensor network, simulation framework, tion between successive measurements. Exploiting the data
MAC and routing protocols, collisions. centricity and the spatial-temporal correlation chandsties
allows to apply effective in-network data aggregation tech
|. INTRODUCTION nigues, which further improve the energy-efficiency of the

communication in WSN. Aggregation can eliminate the in-

A wireless sensor network (WSN) is a communicatioRerent redundancy of the raw data collected and, additignal
network consisting of a large number of sensor nodes thatreduces the traffic in the network, avoiding in this way
are randomly and densely deployed in a geographical argangestions and induced collisions.
The nodes operate unattended and are forced to self-oeganizrhe paper is an extension of [1] and is structured as
themselves (in a multihop wireless network) as a result gfllows. Section Il presents the state-of-art and the naditin
frequent topology changes (due to node transient failurgfshind designing energy aware protocols for WSNs using
addition or depletion) and to adjust their behavior to cufrrecross-layer design. Section Ill describes the basic agproa
network conditions. Each of the distributed nodes in the WS} receiver-based routing (RBR)Section IV presents the
senses |nd|V|duaIIy the environment and they CO”abOﬂ@tiV design (using Cross-]ayering) of the RBR service (RBRS)
preprocess and communicate the information to a sink.  jnside our Timeout-MAC (T-MAC) protocol implementation.

Typically, a sensor node has limited energy and memoSection V discusses several optimizations made to RBRS.
restricted communication range and computation cap@@silit Section VI illustrates the performance of the RBR service
The communication cost is often higher (several orders pj giving various simulation results and comparing it with
magnitude) than the computation cost. For optimizing theicast. Section gives more comparison results and Section
communication cost in order to conserve energy, differatd-d VIII concludes the paper.
centric routing protocols and in-network processing téghas
have been proposed. Il. RELATED WORK AND OBJECTIVES

In query-driven WSNSs, routing protocols determine on The main impact on the energy consumption of the nodes is
which routes messages (query and data) are forwarded fwen by the MAC protocol and only secondly by the routing
tween the sink and sources (nodes able to deliver the rexfliesttrategy. A real energy benefit is achieved when using MAC
data) using data-centric approaches. In st@ta-centricrout- protocols with an active-sleep regime and/or low duty cycle
ing schemes, the destination node of messages is specifieddmch as S-MAC [2], B-MAC [3], T-MAC [4]). Considering

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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the scarce energy, communication and processing resourtcesse both the unicast and the RBR service. An example of
of WSNs, a joint optimization of the networking layers bysuch an application is the opportunistic aggregation, wher
employing a cross-layer design is a promising alternative tlata packets are aggregated, if they meet each other on some
maximize the network performance, while reducing the globaode. Inside the source area the data packets are aggregated
energy consumption. using the RBR service, while outside it the aggregated data

Many of the current routing protocols are sender initiatgolackets are sent usir@TS/CTSunicast ([20]). Source nodes
[5][6][7], that is, the decision to which neighbor to routéhaving matching data (same type and required timestamp)
the just received message is taken by the sender. The serader potential aggregatordf. there is a potential additional
maintains some internal neighborhood table (e.g., gradieaggregator closer to sink, it gets a higher priority in theRRB
table or routing table), which is inspected when messagassociated transmission than an aggregator that is fartvesy.
need to be forwarded. Other protocols [8][9][10][11] use
the _recelver-bas_ed approach; in [9][1Q][11], the recen@n- IIl. RECEIVER-BASED ROUTING (RBR)
tention scheme is used to develop a unified cross-layergubto
and in [8] to build mechanisms that lead to efficient data The RBR service employs the use BRTS (Broadcast
aggregation without maintaining a structure, namely theaba Request-To-Send) control packet to gBCTS (Broadcast
Aware Anycast (DAA) and the Randomized Waiting (Rw). Clear-To-Send) responses from neighbors, which taketivié

The spare energy and processing resources of battery pgg\,participate in the transfer of the relevant informatiorsink.
ered sensor nodes require energy efficient communicatibi@ BRTScontrol packet serves as a negotiation between the
protocols in order to fulfill the application objectives ofSMs. Sender and all its potential receivers. After receivingBiiRer S
The use of both cross-layer design techniques [9][11][12} aeach node determines (according to the information caimied
aggregation [7][8][13] improves the overall network pgffo the paCket), Wherevel‘ |t pal’tiCipateS in the transfer. |deOI‘
mance in terms of energy conservation. to route a packet to destination the next hop shouldrioee

The use ofcross-layer designaims optimizing jointly appropriatethan the sender. Since there are several potential
several layers of the communication stack. Since for a regoure€ceivers, one needs to separate these receivers in yriorit
constrained node strict layering is inappropriate [14][e 9roups, according to the available and propagated routing i
emp'oy [12] a Cross_|ayer design by a”owing exchange &rmation. NOdes that aChieVe Hltreasing progreS$i.e., are
information (mainly) across application, routing, MAC andbetter placed or have more energy or data packets to aggregat
physical layers in order to optimize them. etc.) are placed in a higher priority group than others. The

Based on the application’s requirements, the network top@¥riority of a receiver node (i.e., its priority group) is alst
ogy, source placement and the aggregation function, a néged by the routing component (and communicated through
to optimal aggregation structure (tree) can be constructedthe cross-layer to the MAC) and is based on the progress a
[16] Various structured aggregation mechanisms (Cem| paCket W0u|d made |f the nOde forWa.rded the paCket. ThIS
[13][17] or distributed [7]) have been proposed. For quer)Flrioritization is introduced to avoi8CTScollisions (as more
driven sensor network applications, where several sour&ceivers may try to respond simultaneously). It is perfedm
nodes periodically report data to the sink, structured agg,by a receiver contention mechanism to access the channel and
gation mechanisms are well suited, since the traffic pattdfactually a computation of a random delay for B€TS

lasts for a long time and the overhead of construction and & seder/ RTS |, [ DATA ..
maintenance of the structure is low, compared with the gnerg receiver ] cTs |

benefits achieved through aggregation. For sensor network ] 1SS Ly
applications, where the sources are spread or the network 5 ooy, ooy
topology is dynamic, the high construction and maintaimanc M LR
overhead for the aggregation structure can outweight the recem —

I
(Priority Group 0) \SIFS LN ! i mni
ek R slot .

benefits of data aggregation. In such dynamic scenariod)mec
anisms are required that achieve data aggregation witheut t F e
construction and maintenance of a structure. S jenlacls | Geomed
Concerning the simulator, we proposed in [18] and extended ~ ™~
in [12] a modular, energy-aware network architecture of a Fi9-1. @) Unicast (using RTS/CTS handshake) b) RBR comtenti
sensor node as a flexible approach to design and plug-andrigure 1 shows the difference between the sender initiated
play various protocols at network and MAC layers, and toext-hop selection (usingTS/CTpand the randomizeHCTS
combine and analyse the impact of different parameters generation. According to which priority group the node
the performance and lifetime of the WSN. We implementdaklongs, it waits forZ'Z;é CWya, + cwj, where CWyg,
our simulation framework SNF (Sensor Network Framework$ the contention window corresponding to priority groiip
using the OMNeT++ 3.4b2 discrete event simulation package< n—1, assuming: priority groups) andw; < [0, CW,q,]
and its Mobility Framework [19]. is the delay time corresponding tb This waiting scheme
In the present paper we focus on the implementation of differentiates nodes of different progress into differpnority
additional RBR service to T-MAC for enabling applicationgroups, and attempts to assign different delays to nodateins

‘i
random delay . |
T

cancel BCTS‘

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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the same priority group. The node getting the smallest delay (neighbors ofA, but not of C, e.g., nodeFE in Fig. 2)
wins the contention and send8&TSpacket to the sender of but are hearing thBATAwill go passive. Passive nodes
the BRTS If during the receiver contention, potential receivers (including D) adjust their NAV timer (see Fig. 3(b)).

hear aBCTS they conclude that a node (with a shorter receiver |n which way receiver nodes are elected in different pryorit
contention) has accepted to forward the packet. Nodes t@abups is a routing decision, which a node takes according to
overhear aBCTScan switch to sleep state. However, in th@s |ocal routing information. For example, when the rogtin
case of BCTS collision (Of nodes inside the same priorityuses geographic coordinates, the sender sends iBRIES
group) special attention should be paid ($8€). When the the sink and its local coordinates. Having this information
sender receives thBCTSpacket from the receiver that wona potential receiver determines if it is closer to sink and
the Contention, it concludes that the receiver contentiaded Corresponding|y the node becomes a member of one of the
and sends ®ATA packet to the intended receiver. B@CTS predefined priority groups. The same principle is used when
and DATA packets indicate the other contending receivers thguting metrics as hop count or combinations of hop count and
sender-receiver pair and the duration of the transmisstea (residual energy of nodes are used. Moreover, we may include

latter only in the DATA packet). If the sender node doesn the priority groups some criteria to promote aggregation
not receive aBCTS packet after) "~ CW,q,, it resends (see VII-3).

the BRTSin order to restart the transmission. More details

will be given in §IV. Finally, the receiver acknowledges the V. T-MAC WITH RECEIVER-BASED ROUTING SERVICE
transmission with am\CK packet. The T-MAC protocol uses a synchronized schedule in which
nodes follow a listen-sleep regime. The main states of the

PriGrp=0

\/ @ rricrp=1 protocol are illustrated in Figure 4. All nodes start in the
/ 0’*\% ® ricp=2 St ar t up state by setting randomly a local timer and listening
£ . .
/ the channel. Each node switchesiot i ve St art up state
/ - as soon as its own timer has expired or a foreign SYNC
o message has been received. At the end of Me¢i ve
| J St art up state the node is synchronized and switches into
Sgk \ g Active-Sleegegime. InActi ve Oan state the node has its
\ own schedule during which it can receive and transmit. The
T — _/ protocol states for a unicast communication are illustrate
\ E Figure 5.
Fig. 2. The exchange of messages for a transfer between sAate C.
[ ' 3 kickFrameActive() g
Assuming the neighborhood given in Fig. 2 the RBR algorithm @ ; | roeon £
is briefly described below and is illustrated in Figure 3. o | 8
I sl ‘ setRadioSleep()
BETS C?HCEI pelay & BACK cancel NAV fsync rece\ved,agoztgchesciuTeS ' (;) | List Om{\geﬁlgll 0
von C H von C i new | | | isten sethextSchedule
DelayB L NAav 5 per i i(_Active Startup |1 Tme:::tive o
: ! [rev sync: adopt : .
B | ' M = |
A A [ Synchronisation Phase_ ! L Active-Sleep Regime |
. DATA o BRTS BCTS DATA BACK Fig. 4. Main states of T-MAC protocol.
C — C T Listen Timeout
petav e S FRTS | IDLE hes unicast DATA win co?l‘:n::i /RS;I:SRTSco:ﬁ:inon
Fig. 3. NodeA is the senderfa) Node B and C' compete for the reception RTSnotforme |
(b) Node D remains quiet and adjusts its NAV-timer up@ATA reception. %Sy Lose B
CTS && hgs DATA % |contention é CTS IDlset_
= conenlonr
1) Node A sends aBRTSwith routing information. (Send FRTS) | ((SendCTS) | unconieniorfisendos
) . send FRTS win contention|/ send CTS ose
2) _NodesB,C andD receiveBRTSand compute the prior- o KA i S| (Send DATA ) =nentony
ity group (at network layer). More appropriate receivers _Dm | imeout A
calculate a lower priorityB and(C), unsuitable receivers i comentonisend AK| (S ond ACK_)Lmea e

(only D) are passive (NAV) (see IV-A).

3) Receivers compute mndom time delayaccording to
the RCW of their priority group. ReceiversH and C') The above states are almost self-explanatory and are common
of the same priority group compete for the receptioto RTS/CTS handshake mechanism ([20]). The reason to send
(see Figure 3(a)). data packets using the Request-To-Send (RTS) and Clear-

4) After expiration of the delay the receiv€r(assume that To-Send (CTS) control packets is to reduce collisions, when
C computed a lower time delay tha®) sends 8BCTS two or more nodes transmit near the same time (hidden-

5) Potential receiversK) who receiveBCTScancel their station problem). This handshake mechanism is useful when
receiver contention and go passive (see Figure 3(a)).the data packets are long, since if the packets collide, they

6) A sendsDATAto theintendedreceiver (). Nodes still are discarded, the energy is wasted and a later retranemissi
in receiver contention, which didn't overhear tBETS requires additional energy consumption both at sender and

Fig. 5. T-MAC protocol state diagram for unicagtctive Ownstate).
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receiver. Broadcast packets are never sent using the RES/GY. Cross-layer implementation of RBR
handshake and are not acknowledged (using ACK packets). receiver-based routing describes a communication method,
In case ofActi ve Foreign, the node is in active statejn which each node has the choice to participate (or not)
of a foreign schedule, where it can only receive. Thereforg, the communicationin classic layer based protocols the
the state transitions are the same as in the Ieft_5|de Ofg'gﬁbmmunication is initiated by the application layer and the
5. The Future-Request-To-Send (FRTS) packet is an extensifessage passes themplete protocol stack, starting with the
meant to avoid the early sleeping problem ([4]). application layer and forwarded by each subsequent layers,
We extend our previous implementation of T-MAC with the\etwork, data link and physical layers at sender, while on
receiver-based routing service (RBRS). The protocol stite  the receiving end it is forwarded by the physical layer in the

the receiver-based routing (RBR) are illustrated seprate opposite direction to upper layers until it reaches the ivece
Figure 6 for clarity reasons. The entry point for both statgpplication layer.

diagrams is the DLE state, from where either the RTS/CTS ' according to the local information at sender, the routing

handshake or the RBR service can be used. protocols of the network layer decide to which neighbor
foreign BCTS | foreign DATA foreign BCTS || RTS ot for me | CTS || DATA node to forward the message. However, in case of receiver-
e el ras msg based routing, the routing decision is not taken at the sende
RECE VER free] send BRTS Instead, the sender initializes the communication andntiaie
receivers compete for the reception. The winner becomes

NAV

CONTENTION
delay = computeDelay()
RC-Timer( delay)

Timeout NAV

busy

SE ree] senaacTS ; i co&memms the intended receiver for the sender. By shifting the rautin
et 'Dﬂ - decision to the receiver node, it is possible to use infoionat
b T T feef send DATA for the routing decision, which is not local to the sender.

e Due to the relocation of the decision, strictly speaking,

List

the sequential forwarding of the message through the layers
cannot be met. The sender initializes the communicatioh wit
In the following, we explain the protocol by describing th& messageBRTS which contains all the relevant routing
conditions and actions of the state diagram. Not mention#tformation decision. Each node that receives the messdge w
terms/conditions and actions are self-explanatory. Later analyze this information and decide if it is a potential reee

Fig. 6. T-MAC protocol state diagram for RBRA{tive Ownstate).

focus on particularities and optimizations. This decision is made at the network layer of the receiver.
We used the following abbreviations for conditions: Thus, the network layer of the receiver is already involved i
CD: collision detected betweeBCTSpackets the communication before the actual data flow.

FC.: first collision betweerBCTSpackets
same BRTSreception of a previouBRTSpacket (resent) Networkayer
foreign X reception of a packeX with different destination \ » I I
other. reception of another message as expected N g |
busyor free channel is used or not during carrier sense | \ \ [ \
not participate not a potential receiver (seemputeDelay ‘ ‘ ! | e | €
. . ﬂi_l Routing decision
Moreover, we employ the actionomputeDelaywhich cal- | |y < ST eers)
| e |
! !
\
!

Data link layer
MAC

Physical Layer

Physical Layer

Data link layer
MAC

Network layer

(BRTS)

\
|
— »l

Information

Cross-layer !
Interaction |

culates the receiver contentioR@ time to set the node’s !

corresponding timerRC- Ti nmer ) until it sends theBCTS ryerans I T - |
Concerning the behavior of the T-MAC protocol, there are | J e ‘

some aspects that need special attention. The first one is tg 1<Lf ] o

customize the T-MAC's active period. The active period of Receler | |

a node ends, if during the timeout activation (TA) it does ~ — > @ > Vieess communalonbetien s

not detect any activity (e.g., an incoming packet, colhgjo Fig. 7. Packet flow using the receiver based routing service.

then the node goes to sleep. Otherwise, if the node overhears

or starts a communication, it schedules again a timeout afte When sending the reply all potential recipients are compet-
this communication finishes. The timeout value is set 199. The response time of the receiver depends on the decisio
stretch a small contention window and RTS-CTSackets ©f the network layer. The receiver which responds first (with
exchange. Hence, collisions and the resulted retransmissi@ BCTS, becomes the communication partner for the sender
extend the node’s active time and increase, therefore, #Rethe current transfer.

energy consumption. The second important aspect is refated AS shown in Figure 7, in RBR mainly cooperate the data
retransmission. Hereby, as the nodes are synchronized andi{ik layer and network layer in the potential receiver witich
want to avoid them sending simultaneously after waking upther. Therefore, the receiver-based routing applicatambe

we need a large enough contention time before retransmittiflivided into different components, which can be assigned to
Note that a relatively large contention time helps avoidingie individual layers:

collisions, but it also extends the active time of the node. o« T-MAC RBR serviceservice on the link layer for the
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actual communication. Realizes the communication b8) The RBR service stores the values of all routing paramseter
tween nodes, but does not make any decisions. inside the cross-layer.

o Routing Unit service at the network layer. Handlest) The number of parameters is registered in the cross:layer
communication with the MAC layer in the context ofThis information type was registered at the initialization
decision making. the cross-layer with active notification. The Routing Urdish

« Strategy Unit: implements a routing strategy on thebeen registered as a subscriber. This information typeeserv
network layer. Take the actual decision on the basis aé a trigger for the registration function of the routingtuni

the transmitted routing information. subscribe for actual routing information parameters.

Figure 8 illustrates the message flow until the fiBRRTS

packet is sent by the sender. ~ MNetworkLayer
. . Routing Unit

1) The application layer of a source node generates a 8 read roung info Strategy Unit
DATA packet and sends it to the network layer. In the control ST
information of the DATA packet there is also the interest 6) subscribe Last P 7)ca|?routing f 1) publish PriGip
identifier (ID) necessary to map the corresponding routing __ SinoifyRP-sze _ siaegy (0T

information stored at nodes. This step is omitted at relaleso

2) The routing unit calls the strategy unit assigned, which S

4) publish size of DLL Layer

writes the required routing information (related to theeiged ER— 12) notiy PriGp
iID) in the dynamic part of the network header. Ypublshroutng  ABR service of T-MAC 19)road PG
H parameters 14) compule a Qelay according to Iojreadirip
3) The netv_vork layer use a special target addreg@&RBH to Dregsrong | PHOPaNiSROW
signal the link layer to use the RBR service. T parameters
4) The RBR service from T-MAC copies the contents of the mecewesmsT Tm)senuws
dynamic part of the network header in the dynamic header
part of BRTSpacket. Fig. 9.  Cooperation between the components at a receivee npdn

5) The link layer sends thBRTSpacket as broadcast. reception of the first BRTS packet.

5) The notification service of the cross-layer informs the
routing unit that the information type for the number of iagt
information parameter has been updated (and for subsequent

‘ Application Layer ‘

1) Application layer DATA message

Fouting Unit DRI ey receptions that the routing parameters are updated).
Strategy Unit 6) The registration function subscribes itself to be nalifie
2) Set/ Update r?,unngparameters for updates of the routing information parameters (the last

parameter update triggers the naotification).
7) The registration function calls explicitly the stratefuyc-
tion, since this is not automatically called by the first uggda

3) Network layer ?ATA message

DLL Layer
RBR service of T-MAC

) @ CYRENIE PENEEETS of the routing information at the firdRTSreception.
5) send fRTs 8) The strategy function reads the routing information para
eters from the cross-layer.
Fig. 8. Flow of messages (at sender) until the BRTSis sent 9) The strategy function calculates the priority groE’piGrp)

Figure 9 shows thesequence flow of operationst the according to the received routing information parameters.
receiver after receiving a fir@RTSmessage. Since the RBR10) The priority group is passed to the routing unit.
service inside T-MAC must be flexible, in order to be ablé1l) The routing unit publishes the computed priority group
to process various RBR-strategies, at the first BRTS remeptin the cross-layer. This information type was registered at
the communication between the RBR service and the Routiimjtialization and the cross-layer has registered itsedf aa
Unit and its associated Strategy Unit must be initializeidgis subscriber.
a cross-layer component. This is mandatory since the typ2) The RBRS is notified about the updating of the information
and number of routing information parameters depends on tiype for the priority group.
used strategy/strategies. Accordingly, it changes thebmum 13) The RBRS reads the priority group from the cross-layer.

of parameters for the decision function call. 14) Using the calculated priority group the RBR service
Figure 9 shows the sequence of steps until a BCT&®mputes the delay for iBCTSpacket. (If the node does not
response packet is sent. participate in the communication, it skips in the NAV state.

1) The T-MAC RBR service receives the fiBRTSpacket. 15) When the timer expires the node send3GI Sresponse

2) The RBR service reads th@dynamic partof the BRTS if during the delay ndBBCTSor a DATA packet was received.
header and registers the individual parameters in the crossAt subsequent receptions 8RTSthe handling is analog,
layer. Only for the last parameter the notification servi€e @xcepting the steps: the routing information parametees ar
the cross-layer is activated. This parameter is used irrdutalready registered and the routing unit has subscribed to be
receptions of aBBRTSpacket to trigger the call of strategynotified when the routing information is updated, i.e., th# c
function (the actual routing decision) at the network level of the strategy function is triggered automatically.
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V. RBR OPTIMIZATIONS medium is not used, the throughput decreases while thechaten

To design an effective receiver-based service implies #d the power consumption increase. The optimizaarly
avoid collisions whenever possible and, if they still ogcuResendensures a faster recovering af@€TScollisions by
to handle them efficiently. To that end, we propose in tH&P€ating the receiver contention process as soon as fgossib

following several optimizations. To that aims, after a collision BCTSpackets, a neBBRTS
_ _ o packet is sent without an initial contention period. Nodwest t
A. First Group Weight optimization have caused the collision don’t notice instantly, sincesihgle

Potential receivers compete for reception only within thehannel radio has a relatively long switching time from send
same priority group. Each priority group has an onwneiver to receive. These nodes require a shafF-DATA timeout
contention window (RCWYThe smaller th&RCWis, the higher until they reach thd DLE state (theWF-DATAtimeout and
is the probability that collisions occur. Collisions withthe the delay to resenBRTSare small compared to the average
highest priority group have the largest negative impact a@ontention time). Nodes that observe the collision brealrth
the performance of the RBR-service. In order to extend theceiver contention and go tdLE state. Since the nodes that
receiver’s contention window for the highest priority gpofilo  received only one of the two collidBICT Spackets are ifNAV
reduce the likelihood of collisions) we provide an optintiaa state, all neighboring nodes of the sender are eithérDbE
referred asFirst Group Weight The weight of the firsRCW or NAV state when théRTSpacket is resent; thus, the risk
is set through a configuration file. For a largeCW there of a collision does not increase significantly. Usually, e®d
will be fewer collisions, but the average duration of a data the NAV state are passive and do not respond tBRI'S
transmission extends also. The weighting should reflect theessage, excepting a retransmission of BfRI'S The nodes
density of the network, i.e., it must scale with the numbaetetect that they received a copy of tBRTSand start a priority
of neighboring nodes. For example, for a network with 5-group calculation. After the retransmission of tBRTS all
neighbors we set the weight for the highest priority groupeighbors of the sender start a new priority group calcoati
to 40% and the rest of 60% is equally divided between tlend possibly a new receiver contention. The sender remains i

remaining groups (see Figure 10). stateWF- BCTS (see sender state diagram in Figure 6). When
RCW RCW RCW RCW a second collision occurs, the sender transit$ DbE state
PriGrp 0 PriGrp 1 PriGrp 2 PriGrp 3 and restarts the communication completely from the scratch

/\/\/\/x The scope of théEarly Resencbptimization is to recover

1 1 1 1 \ faster afteBCTScollisions by skipping the initial contention

0 Maximal Receiver Contention Time Tmaxk  at sender. By omitting the initial contention time of tBRTS

the risk of a collision does not increase significantly since

. . , , adjacent sender’s nodes are either in KA/ or just switched
Knowing the maximal neighbors density of a node one cafk, the| DLE state.

analytically determine the minimd&RCW size, such that the

probability of no collisions has a given valyg,, ..;- The C. Change Priority-Group optimization

RCWis given by m—— Depending on the topology of the network and the strategies

ROW — ﬁswk/ ko i~ ’ applied (since the receiver priority group is computed by a
Pno_coll routing strategy), it may happen that a sender cannot find

wheret,,, is the switching time of the transceiver. The numbed" optimal receiver. Getting a non-optimal priority group a

Fig. 10. Division of th€Tl}, ... rc for four priority groups.

of slots is given bthCW_ all potential receivers means a loRC time, which leads
e to a higher latency of the transmission and a higher energy
B. Early Resend optimization consumption, as the active phase of T-MAC is extended. The

Potential receivers check after their ovateiver contention optimization aims to prevent this by raising the group ptyor
expiration whether the medium is free. Note that the node$ all potential receivers, until at least one belongs to the
have a single-channel radio, i.e., they are not full-dugled highest priority group. This is achieved through the insere
require a switching time between the transmit and receill@ (ilD) andflag fields inside the header of the RBR-service
mode. Even though the medium is checked before eactessages. Th#D is necessary to map the data to the given
transmission, the switching time and the finite speed oforadinterest (request). The one byte flag field (see Figure 11) is
waves propagation may lead to collisions. divided into a 1-bit field used in thBCTSresponse to notify

The denser a network is, the more potential receivetfse sender that the receiver has raised its priority grood, a
compete for reception, which increases the probability af 7-bit field for the value of the decrease in the priority grou
BCTScollisions. Collisions ofBCTSpackets have a negative(in the BRTS or the current computed priority group (in the
impact on the performance of the RBR-service, since tlBCTS. A potential receiver sends in thBCTSits current
data transmission needs to be re-initialized. The retr&sssom adjusted priority groupRriGrp).
includes the initial contention of tHBRTSpacket. In addition,  Upon receiving theBCTSresponse, the sender verifies the
nodes that heard thBRTSpacket or one of the two collided priority group. If this does not correspond to the optimal
BCTS packets go inNAV state. Since during this time thePriGrp, it increments a counter for the specifidd®. If the
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counter reaches a threshold (specified in a configuration fil&. Active time

at the next transmission of a data message for the sam@ne active time of a node significantly influences its energy
interest, the sender sets in the flag the required decreas‘%dﬁsumption.Activities in the node’s neighborhood extérel
multiple of the threshold) in order to raise tH&iGrp of npoge’s active time, since they reset the active timeout tfer

all potential receivers. The potential receivers read thg fl neasurements we used a multihop sensor network with
from the sendersSRTSmessage and, if the value is greatefops between source and destination, and a variable neigh-
than zero, they raise their owPriGrp with the.glven value. porhood density of. neighbors (see Figure 12). The source
Receivers send in theBCTSresponse the neRriGrp and the  generates data packets at each 200ms, and the simulatien tim
flag that indicates that they have raised their priority @ou is 1 minute. To minimize the effects of subsequent transfers

y; CA PriGrp=1 in the first measurement we chose= 1.

Hop'm Hop 2 Hop 1",

1.BRTS Sour
[T1 =001 9 ;

Sender g S
Fig. 12. Simulation scenario.

active time vs. interval size vs. density for CC1000

T

AT PriGrp= A PriGrp=
\ ) PriGrp=1 \ ) PriGrp=0

Fig. 11. Change Priority-Group(@) 1: Sender send8RTS2: Node B
computesPriGrp 1 and since no node has the smallest priority group, it wins

the RCand send8CTSwith its PriGrp. 3: Sender increments a local counter 188
for not optimalBCTSresponse(b) 1: Counter reaches threshold: sender sends <80
BRTSwith request to adjust thBriGrp. 2: Receivers increase thefriGrp. 970 ¥
B wins theRC and send8CTSby setting the first bit, i.e., it has raised the %60
priority, and its current computeBriGrp (flag = 0x80). 2 4518 Vi
If during the priority increase optimization a new potehtia 28
receiver is added to the neighborhood of the sender, the new 10 <[k
node computes a better priority group that the optimum. This oo 3.
receiver will not set the 1-bit field in th&CTS response, °”’en;,%_ F LM s
notifying the sender that it has computed the highest ftyiori My, 8372
grOUp, WlthOUt uSing the priority grOUp increase reqUGSt. | active time vs. interval size vs. density for CC2420

addition, the receiver contention is reduced by half tinteit s
is likely that this node wins the contention and this receive
can send itBCTSresponse. If the sender receiveB@T Swith

no flag set, it resets the counter for the correspondingester 80 (.
qu_the next _trgnsmission the _sender c_ancels _its request for S;g
raising the priority group of all its potential receivers. Lo |
VI. PERFORMANCE EVALUATION %‘3‘2 v
For the evaluation of the RBR service, we analyze the 20
following performance parameters: active time (which high 10, [+
impacts on the energy consumption), throughput and latency ’ee%s,

Simulator settings in the simulation we used the Chipcon
CC1000 (used by MiCA2) and CC2420 (used by Telos) single
channel radio transceivers with the following parameters:

Fig. 13. Impact of the network’s density aRCWsize on active time.

current [mA] power [MW]
[ SL [RX ] TX ] SL [ RX [ TX | Switch Figure 13 shows the effects of the density of the neighbors
CC1000] 0.11] 10 [ 83 ] 0.33] 30 | 33 25 and the size of theeceiver contention windo{RCW on the
CC24201] 002 ] 24 | 14 ]| 004] 48 | 28 | 30 active period of both transmitters.
switching time [ps] The CC1000 transceiver has a much higher active time than
Transceiver[| SL-RX [ SL-TX [ RXTXSL [ RX-TX | TX-RX | the CC2420 transceiver. The difference cannot be explained
gg;ggg ggg ggg 18 ggg ggg only by the higher transmission rat@50 kbps compared

to 76.8 kbps), since the proportion of time in which the
For T-MAC we set the listen time to 30ms and the fram&ansceiver is in transmitting mode is approximately 2%.
time to 600ms. The overhearing avoidance flag is disabledRather, it seems likely that additional causes generat thi
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behavior. To investigate this closer one needs to analyse t
number of events that occur during a transfer. Events thi
negatively affect the behavior and extend the active perio
are collisions of messages and their consequences.

For small RCW the active time increases quickly with
increasing of the network’s density. This leads to frequer
collisions ofBCTSresponses, whereby the receiver contentiol
needs to be repeated. Therefore, the active timeout is agt.ag
For largeRCW the active time remains relatively constant.
The negative impact on the active time by a long-lasting . . . .
transmission (due to the largeC) will be compensated by : Y e comtention windaw b
rare occurrence oBCTScollisions.

Next we investigate the possible causes for an extended
active time. The measurements in Figure 14 show the influenc
of the BCTScollisions on the active period of the CC2420 * Syt
transmitter. Each graph shows the number of events (per g “ [ '
packet) occurring (lower part) and the active time of the
transceiver (upper part) according to varidR€W sizes and
different neighbors densities.

A BCTScollision occurs mainly due to the fact that the
difference of two or more calculated receiver contentiomets
is smaller than the transmitter's switch time. Using a sngl
channel transmitter, a potential receiver node is able &xich
the channel for activity until its transmitter switches rfro
receive to send. It is possible, that during switching aeoth
node starts to transmit itBCTS The first node cannot notice (b) 4 potential receivers
that and, therefore, the length of tHRCW especially the
difference between two receiver contentions is importahe
shorter the switching time of the transmitter is, the snmalle
the difference between two receiver contentions can bet The
means, the smaller the switching time of the transmitter is,
the more opportunities have other nodes to compute a receiv
contention that does not lead to a collision.

During a transfer, theresend eventoccurs at the first
collision of theBCTSresponses. This event is triggered by the
Early Resen@ptimization, when after the fir@CTScollision,

a newBRTSis sent without contentiofsee V-B). Since the
initial contention time is omitted, this event has a relaljv
small influence on the extension of the active ticoepared to (c) 6 potential receivers
restart the transmissioif a secondBCTScollision happens,
the whole transfer must be restarted, including the initia
contention. In graphs this corresponds to tlestart event
which has a much higher impact on the active persidce
it increases the fraction of time that the radio spentdte
Receivestate as part of the whole active time.

Hence, for increasing neighbor density and laRféW the
active time remains relatively constant, despite the meee
of the number of negative events, since if a transfer wa
successful, it is likely that a low delay time has won the
contention. The number of retransmissions will be highel . . - : -
but the transfers are in average completed faster and tt receiver contention window [ms]
compensates partially the negative effect.

In case of the CC1000 transmitter the same measurements lead ) . ) )
to a larger number than for CC2420 (figures are omitted herEf 1%, CC2(20: mpact &RCWsize o e scve perod of he vansriter
This is due to the fact that the CC1000 has larger switchingog)for different density of neighbors. Each graph gives alse ihmber
time, which increases the frequency BETScollisions. A of relevant events (collision, resend, restart) for défarsize ofRCW

active time [%]

events per packet

(a) 2 potential receivers

RX Receive
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(d) 8 potential receivers
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larger switching time means that during a node is checkimpgtential receiver is in the receiver’'s contention, a nadthe

the medium and switching to send the probability that anotheeighborhood, which has not received the origiBRITS can

node (during this time) starts to transmit is higher andsthustart itself a transmission by sendin®&TSpacket. If this is
more BCTScollisions occur. the case, only one of the two transmissions can be succlgssful
completed, assuming that no collision has happened. The
hidden-station problem cannot be effectively solved by the
RBRS. If a collision occurs, both transfers must be re-start
These two cases occur more often when the data rate increases

""""""""""""""""""""""""" packets are deleted.

60

Switch
50 Send
Idle Receive
40 - RX Receive

30

20

active time [%]

10

resen d —_—
restart
drop ——

VII. COMPARISONS AND EVALUATIONS

In order to compare the energy savings achieved through the
proposed optimizations we consider here the sensor network
given in Figure 17.

05 -

events [1000]

(]

o 0.2 0.4 0.6 0.8 1
switch time [ms]

Fig. 15. Impact of the switch time on the active time.

Figure 15 shows the impact of the switch time on the acti
time for a fixed RCW (4ms) and a given network density. Fﬁ: 7
For smaller switching times, the active time decreases. &
increasing the switching time, the active time increases,al Y Fﬁsﬂﬁf‘ ) et )
but more than the sum of the individual switching times. Thwstfgﬁ]
cause is the higher numberBETScollisions when the switch
time increases. hos

hoft]
B. Throughput and latency - - host[ﬁk‘ Ziv:glfﬁbﬁmk«

In order to measure the maximum possible throughput ai bt
the source-sink latency in dense network, we set m=5 and n: hostﬂ 8] hosi{17]
Figure 16 shows the drop rate and the latency for differe:.

RCWsizes. In low traffic networks the latency is independent

of RCW With increasing data rate increases also the latenc gfor this network the source is node 22 situated on the right
and its variance. This occurs rather for small than for lar de of the figure and the sink is node 0 situated on the left

RCW An increasing latency leads also to packet loss, as ¢ He of the figure, where all the red arrows end.

bﬂst[a 0]

host[‘l 1] hostﬂ k)l

host[38]

Fig. 17. A simulation network with 51 sensor nodes.

be seen in Figure 16. 1) Comparison RBR with and without optimizationk
‘ , 30 order to compare the energy savings achieved through the
14 ey ameRCw proposed optimizations, we have enabled and disabled the
. arop rate omeRCW 1 || 25 optimizations.
consumed energy sorted
10 4 20 4500 4
w g
T8 ° 4000
g 4 15 ®
- o — |
o g g E 3500
4 10 Z
4 E 3000 4
s ® 2500 |
: % 2
' S 2000
o] 0
600
data interval [ms] 1500 4
Fig. 16. Throughput and latency f®CWof 2ms and 6ms. 1000 o 0 20 40 20 0
The reason lies in the interaction of different transfer. hosts

within a region. The RBRS uses instead of the SIFS (Shofig.- 18. Energy consumption using RBR with and without optations.
Interframe Space) between tiRISand CTScontrol packets  The comparison of the energy consumed in both cases
a receiver contention, which defers tBETSresponse. As a for a simulation time of 3 minutesonsidering three priority
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groups and a weight for the highest priority group of 60%) comparing the source-sink latency in the two cases we got
is illustrated in Figure 18. One can observe that with aln average ofs for RBR and1.5s for unicast. Here too, the
three optimizations the energy consumed by some nodgwer latency of the unicast is due to the fact that in the RBR

improves up to 7%, but there are also nodes where the eneggke the additional receiver contention increases thefaan
consumption increases. The overall energy consumptiontiige per hop.

reduced when using optimizations by at led%t. Thus, under these settings, the unicast outperforms the

2) Comparison RBR with unicasiNext we compare the RBR service. We fjlscuss in the sequel a scenario, where the
situation can be different.

RBR service with the unicast in our variant of T-MAC [1]. We
set up two scenarios, one for the RBR and one for the unicast3) Networks with both modes enabledVe consider a
both use the same application and network layer. At netwojikreless sensor network with many sources placed in a closer
layer, the routing information is propagated through iesér area; here aggregation of the sensor data is necessarg insid
refreshes without extra traffic for routing. For data rogtime the source area in order to significantly reduce the amount of
use in both cases a strategy based on hop count and nodg# traffic (otherwise each source establishes individatils
residual energy. The simulation time is 3 minutes, the sBurg the sink, leading also to increased energy consumptidn an
generates data packets at e2€lims and theRCWfor the  thus, to a shorter lifetime of the network).
RBR-service istms. For the unicast scenario the Overhearing The aggregation inside the monitoring area can be realized
avoidance flag inside the T-MAC is enabled, meaning thafther by constructing an aggregation tree using unicastyor
nodes in the NAV state turn off their radio to conserve energymploying the RBR service. The RBR mechanism allows to
Figure 19 illustrates the energy consumption for the RBRoute data packets in this area without maintaining infdioma

service and unicast respectively. about the next hop, and to aggregate without the constructio
s and maintenance of an aggregation structure. On the other
unicast side, when using unicast a significant overhead (in terms

4

of communication cost to spread the information about the
network topology) occurs for construction and maintenance

3

consumed energy [J1

2 of cache tables and aggregation structures.
& 248" SIE:248 ) _
* Raie 246 v Yo Eear  ORFLT ()Egas

o 10 20 30 40 50
host

Fig. 19. Energy consumption for unicast and RBR services-BIAC.

@ @
energy consumption when using the RBR service. The reas hUFD
is the additional receiver contention of the RBRS and th & 12 ok AT : b TOMN -
BCTScollisions, since both increase the active time of ¢ h?f) ; e . ¢ soteadD
node. In case of unicast, since the hidden station proble 9 A I 3
is successfully solved, there are fewer adverse events anc ( 3
transfer can be faster terminated. hostia] host7]

Using the same routing strategy, the total energy consump-
tion for unicast is91J in comparison tol23.J for RBR (see Fig. 21. Simulation network using bofRBRservice and unicast.
Figure 20(a)). The situation remains similar when we compar
the energy consumed by the five most hea\/“y loaded noded-or simulations we use our SNF with both unicast and RBR

host[10] host[19]
hast[17]

(see Figure 20(b)). service enabled inside T-MAC protocol implementation and
consider the 51 nodes network illustrated in Figure 21. # ha
total eneruy LT 8 sources situated in the buttom-right corner and a sinkgnod
Latency with standard doviation 0) placed on the left side of the figure. Two source nodes (50
] ’ and 36) situated in the rectangle area are not equipped with
o0 | N 2 the required sensors, i.e., they cannot deliver the regdest

latency [s1

data packets. We set the simulation time3imin, the data
generation interva200ms and each source sends0 packets.

60 1

a8 4

consuned energy [J1
consuned energy [J1

| . ol We discuss two scenarios: one using unicast and the other
* using RBR for aggregation inside the observed area (the
R —— R — yellow rectangle); outside the area the aggregated dateetsac
(@) total (b) peak five (c) latency are always sent using unicast.
Fig. 20.  Energy consumptior(a) total energy consumptio(b) average The strategy used by unicast can be, for example, a simple
energy consumption of the five highest loaded nodejslatency hop count strategy as illustrated in Figure 21 (see red.line)
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In this case, outside the observed area the path used to reach be aggregated, it sends a confirmation control packet
the sink is always the same and the energy consumption of (YES_AGG_ME). The confirmation packet must be
the nodes along the path remains the same. acknowledged ACK_AGG) by the aggregator.

Of course, in order to balance the total energy consumptione Finally, each source knows which node is its aggrega-
among the nodes between the source zone and the sink, one tor. This information can be broadcasted to the neigh-
can use an energy-aware strategy, e.g., a routing metrétlbas  bors (for more reliability) using a notify control packet
on hop count and the path’s residual energy which leads to (I_AM_AGG_BY).
more paths to sink (see the red lines in Figure 22). This
strategy redistributes the traffic load uniformly and agoid
bottleneck nodes on the path to sink with less residual gnerg

11 11]
[11] o) [11 [31]

Fig. 23. (a), (b) Aggregation trees for unicast; RBRservice

(5 %2 Using the latter aggregation algorithm, the resulted aggpe
tion tree can be one of the trees illustrated in Figure 23 d) an
40 p). In the first case we have three intermediate aggregators,

“LA#zs nodes 11, 31 and 35 and in the second case only two, nodes
st 31 and 35.In the above simulation the establishment of
the aggregation structure is not repeated periodically,idu
realized only once.

In the RBR scenario, the aggregation is achieved without
Fig. 22. Using a energy-aware routing strategy betweencssteind sink. additional communication by including aggregation ciéen

the definition of the priority groups, namely

In the unicast scenario (regardless of the chosen routinge Group 0: Receivers having DATA packets with the same
metrics outside the monitoring area), in order to be able to type and being closer to the sink than the sender.
aggregate data, an aggregation algorithm is needed toraonst ¢ Group 1: Receivers having DATA packets with the same
the aggregation structure (tree); source nodes havinghinatc type, but farther away from the sink than the sender.
data are potential aggregators. o Group 2: Receivers without same type of DATA, but

One possibility to construct an aggregation tree is to use th ~ closer to the sink. _
same mechanism as for flooding the interest. When an interest All receivers not belonging to one of the groups do not
reaches the first source, this one initiates an aggregation Participate in the communication.
interest which is flooded only inside the source region. This/As & potential intermediate aggregator closer to sink gets a
leads to a local greedy aggregation tree rooted at the fipdgher priority than an aggregator farther away, the agajieg
source. is opportunistic. (For the considered network the aggregat

Another alternative is to design an own aggregation pr§ow is illustrated in Figure 23(c))

tocol. When a source gets the first interest, it starts to findg. these two scenarios. we compared the total energy

eligible (best) aggregation nodes in the zone. This can Pgngymption, the source to sink latency and the throughiput.

achieved by sending an invitation to other sources 10 R&s oyt that all three performance criteria are quite laimi
aggregated, and the algorithm works as follows: for both scenarios.

« The invitation control packet AN_I_AGG_YOU) In case of unicast, each aggregation node waits until all its
contains the sender id and information about the aggrehildren sent their data, then aggregates these and semds th
gation possibilities of the sender such as its distance rigsult data to its parent. This increases the node’s adtive t
the sink, energy reserve, number of sources surroundingthe unicast scenario and reaches the same level as for the
it (optionally their aggregator), its connectivity, etchd RBR (induced by its higher receiver contention).
invitation control packet is rebroadcasted by each sourceSo for both scenarios we get this time almost the same
(to include farther sources). source to sink latency, throughput and total energy consump

« When a source receives the invitation it checks if iion.
is already aggregated by another node or is an ag-Hence, for such applications the unicast does not outparfor
gregator itself. If yes, the control packet is discardedhe RBR service even if the aggregation tree is constructed
Otherwise, the receiver decides according to its locahly once (as we considered in our simulations). Obviously,
information and the received information if it is a bettefor highly dynamic networks or networks with longer actyyit
(closer to sink or has more sources, etc.) aggregatbe aggregation structure needs to be reestablished period
than the sender. When the receiver source acceptsctily, which finally leads to weaker overall performance.

host[7 host[10] host[13]
host[18] 7 host[17]
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VIIl. CONCLUSION AND FUTURE WORK [6] F. Ye, G. Zhong, S. Lu, and L. Zhang, “Gradient broadca#stobust
data delivery protocol for large scale sensor networkfifeless Net-

In the present paper, we strive for more modu|arity at works/Springer, The Netherlandgol. 11, no. 2, pp. 285-298, 2005.

. . . 7] C. Intanagonwiwat, R. Govindan, D. Estrin, J. Heidemaamd F. Silva,
MAC Iayer’ mamly to embed at this Iayer more Cusmmlzablé “Directed diffusion for wireless sensor networkindBEE/ACM Trans-

services. We supplement here the sender initiated unigast b actions on Networkingvol. 11, no. 1, pp. 2-16, 2003.
receiver-based contention in order to provide anothemeers [8] K-W. Fan, S. Liu, and P. Sinha, “Structure-free data raggtion in

. . T . - sensor networks JEEE Trans. Mob. Compuvol. 6, pp. 929-942, 2007.
tive to the interlayer communication. The RBR service of T[9] I. Akyildiz, M. Vuran, and O. Aka, “A cross-layer prototéor wireless

MAC allows (reactive) applications, in which a sender doets n sensor networks,” ifProc. CISS  Princeton, NJ, March 2006.
know its potential destination or applications with a dym@m[10] T. Watteyne, A. Bachir, M. Dohler, D. Barthel, and |. A&jum, “1-

. . . hopmac: An energy-efficient mac protocol for avoiding 1-mgighbor-
network topology where the construction and maintainance hood knowledge,"Sensor and Ad Hoc Communications and Networks

overhead for the cache tables and/or aggregation stracisire  vol. 2, pp. 639-644, Sept 20086.
expensive (in terms of communication cost to spread the-infdl1] P. Skraba, H. Aghajan, and A. Bahai, “Cross-layer optition for high

. . . density sensor networks: Distributed passive routingsitees,” in Proc.
mation about the network toplogy). In such dynamic scesario /5. Nowoa Vancouver, July 2004, pp. 266-279.

the RBR mechanism allows to route, without maintaining2] F. Kacso and R. Wismiiller, “A simulation framework rf@nergy-
information about the next hop, and to aggregate, withogit th ~ aware wireless sensor network protocols,"Rroc. 18th Int. Conf. on

. . . Computer Communications and Networks (ICCCN’09), Wornksbo
construction and maintenance of an aggregation structure. Sensor Networks San Francisco, CA, USA, August 2009, pp. 1-7.

The accurate energy model integrated in our simulator @3] J. Wong, R. Jafari, and M. Potkonjak, “Gateway placenfen latency
lows us to quantify the impact of transceiver’s switch tirthe and efficient data aggregation,” Rroc. 29th Annual IEEE Int. Conf. on

.. . - Local Computer NetworksNov 2004, pp. 490-497.
RCWand the occurrence of collisions and their retransmissiofg; ;. P0|astrepj_ Hui. P. ,_e\lfis 3. Zhao BPCu”er S. berand |. Stoica

on the energy consumption of the sensor node. The possible “A unifying link abstraction for wireless sensor networkis, Proc. 3rd
collisions of theBCTSresponses and their consequences must ACM Int. Conf. SenSy&lovember 2005, pp. 76-89.

b inimized . . ith I itchi [15] C. Ee, R. Fonseca, S. Kim, D. Moon, A. Tavakoli, D. Culi8r Shenker,
€ minimize (usmg transceivers with smaller switc |n|gd) and |. Stoica, “A modular network layer for sensornets,”HAroc. 7th

for a good performance of the RBR service. Therefore, we Symp. OSDI Seattle, WA, USA, 2006, pp. 249-262.
proposed and implemented several optimizations of the RBR¥] C. Intanagonwiwat, R. Govindan, and D. Estrin, “Direttdiffusion a

. . L . scalable and robust communication paradigm for sensoranksy in
Simulation results have shown that these optimizations im- . "Acm MobiCom Boston, 2000, pp. 56-67.

prove significantly the performance of the RBRe have ana- [17] W. Heinzelman, A. Chandrakasan, and H. BalakrishnaEnetgy-

Iyzed the performance parameters of the RBR service name|y efficient communication protocol for wireless microsensetworks,” in
’ Proc. 33rd Annual Hawaii Int. Conf. on System Sciences (I3/CS),

its energy-efficiency, throughput and latenéforeover, we 2000, pp. 3005-3014.
compared (VII-2) the efficiency of both forwarding approash [18] A. Kacso and R. Wismiiller, “A framework architectute simulate
inside T-MAC: the sender initiated one using unicast vetsas energy-aware routing protocols in wireless sensor nets/bik Proc.

. b d . F . |ati i0 ihed IASTED Int. Conf. on Sensor NetworksGreece, 2008, pp. 77-82.
receiver-based routing. For our simulation scenario ihéar [19] M. Loébbers and D. WillkommMobility Framework for OMNeT++ (API

out that the RBR approach outperformed by unicast in terms of ref.). http:/mobility-fw.sourceforge.net: OMNeT++ Ver.3.2006.

energy consumption, throughput and latency. Neverthelless [20] V. Bharghavan, A. Demers, S. Shenker, and L. Zhang, ‘&acA media
RBR be efficient] | df tunisti ti access protocol for wireless lans,”froc. of SIGCOMM Conf.London,
can be efficiently employed for opportunistic aggremati UK, September 1994, pp. 212-225.

inside monitoring areas with many sources or in dynamic
network scenarios (VII-3); here the routing performance of
RBR and unicast are similar.

As future work we intend to build in our simulator dif-
ferent simulation scenarios in order ¢doser investigate and
compare the performance of RBR versus different aggregatio
algorithms using unicast.
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Abstract—Safety critical applications of IEEE802.15.4 net-
works require autonomous network reconfiguration and dy-
namic meshing in case of node failures or changing environ-
mental influences. This paper demonstrates the application of
Ad hoc On Demand Distance Vector (AODV) and Optimized
Link State Routing (OLSR) on IEEES802.15.4 nodes based
on an IP layer. The modular concept leads to the proposed
extension of Optimized Link State Routing (OLSR) protocol to
provide location-based services and addressing inherently in the
protocol design. We demonstrate the changes in message flows
and information exchange that are necessary to develop a geo-
implementation of OLSR, which we call GeoOLSR throughout
this paper. For performance evaluation, we will first examine
mobile ad hoc relevant metrics like time delay, maximum
throughput and generated overhead. Furthermore, the lifetime
of the novel node architecture is evaluated in comparison
to the ordinary IEEE802.15.4 configuration and IEEE802.11.
Finally, the real-world protocol behavior of GeoOLSR is
shown for different mobility speeds by using realistic ray
tracing for modeling the physical transmission in a harsh
industrial environment. Thus, it is proven by results that
GeoOLSR is able to support both IP enabled unicast traffic and
geographical addressing even in resource constrained networks
like IEEE802.15.4.

Keywords-Geocasting; OLSR; AODV; IEEE802.15.4;
Ray Tracing.

I. INTRODUCTION

The application of wireless sensor networks (WSNs) or
mobile ad hoc networks (MANETS) based on IEEE802.15.4
in safety-critical processes requires a fault tolerant network
design, which supports autonomous reconfiguration [1]. Re-
cent developments in the area of Wi-Fi networks propose
meshing algorithms on ISO/OSI layer 3 like the reactive
Ad hoc On demand Distance Vector (AODV) Routing [2]
or the proactive Optimized Link State Routing (OLSR) [3],
which are capable to update communication paths in case of
failures and mobility of network nodes. In contrast to that,
original IEEE802.15.4 networks rely on topologies like star
or cluster tree, in which failures of single nodes can isolate
even complete network trails.

Therefore, the IEEE task group 802.15.5 Mesh Net-
working currently examines necessary mechanisms that are
designed for the physical (PHY) and medium access control
(MAC) layer. In order to enable a flexible network setup
for different application scenarios within heterogeneous
networks, we analyze multihop forwarding via IP routing

Higher Protocol Layers

‘ Application 1 ‘ ‘ Application 2 ‘

GeoTable i il
MANET ‘ TCP Layer ‘ ‘ UDP Layer ‘

<> Routing Protocols 3 $
e.g., AODV, OLSR <—>{ IPv4 Layer ‘

IEEE802.15.4 Specification

‘ Medium Access Control Layer (non beacon enabled) ‘

)

‘ Physical Layer ‘

Figure 1. The extended Layer Model of our proposed architecture to sup-
port IP enabled unicast traffic and geographical addressing in IEEE802.15.4

mechanisms (on layer 3 — also known as Route-over [4]).
We propose a node design (see Figure 1), which includes an
IPv4 layer — instead of utilizing the ZigBee protocol stack
[5]. The integration of the IP protocol for WSNs is proposed
in [4] and [6]. The big advantage of these approaches is the
seamless integration into the Internet. In [7], it has been
shown that the implementation of a tiny TCP/IP protocol is
feasible for the integration on low power devices, such as
IEEE802.15.4 without major changes of the PHY- or MAC
layer. Following these approaches, this paper demonstrates
the application of OLSR and AODV routing schemes as
proposed in [8] by applying a peer-to-peer network topology.
Here, every node is assumed to operate as a router and uses
CSMA/CA channel access.

Besides an easy integration of IEEE802.15.4 nodes into
preexisting infrastructures, diversified application domains
are one key performance indicator of MANETSs. Thus,
there is an increasing need for a simultaneous support
of geographical addressing to realize e.g., location based
messaging and alarming. As an extension to [1], it is an
objective of this paper to show an extension of OLSR —
which will be called GeoOLSR throughout this thesis — to
build up a routing protocol, which supports unicast (IP-
based) as well as geographical multicast communication
inherently. Therefore, a slight modification to the original
protocol architecture is made by adding an additional rout-
ing table (called GeoTable), which contains positions of
reachable nodes (cf. Figure 1). The major benefit of using
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a proactive routing protocol like OLSR is the periodical
exchange of routing information in discrete time intervals.
This enables knowledge of a node’s last position even in
case of malfunctions. In contrast to that, on-demand routing
mechanisms only search for a new route prior a specific
communication request.

The work is part of a research project with one of the
world’s largest steel fabricants ThyssenKrupp Steel. They
will install the presented solution to increase the security of
the factory employees in case of emergency. The developed
solution is integrated in a gas sensor network, which consists
of stationary and mobile equipment. Hence, not only factory
employees, but also first responders profit from this solution,
as they do not have to carry additional devices for navigating
through the incident scene. Thus, this work presents several
major contributions:

o Demonstration of the general applicability of meshed
network approaches within IEEE802.15.4 networks by
implementing our IP enabled sensor node architecture
based on the physical layer of IEEE802.15.4 using a
peer-to-peer enabled CSMA/CA MAC layer.

o Introduction of a detailed performance evaluation of
AODV and OLSR in IEEE802.15.4 networks.

o Proposal of an OLSR extension, which enables geo-
casting as well as IP-based unicast messages combined
with high node mobility support.

o Comparison of different geocast routing protocols e.g.,
Location Based Multicast (LBM), flooding GRID,
ticket GRID and GeoTORA with GeoOLSR.

o Evaluation of the influence of different moving speeds
and patterns on GeoOLSR.

o Brief identification of the resulting overheads of
GeoOLSR compared to OLSR.

o Analysis of the proposed GeoOLSR protocol in a
real-world scenario considering realistic radio channel
effects by application of the Actix Radiowave Prop-
agation Simulator (RPS) [9], which includes a high-
precision 3-dimensional CAD drawing of the applica-
tion scenario within the steel production plant.

This paper is organized as follows. Section II discusses
related works. Afterwards we demonstrate the design of the
new node in Section III in detail, before the implementation
of the applied simulation model in OMNeT++ 4.0 is shown
as well as details of the simulation measurements in Sec-
tion IV. After that, we illustrate the protocol extension of
GeoOLSR within Section V by presenting necessary changes
in message flows and information exchange to realize a geo-
implementation of OLSR, followed by corresponding anal-
ysis in Section VI. Performance evaluations via OMNeT++
simulation together with a sophisticated PHY layer model
based on the ray tracing tool RPS are presented in Section
VII. Finally, Section VIII draws conclusions.
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II. BACKGROUND AND RELATED WORK

In this Section, we will give a brief introduction into
state-of-the-art routing protocols divided into four groups —
unicast MANET protocols, geographical multicast protocols,
mobile agents protocols and hierarchical routing protocols.

A. Unicast Mobile Ad-Hoc Network Protocols

Linking an IP address with a geographical location has
been of interest for quite some time already. On the other
hand, there has also been significant research to increase
network redundancy in general, based on unicast routing
protocols for MANETS, in which all mobile hosts typically
behave as routers. A route between a pair of nodes in a
MANET may go through several other mobile nodes. Due
to the mesh network approach these routes may vary when
nodes change their locations. Many attempts have been made
on MANET protocols [2], [3], [10]. There are two major
types of networking protocols defined in the literature for
this application field [11]:

o Proactive routing: A node manages the whole network
topology in a periodically updated routing table, which
causes additional traffic.

e Reactive routing: The route is determined when a
packet has to be transmitted. Hence, the delay for a
single packet transmission is higher in comparison to
proactive routing; however, the additional traffic for
route maintenance is minimized.

In the following paragraphs, basic principles of OLSR as
a proactive and AODV as a reactive routing scheme are
described in detail.

OLSR

The Optimized Link State Routing is specified in the
RFC 3626[3]. Simulative and experimental performance
evaluation on Wi-Fi devices is presented in [11]. Route
table calculation is done by topology information, which
is gathered from topology control messages (TCM). If a
node generates its neighbor list, the TCMs are transmitted
through the network. A node is defined as a neighbor, if
a bi-directional physical connection between two nodes is
available. Following RFC 3626, OLSR communicates using
a unified packet format for all data related to the protocol.
This is meant to facilitate extensibility of the protocol with-
out breaking backwards compatibility. This also provides an
easy way of piggybacking different ’types” of information
into a single transmission like geographic data in the field
of GeoOLSR. A RFC 3626 standard implementation is
embedded in IPv4. The basic layout of any packet in OLSR
consists of an OLSR header, which includes three types of
messages:

o OLSR-Hello To perform link sensing, neighborhood de-
tection and Multi-Point-Relay (MPR) selection, Hello
messages are exchanged between 1-hop neighbors pe-
riodically. This message is sent as the data-portion of
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the general packet format with the "Message Type”
set to HELLO_MESSAGE, the Time-to-live field set
to one and Vtime set accordingly to the value of
NEIGHB_HOLD_TIME.

o OLSR-Topology-Control The link sensing and neighbor
detection part of the OLSR protocol basically offers
a neighbor list in each node, which contains a list of
neighbors to which a direct communication is possible.
In combination with the packet format and forward-
ing mechanism, an optimized flooding through Multi-
Point-Relays (MPRs) is implemented. This mechanism
is based on the OLSR-Topology-Control (TC) mes-
sage format, which disseminates topology information
through the whole network.

o OLSR-Multiple-Interface-Declaration =~ The  OLSR-
Multiple-Interface-Declaration (MID) message is
used to map more than one IP address to one node.
Therefore, all interface addresses other than the main
address of the originator node are put into the MID
message.

The use of multipoint relays (MPRs) reduces the network
load by concentrating the traffic on dedicated nodes. The
speed of topology update processes can be regulated by vary-
ing Hello and TC intervals. The main performance indicators
of OLSR are summarized in TableI. The willingness for a
MPR is defined by the remaining battery power of the node.

Table T
PARAMETERIZATION OF OLSR NODES

Hello Interval
Hello Jitter
TC Interval
TC Jitter
Hello Timeout

inter-arrival time of hello packets

maximum deviation from the hello interval
inter-arrival time of TC packets

maximum deviation from the TC interval
maximum timeout of hello messages

until the node is removed from the neighbor list
willingness of a node to act as MPR

Willingness

To reduce the negative influence of packet losses due
to high mobility in OLSR, Benzaid et al. proposed a new
method of integrating fast mobility in the OLSR protocol
[12].

AODV

The Ad hoc On Demand Distance Vector routing is
specified in RFC 3561 [2].

An application for IEEE802.15.4 networks has been pro-
posed by [13] without applying an IP layer. Each node op-
erates as a router and determines point to point connections
on demand without periodical updates. Thereby, memory
and energy demand is optimized for battery driven mobile
devices and the additional network load is minimized. An
included sequence number avoids the count-to-infinity rout-
ing problem [2]. In contrast to other routing protocols, the
quality of a connection is determined by the actuality and not
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Table II
PARAMETERIZATION OF AODV NODES

Active Route Timeout defines the validness of a route

defines the inter-arrival time of
hello packets

Hello Interval

Allowed Hello Loss defines the maximum hello packet loss

until a route is deleted

Delete Period defines the limit of route from node
A and B to D, if node A has

deleted the route

Net Diameter maximum number of hops

between two nodes

Node Transversal Time | estimated for a 1-hop transmission

Net Transversal Time 2* Node Transversal Time * Net Diameter

Path Discovery Time 2* Net Transversal Time

RREQ Retries number of attempts for route determination

by the length of the path. The main configuration parameters
of AODV are summarized in TableIL

B. Geographical Multicast Protocols

In addition to the work mentioned before, there has also
been significant work on multicasting based on the loca-
tion of the particular nodes. Several approaches have been
proposed [14] [15]. The schemes for multicasting can be
broadly divided into two types: flooding-based schemes and
tree-based schemes. Flooding-based schemes (like Location-
Based Multicast [16]) do not need to maintain as many
network states as tree-based protocols. On the other hand,
flooding-based schemes can potentially deliver multicast
packets to many nodes that are currently outside the lo-
cation, which is energetic inefficient. Tree-based schemes
(cf. GeoTORA [14] and GeoGrid [15]) reduce the amount
of sent messages. However, a higher overhead is needed to
maintain the network’s tree.

C. Mobile Agents Protocols

Other routing schemes are based on mobile agents and
are inspired from social insects’ behavior [17]. One of the
main ideas of ant algorithms is the indirect communication
of a colony of agents, based on so called pheromone trails.
Pheromones are used by real ants for communication pur-
poses. The ants know the other ants’ paths by the pheromone
trails, and the amount of pheromone on a trail reflects its
importance.

D. Hierarchical Routing Protocols

Besides the location based routing approach some attempt
has been made to support a routing algorithm that inte-
grates geo-coordinate and table-driven IP addressing [18].
This routing protocol called "GeoLANMAR” uses link-state
routing in a local scope and geo-routing for out-of-scope
packet forwarding. The protocol keeps track of the routes to
destinations up to a certain distance away from the source
whereas the geo-routing scheme applied in GeoLANMAR is
used to route packets to the remote landmark nodes outside
the local scope.
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III. DESIGN OF AN IP-ENABLED WIRELESS SENSOR
NODE

The simulation model is implemented in the discrete,
event-based network simulator OMNeT++[19] and the
INET framework. Figure 1 shows the implementation of
the communication node. The IEEE802.15.4 physical layer
implementation [20] of OMNeT++ is used for the proposed
extensions. By using the IP layer, also the existing UDP
and TCP protocol implementations of the INET framework
can be evaluated for new services. An additional 20 byte
IP header and an 8 byte UDP header decrease the overall
capacity. But 74 byte payload are left, which is enough
for sensor monitoring applications and additional services,
as the maximum payload size of the messages in this
application area is usually inherently small.

In order to highlight the generated overhead in compari-
son to a conventional IEEE802.15.4 network, the resulting
throughput is measured in a simple point-to-point scenario.
The new node is operating with AODV in the first case and
OLSR in the second case. For system startup, a time off
of 10s is set before mesurement values are captured. The
applied parameters of the meshing protocols are summarized
in Table III.

Table III
PARAMETERIZATION OF THE TEST SCENARIO

Traffic profile OLSR settings AODYV settings

74Byte Willingness = 3 Active Route Timeout = 6s
(UDP Payload) | Hello Interval = 1s | Hello Interval = 1s

every 30ms TC Interval = 2s Allowed Hello Loss = 2
~19.73kbit/s MID Interval = 2s Delete Period = 10s

Net diameter = 2 Hops
Node transversal time = 40ms
RREQ Retries = 2

This parameterization is assumed for all following per-
formance evaluations. The values for the hello interval (HI)
of OLSR and AODV are chosen equally for an optimal
comparison.

Figure 2 depicts the resulting overhead generated by the
new implementation. About 10kbit/s overhead must be cal-
culated for the application of IP-based meshing protocols in
a simple point-to-point scenario. The following performance
evaluation will also clarify the scalability up to an 8 hop
scenario.

IV. EVALUATION OF THE NOVEL PEER-TO-PEER
APPROACH

To demonstrate general feasibility of the novel archi-
tecture, we first evaluate important performance indicators
like end-to-end transmission delay, goodput during handover
processes, handover delay and achievable throughputs in an
OMNeT++ simulation environment. However, typical PHY
layer issues like CCA delay [21] or co-channel interferences
[22] are neglected at this point. Figure 3 depicts a hidden-
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the peer-to-peer implementation with applied AODV and OLSR routing
algorithm for a simple point-to-point setup without mobility. The parameters
of Table III are applied.

stationary source

i b dmn.r, 1L dnm,:r 1

)—0—0-----0—4

movement path
D

mobile source

......... > old conn.
——> active conn.

Figure 3. Hop-to-hop Scenario for Performance Evaluation

station hop-to-hop scenario. The setup consists of 8 hops
placed in a hop distance of d,,,, = 150m, which represents
the maximum radio range. Here, the string topology repre-
sents the worst case for OLSR due to the fact that the MPR
forwarding becomes obsolete.

In each test, 74Byte packets (payload) are sent over
the network from the stationary source each 30ms until
the mobile node reaches the end of the playground. The
performance evaluation is then structured as follows. First,
we analyze the end-to-end delay in stationary node constel-
lations before an analysis of handover scenarios between
fixed network nodes and mobile nodes is achieved. Finally,
the energy consumption is compared to an IEEE802.15.4
node implementation.

A. Evaluation of End-to-End Transmission Delay

The end-to-end delay is a good indicator to measure
the response behavior and the real-time capability of the
network. The parameterization of this experiment is de-
scribed in TableIIl. The test is repeated 100 times, before
the distribution function is calculated (cf. Equation 1) to
determine the p 4= 20 interval, which includes 95.4 % of all
possible end-to-end delay values.
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Figure 4. Interval length of the end-to-end delay for OLSR and AODV

depending on the hop count for a stationary scenario depicted in Figure 3.
The interval contains p =+ 20.

The results are assembled in Figure 4. The expected value
for end-to-end delay of AODV is lower compared to OLSR
in the one hop case, but in all other cases OLSR seems to be
predominant. As a consequence, AODV exhibits an interval
of [0ms, 1435.1 ms] for the 8 hop case, which means that
95.4 % of the examined cases fit into this interval, whereas
OLSR features an interval of only [0 ms, 41.5 ms]. The high
delay of AODV can be explained by the route determination
process. With an Active Route Timeout of 6s and a Delete Pe-
riod of 10s, routes are updated frequently assuming constant
bitrate (CBR) traffic. The needed additional traffic for the
route determination process rises with an increasing number
of hops.

B. Performance Evaluation of Hand-Over Processes

As mobile sensors are regarded for typical application
scenarios, fast handover processes are needed for reliable
measurement transmission. The following experiments base
on the measurement setup shown in Figure 3 with one mov-
ing source node transmitting data continuously (cf. Table III)
over the next fixed node to the sink at a predefined constant
speed for the mobility.

Figure 5 depicts the achievable goodput at different
mobility speeds and hop counts for AODV. The reference
line at Om/s shows the impact of the hop count on the
maximum goodput. It can be seen that the throughput is
almost constant until a hop count of 4. This finding correlates
to the end-to-end delay for AODV depicted in Figure 4. A
higher hop count decreases the achievable throughput, as the
delay is nearly doubled from 4 Hops to 5 Hops. The same
observation can be made for moving nodes. Here, the impact
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Figure 6. Goodput in percent of OLSR depending on the hop distance to
the sink with a mobile source transmitting to the next stationary node in
range, which forwards the information to the sink. Whilst performing route
updates, the traffic is interrupted.

increases with higher mobility speeds, which is caused by
the switching time of the accomplished handover processes.

For comparison of the performance of OLSR and AODV,
Figure 6 depicts the achievable goodput for OLSR in the
same network and measurement setup. OLSR starts at a
lower goodput for the reference measurement at O m/s, as
OLSR gathers — as a proactive routing scheme — the routing
information for the entire network in advance, which takes
about 6 seconds for this setup before the data transmission
can start. As a consequence, higher overhead decreases
the achievable goodput. Due to continuous traffic for route
updates, the probability of collisions between OLSR control
and data packets rises with the number of intermediate hops.
As a consequence, the goodput decreases with a higher
number of hops between source and sink.

The handover process itself decreases the goodput. A
tradeoff between HI, which causes additional traffic (cf.
Figure2) and switching time for the handover has to be
determined. Figure 7 depicts the OLSR handover delay for
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different network configurations and mobility speeds. It can
be observed, that the main performance indicator is the hello
interval (HI). As the HI is small, high speeds are supported
by the network. As the HI is enlarged (e.g., to reduce the
traffic overhead), the handover delay rises. This finding is
comparable to a Wi-Fi study on OLSR [23], where the hello
interval is described as the main performance parameter.
Analyzing performance related parameters of OLSR and
AODV has been subject of many papers in recent years
[23] [24]. However, each publication assumed IEEE 802.11
as the physical and data link layer protocols. To ensure a
good comparability of our measurement results with the
preexisting ones, we analyzed the mean values of the average
throughputs and their standard deviations at varying speeds
and parameter sets for both OLSR and AODV. Here, we let
the mobile sink of Figure 3 move towards and away from
the destination node and calculated the mean throughput for
the whole distance. The results are depicted in Figure 8.
As expected, AODV outperforms OLSR in terms of
mobility support due to periodical route maintenance of the
pro-active routing algorithm. Considering the relative high
throughput of our measurements and the shorter coverage ar-
eas of IEEE802.15.4, one can conclude that both findings are
nearly congruent. In [23] the decrease of average throughput
between a node speed of 0 m/s and 15 m/s varies from 25 %
(HI = 1s, TC = 5s) to 26 % (HI = 2s, TC = 5s), whereas our
simulative results show a difference of 28.59 % (HI = 1s,
TC = 2s) and 25.97 % (HI = 2s, TC = 5s) respectively. The
results for AODV comparison behaves equally, concluding
that AODV still ensures a delivery ratio of more than 90 %
even at high speeds for hop distances of up to 8 hops.

C. Energy consumption of meshed sensor nodes

Energy consumption is a critical issue for the design of
wireless sensor nodes. IEEE802.15.4 standard divides the
network in node classes, where routers and coordinators
are always switched on for maintaining connection between
nodes. The end device is the node class, which is designed
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for transmitting sensor information. It operates with low en-

Table IV
PARAMETERIZATION OF BATTERY MODEL FOR TI CC2420
(IEEE802.15.4) AND MAX2822 (IEEE802.11B)

18

TI CC2420 MAX?2822
(Pout = 0dBm) | (Pout = +3dBm)
Supply Voltage 3V 3V
Standby-Mode Supply Current 1.38mA 25mA
Receive-Mode Supply Current 9.6mA 80mA
Transmit-Mode Supply Current | 16.24mA 98mA
Rx Sensitivity -95dBm -85dBm

ergy consumption due to sleep phases and is only connected
to a coordinator or cluster head. If the next higher node in
hierarchy fails, the end device will be isolated from the rest
of the network.

The applied battery model of OMNeT++ utilizes the
parameterization shown in Table IV based on the data sheets
of the TI CC2420 [25] transceiver for IEEE802.15.4 and
the MAX2822 [26] for IEEE802.11b. Adaptive bit rate
adjustment and changing power levels are neglected in this
study; only worst case assumptions are evaluated, which
means that always a transmit power of 0 dBm is applied for
the CC2420 transceiver. Nevertheless, the parameter d,;,q, iS
adjusted for maximum transmission range for Wi-Fi (250 m)
and IEEE802.15.4 (150 m) respectively.

Following this parameterization, Figure 9 shows the en-
ergy consumption of applied AODV and OLSR in compari-
son to a regular IEEE802.15.4 end device and IEEE 802.11b.

Following this parameterization, Table V shows the sim-
ulated battery lifetimes of AODV and OLSR in comparison
to a regular IEEE802.15.4 end device and IEEE 802.11b,
which also applies both AODV and OLSR. We found that
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Table V
BATTERY LIFETIME DEPENDING ON APPLIED ROUTING SCHEME FOR
PARAMETERIZATION IN TABLE III FOR IEEE802.15.4 AND IEEE802.11

IEEES802.15.4 CSMA/CA 173h 36min
IEEES802.15.4 AODV 59h 20min
IEEES802.15.4 OLSR 54h 57min
IEEES802.11b (1Mbit/s) OLSR 55min
IEEES802.11b (1Mbit/s) AODV 55min

OLSR consumes slightly more energy than AODV in this
configuration, which is caused by the relative high rate
of control packets to maintain overall network topology
information in each node. However, in comparison to Wi-Fi
networks operating at 1MBit/s, the node lifetime is about 60
times higher for both cases.

V. GEOOLSR

In this chapter, we extend the original OLSR with geocast-
ing capabilities. The main idea of GeoOLSR is shown in Fig-
ure 10. Each node within the whole network administrates
a modified routing table, which contains the IP address and
position of every neighbor node. This enables a direct map-
ping of position information to regular IP addresses, which
facilitates efficient forwarding of location based information.
However, the performance of maintaining moving nodes in
the routing table strongly depends on the update process,
which is regulated by the periodic emission of OLSR control
packets. Hence, relevant parameters have to be optimized
for a sophisticated use within wireless sensor networks. We
assume that each node participating in the entire network is
aware of its position, which may be expressed by absolute or
relative coordinates to a given fixed-point. For performance
analysis, we use a random mobility model.

A. Extension of OLSR with Geocasting Capabilities

Due to the periodical exchange of Hello and Topology-
Control messages in OLSR networks (cf. Section II), the key
assumption is to use these two packet formats to broadcast
position information as well as regular IP-based topology
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information within the network. The new GeoOLSR Hello
frame extends the standard OLSR Hello packet with an
additional header as follows:

e Type (1Byte) The type field indicates the applied
position format e.g., GPS-RMC (GPS-Recommended
Minimum Sentence C), GPS- or Cartesian coordinates
(8 Byte floating point for each x- and y-coordinate).

o Length (2 Bytes) Due to the variable length of GPS pay-
load, this field denotes the byte length of the additional
(position) payload.

e Reserved (1 Byte) This field enables future extensions
like geo-referenced rescue maps, situation photos etc.

In contrast to that, Topology Control (TC) messages are
used to broadcast information beyond 1 hop distances. TC
messages are only forwarded by Multi Point Relays (MPRs),
which are used to decrease the number of transmissions
required for OLSR related control mechanisms. To broad-
cast position information of each node participating in the
considered network, the TC message format also has to be
adapted to GeoOLSR. In contrast to the GeoOLSR Hello
packet, a GeoOLSR TC message may include more than
one node position. Hence, a separate position data header
is denoted for each advertised neighbor’s main address.
This additional header also includes a Type, Length and
Reserved field. However, the two packet formats GeoOLSR
Hello and GeoOLSR TC are only used during initialization.
After network setup phase, recently joined or moving nodes
can be added or updated to the topology by using the
proposed GeoOLSR frames Fast Hello and Fast TC, which
will be explained later in this section. The application of the
modified GeoOLSR Hello and TC packets only at network
startup enables a fast convergence to the original OLSR
algorithm without changes on specific OLSR route and MPR
selection. As a consequence, there will not be any position
related update after initialization when there is no node
mobility within the network. However, each node needs to
maintain a node list, in which the coordinates are saved
together with the corresponding IP addresses, which enables
a mapping of position information to regular IP addresses.
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In order to enable accurate position updates at high node
mobilities even in far-off nodes, we modified the Fast OLSR
approach of Benzaid et al. [12] (cf. Figure 11).

In this paper, we also use fast hello messages to track
the fast moving nodes’ motion sufficiently. To achieve this
goal, a moving node (or a node, which recently joined
the regarded network) emits position update packets to its
direct neighbors at a high frequency in form of GeoOLSR
Fast Hello messages. In contrast to the original Fast OLSR
approach, we do not apply GeoOLSR Fast Hellos to increase
overall network redundancy, but rather accuracy of position
information. That means we reduce fast hello message
fields to a minimum, including only position data. Here,
no additional IP address of the sending node is required
as this information is already denoted in the regular OLSR
header. The frequency of GeoOLSR Fast Hello emission
is determined by the new parameter Fast Hello Interval.
Thus, our GeoOLSR Fast Hello packet format is developed
for resource constrained IEEE802.15.4 nodes and allocate a
minimum of payload.

In contrast to GeoOLSR Fast Hello messages, GeoOLSR
Fast TC messages are used to transfer position updates
to far-off nodes within the network. In contrast to regu-
lar Topology-Control messages of OLSR, GeoOLSR Fast
TC messages are distributed using broadcast. To limit the

broadcasts after each node has received the updated position,
a 2Byte sequence number is integrated in the GeoOLSR
Fast TC message format besides the IP address and the new
position of the moving node. This allows a fast distribution
of position updates without profound changes of the OLSR
protocol. An example of the update process is shown in
Figure 11. At the beginning the mobile node recognizes that
it is moving and thus sends GeoOLSR Fast Hellos to all
neighboring nodes. All nodes, which receive a GeoOLSR
Fast Hello update the corresponding position information
of their geocast table. The explicit assignment is achieved
by fixed IP addresses. Each geocast table entry is equipped
with an additional sequence number that is incremented
when a position update is performed. After that, another
GeoOLSR Fast TC message is generated and broadcasted,
which includes the recently updated position, the IP address
of the moving node and the incremented sequence number.
Every node, which receives a GeoOLSR Fast TC - except
the originator of the update process - checks if the packet’s
sequence number is larger than its own. If true, the new
position is updated and forwarded, otherwise the packet
is discarded. In Table VI the most important GeoOLSR
parameters and their behavior on network performance are
shown.

Table VI
MAIN PARAMETERS OF GEOOLSR

Hello Interval Emission interval of GeoOLSR Hello messages.

TC Interval

Emission interval of GeoOLSR TC messages.

Fast Hello Interval Emission interval of GeoOLSR Fast Hello messages.

Network Init Time Based on the network size this value limits the time

until GeoOLSR Hello and TC messages are used

for position updates. After Network Init Time only
GeoOLSR Fast Hellos and GeoOLSR Fast TCs are used
for position updates.

B. Broadcasting data using geocast regions

A general problem that occurs using location based ser-
vices in a Wireless Sensor Network (WSN) is the limited
payload of IEEE802.15.4 Medium Access Control (MAC)
layer. Thus, the MAC layer, on which an IP and an UDP
layer are based, offers only a maximum payload of 74 Byte.

Assuming many nodes to be situated in the considered
geocast region, it is not advisable to route the file to each
destination node separately. Therefore, the packets are first
delivered to one or more gateways. After that, they will be
broadcasted within the corresponding geocast region. This
method is shown in Figure 12. Due to the proactive approach
of OLSR, the source node has a full overview over all node
positions in the entire network. Thus, it can calculate, which
nodes are situated in the destination region. Then, the source
node determines a node, which is placed most closely in the
middle of the desired geocast region.
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To ensure an adequate connectivity within the geocasting
regions, the cell sizes must be smaller than the radio cov-
erage of the nodes. If the resulting coverage area does not
overlap fully with the desired destination region, two or more
gateway nodes must be selected by the corresponding source
node. Furthermore, the particular recipients are always aware
of their own positions and may drop data packets, if the node
is currently situated outside the desired geocast region.

The amount of gateways depends on the size of the
considered geocast region and the cell size, which is strongly
influenced by particular application environment properties
(i.e., outdoor or indoor). Furthermore, environmental condi-
tions influence the radio coverage and have to be estimated
with certain channel models in advance. The selection of
the cell size has a high impact on the connectivity between
neighboring grids. Hence, a smaller cell size means more
number of gateways in the network, resulting in a higher
overhead of delivered packets and decreased battery lifetime
especially in WSNs. However, this discussion has already
been made in the GeoGrid thesis of Wen-Hwa Liao et al.
(cf. [15]) and is not part of the present work.

VI. GEOOLSR PROTOCOL ANALYSIS

To evaluate the performance of GeoOLSR, we imple-
mented a full mesh capable node based on the physical layer
of the IEEE802.15.4-2006 standard in OMNeT++ 4.0 [19].
To achieve this goal, a new developed non beacon enabled
MAC layer was used with an IP and UDP layer based on
it. This step was necessary because regular IEEE802.15.4
nodes usually imply a network coordinator to synchronize
the nodes of the entire network. On the other hand, network
coordinators depict a Single-Point-of-Failure (SPOF), which
is not desired in safety critical applications. Furthermore,
the non beacon enabled MAC layer enables the WSN nodes
to perform peer-to-peer communication, which is essential
for mesh networks. In addition to that, the IPv4 compli-
ant approach enables various standard applications that are
widely-used on the Internet like VoIP or Email. Those VoIP
capabilities are appropriate to push voice alarming or warn-
ing messages into endangered zones addressed by geocast
regions. For a more intelligible comparison of GeoOLSR
with various Geocast algorithms, we first analyze only the
performance impact of the applied protocols and neglect
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PHY layer issues. These effects will be demonstrated in
detail in Section VII.
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Figure 13. Performance evaluation scenario

A. Validation Scenario

To analyze the performance of GeoOLSR, the following
scenario (Figure 13) will be used for all test setups. The
scenario measures 750m x 450 m and consists of 45 nodes
distributed homogeneously. To compare GeoOLSR with
other geocast algorithms, the source node forwards data into
the marked destination zone. In this application scenario the
destination region consists of four neighbored zones.

B. Comparison between GeoOLSR and widely used Geocast
Algorithms

This section analyzes and evaluates the performance of
GeoOLSR with various Geocast algorithms in the scenario
mentioned above (cf. Figure 13). In this scenario we omit
node mobility and analyze the resulting overhead for a data
transmission of 10kByte from source to the marked desti-
nation region. This data transmission is repeated 100 times
before a mean value e.g., End-to-End Delay or Transmission
Time is calculated. In this experiment the destination region
measures 300 m x 300 m and the cell ranges are set to 150 m,
which is the maximal free space range of IEEE802.15.4
applying 1 mW transmission power. The results are shown
in Table VIIL.

Table VII
COMPARISON OF THE DIFFERENT GEOCASTING ALGORITHMS

flooding | ticket
LBM GRID GRID IGeoTORA|GeoOLSR

Data%fé?gt{x%ir/s] 4.5 124 | 9.8 35 36.2
End-to-End Delay [ms]| 456 | 152 | 39.4 | 12.8 | 128

Gaspission Tmels) 192 | 7.1 | 107 | 25 | 24

Number of Packets

umber of Packets | 4943 | 2269 | 1800 | 668 | 648
Overhead [Byte] 14 12 21 4 2
Payadiodtert | 757 | 784 | 662 | 89.1 | 919

Inherent IP support no no no no yes
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We observe, that only the route maintaining algorithms
support high effective data rates and low end-to-end de-
lays (cf. Section II-B). However, the resulting differences
between GeoTORA and GeoOLSR regarding effective data
rate and transmission time are caused by our implementation
of GeoTORA on ISO-OSI layer 7 whereas GeoOLSR is
implemented on ISO-OSI layer 3. Thus, GeoOLSR is able to
support slightly higher effective data rates and a little lower
transmission time for each delivered packet than GeoTORA.
Another important fact that can be omitted is the real
time capability of LBM, flooding and ticket based GRID,
GeoTORA and GeoOLSR. If we interpret the 10kByte of
Payload as a 5s speech packet (16 kBit/s sampling rate and
G.726 voice codec), we see that GeoTORA and GeoOLSR
need 2.5s and 2.4 s respectively to forward this voice alarm
message into a certain destination area. In comparison to
that LBM and the two GRID derivates show significant
higher transmission times than the original speech length
contained in the 10kByte data packet. Hence, we can
conclude that only the two route maintaining algorithms
are able to support real time simplex voice transmissions.
Furthermore, GeoTORA and GeoOLSR are able to save
battery lifetime significantly as the overall number of packets
needed for the transmission is smaller than the values for
LBM, flooding GRID and ticket GRID. Finally, GeoGrid
uses 4 Byte for Next Hop, Message Type and Packet Number
signaling whereas GeoOLSR uses only 2 Bytes for packet
sequence numbering.

Thus, we can postulate that GeoTORA and GeoOLSR are
both suited for an application in Wireless Sensor Networks.
However, we neglected node mobility until now, which
is a very important issue for the aimed application in
safety critical scenarios where nodes can exhibit relatively
high mobilities. Nevertheless, GeoOLSR depicts two main
advantages in comparison to GeoTORA. First, GeoOLSR as
a proactive MANET algorithm is able to send an alarm mes-
sage out immediately form a certain control center, whenever
a threatening situation occurs without initiating a previous
polling mechanism. Another advantage of GeoOLSR is the
simultaneous support of IP-based traffic and location based
traffic. That means, no additional geocasting algorithm is
needed and the network management is completely inte-
grated in ISO-OSI layer 3.

C. Node Mobility

The previous section neglected nodes’ mobility. However,
the knowledge of the correct position of each node has a
high influence on geocast algorithms. As a quality indicator
we regard the position deviation of all fixed nodes between
the routing table entry and the real position. That means
the difference of the predicted mobile node’s position and
the real location is calculated for 100 seconds in each node.
After that, an overall mean value of the position deviations
of all nodes is computed. To allow easier comparability, we
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Figure 14. Position Deviation of GeoOLSR depending on varying moving
speeds and parameter sets regarding 1 moving node
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Figure 15. Position Deviation of GeoOLSR depending on varying moving
speeds and parameter sets regarding 4 moving nodes

show the same scales for varying motion patterns. In the
first experiment, we consider only one node moving around
at different speeds. In the second setup, four nodes move
through the scenario (cf. Figure 13). The results of the first
experiment are shown in Figure 14. The overall mean value
of position differences increases as expected with higher
node mobility. Here, the same phenomenon can be observed
with standard deviations, which indicate a successive rise
with higher speeds. However, we can conclude that the
ratio of the position deviation to the observed movement
speed is always constant. That means, there is a constant
average time, in which no communication between nodes
is possible due to route maintenance, disconnections etc.
Furthermore, we do not see an obvious impact of Hello
and TC intervals on position accuracy in contrast to the
key parameter Fast Hello interval. As a consequence, po-
sition deviation and standard deviation values using equal
parameters for Hello and TC interval show nearly the same
A positions. In the next step we evaluate the influence of
higher node mobility within our scenario. Therefore, we
compare position deviations of four moving nodes (Figure
15) with those of only one moving node (Figure 14). It is
obvious that the increased number of moving nodes does
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not have a significant influence on the position accuracy.
The difference between position deviations caused by one
moving node and four mobile nodes does not exceed 30 %
when the most network load generating parameters (Fast
Hello = 0.3s, Hello = 1s and TC = 25s) are applied at a
node speed of 16 m/s. Furthermore, the average increase of
position deviations between the one moving node scenario
and the four moving nodes scenario is 15.55 %. This leads
to an important question whether higher route maintaining
updates imply higher position accuracies. It is visible that the
application of the parameters Fast Hello = 0.3 s, Hello = 2s
and TC = 5 leads to similar position accuracies like using
the parameter set Fast Hello = 0.3 s, Hello = 1s and TC =
2s. Due to battery and resource constrains it is advisable to
use the parameter set with lower Hello and TC intervals as
this approach saves battery life and decreases the number of
collisions.

D. Analysis of resulting overheads

In this section, we will analyze the overhead evoked by
GeoOLSR in comparison to regular OLSR. The test scenario
is the same as shown in Figure 13. As a reference, regular
OLSR is considered without geocasting functionalities. In
this experiment we consider one moving node and four
moving nodes for two different OLSR parameter sets. Here,
we neglect varying speeds as GeoOLSR only uses time
triggered route maintenance packets, which are independent
of different speeds. The results are shown in Table VIII.

Table VIII
RESULTING OVERHEADS COMPARED TO REGULAR OLSR

regular OLSR with 45 static nodes

regular OLSR with 45 static nodes

OLSR 44.42kBit /s
GeoOLSR 1 moving Node | 4 Moving nodes Hello Interval = 1s
Fast Hello = 0.3s 60.88 k:Bit/s 79.5kBit/s TC Interval = 2s
Fast Hello = 0.5s 51.57 kBit/s 71.94 kBit/s

OLSR 25.61 kBit/s
GeoOLSR 1 moving Node 4 Moving nodes Hello Interval = 25
FastHello = 03s |  51.42kBit/s 72.69 kBit/s TC Interval = 5s
Fast Hello = 0.5s 42.29 kBit/s 65.74 kBit/s

In contrast to Section III, we did not evaluate goodputs
here, because the use of the random mobility model leads to
fluctuating goodput values and are not comprehensible due
to variable hop distances between source and sink.

We see that even the most accurate parameter set shows
an overhead of 35.08 kBit/s (OLSR compared to GeoOLSR
with Fast Hello Interval = 0.3s and 4 moving nodes).
Furthermore, the overhead of one moving node compared to
4 moving nodes is in-between 18.62 and 23.45kBit/s (Fast
Hello Interval = 0.3 s versus Fast Hello Interval = 0.55).
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Thus, even in the most data rate consuming parameterization
there are still 170.5kBit/s left for payload traffic.

VII. PERFORMANCE EVALUATION IN A REAL WORLD
ENVIRONMENT

Industrial scenarios pose a challenging network environ-
ment for IEEE802.15.4 networks due to the special fading
conditions. In order to analyze the performance of protocols
and applications, network simulators like OMNeT++ only
apply a deterministic free space loss propagation model. This
model, however, poorly reflects the channel characteristics
of real world conditions. Therefore, a sophisticated ray
tracing tool (Radiowave Propagation Simulator) is used to
represent shadowing effects and multipath propagation. To
increase accuracy of the simulation results, we used a 3D
laser scan for creating a CAD model of the scenario, which
considers every pipe, tube and steel girder included in the
observed basements underneath a batch annealing plant of a
ThyssenKrupp cold rolling mill (cf. Figure 16).

Figure 16. Top: Image of the supply machinery basement underneath the
analyzed cold rolling mill. Bottom: Detailed 3D CAD model of the scenario
shown above.

The combination of a highly detailed CAD model with
ray tracing allows an accurate determination of Received
Signal Strength Indicator (RSSI) values as well as Signal
to Noise plus Interference Ratios (SNIR). IEEE802.15.4a-
CSS, as applied in the gas concentration monitoring scenario
for employee localization in case of emergency, possesses a
minimal RSSI value of -95dBm and a minimal SNIR of
-17dB. Hence, we modified the applied OMNeT++ PHY
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Figure 17.  Simulation Architecture consisting of OMNeT++ and Ra-
diowave Propagation Simulator (RPS) to increase PHY layer modeling
accuracy. For computational time reduction, two intermediate result sets
(S1 and N1) are applied during initialization period of the OMNeT++
model.

layer implementation to discard incoming packets that do
not exhibit these minimum values and extended it with a
direct connection to the ray tracing tool. However, to re-
duce computational complexity, we perform a special SNIR
computation, in which two different intermediate results are
saved, which may be reused on every SNIR calculation.
The simulation architecture is shown in Figure 17. During
initialization of OMNeT++, the sum of all adjacent sta-
tionary nodes is calculated for each non mobile node (S1)
(anchor nodes that are mounted to the wall), whereas the
received power of all adjacent nodes is cumulated for every
mobile node in the scenario (N1). The intermediate value
of each stationary node remains constant during simulation
process and must be modified by the sum of all mobile nodes
(M1) that do not participate in the observed communication
process. M1 must be recomputed every time a SNIR value
is requested by the PHY layer due to the mobility of this
node set and the consecutive changes in RSSI and SNIR
values. To reduce the amount of computational steps once
again, the intermediate result set N1 is updated every 1 m
only. The applied movement paths are shown in Figure 18.

In this setup, we apply a radio channel, which occupies
80MHz of bandwidth with a center frequency of 2.45 GHz
as our installed localization tags and anchor nodes use
IEEE802.15.4a-CSS. Furthermore, we use dipole antennas
with 2.2dB gain and a transmission power of 0dBm. The
sent traffic profile applies packets encapsulating a payload
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Figure 18. Applied moving direction of a mobile node which sends data
to a static anchor point (AP). The other APs depict potential interferers in
the observed positioning system.

of 74 Byte with an interarrival time of 30ms (as applied
in the evaluations before). First, we analyze the resulting
goodput for different speeds in this scenario (cf. Figure
19) including a basement change (moving direction No. 1)
and an exemplary maintenance of an anchor point (mov-
ing direction No. 2). During maintenance of machinery
or stationary anchor points the service employees might
be shadowed by surrounding tubes or pipes. Here, reliable
handover processes must ensure connectivity of the mobile
personnel.

As the scenario omits a very good radio coverage (as
shown in Figure 18), there are only connections with a
maximal 2 hop distance between source and destination.
However, the resulting SNIR affect the radio channel signif-
icantly. Hence, the main influencing factor for the resulting
goodputs of the first four measurements (0.5 m/s, 2m/s,
4m/s and 8 m/s) is multipath propagation (for both desired
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Figure 20. Position Deviation of GeoOLSR depending on varying moving
speeds and parameter sets regarding 1 moving node under real-world
channel conditions. (FH_Ival = 0.5s,HI =2s, TC_Ival = 55)

connections and undesired interference signals). Here, we
only show exemplary results in Figure 19 without declara-
tion of mean values or standard deviations. Compared to the
original OMNeT++ analysis of OLSR (cf. Figure 6), a 20 %
worse result is achieved considering the 1 and 2 hop cases.
The 16 m/s measurement is subject to the increased speed as
well as in the original OMNeT++ simulation. Nevertheless,
the goodputs are still satisfying in such a scenario if low
pedestrian speeds are assumed. Usual movement speeds for
employees would be around 1 m/s up to 2m/s.

Another important metric for safety critical localization
systems is the position deviation as analyzed in Section V.
The position deviation of GeoOLSR in a real-world scenario
(Figure 20) is nearly equal to the previous scenario setup
(Figure 14). This may be explained by the slightly reduced
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maximal hop count in the real-world scenario compared to
the original measurement in Section VI. Furthermore, the
deviation is still relatively small for low mobility speeds,
which are typical due to the construction type of industrial
environments where fast movements of employees do not
occur frequently. Thus, fast evacuation is ensured as the
resulting position deviations correspond an “arm’s length”
(for mobility speeds of up to 2m/s), which enables firemen
to rescue people quickly and reliable even if sight is limited.

VIII. CONCLUSION

We presented a novel peer-to-peer enabled IEEE802.15.4
node design for meshed network topologies and compared
it against the original IEEE802.15.4 solution. We have seen
that the energy consumption of our GeoOLSR nodes is about
3 times higher (3297 minutes) than the energy optimized end
devices of the IEEE802.15.4 standard (10416 minutes), but
the lifetime is enhanced in comparison to IEEE802.11 (55
minutes). The major advantage of the node is the enhanced
fault tolerance against node failures and the autonomous
reconfiguration capability. The routing algorithms provide
good performance in handover processes in terms of switch-
ing times and goodput.

Subsequently, we also outlined a geocasting algorithm
based on Optimized Link State Routing (OLSR) that is able
to support high mobilities at a reasonable traffic overhead.
Due to the proactive nature of the underlying OLSR protocol
this extension is well suited for real time alarming services
in safety critical scenarios, which do not permit an additional
polling mechanism e.g., if danger zones must be evacuated
immediately.

The deployment of IP in wireless sensor networks enables
an easy integration of sensor nodes into preexisting infras-
tructures, without the need of special gateways, as well as a
wide variety of services, which are widely accepted within
the Internet community. Finally, GeoOLSR is able to use
IP-based unicast traffic as well as location based services
without the need of an additional geocasting algorithm
beside the applied mesh network algorithm.
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Abstract—Wireless Sensor Networks for real time traffic
monitoring in Intelligent Transportation Systems is currently
considered one of the challenging application area for this
emerging technology. The promise of an unmanaged infras-
tructure, with a continuously decreasing cost per unit, attracts
the attention of both final users and system integrator, opening
new business opportunities. This paper describes a Traffic
Monitoring Wireless Sensor Network system, based on acoustic
arrays and powered by an effective post-processing detection.
A practical case study is presented starting from a real problem
and reaching the best architectural solution with particular fo-
cus on hardware implementation and communication protocol
design. Finally, real experience results are shown to highlight
the reliability of the developed system.

Keywords-wireless sensor network; acoustic sensors; traffic
monitoring; cross-layer routing protocol.

I. INTRODUCTION

Real-time traffic monitoring and early queue detection
is of paramount importance in Intelligent Transportation
Systems (ITS). Distributed traffic monitoring on a large
scale based on non intrusive/obtrusive solutions are highly
desirable for traffic monitoring.

Conventional traffic surveillance systems make use of
intrusive sensors such as inductive loop detectors or pressure
sensors, for high accuracy in vehicle detection. However,
these sensors disrupt traffic during installation and repair,
and therefore have high installation and maintenance costs.
These limitations have pushed towards the development of
non-intrusive traffic monitoring technologies, including laser
radars, passive infrareds, ultrasonics, passive acoustic arrays
and video cameras. These systems have high equipment
costs and their accuracy depends on environmental con-
ditions. Moreover video cameras have involved huge data
volume demands for a dedicated wired connection in order
to communicate with the central server. As a result these
solutions are not suitable for large-scale deployment and
hence are restricted to small scale applications, where iso-
lated monitoring points are located many kilometers apart.

Passive acoustic transducer-based surveillance systems
have also been developed, featuring vehicle classification

and multi-lane resolution capability; this is based on pro-
cessing the characteristic sounds emitted by vehicles [3] [4].
Acoustic sensors are attractive especially for their low cost
and simple and non-intrusive installation, however they
require a sophisticated post-processing algorithm for extract-
ing useful information.

Another relevant requirement pushing towards the design
of an effective traffic monitoring system is to provide high
spatial density measurements. A viable solution for achiev-
ing that purpose is a system based on a Wireless Sensor
Network (WSN) infrastructure offering advantages in terms
of flexibility and a significant reduction of installation costs;
therefore making large scale deployment possible.

Several solutions based on wireless sensors have been
investigated, including wireless magnetic sensors [5] [6], and
coherent cross-correlated acoustic transducer [8]. Ding et
al. [5] demonstrated wireless magnetic sensors embedded
in the road sampling the magnetic field at its front and
back ends, and internally processing this data in order to
count vehicles for computing the average speed of passing
vehicles.

The requirements that adopting a WSN are expected
to satisfy in effective traffic monitoring monitoring con-
cern both system level issues (i.e., unattended operation,
maximum network life time, adaptability or even self-
reconfigurability of functionalities and protocols) and final
user needs (i.e., communication reliability and robustness,
user friendly, versatile and powerful graphical user inter-
faces). The most relevant mainly concerns the supply of
stand-alone operations. To this end, the system must be able
to run unattended for a long period also in the absence of
electricity. This calls for an optimal energy management
ensuring that the energy spent is directly related to the
amount of traffic handled and not to the overall working
time.

An additional requirement is robust operative conditions,
which needs fault management, since a node may fail for
several reasons. Other important properties are scalability
and adaptability of the network’s topology, in terms of the
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number of nodes and their density in unexpected events
with a higher degree of responsiveness and reconfigurability.
Finally, several user-oriented attributes, including fairness,
latency, throughput and enhanced data querying schemes
[10] need to be taken into account even if they could
be considered secondary with respect to our application
purposes because the WSN’s cost/performance trade-off.

In this paper, a WSN based on an array of acoustic sensors
that detect and process the sound waves generated by the
traffic flow using a low-cost microprocessor is proposed.

The paper is organized as follows: Section II provides
an outlook on the system’s composition and operation.
Section IIT and Section IV describe the hardware and the
basic operation of each constitutive element. Section V
discusses the communication protocol. Finally, Section VI
gives the experimental results of a continuous long-term
operation.

II. TM-WSN DESCRIPTION

This paper describes a novel traffic monitoring (TM)
system based on a Wireless Sensor Network (WSN) in-
frastructure; the TM-WSN system allows traffic monitoring
and queue detection to be performed in real-time at an
unprecedented space scale with an extremely low investment
in installation and maintenance costs.

A significant characteristic of the system is the WSN
infrastructure that combines, in its basic module, two kinds
of nodes which are both based on acoustic sensors, yet
they employ different operation techniques and hence, have
different hardware characteristics.

The basic module of the system is composed of a Master
Node (MN), which has superior computational and energy
resources and is connected to a remote database via TCP/IP
over UMTS. The MN is wirelessly connected to a number
of regularly spaced Sensor Nodes (SNs) operating on a
low duty-cycle and woken-up on demand. A basic module
infrastructure deployed along the motorway is shown in
Figure 1 . This module can be spatially replicated on both
sides of the motorway to cover a wide area.

The sound signal is detected and processed by the em-
bedded resource of the MN using an original algorithm that
allow to automatically extract traffic parameters on site.
The information is transmitted to a central server and made
available to a remote user.

When a queue or traffic jam is detected at the MN
location the SNs are activated by the MN in order to locate
the position of the queue or traffic jam, thus providing a
real-time picture of the traffic flow sampled at the same
space interval as the SN deployed on the motorway. The
communication between the devices is performed by a cross-
layer MAC Routing protocol which will be described in
Section V.
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Figure 1. Basic system infrastucture.

III. MN DESIGN AND OPERATION

In this section is first illustrated the MN hardware so-
lution adopted and then, the procedure allowing automatic
extraction on-site of traffic parameters.

A. MN Hardware Design

The MN block diagram is shown in Figure 2. It is
composed of a Sensor Unit which detects the audio signal
coming from the road and a Computational Unit which
performs the signal processing and vehicle detection while
it simultaneously supports communication with both the
associated SNs by the RF Unit and with the central server
by the UMTS modem.

[ |

\ ! PROCESSING AND

| I CONTROL UNIT

| | 3 UMTS MODEM
| |

\ |

Sensor Unit

Figure 2.  MN hardware block diagrams.

The computational unit consists of a commercial computer
on module GUMSTIX VERDEX PRO XM-4 with a Marvell
PXA270 400 M H z processor equipped with 64 M/ B RAM
and 16 M B flash memory, and operating with a Linux
OS. The audio signals detected by the acoustic sensors
are sampled at 16 K Hz and quantized at 16 bit, then
processed with a real-time algorithm based on FFT routines
for estimating the time delay via a coherent cross-correlation
method.

A TCP-IP over UMTS Modem provides a bidirectional
connectivity to the central server thus enabling a remote
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control of the MN operative parameters and creating an
upgrade of the systems. The RF unit is based on Texas
Instrument CC1000 low power transceiver operating in the
UHF ISM band, implementing an FSK Manchester coding.

The setup of the MN is packaged into a compact
lightweight panel which can be easy installed on the mo-
torway’s guardrail.

B. MN Operation and Parameters Extraction Procedure

All vehicles emit characteristic sounds when moving on
the road. The sound signal is connected to the source’s
position therefore, in reference to [4] [8] traffic sensing and
vehicle detection can be achieved by processing the signal
detected by the acoustic sensor.

The sensor unit consists in a pair of microphones (MICI
and MIC2) arranged in a characteristic setup and deployed
along the roadside, with the baseline parallel to the moving
direction of the source, as shown in Figure 3.

L
!
—_——————t ——— - -
[ m—— :
«@p .-
e -V i
X2 }\ 0! X1
MIC1 : MIC1 >
U | x-direction

Figure 3. MN sensor unit setup.

The sound wave generated by a passing vehicle reaches
the two microphones at slightly different times due to the
difference in the air path; on the two signals a cross-
correlation method is applied to estimate the time delay
according to [4] [7].

The signal detected by the MIC1 and the MIC2 are
respectively:

s1(t) = s(t) ey

and

sa(t) = s(t — AY) @

where s(t) is the sound wave generated by the source
(vehicle) and At represents the time delay between the two
signals arriving at the two microphones.

The cross-correlation function of the two signals, Ry2(7)
is formulated by:

Rio(7) = 81 x 82(7) = sxs(7 — At) = R(t — At) (3)

where * denotes the convolution and R(7) the auto-
correlation function of s(t).
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According to [9], the signal produced by vehicles is
a broad band, random-noise signal providing a cross-
correlation function with a distinct peak at |t — At|.

In the cross-correlation domain, the position of the peak
represents the source’s time delay and changes with its
position. Mapping the position of the peak in a time interval
results in a digital Sound Map, which represents the source
motion along a predefined track. A typical sound map is
shown in Figure 4(a); the x-axis represents the observation
time and the y-axis represents the time delay 7.

If further traveling speed is assumed as constant, the
detected sound trace could be described by an analytic
solution, accordingly with [], and could derive from the
sound path difference in the air and expressed by:

() = v; |:\/(1+g>2+y§+zg—\/(w—g)2+y(2,+z§:| 4)

where, Vs is the speed of the sound in air, d is the
microphones spacing, x is the vehicle position in the x-
direction, yo is the distance between mics and vehicle, zg is
the height of the mics above the ground.

Owing to the linearity of the cross-correlation, multiple
sound sources can be processed, and thus they could appear
in the Sound Map. Unwanted sound sources derive from
background noises, typical of each complex outdoor envi-
ronment, and vehicles moving in the opposite carriageway.
As Figure 4(a) shows, the vehicles in the Sound Map appear
as traces with an opposite slope whereas background noises
appear as isolated points.

To enable an automatic reading of the map in an em-
bedded environment, it is necessary to develop an effective
post-processing algorithm. For that purpose very clear sound
maps are required, where unwanted traces and surrender
noises are both removed. Therefore a “cleaning” procedure
has been implemented during the making of the sound
map. As the energy associated with vehicles traveling in
the opposite carriageway suffers from attenuation due to
propagation effects, the related correlation peaks exhibit a
much lower amplitude with respect to those coming from
the nearest carriageway. Therefore a dynamic threshold,
estimated on the average energy value, is applied at the
front-end of the process. Furthermore, a reduction of the
background noise has been attained, by limiting the time
delay range of the correlation peak, consistently with the
set up geometry.

As result of the procedure described, a Sound Map is
given in Figure 4(b) and can be compared with the sound
map shown in Figure 4(a). An automatic traffic parameters
extraction can now be performed.

A Sound Map corresponding to a single vehicle transit is
shown in Figure 5. We can observe that when the vehicle
crosses the orthogonal axis of the setup, corresponding to
the point "O” in Figure 3, the time difference is zero.
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Figure 4. Sound Map before and after the post-processing.
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Figure 5. Vehicle detection.

As demonstrated in [8], the trace slope in this point is
proportional to the vehicle speed.

As mentioned before, multiple sound sources could appear
in the sound map. As in a vehicle the main acoustic source
is represented by vehicle tyres; each sound map for a
single vehicle, would consist of a two or more traces, each

corresponding to a vehicle axle. This phenomenon can be
observed in Figure 5.

To detect a vehicle transit, two symmetrical points cor-
responding to the positive time delay 7; and the negative
time delay 7o = —m; are positioned on the y-axis of the
Sound Map (see Figure 5). Those time delays correspond to
two symmetrical position, X1 and X2, of the vehicle along
the traveling path, whose spacing is L (see Figure 3 for
reference). A vehicle transit is detected if the sound trace
intercepts the values 7; and 7o in a sequence that occurs
when a vehicle pass through the two virtual positions X1
and X2. Therefore as 7; and 7o are selected in the linear
portion of the trace, the vehicle traveling speed, V,,, can be
easy calculated, according to the following expression:

Voy=—— 5
= 5)

where k is a scale factor taking into account the vehicle
axle tracks, Dggie, and to — t1 is the time interval taken by
the vehicle to cover the distance L, as shown in Figure 5.
The scale factor k is used to compensate the asymmetri-
cal behavior of a generic vehicle trace, due to the above
mentioned fact that there are two sound sources in the
vehicle’s front and back axle. Accordingly k is expressed
by L+ Dggie/L and was estimated on a statistical basis.
The resulting approximation in estimating vehicle traveling
speed is consistent in our case, however, the system aims
at evaluating the average traffic parameters, rather than the
vehicle parameters. Square and circle markers in Figure 5,
thus, represent the sequence associated with the transit of

a vehicle, while the vehicle speed is evaluated according
to (5).
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Figure 6. Multiple detection transit.

In Figure 6, a Sound Map is reported, showing the
sequence of square and circle markers associated to multiple
vehicle detection obtained from the previously described
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automatic procedure. As it can be observed all the passing
vehicles are successfully detected in this case.

The output of the traffic parameters extraction routines is
represented by some traffic parameters which indicate the
traffic conditions at the MN location. These parameters are
included in a summary report and sent to the central server.

The previously described method for traffic parameter
extraction was extensively tested during a long period of
continuous operation. In Section VI, we present the results
of the long-term system operation.

IV. SN DESIGN AND OPERATION
In this section is illustrated the hardware design of the SN
along with the SN operation.
A. SN Hardware Design

According to the proposed architecture, the sensor net-
work also includes SN with limited computational capability,
only relying on autonomous energy resources. The block
diagram of the SN is represented in Figure 7.

»| PROCESSING AND
CONTROL UNIT

RF UNIT

Y

Sensor Unit

Figure 7. SN hardware block.

The main components of a SN are: the Sensor Unit, which
consists of a single microphone, the Processing Unit ARM
CORTEX M3 72 MH~z, the RF Unit which has a Texas
Instrument CC1000 low power transceiver operating in the
UHF ISM band, implementing an FSK Manchester code.

The SN primary energy source consists of a 3 V' Li-Ion
rechargeable battery assisted by a 5 W solar panel as a
secondary source. To preserve the battery life, the SNs are
duty-cycled at an appropriate low rate.

B. SN Operation and Queue Detection Algorithm

As previously mentioned, the main job of the SNs is to
produce traffic reports on-demand for dynamically locating
the position of a queue or traffic jam. When a traffic queue or
jam is detected at the MN location, the SNs associated with
the MN are switched to operative mode, the detection of
traffic conditions (fluid flow or queue) is performed through
an analysis of the energy distribution features. As long as
the SN stay in the operative mode, they regularly produce
a traffic report containing traffic conditions information
that is passed to the MN according to a scheduling time
interval. Communication between the devices is performed
by a cross-layer MAC Routing protocol as described in
Section V.
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The MN reports the information to the central server
about the traffic conditions at each individual SN; as a
consequence, the traffic flow distribution is sampled at the
same spacing interval as the SNs deployed on the motorway,
thus a complete real-time picture of traffic flow is provided
to the user/customer.

The SN are able to estimate the acoustic energy generated
by the traffic. The acoustic signal sensed by the microphone
is first high-pass filtered at 1 K Hz to cut-off background
and wind noise components present in the environment.
High-pass filtering is also useful to remove unwanted low-
frequency contributions generated by vehicles traveling in
the opposite carriageway, for instance, the sound generated
by the air-stream of trucks; high frequency (above 1 K H z)
energy components, mainly generated by the tyre noise of
vehicles traveling in the opposite carriageway, are greatly
attenuated by propagation effects. The energy detected by
the SN is dominated by the sound sources in the nearer car-
riageway result in a well defined and space-limited acoustic
footprint.

In Figure 8, an energy distribution associated with a
traffic flow is presented. In the left side is a distinct peak
corresponding to a passing vehicle; in the center of the trace
a smoother energy distribution can be observed, representing
the standing vehicles.

0.25
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>
=
[
=
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Standing Vehicle
0.05F 1
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Figure 8. Energy distribution.

In fact, at vehicle speed in excess to some 30 Km/h,
the dominant acoustic energy source is represented by tyres,
featuring well defined energy peaks in the time domain;
for standing vehicles, however, the dominant acoustic en-
ergy source is represented by motor noise, featuring a
smoother energy distribution, with a much lower associated
energy average. The conditions of regular traffic flow and
queues/traffic jams in the nearer carriageway can be classi-
fied accordingly.

In fact, a fluid traffic condition is associated to the
presence of isolated energy peaks, whereas a queue or traffic
jam condition is associated to an energy floor, with a much
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lower associated energy average.

The processing unit computes the energy distribution in
the time domain and an algorithm based on a state machine
detects the passing vehicle. An adaptive threshold estimated
on the energy value’s moving average is on the basis of the
state machine. A block diagram of the processing is shown
in Figure 9.

vehicle

< Ener Adaptive State Machin state
—  HPFilter |-» ay aptive ate Machine

Distribution Threshold Decison >

Figure 9. Block diagram of SN operation.

Figure 10 shows the result of this process compared with
the sound map generated by the MN. It can be seen that in
this case the implemented algorithm is capable of detecting
all the peaks in the energy’s distribution, as the vehicles are
spaced a good distance apart. In heavier traffic conditions,
however, the vehicle counting could be underestimated but,
in any case, the energy distribution represents a useful
indicator for estimating the traffic flow in the carriageway.
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Figure 10. Correlation between energy distribution and sound map.

V. PROTOCOL DESIGN

The most relevant system requirements, which lead in
the design of an efficient Medium Access Control (MAC)
and Routing protocol for WSNs, mainly concern power
consumption issues and the possibility of a quick set-up
and end-to-end communication infrastructure. This calls for
optimal energy management since a limited resources and
node failure may compromise WSN connectivity. Therefore,
the MAC and the network layer must be perfected ensuring
that the energy used is directly related to the amount of
handled traffic and not to the overall working time.

Other important properties are the scalability and adapt-
ability of network topology, in terms of number of nodes and
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their density. As a matter of fact, some nodes may either be
turned off or may join the network afterward.

Taking these requirements into account, a MAC protocol
and a multi-hop routing protocol were implemented. A
multi-hop approach was preferred as opposed to a star
topology because it also helps to realize an end-to-end
communication in the presence of obstacles (i.e., flyovers,
trees, curves) that would otherwise prevent the establishment
of a direct link between the SNs and the MNs.

Let us start our analysis by considering the wireless net-
work architecture shown in Figure 1. It is comprised of two
opposite Line Wireless Sensor Networks (LWSNs) deployed
opposite each other (i.e., along the opposite carriageway of
a motorway). Each LWSN is composed by at least one MN
and a variable number of SNs. Let a segment be an array
of regularly spaced adjacent SNs of the same LWSN. Each
segment is associated with one or at most two MNs, the
right and the left one.

The proposed MAC and routing protocol are described
and the performance are presented in the following sections.

A. MAC Layer Protocol

The proposed MAC protocol is characterized by the state
diagram shown in Figure 11(a).

According to it, each node (master/sensor node) wakes
up independently, entering an initial idle state (init state) in
which it remains for the time interval necessary for perform-
ing the elementary CPU operations and to be completely
switched on (T},;;). Moreover, before entering the set-up
state, each node starts to organize the time into frames whose
durations are T'.

In the set-up state each node tries to identify its neighbors
and to establish a time synchronization with them. To this
purpose it remains in a listening mode for a time interval
equal to Tser—vp > 27T and begins to periodically broadcast
a HELLO message sending its ID and its phase. The phase
is the time interval after which the sender exits from the set-
up state and enters the regime state. A node that receives a
HELLO message adds the source node to the list of its own
active neighbors and transmits an acknowledgement.

Once the set-up state has expired, each node enters the
regime state. Within this state the operation mode is duty
cycled with a periodic alternation of listening and sleeping
sub-periods whose time intervals are 7; and T respectively.
The duty cycle function is given by the following formula:

T T

d= Ty T+ T ©

In the regime state each node is updated and tries to
preserve the synchronization with its neighbors. To this
purpose, as Figure 11(b) shows, it sends a frame-by-frame
HELLO message in a unicast way to the active nodes in its
list according to the phase transmitted by them in previous
HELLO messages. As in the set-up state, the HELLO
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num_neighbors> 2

(a) Finite state machine description of the proposed MAC
protocol, involving the transitions occurring among init, set-
up, regime and off states.

Figure 11.

message contains the ID and the phase that, in this case, is
the time interval after which the sender claims to be again
in the listening status waiting for the HELLO message. The
phase ¢ is evaluated according to the following rule:

o1 =717-1 @)

if the node is in the sleeping mode, where 7 is the time
remaining to the beginning of the next frame. Conversely, if
the node is in the listening status, ¢ is computed as:

P2 =71+T;s ®)

The channel access is managed using the Carrier Sense
Multiple Access with the Collision Avoidance (CSMA/CA)
scheme, as specified in [11]. This mechanism is very ef-
fective in reducing collisions, while the problem of hidden
nodes [12] is still partially unsolved.

Each node remains in the regime state until there are at
least two neighbors, otherwise it reenters the set-up state in
search of connectivity.

To complete the protocol characterization, whenever a
node battery is depleted, this node turns off entering the
off state.

In order to fully characterize the proposed MAC approach,
the energy cost per frame interval of a single node (mas-
ter/sensor node) can be evaluated as follows:

C = crodTf + csteep[Tf(1 —d) — NTprt] + NCia  [mAs]  (9)

where cg¢ep and ¢, represent the sleeping and the receiving
costs [mA] and Cy, is the single packet transmission costs
[mAs], Ty is the HELLO packet time length [s] and finally
N is the number of neighbors.

In Figure 12, the energy cost per frame interval is shown
of each single node as a function of the number of its neigh-
bors. The considered parameters, summarized in Table I, are
those relative to the real hardware platform. Moreover, in
Figure 12 the accuracy of (9) is highlighted: the analytical
results are similar to those obtained with the simulation
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Table 1
DATA SHEET PARAMETERS OF THE CONSIDERED HARDWARE PLATFORM

[ Parameter [ Symbol | Value |
Frame interval T 30 s
Listening interval T 500 ms
Duty cycle d 1.6 %
Sleeping cost Csleep 100 pA
Receiving cost Cra 25 mA
Packet transmission cost Clta 0.148 mAs

model developed through the
NePSing [14].

network protocol simulator

16,600

16,443

 Analytical results

16,242

16,400

16,190

Simulation results
=]

16,042

16,200

5,85
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15,969
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b
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3 4 5
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15,

Energy cost per frame interval (mAs)
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Figure 12. Single node energy cost per frame interval

Finally the protocol is compared with S-MAC and Wise
MAC in terms of current consumption as the number of
neighbour nodes changes. The Figure 13 highlights the
computed performance.

B. Routing Layer Protocol

In order to evaluate the capability of the proposed MAC
scheme in establishing effective end-to-end communications
within each LWSN, a routing protocol was introduced and
integrated according to the cross layer design principle [13].
Periodical information is sent which is needed for building
and maintaining the local routing tables depicted in Table II.

It resorts to the signaling introduced by the MAC layer
with the aim of minimizing the overhead and making the
system more adaptable in a cross layer fashion. In particular,
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Figure 13. Current Consumption vs. Neighbour Nodes

Table 1T
ROUTING TABLE GENERAL STRUCTURE

[ Master Node [| Next Hop [ Hop Count | Loop Flag |

M Ny SNy nA false
M Ny SNy nB true
M No SN3 nc true

the parameters transmitted along a MAC HELLO message,
with period T, are the following:

e ID destination. If the sender node is in the set-up state,
the ID destination will be the broadcast one; otherwise,
it will be the ID of the receiver node.

e ID source. The ID source is the ID of the sender node.

e phase. If the sender node is in the set-up state, the phase
will be the time interval after which the sender node
exits from the set-up state and enters the regime state;
otherwise, it will be the schedule time at which the
sender node enters in listening mode according to (7)
and (8).

e ID M N. If the sender node is a SN, the 1D M N7 will
be the ID of the first MN which the SN is associated
with; otherwise if the sender node is a MN, it will be
set at 0.

e Next Hop 1 (NHy). If the sender node is a SN, the
N H; will be the ID of the next hop neighbor used by
the SN to reach the M N; with the minimum number
of hops; otherwise if the sender node is a MN, it will
be set at 0.

e Hop Count 1 (HC4). If the sender is a SN, the
HC, will be the distance from the M N; in terms
of minimum number of needed hop; otherwise if the
sender node is a MN, it will be set at 0.

e ID MN,. If the sender node is a SN, the 1D M N,
will be the ID of second MN which the SN is associated
with; otherwise if the sender node is a MN, it will be
set at 0.
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e Next Hop 2 (N Hs). If the sender node is a SN, the
N H, will be the ID of the next hop neighbor used by
the SN to reach the M N5 with the minimum number
of hops; otherwise if the sender node is a MN, it will
be set at 0.

e Hop Count 2 (HC5). If the sender is a SN, the
HC5 will be the distance from the M N5 in terms
of minimum number of needed hop; otherwise if the
sender node is a MN, it will be set at 0.

In the init state, each SN sets NH; and N H, at 0 and
HC4 and HC at a high value chosen a priori.

In the set-up state, each LWNS begins to self-organize.
Starting from the MNs, the routing information is flooded
through the network by each SN.

The routing table is filled up or updated by each node
according to the following rules.

As an SN receives a HELLO message from an MN it
is associated with, it inserts a row in its routing table (or
updates an existing one) assigning the ID source to the
”Master Node” and the "Next Hop” fields, a value equal
to 1 to the "Hop Count” field and the false value to the
”Loop Flag” field.

As an SN receives a HELLO message from an SN
belonging to the same segment.

1) it inserts a row in its routing table (or updates an
existing one) assigning ID MN; to the “Master
Node” field, the ID source to the "Next Hop” field
and HC; to the ”Count Hop” field;

2) if N H; parameter contains its own ID, it will assign
the true value to the “"Loop Flag” field; otherwise it
increments by 1 the "Hop Count” field and assigns the
false value to the "Loop Flag” field.

The same procedure is ran for the 1D M N,, NHy and
HC(C5 parameters.

As an SN receives a HELLO message from an SN be-
longing to an adjacent segment, it discards the information.

As an MN receives a HELLO message from an SN
belonging to the left or the right segment, it discards the
information concerning itself and stores the other ones in its
routing table.

As a node receives a HELLO message from a node
belonging to the opposite LWSN, it stores the information
in its routing table without any control or preprocessing.

Finally, in the regime state each node updates its routing
table frame by frame thanks to the reception of HELLO
messages from its neighbors. A node deletes an active
neighbor from its routing table if it does not receive any
acknowledgment for three consecutive frames after the trans-
mission of HELLO messages.

Figure 14 graphically shows the procedure described
above for a simple LWSN composed by one segment. In
this example it is suppose that each node communicates
only with the two adjacent nodes. Let us consider the node
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labeled SN;. During the first frame it receives two HELLO
messages, one from M N; and the other from SNy (see
Figure 15). Then it updates its routing table. Only the first
row contains useful information. According to the network
topology taken into the account, SN; has to wait the second
frame to complete its routing table and know the next hop
to reach the M N,. During the third frame a loop is verified.

From MN1

ID dest ID source phase ID MN1 NH1 HC1 ID MN2 NH2 HC2

0 MN1 5 0 0 0 0 0 0

From SN2

IDdest IDsource phase IDMN1 NH1 HC1 ID MN2 NH2 HC2

0 SN2 2 MN1 SN2 infty MN2 SN2 infty

Figure 15.
frame

HELLO messages sent by M Ny and SN3 during the first

Once the routing table has been filled, each node may
derive the proper metric depending on the type of the
application message that it has to manage. The application
messages are subdivided into two categories: query mes-
sages, sent by the MNs to query the SNs, and response
messages, sent by the SNs in response to a query message.
If an SN has to send a response message, it will select from
its routing table the next hop neighbor that has the “Master
Node” field equal to the ID of the destination MN, the
minimum “"Hop Count” value and the "Loop Flag” field set
at false. Then it forwards the message to it. This procedure
is performed by every SN received. If an SN receives a
query message sent by an MN it is associated with, it will
send the message to every neighbor that belongs to the same
segment and has the "Master Node” field equal to the ID of
the sender MN, the “Loop Flag” set to true and the "Hop
Count” value higher than its own MN distance value.

A recovery state is introduced to provide a fault-tolerant
communication. If an SN does not find any neighbor of the
same segment for establishing an end-to-end communication
with one of the MNs it is associated with, it will send a
HELP message to all the active neighbors of the opposite
LWSN. Therefore they look for an alternative path to reach
the involved MN, trying to establish a link with a node
located in the same segment of the calling-for-help node.

VI. EXPERIMENTAL RESULTS

A prototype, composed of a basic unit of the system
has been deployed near Florence, along the A1l highway
operated by Autostrade per I'Italia SpA (ASPI) in order
to obtain on-field testing and evaluation (Figure 16). The
system has been placed closely to a loop detector to test the
MN functionality.

The MN unit was first deployed on May 2009; since then
it has undergone extensive operation, regularly collecting
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Figure 16. Prototype system photograph.

and transmitting traffic flow reports for the central server
at a 60 second rate. Various data typologies were collected
by the system to monitor the traffic flow, jams or queues.
Some results are provided in the following figures.

In Figure 17, a weekly data collection of vehicle transit
and average speeds is shown, highlighting the periodicity
of the traffic flow with different behavior depending on the
day and hours. The MN yield is validated by the comparison
with the loop detector (Figure 18). As it is shown, the two
systems have collected the same results in terms of shape
and vehicle transit; only slightly differences can be evaluated
comparing the two graph. During the night, in fact, there is
an overestimation of the vehicle transit due to a preliminary
setup of the system related to the noise floor site.

Vehicle Number

Figure 17.
slot.

Vehicle transit and average speed for a weekly observation

As a consequence, the MN information is now fully
integrated into the ASPI information system; Figure VI
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SN1 ROUTING TABLE 1st frame SN2 ROUTING TABLE
Master Node | Next Hop | Hop Count | Loop Flag || Master Node | Next Hop | Hop Count | Loop Flag
MN1 MN1 1 false MN2 MN2 1 false
MN1 SN2 infty false MN2 SN1 infty false
MN2 SN2 infty false MN1 SN1 infty false
MN1 ROUTING TABLE MN2 ROUTING TABLE
Master Node | Next Hop | Hop Count | Loop Flag || Master Node | Next Hop | Hop Count | Loop Flag
MN2 SN1 infty false MN1 SN2 infty false
SN1 ROUTING TABLE 2nd frame SN2 ROUTING TABLE
Master Node | Next Hop | Hop Count | Loop Flag || Master Node | Next Hop | Hop Count | Loop Flag
MN1 MN1 1 false MN2 MN2 1 false
MN1 SN2 infty false MN2 SN1 infty false
MN2 SN2 2 false MN1 SN1 2 false
MN1 ROUTING TABLE MN2 ROUTING TABLE
Master Node | Next Hop | Hop Count | Loop Flag || Master Node | Next Hop | Hop Count | Loop Flag
MN2 SN1 infty false MN1 SN2 infty false
SN1 ROUTING TABLE 3rd frame SN2 ROUTING TABLE
Master Node | Next Hop | Hop Count | Loop Flag || Master Node | Next Hop | Hop Count | Loop Flag
MN1 MN1 1 false MN2 MN2 1 false
MN1 SN2 2 true MN2 SN1 2 true
MN2 SN2 2 false MN1 SN1 2 false
MN1 ROUTING TABLE MN2 ROUTING TABLE
Master Node | Next Hop | Hop Count | Loop Flag || Master Node | Next Hop | Hop Count | Loop Flag
MN2 SN1 3 false MN1 SN2 3 false

Figure 14. Example of Routing Tables
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Figure 18.

shows the ASPI public user interface where information
from various sensors typologies are available. In particular, a
summary report obtained by the MN is presented. Currently
the ASPI interface is not able to present SN reports in
graphic format; this work is still in progress.

Extensive tests during the period of operation have pro-
vided the motorway practitioners with a complete report on
traffic trends. Due to the yield and easy deployment of the
system, a 50 km, dual carriageway complete installation is

Transit / Minute

15/09/2010 Vehicle transit

1234567 8 91011121314151617181920212223
Hour

(b) Audio System.

Comparison between audio sensor and loop detector results.

planned by ASPI to fully exploit the potential of the system
in the A1 motorway, between Florence and Arezzo.

VII. CONCLUSION

In this paper, a novel sensor network architecture and
communication protocol for traffic surveillance has been
proposed, exhibiting the unique feature of providing a com-
plete and immediate traffic flow status in real-time at an
unprecedented scale. The main features are low installation
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and maintenance costs due to the sensing elements based on
the use of passive acoustic transducers. Experimental results,
coming from long-term testing performed on a motorway,
have demonstrated the effectiveness and yielding of the
approach for providing traffic authorities with detailed in-
formation about traffic parameters. Thanks to the promising
results obtained by the pilot site, ASPI has approved an
extensive system installation along the A1 motorway.
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Abstract—This paper focuses on the resiliency of wireless
sensor network routing protocols against selective forwarding
attacks by compromised nodes. Informally, resiliency should
be understood as the capacity of the routing protocol to
endure and mitigate the presence of a certain number of
compromised nodes seeking to disturb the routing process.
To provide for security when nodes may be compromised,
cryptographic solutions must be completed by algorithmic
solutions considering “beyond cryptography” approaches. In
this article, after discussing the shortcomings of existing routing
protocols against packet-dropping malicious nodes we describe
some protocol behaviors enhancing routing resiliency under
several combined routing attacks. These behaviors are mainly
based on traffic redundancy and probabilistic selection for the
next hop candidates, which permit to exploit and benefit from
the inherent structural redundancy of densely deployed sensor
networks. We consider the case that compromised nodes, prior
to selective forwarding, and seeking to increase its impact, may
perform several well known routing attacks such as Sinkhole,
Sybil and Wormhole. Several variants of the well known
gradient-based routing protocol were tested and simulation
results show that using the proposed techniques resiliency can
be improved. Nevertheless, as expected, resiliency comes at a
cost and our results also shed some light on the resiliency-
energy consumption trade-off. We propose in this paper the
behaviors enhancing the resiliency of routing protocols under
several combined routing attacks.

Keywords-wireless sensor networks, routing, security, at-
tacks, resiliency, reliability.

I. INTRODUCTION

In typical Wireless Sensor Network (WSN) applications,
a large number of resource constrained sensor nodes are
deployed over a geographic area in order to collect physical
world data and route them towards one or few destinations
(data sinks). The rapid deployment capabilities, due to
the lack of infrastructure, as well as the self organized
and potentially fault-tolerant nature of WSNs make them
attractive for multiple applications spanning from environ-
mental monitoring (temperature, pollution, etc.) to building-
industrial automation (electricity/gas/water metering, event
detection, home automation etc.). In recent years WSNs have
emerged as a very active as well as challenging research area

Marine Minier, Fabrice Valois
Universite de Lyon, INRIA
INSA-Lyon, CITI
F-69621 Lyon, France
Email: {marine.minier,fabrice.valois} @insa-lyon.fr

in search for solutions to the open problems of scalability,
adaptability, low energy consumption and security. In WSNs
the difficulty of all these problems is exacerbated by the
large numbers and the resource constrained nature of sensor
nodes.

Security is particularly challenging in WSNs. Because
of their open and unattended deployment, in possibly hos-
tile environments, adversaries can easily launch Denial-
of-Service (Dos) attacks, cause physical damage to sen-
sors, or even capture them to extract sensitive informa-
tion like for instance encryption keys, identities, addresses
etc. Consequently node compromise poses severe security
and reliability concerns since it allows an adversary to be
considered as a legitimate node inside the network. After
node compromise, an adversary can seek to disrupt the
functionality of routing layer by launching attacks such as
node replication, Sybil, Selective forwarding, Sinkhole or
Wormhole. To cope with these “insider” attacks, stemming
from node compromise, “beyond cryptography” algorithmic
solutions must be envisaged to complement the crypto-
graphic solutions for secure routing proposed in [1], [2],
[3], [4]. The work presented in this paper is an extension of
our first exploratory work [5] in this direction.

In the existing literature, papers often focus on a particular
attack proposing ways to detect and to defend against it
mainly by excluding malicious nodes [6], [7], [8], [9]. In
this paper, we have chosen to follow a different path; we
believe the difference is significant enough to justify the
need for further study. Our main goal is not to detect
attacks and eliminate malicious nodes, but rather to make
the routing protocol capable to continue routing packets,
at acceptable success rates, in the presence of malicious
nodes. This routing protocol capability will be referred to
as resiliency. Also, it is worth mentioning that even though
routing resiliency is studied using the Selective forwarding
attack as basis of our attack model, interestingly this attack
is combined with several other well known routing attacks
such as Sinkhole, Sybil and Wormhole. Such combina-
tions represent more realistic attack situations than simply
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considering each attack separately. Finally, since we deal
with “insider” attacks, malicious compromised nodes have
access to the same information as honest nodes in agreement
with Shannon’s maxim: “The enemy knows the system”.
Therefore, malicious nodes, aware of defensive strategies
against attacks, are expected to adapt their own strategies to
optimize the impact of their attacks. From this standpoint our
goal is also to dissuade an adversary from creating adapted
attack strategies and just settle for basic (random) Selective
forwarding.

It should be noted that we believe that if an attacker
has decided to break down the network he will succeed
by assuming the necessary cost. The required investment
depends on cost-benefit analysis considerations quantifying
the adversary’s interest in breaking down the network. Under
such a worst case scenario protocol resilience will not be
effective. However, this is also the case of other approaches,
like for instance detecting and isolating malicious nodes.
Even if a source node is capable of detecting and isolating
malicious neighbors, the packet will not reach the sink if
most of its neighbors are compromised. We also show in our
simulation results that under Sinkhole attacks where most of
the compromised nodes are located around the sink, the sink
becomes almost completely disconnected from the rest of the
network which in practice is equivalent to the sink being
compromised. In what follows we assume that an adversary
can compromise only a limited number of sensor nodes,
since compromising a node has some cost. In other words,
mass attacks, i.e., a large number of both insider and outsider
attackers, are out of the scope of this paper. Our main goal
is to render a network inherently resilient in the presence of
a few malicious nodes, we therefore require that the network
performance degrades gracefully as the number of compro-
mised nodes increases. Numerous business applications such
as periodic monitoring of electricity, gaz, water metering,
and environmental monitoring, manipulate some important
but not highly sensitive data. In these non mission critical
cases, we assume that an adversary has limited power.

The rest of the paper is organized as follows. Section
II, provides an overview of previous work insisting on
information, which is relevant in the context of this paper;
for instance, routing resiliency and its relationship to other
similar notions such as survivability and robustness are
discussed and it is explained why classical shortest path
routing protocols are not resilient against insider attacks.
In Section III, we illustrate our adversary model including
network assumptions, adversarial definitions and several
routing attacks considered in this paper. We then propose, in
Section IV, several probabilistic node selection and packet
replication strategies, which improve resiliency by making
protocol behavior dynamic and redundant in order to exploit
the inherent structural redundancy in the topology of densely
deployed WSNs. In Section V we present our approach by
mixing and applying these strategies to the well known
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Gradient-based routing protocol (GBR) [10]; simulations
were performed for a basic Selective forwarding attack and
for its combination with three other routing attacks, namely
Sinkhole, Sybil and Wormhole attacks. Finally, Section VI
concludes this paper and outlines future work directions.

II. SCOPE AND RELATED WORK

In this paper, we focus on the Selective forwarding attack
where compromised nodes drop data packets. This attack is
not only simple but it can be very effective as well. When
multi-hop packet routing is considered even a small number
of packet-dropping nodes can significantly deteriorate the
packet delivery rate of the network. Furthermore, when sev-
eral routing attacks such as Sinkhole, Sybil and Wormhole
are considered in combination with Selective forwarding,
this enables adversary nodes to attract more traffic and so
amplify the impact of malicious packet dropping.

In this Section a rather rapid overview of previous work is
given with the purpose of introducing relevant terminology,
concepts and open issues. The vastness of the literature from
one side and space limitation from the other do not permit
to be more exhaustive but hopefully this brief discussion
will help the reader situate our proposal within this research
context.

A. Routing layer attacks and countermeasures

Attacks at the network layer were summarized in [11] as
follows: (a) spoofed, altered or replayed routing information;
(b) Selective forwarding, node replication, Sybil, Sinkhole or
Wormbhole and HELLO packets flooding. HELLO packets are
special control packets sent by each node for neighborhood
discovery. We are mainly interested on the attacks of the
second type targeting the routing layer. After node com-
promise an adversary can extract all sensitive information
stored in the node. Other attacks such as radio jamming,
exhaustion, collisions, link layer jamming or attacks against
data aggregation are out of the scope of this paper since they
do not directly target the network layer.

In Selective forwarding, malicious nodes simply drop
some packets (Greyhole) or all of them (Blackhole) instead
of forwarding them as they are supposed to. The main
principle of the Sinkhole attack is exactly the same except
that the compromised nodes are, or pretend to be, near the
sink to attract most of the traffic. After a successful Sinkhole
attack the adversary performs Selective forwarding. One
possible solution is to use traffic monitoring to ensure that
neighbor nodes forward the messages. In [7], the authors
propose to use a Watchdog scheme that identifies selfish
nodes and a Pathrater scheme that helps routing protocols
avoid such nodes. The Watchdog scheme is further extended
by a reputation based scheme, [12], where the neighbors
of any single node collectively rate the node according
to how well the node executes the functions requested
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upon it. Alternatively an acknowledgment based scheme was
proposed in [6] to detect maliciously packet dropping nodes.

In the Sybil attack, [8], a malicious device illegitimately
takes on multiple identities. Doing so the malicious nodes
can fill up their neighbors’ buffers with non existing neigh-
bors and thus create a false topology. Another way to exploit
node capture is the node replication/cloning attack [13],
where an adversary replicates several nodes with the same
identity at different places in the network. To defend against
the Sybil attack, the network needs some mechanism to
validate that a particular identity is the only identity being
held by a given physical node. In [8] the authors describe
resource tests and in [13] two distributed algorithms are
proposed: randomized multicast and line-selected multicast
exploiting the birthday “paradox” to defend against node
replication.

Finally, the Wormbhole attack, [9], occurs when an attacker
receives packets at one location in the network and tunnels
them to another, via an out-of-band connection, in order
to replay them at this other location. This attack creates
a totally false network topology. A Wormhole detection
mechanism, called packet leashes, is introduced in [9] and
is based on distance estimation; it consists in two mecha-
nisms: geographical leashes and temporal leashes. Another
technique to defend against Wormhole attacks consists in
using directional antennas [14].

As a conclusion it can be said that most of the proposed
solutions strive to defend against a single attack adopting
a two stage approach: first, actively detect malicious nodes
and second defend against the attack by avoiding routing
traffic through the detected malicious nodes. In contrast our
aim is not to detect and defend against a single attack, as
previously done, but rather to limit damages when several
routing attacks are combined together. We propose to do so
by enhancing the resiliency of the routing protocols.

B. Resiliency and related notions

According to Webster [15] in mechanics, resiliency is the
capability of a strained body to recover its size and shape
after deformation caused especially by compressive stress.
Hinging upon the general dictionary definition and after
reviewing the multiple definitions of resiliency and other
similar notions in networking, we define the resiliency in
[16] as the ability of a network to “continue to operate” in
presence of k compromised nodes, or in other words, the ca-
pacity of a network to endure and overcome internal attacks.
Simply put, resiliency is a means to achieve a “graceful
degradation” in packet delivery rate with increasing number
of compromised nodes.

In the literature, several conceptually similar properties
such as survivability [17] and robustness [18], have been
discussed but mainly focus on system failures from causes
of pure statistical nature contrary to attacks where there
is some behind-the-scenes entity with malicious intention.
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Furthermore, the notion of enduring and overcoming an at-
tack (failure) is not explicitly considered. Finally, resiliency
as discussed in [19], [20], [21] is not applied in secure
routing but in contexts like robust data aggregation, fault-
tolerant routing and key distribution schemes respectively.
Nevertheless it should be noted that as [19] compares the
resiliency of aggregation functions, our aim is to compare
the resiliency of several versions of a given routing protocol.

C. Deterministic routing and its limitations

Insofar minimizing power consumption has been con-
sidered a top priority in WSNs research. For increased
efficiency, most of the routing protocols use a shortest path
criterion to route DATA packets the goal being to reach
the sink as quickly as possible. Reactive routing, such as
Dynamic Source Routing (DSR) [22], geographical routing,
such as Greedy Forwarding (GF) [23] and gradient-based,
such as Gradient-Based Routing (GBR) [10], all employ a
shortest path principle (with some appropriate definition of
“short”). Unfortunately this underlying shortest-path opti-
mization philosophy is responsible for the severe limitations
of deterministic routing protocols when attacks involving
compromised nodes are considered.

To facilitate discussion lets suppose that some insider
attacker has compromised a number of nodes, which are
uniformly distributed across the network and which drop
all DATA packets they receive. If [ denotes the path length
in number of hops from source to destination; p. denotes
the probability that a node is compromised and p,, is the
probability that a packet is delivered (i.e., all forwarding
nodes on the route are legitimate), we have p,, = (1—p.)". In
this case, the probability to find a “safe” route exponentially
decreases with route length; essentially the same applies for
Selective forwarding attacks where only part of the traffic is
dropped.

In the presence of such attacks, the routing protocols using
shortest paths have better overall delivery ratio. However,
they are not resilient. First, as the routes are static all DATA
packets from a source node take always the same route to
reach a sink. Therefore, if at least one intermediate node is
compromised along a route, all DATA packets will be lost
and the source node will be completely disconnected from
the sink. Second, if a source node has at least one malicious
neighbor who will try to attract the traffic (best delay, best
gradient, geographically closest to the sink etc.), all DATA
packets will be engulfed by such a compromised node. Thus,
the routing protocol as is will not be able to overcome this
situation since the compromised node will always seem the
best routing choice to make.

In previous work, a configurable secure routing protocol
(SIGF) has been proposed in [24], extending geographical
routing (IGF) [25] with the intention of adding security
and protection against outsider attacks. It advocates for an
incremental approach to security. As a basis SIGF uses
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nondeterminism in neighbor selection, then it adds a rep-
utation scheme and finally it considers cryptography. In a
sense SIGF strives for a layered resistance to attacks. How-
ever, reputation schemes cannot defend against colluding
malicious nodes and cryptographic primitives cannot defend
against node compromise. Our aim is to contribute in a
similar way by considering, as in SIGF, nondeterminism
as a basis of protocol behavior but in our case striving for
resiliency, instead of resistance, to several combined attacks,
which is more appropriate when compromised possibly
colluding nodes are considered.

III. NETWORK ASSUMPTIONS AND ADVERSARY MODELS

In this section we state the network assumptions and sev-
eral adversarial definitions and we describe the implemented
routing attacks.

A. Network assumptions

In the following two types of network device nodes are
considered: ordinary sensors and data sinks. Sensor nodes
sense and transmit data of the physical world to a single
data collector, the sink. Here we deal with WSNs where all
sensor nodes are physically identical in terms of transmission
range, power, etc. Sensor nodes are densely deployed in a
square region of size N X N and the physical topology of the
network is represented by a connected graph. The packets
are routed from the source (sensors) to the destination (sink)
on this topology.

A common and practical graph model proposed for model-
ing WSNss is the fixed radius random graph. Let us consider
a graph G(Q, E) where Q is a set of nodes wirelessly
connected pairwise by a set of F of undirected edges to
represent communication links between nodes. In this model,
the nodes are randomly placed in a IV x N region according
to a uniform distribution. A link exists between two nodes
i and j if the Euclidean distance between these two nodes
less than the communication range r. We assume that the
wireless links in our graph are bi-directional, i.e., if node %
hears node j then node j also hears node 1.

In addition, from the network security standpoint we use
the following, traditionally made, assumptions:

o the “sink” is considered robust, having enough re-
sources in terms of memory, computational power
and battery to support the cryptographic and routing
requirements of the WSN. Thus, adversaries cannot
compromise the sink in limited time.

o the “sensor” has limited resources in terms of memory,
computational power and battery. Thus, sensor nodes
are non trustworthy since they are vulnerable to phys-
ical attacks and an adversary can compromise them.

B. Adversarial definitions

According to [26] an attack is an intentional act by which
an entity attempts to evade security services and violate the
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security policy of a system; that is, an actual assault on
system security that derives from an intelligent threat.

According to its capabilities an attacker can be character-
ized as:

o A laptop class attacker: It may have access to powerful
devices with more computational resources, such as
laptops or their equivalent. A single laptop-class at-
tacker might be able to eavesdrop and/or jam the entire
network.

o A mote class attacker: It has access to a few motes
with the same capabilities as other ordinary sensor
nodes. They have no resource advantages over legiti-
mate nodes.

Attacks can also be characterized according to intent as:

o A passive attack: In this attack, the adversary attempts
to learn or make use of information from a system
but does not affect system resources. For example,
passive eavesdropping that simply gathers information,
can compromise privacy and confidentiality.

o An active attack: It attempts to alter system resources
or affect system operations. Compared to the passive
attack, here the goal of the adversary is to produce
DoS attacks to disrupt communication by destroying
links or exhaust available resources such as bandwidth
or energy.

Finally, attacks can be characterized according to point of

initiation as:

o An outsider attack: It is initiated from outside the
security perimeter by an unauthorized or illegitimate
user of the system. Examples are external attacks such
as jamming, eavesdropping as well as injecting replayed
or fabricated messages.

e An insider attack: It is one that is initiated by an
entity inside the security perimeter, i.e., an entity that
is authorized to access system resources but uses them
in a way not approved by the party that granted the
authorization. Selective forwarding, Sybil, Sinkhole or
Wormhole attacks being notable examples.

With respect to this classification and given our network
assumptions our adversary model considers: “mote-class”,
“active”, and, “insider” attackers.

C. Implemented routing attacks

An adversary will try to disrupt communication and
cause as much as possible damage to routing protocols. To
compare the resiliency of the different protocols, firstly, we
modeled the basic Selective forwarding attack, and secondly,
we combined it with three other routing attacks; Sybil,
Wormhole and Sinkhole. In this sense our attack model is a
two-stage combination of simpler attacks. At the first stage,
the attacker will launch some attacks in order to enable
compromised nodes to attract a lot of traffic. Subsequently
at the second stage the compromised nodes will launch the
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Figure 1. Basic Selective forwarding attack

routing attack per se by performing selective forwarding
on the attracted packets. We have considered the selective
forwarding attack as a basis of our attack model not only
because it is common to all protocols but also because this
simple attack has a direct impact on reliable data delivery,
which characterizes the success of routing protocols.

In the following the main constituents of our attack model
will be described in more detail.

1) Basic attack: In multi-hop routing, messages may
cross many hops before reaching their final destination.
However, a malicious node in the path of data transmission
can refuse to forward messages. Selective forwarding is a
simple and basic routing attack easy for an insider adversary
to launch. After node compromise, malicious nodes instead
of forwarding messages with probability 1 they do so with
some lower probability. For instance, they can drop all
messages (probability to forward = 0) or they can selectively
drop some of them in order to avoid detection of their
malicious activity (Fig. 1).

2) Combined attacks: For more efficiency, an adversary
can exploit its “insider” knowledge to first try to attract
traffic and then drop it. Selective forwarding is effective
when malicious nodes are on the routes of packet transfer so
it is logical to consider it as the final stage of more complex
attack behavior where malicious nodes firstly employ some
other attack to advantageously place themselves on the
routes of heavy traffic and then effect Selective forwarding.
Hence, well known routing attacks such as Sybil, Wormhole,
Sinkhole could be combined with basic Selective forward-
ing. This type of combined attacks is explicitly considered
within our model.

For instance, to create a Sinkhole, an adversary will try to
compromise nodes closer to the sink, exploiting knowledge
of location information, to attract most of the traffic (Fig.
2). After a successful Sinkhole attack, the adversary will
perform Selective forwarding. The nature of sensor networks
where all the traffic flows towards one (or few) sink node(s)
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Combined Sinkhole attack

f

next hop=C

Figure 2.

next hop=D

next hop=B

Figure 3.

Combined Sybil attack

makes this type of attacks highly relevant.

Sybil attack is defined by malicious nodes illegitimately
taking on multiple identities (Fig. 3) thus compromising the
neighborhood discovery process. For instance, a malicious
node taking two or more identities will increase the proba-
bility of being selected by legitimate nodes as their next hop
and then produce Selective forwarding to disrupt routing.

In Wormhole, a malicious node receives packets at one
point in the network and tunnels them to another point via
an out-of-band connection (Fig. 4). Thus, two malicious
nodes can make believe that they are neighbors even if
they are physically distant. Well placed Wormholes, for
instance an adversary closer to the sink, make possible to
attract the traffic of the two hop neighborhood. Wormhole
attack is particularly dangerous against routing protocols
not only because it creates false topologies but also it
permits to attract effectively the traffic. It should be noted
that Wormholes is also an effective means to create Sybil
identities using existing identities in case legitimate nodes
can detect fabricated or duplicated identities.

In the remainder of this paper we propose some routing
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Figure 4. Combined Wormhole attack

behaviors, which could make protocols inherently resilient
to such attacks. Our goal is not to detect and to eliminate
attacks, but rather to enhance the routing protocols resiliency
in order to limit damages.

IV. PROTOCOL BEHAVIORS ENHANCING RESILIENCY

Deterministic protocol behavior forces traffic to flow on
a subset of “best” routes, in the quest of optimization (see
the discussion in Section II-C). As a result of this, packet
delivery success and failure are not fairly distributed among
the network nodes; some nodes will have a good delivery
ratio and others very bad ones. This is a limitation of the
protocol since the network structural (i.e., network topology)
redundancy is not exploited to benefit from physically ex-
isting alternative routes. In this Section, the techniques that
can be employed in order to circumvent this limitation are
described.

In this respect resiliency will permit: first, to avoid com-
plete disconnection of nodes; second, graceful degradation
of the delivery ratio as the number of compromised nodes
increases; and third, obtain packet delivery ratios higher than
those achieved by the standard protocols under the same
conditions.

The complexity (overhead) of our proposal compared to
the deterministic protocol is provided in terms of energy
consumption.

Our goal then is to make resiliency emerge through
modified protocol behavior. To this end, inspired by previous
work, we believe that techniques enabling both dynamic and
redundant behavior at the protocol level are needed.

A. Random selection of the next hop

A dynamic (random) behavior can be introduced in
different ways according to the routing protocol features.
In protocols that require a route discovery process, such
as DSR, multiple routes can be discovered once and for
each DATA packet the source node can each time select
randomly a different route among the discovered ones. In a
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protocol without route discovery, such as GF, each node can
determine a subset of direct neighbors that are closest to the
sink compared to itself and choose the next hop randomly
in this subset. Depending on how “greedily” a DATA packet
should be forwarded, several neighborhood subsets can be
constructed. For instance, in a GBR, each node can randomly
choose a next hop among those who have a “height” strictly
less than itself.

Generally speaking implementing this behavior requires
two things. First, the set of selection candidates needs
to be defined; it can be of arbitrary size constrained by
some maximum allowed distance from the sink. Second, a
selection probability law on this set needs to be specified; for
instance, it may be desirable that the network node chooses
neighbors closer to the sink with higher probabilities. The
network node has thus the opportunity to make a random
choice for the next hop with a probability to choose the
nodes more or less close to the sink.

With this method, the structural redundancy of a physical
topology can be effectively exploited in making the protocol
fairer in terms of packet loss per node and thus more
resilient since the overall packet delivery success can be
attributed to a larger population of nodes. Furthermore the
energy dissipation at the network is also fairer since the
most solicited nodes under a deterministic scheme, i.e.,
those along the shortest routes, are relieved. Yet another
advantage is that attacks targeting state information become
less effective since now a single compromised node is not
enough to compromise an entire neighborhood. However,
this method may decrease packet delivery ratio and increase
power consumption due to the lengthening of routes to the
sink. There is thus a resiliency-power trade-off that needs to
be evaluated. It is possible that by varying the parameters, of
candidate set size and selection probability law, this trade-off
can be controlled and kept to acceptable levels.

B. Traffic redundancy

Another means to effectively exploit the structural redun-
dancy of the network is to enforce some degree of replication
of sent packets. Each replica should then follow its own path
to reach the sink.

Here two packet replication schemes to achieve redun-
dancy are considered:

« Nodes replicate their own packets a number of times
and send them to an equal number of appropriately se-
lected neighbors. The forwarding nodes do not replicate
packets and discard duplicates.

o Packets are replicated both at the source and at each
intermediate node along the route. Intermediate nodes
discard duplicates of already forwarded packets.

By construction deterministic protocols such as DSR, GF,
GBR, cannot take advantage of redundant sends to increase
their delivery ratio. If at least one node is compromised
along the route, all redundant packets are lost, as they take
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always the same route. Such protocols need to be modified
to be able to construct alternative shortest routes for each
replica but even then their static nature does not allow them
to be resilient. In this respect the discovery, construction and
maintenance of alternative routes becomes an important con-
sideration. In the literature, most of the multi-path routing
protocols use multiple node (or link) disjoint paths to send
redundant packets as shown in [27], [28] for example. A
packet delivery rate can be increased significantly by using
node disjoint multi-path routing. However, as the protocol
gets more complex the energy required to discover and to
maintain such multiple node disjoint paths is high.

C. Probabilistic routing with traffic redundancy

Finally, we can mix all presented strategies to obtain
a random probabilistic routing with traffic redundancy. In
this case, the structural redundancy of a physical topology
is effectively exploited with some probability to choose
longer routes. It will be shown that the random choice of a
next hop candidate combined to packet replication naturally
implements efficient enough route diversity even though
for protocol simplicity node disjoint multiple paths are not
guaranteed.

V. SIMULATIONS AND RESULTS

As a first attempt to better understand routing resiliency as
well as the associated cost in terms of power consumption,
these techniques were applied on the conventional GBR
protocol to analyze through extensive simulation if and
how its resiliency to attacks is improved. Simulations were
performed using WSNet [29], an event-driven simulator for
wireless networks.

A. Simulation environment

In our simulations, a unique sink is assumed at the center
of the field. The deployed nodes have fixed positions during
each simulation. The simulations are averaged over 100 trials
for each case with a 95% confidence interval. Table I sums
up the simulation parameters.

At this stage we configure WSNet for ideal MAC/PHY
layers (e.g., no interference, no path-loss and no collisions)
in order to isolate the impact of the defined attacks on
routing and conceptually validate our approach before en-
gaging into more resource consuming simulations and pilot
deployments, which ultimately will be necessary.

B. Protocol under study

GBR [10] is a flooding based routing protocol, which is
suitable for routing DATA packets from all source nodes to a
sink. GBR uses two types of packets: INTEREST and DATA
packets. The sink floods an INTEREST packet in order to
setup a gradient. The INTEREST packet records the number
of hops taken from the sink. Then a node can discover its
minimum number of hops from the sink, called the node
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Table I
SUMMARY OF THE SIMULATION PARAMETERS

Parameter Value
Number of nodes 300

Area size 100 x 100m
Transmission range 20m
Topology uniformly distributed

Traffic generation Poisson distribution A = 1 p/s

Simulation time 100s
Number of packets 30000
Number of runs 100

Table II
SUMMARY OF NOTATIONS

Notation Description
s a network node
hs height of s

U(s) = {u1,uz, ..., un, }
V(S) = {’U17027 “'71}ms}
W(S) = {’U)l,wz, ---7wls}

neighbors of s
neighbors of s with height < hg
neighbors of s with height = hs

“height”. The height difference between a node and each
of its neighbors is the gradient on that link. The gradient
setup process is executed only once at the beginning of the
simulation. The following variants of GBR are considered:

1) Deterministic GBR: A given network node s sends
DATA packets to a forwarding candidate with the minimum
“height” in order to make maximum progress toward the
sink. The next hop candidate, v;, is chosen in V(s), 1 <14 <
ms (Table II). If several neighbors have the same “height”,
we choose the first one registered.

2) Random GBR: A given network node s sends DATA
packets to a randomly chosen forwarding candidate with
strictly lower “height” than itself. The next hop candidate,
v;, is chosen randomly in V(s), 1 < ¢ < my (Table II).
The nondeterminism introduced by a random selection of
the next hop is conceptually similar to SIGF [24]. However,
we used a gradient value instead of a geographic distance.

3) Random probabilistic GBR: We have considered two
cases according to the probability to select the next hop
candidate. Let p; and p; be real numbers such that p; +
p: = 1. The considered cases are p; = {0.8,0.6} and p; =
{0.2,0.4}. For a network node s, p; is the probability to
choose the next hop candidate v; € V(s), 1 < i < mg (Table
II) in the subset of neighbors closer to the sink and p; is the
probability to choose the next hop candidate w; € W (s),
1 < j < s (Table II) in the subset of neighbors with the
same height as itself.

4) Random probabilistic GBR with redundancy: Two
cases of redundancy are considered; DATA packets are
replicated twice (i) at the source node and (ii) by each node
along a full path. In those two cases, duplicate copies of a
packet are dropped by forwarding nodes.

C. Implemented attacks

In the following, we assume a unique trustworthy sink.
Sensor nodes are assumed untrustworthy since they are
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Figure 5. Compromised nodes randomly placed (uniformly)

vulnerable to physical attacks and can be compromised.

With respect to definition described in Section III-B, ma-
licious nodes may belong to one of the following adversarial
categories: “mote-class”, “active”, and, “insider” attackers.

We implemented Selective forwarding as a basic attack
and further we considered combining this basic attack with
Sybil, Wormhole and Sinkhole attacks.

1) Basic attack: Selective Forwarding. Assuming that
the adversary has no information about the location of the
sink, the & compromised nodes are randomly and uniformly
distributed on a NV x N square field (Fig. 5). For simulations
k varies between 10% and 50% of the node population.
Malicious nodes do not disturb gradient setup phase and
retransmit INTEREST packets with correct hop count. They
drop all DATA packets coming from their neighbors, how-
ever, they generate and send their own DATA packets to the
sink.

2) Combined attack #1: Sinkhole with Selective forward-
ing. Assuming that the adversary has some information
about the location of the sink, the & compromised nodes
are randomly distributed on a M x M (e.g., M = N/2)
square field around the sink (Fig. 6). For simulations k varies
between 10% and 30% of the node population. Malicious
nodes simply drop all DATA packets coming from their
neighbors. However it is assumed that malicious nodes
do not disturb the gradient setup phase, retransmit the
INTEREST packets used for gradient setup with with a
correct hop count and finally, they normally generate and
send their own DATA packets to the sink.

3) Combined attack #2: Sybil with Selective forwarding.
The k compromised nodes are randomly and uniformly
distributed on a NV x N square field (Fig. 5). For simulations
k varies between 10% and 50% of the node population. Ac-
cording to Sybil attack taxonomy [8], our model corresponds
to “direct communication” where Sybil nodes communicate
directly with legitimate nodes, using “fabricated identities”
where an attacker can simply create arbitrary new Sybil
identities (not existing in the network) and it is of the
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Figure 6. Compromised nodes concentrated around the sink

“simultaneous” form where an attacker may participate all
of his Sybil identities simultaneously in the network. In
this adversary model, malicious nodes take two identities.
A compromised node disturbs gradient setup phase by
duplicating INTEREST packets. A malicious node puts a
false identity to the duplicated INTEREST packet to make
believe to their neighbors that there are two nodes, while
physically there is only one node. The probability to be
chosen for the next hop increases for a malicious node and
it can attract more traffic. A malicious node does not lie
about its gradient and the two identities take the same true
gradient. We choose this particular strategy to separate the
impact of Sinkhole attack (which will be the case if the Sybil
node lies on its gradient) and of the Sybil attack itself. The
false identity is chosen randomly in the large interval of non
existing identities to avoid collisions. Once two identities are
created, a malicious node drops all DATA packets coming
from its neighbors for both its own and Sybil identities. We
also assume only one Sybil identity to be convinced that a
Sybil node will not be detected by simple mechanisms such
as node degree comparison even if this strategy limits the
impact of Sybil attack.

4) Combined attack #3: Wormhole with Selective for-
warding. Two colluding malicious nodes can make believe
that they are neighbors even if they are physically distant by
tunneling messages via an out-of-band connection. Every
pair of malicious nodes (wl;w2) with a distance greater
than two hops, creates a Wormhole link. An INTEREST
packet received by w1 is directly transmitted to w2 by using
the out of band connection. Thus, tunneled INTEREST
packets arrive sooner than other packets transmitted over
a normal multi-hop route. If w1 is placed near the sink, w2
obtain a gradient lesser than its neighbors and w2 can attract
its neighbors’ traffic. The £ malicious nodes are randomly
distributed across the whole network, except in the border.
The total number of Wormhole links is k/2. For simulations
k varies between 10% and 50% of the node population.
Once a Wormhole link is created between two malicious
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nodes (wl;w2), they will drop all DATA packets coming
from their neighbors. A given malicious node only belongs
to one Wormhole link, the case of several Wormhole links
coming from a single Wormhole node is not treated here.The
Wormhole malicious nodes use legitimate traffic to perform
their activity: falsify neighborhood information and attract
traffic; collect node identities and use them as Sybil ones
instead of having to fabricate false ones.

D. Evaluation metrics

To gain insight concerning the WSN routing resiliency
some metrics are needed in order to meaningfully summarize
the information collected by simulations. A single such
metric is currently lacking and is an object of ongoing
research. As a provisional substitute we have used the
following metrics:

o Average delivery ratio (ADR):
ADR = N,./Nj, (1)

where N,., N are respectively the total number of

received and sent packets.
ADR is an important metric to evaluate the overall success
of routing functionality, i.e., packet delivery. To refine over
the information provided by ADR, we also measured the
delivery ratio per node and we grouped the measurements
into 5 classes.

o ADR classes:

— Class cl : nodes with ADR = 100%
all DATA packets from these nodes are received by
the sink

— Class ¢2 : nodes with ADR € [66%; 100%]

— Class ¢3 : nodes with ADR € [33%; 66%]

— Class c4 : nodes with ADR €]0%; 33%]

— Class ¢5 : nodes with ADR = 0%
no DATA packet from these nodes is received by
the sink and so they are totally disconnected from
the sink

This measure allows to determine the distribution of

transmission success in the node population and the fracture
of the network connectivity. In our point of view, the higher
the number of connected source nodes (even if with a low
ADR), the more the routing protocol is resilient.

e« ADR per distance: The delivery ratio per node is
measured and grouped according to the distance (in
number of hops) of nodes from the sink.

To get the distance in number of hops, we take the geo-
graphical distance between the source nodes and the sink,
and we divide it by the transmission range. All source nodes
have the same transmission range. The routing protocols are
more resilient if more distant nodes are able to still reach
the sink and thus successfully transmit packets.

o Average path length (APL): The number of hops
crossed by each received packet.
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The end-to-end delay is not explicitly measured in this
paper since for our simulations we configure WSNet for
ideal MAC/PHY layers which implies no retransmis-
sion and no propagation delays. However, the average
path length (i.e., hop count) is directly proportional
to the average end-to-end delay of the network (see
Fig. 11a and Fig. 10) and in this sense it provides an
indication of.

« Normalized power consumption (NPC):
NPC =T,/T, (2)

where the total energy consumption (7%) is normalized
by the energy consumption of the deterministic GBR
without attack and without packet replication sent (7).

NPC allows to objectively compare energy expenditure
under attacks for each case (including redundancy) without
having to enter at this time into low level considerations
requiring power consumption modeling. The energy model
of WSNet as detailed in the WSNet documentation (see in
[30]) is linear: the sleep and idle modes of the MAC layer
are not taken into account whereas the basic model considers
that the cost for one bit sent is 1 and the cost for one bit
received is 2. The total energy is thus computed taking into
account the energy cost of each bit received or sent.

E. Results and analysis

The focus of our simulations is on comparing the four
versions of GBR (Deterministic, Random, Random proba-
bilistic p; = 0.8 and Random probabilistic p, = 0.6) with a
single and two types of redundant DATA packets under four
implemented attacks discussed in Section V-C, in term of
metrics discussed in Section V-D.

An example of the functional flow diagram with traffic
redundancy (double sent full path) under a basic Selective
forwarding attacks is presented in Fig. 7.

1) Results for the basic Selective Forwarding attack:
As expected the average delivery ratio (Fig. 8), the average
path length (Fig. 11) and the total energy consumption (Fig.
12) decrease with increasing number of compromised nodes
under the basic Selective forwarding attack. When a single
DATA packet is considered, Deterministic and Random GBR
have a higher delivery ratio than others (Fig. 8(a)). The
path length is inversely proportional to the average delivery
ratio. With probability p, decreasing, the average path length
(Fig. 11(a)) and the total energy consumption (Fig. 12(a))
increase. However, as the number of the next hop candidates
is increased, the structural redundancy of the network is
better exploited.

As shown in Fig. 9 in Deterministic GBR only two classes
appear. For any source node s either all DATA packets
will be successfully delivered (ADRs = 100%), i.e., no
malicious node is along the route, or all DATA packets
will be lost (ADR; = 0%), i.e., at least one forwarding
node is compromised along the route. In last case, a source
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Figure 7. Example of the functional flow diagram with traffic redundancy
(double sent full path) under a basic Selective forwarding attack. * The
choice of the next hop depends on the dedicated routing protocol as
described in Section V-B1 for Deterministic GBR, in Section V-B2 for
Random GBR with p = 1, in Section V-B3 for Random GBR with p = 0.8
and in Section V-B4 for Random GBR with p = 0.6.

node s is completely disconnected from the sink. Note also
that the number of disconnected nodes (cb) is significantly
important (15%) for Deterministic GBR. On the contrary
with all variants of Random GBR four classes cl to c4
appear. With Random GBR a low number of nodes are
completely disconnected from the sink (c5). Note that since
the network saves energy due to dropped packets by the
compromised nodes, this energy gain can then be exploited
by redundant DATA packets to further improve resiliency and
ADR. In this way, the source nodes can reach the sink as
long as possible, thus, enhancing the network connectivity
(Fig. 9).

Resiliency and ADR over Deterministic GBR further
improve when probabilistic behaviors are mixed with DATA
packet replication at the source because DATA packets
may take potentially different routes thanks to the random
selection of next-hop neighbors. As shown in Fig. 8(b), all
random versions exhibit higher delivery ratio performance,
though their average path length is higher (Fig. 11(b)),
than the Deterministic GBR whose performance remains
unchanged. With traffic redundancy, in Fig. 9(b) and (c), we
can observe that the number of nodes with higher delivery
ratio (c1 and ¢2) is increased and the number of disconnected
nodes from the sink (¢b) is decreased for all Random GBR
protocols, while for Deterministic GBR the situation remains
unchanged. Network reliability is thus improved since most
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Figure 8. Basic Selective forwarding - Average delivery ratio (ADR)

source nodes remain connected.

As expected (Fig. 9 (a)) with decreasing probability
p¢, ADR decreases when the distance from the sink (in
number of hops) increases due to the route length effect.
However, with traffic redundancy, the ADR of distant nodes
is increased for all random versions, while for Deterministic
GBR it remains unchanged (Fig. 9 (b) and (c)). Resiliency
is thus improved since distant nodes have better delivery
ratio. Nevertheless this has a price, as shown in Fig. 12(b)
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Figure 9. Basic Selective forwarding - ADR classes (cl to ¢5) with k =
10% of compromised nodes; distribution of distances from the sink in
number of hops (hl to h4) within each class is shown

all random versions have a higher energy consumption than
Deterministic GBR.

In the last case, where DATA packets are replicated at
each intermediate node along a full path, a significant im-
provement on delivery ratio is observed (Fig. 8(c)). Sending
redundant DATA packets by each intermediate node on a full
path mixed with a random behavior significantly enhances
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the resiliency. It appears that for uniformly distributed
compromised nodes variation of the probability p; does not
influence the delivery ratio. So, we may choose the value
of p; that has lower energy consumption. In this respect
Random GBR (p; = 1) remains the better trade-off in
term of energy-resiliency (Fig. 12(c)). However, it remains
to be confirmed if for more realistic spatially distributed
compromised nodes, the lower probability p, may allow
better delivery rates as it increases the number of next hop
candidates.

2) Results for the combined attacks: In this Section we
illustrate results of four versions of GBR with combined
attacks; Sybil, Wormhole and Sinkhole with traffic
redundancy, where DATA packets are replicated at each
intermediate node along a full path.

Sybil attack results: In Fig. 13(a), we observe that the
impact of combined Sybil attack is more important than with
basic Selective forwarding. When malicious nodes create
two identities, they increase the probability to be chosen as
the next hop by their neighbors, if they have smallest gradi-
ent. Once chosen as the next hop, they receive more packets
for retransmission. With traffic redundancy all Random GBR
variants have better delivery ratio than Deterministic GBR.
The number of nodes in classes c1 and c2 is higher than in
other classes for all Random GBR variants (Fig. 14(a)). As
a result, with all Random GBRs, most of source nodes have
ADR greater than 66% with 10% of compromised nodes
and very few nodes are disconnected (c5). In Deterministic
GBR, 20% of source nodes are disconnected from the sink
with 10% of compromised nodes, while with Random GBR
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Figure 11. Basic Selective forwarding - Average path length (APL)

. = 1) only 0,01% are completely disconnected. Network
reliability and resiliency are improved again with Random
GBR, since most of the source nodes remain connected. The
ADR of distant nodes is increased for all random versions,
whereas for Deterministic GBR ADR remains unchanged
(Fig. 14 (a)). Resiliency is improved with Random GBR
under combined Sybil attack, since distant nodes have better
delivery ratio. However, the energy consumption with traffic
redundancy (Fig. 16(a)) is increased about 3 times.

Wormhole attack results: Fig. 13(b) shows that the
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impact of combined Wormhole attack is more important
than both basic Selective forwarding and combined Sybil
attacks. If we consider a pair (wl;w2) of malicious nodes
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and if wl is placed near the sink, w2 obtains a gradient
lesser than its neighbors and the Wormhole can attract the
traffic. Here again, all Random GBR protocols have better
delivery ratio than Deterministic GBR. In Deterministic
GBR, 25% of source nodes are disconnected from the sink
with 10% of compromised nodes and with Random GBR
(ps = 1) it is 0,06% (Fig. 14(b)). Network reliability and
resiliency are also improved with all Random GBR variants,
since the majority of source nodes remain connected (Fig.
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14(b)) and the ADR of distant nodes is increased (Fig.
14(b)). Resiliency is improved with Random GBR under
combined Wormhole attack and the energy consumption
(Fig. 16(b)) due to traffic redundancy remains almost the
same as combined Sybil attack.

Sinkhole attack results: In Fig. 13(c), we observe that the
impact of combined Sinkhole attack is the most important
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compared to all other attacks. When the compromised nodes
are close to the sink, they receive for retransmission more
packets than other nodes: they naturally attract most of
the traffic. It is worth noting the significant differences in
terms of delivery ratio for all random versions compared to
Deterministic GBR as well as among the different versions
of Random GBR with traffic redundancy. As packets can
take longer routes with Random GBR p; = 0.6 (Fig. 15(c)),
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messages can find “unaffected” routes around the sink if
exist. Hence, distant nodes have more chance to find those
“healthy” routes near the sink. The source nodes close to
the sink have lower ADR because of the important number
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of compromised nodes in their neighborhood (Fig. 14(c)).
When all nodes around the sink are compromised, the sink
receives packets only from these malicious nodes and no
DATA packets are received from the legitimate nodes. That
is why we observe on Fig. 15(c) a path length that tends to
1. Resiliency is improved with a Random GBR under the
combined Sinkhole attack and the energy consumption (Fig.
16(b)) due to traffic redundancy remains almost the same as
with other attacks.

VI. CONCLUSION

In this article, we have considered the case of mote-
class/active/insider attacks against WSN multi-hop routing
protocols. In this specific context of node compromise
cryptography needs to be complemented by algorithmic ap-
proaches. We have proposed WSN routing strategies enhanc-
ing the protocol resiliency in the presence of maliciously
packet-dropping compromised nodes. The basic Selective
forwarding attack as well as its combination with Sinkhole,
Sybil and Wormbhole attacks was thoroughly investigated in
the context of the well established GBR.

We have started by analyzing the conditions required for
resiliency at the routing layer. The two main findings were
that, first, the shortest-path optimization principles though
good for energy efficiency are not adapted at all from the
routing layer security (i.e., resiliency to insider attacks)
standpoint and, second, that the structural redundancy in
the network topology should be effectively exploited by
employing some form of redundant protocol behavior.

In accordance with these findings our proposal consists
in combining random next-hop selection and packet repli-
cation; both are needed. A random and probabilistic choice
of the next hop candidates allows a dynamic behavior in
route selection exploiting thus the structural redundancy of
the network. However, the packet delivery ratio may suffer
since packets may take longer routes.

With increasing path length (in terms of packet hop
count), the overall delay across the network increases as
well. The overall delay is directly proportional to the average
path length (ideal MAC/PHY layers). However, we observed
that under worst attack scenario such as Sinkhole attacks, the
average path length of successfully delivered packets tends
to one. This can be explained by the fact that with increasing
number of compromised nodes, the sink ends up receiving
packets only from its direct neighbors. Similarly, in the worst
case mass attack scenario (a large number of both insider
and outsider attackers), the observed overall delay across the
network will also decrease since most of the packets from
distant nodes will be lost.

To counterbalance the longer route effect such dynamic
(probabilistic) behavior needs to be combined with some
form of packet replication. To validate our ideas we have
extensively simulated the proposed techniques by modifying
in various ways the well-known routing protocol GBR. The
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results show that the resiliency of routing protocols can be
effectively enhanced.

The main merits of our proposal compared to the classical
deterministic protocols are:

« the delivery ratio is improved; “graceful” degradation
of the delivery ratio with increasing number of com-
promised nodes.

« the delivery success is fairly distributed; more sources
transmit with a high delivery ratio and distant nodes
have better delivery success.

« the connectivity is improved; more sources are remain
connected to the sink with increasing number of com-
promised nodes.

o the structural redundancy of the physical topology is
better exploited and the energy consumption is fairly
distributed; more nodes participate to the routing.

From simulations, we found that traffic redundancy is
extremely energy consuming when no attack, but energy
efficiency of the protocol is improved when under attack.
Hinging on this observation a future work perspective is
the search of a mechanism to dynamically adapt the degree
of dynamic/redundant behavior to equalize energy cost and
so keep the energy consumption-resiliency trade-off at ac-
ceptable levels. It also seems that keeping the routes short
(in terms of hop count) should be sought but there are
some particular cases (e.g., combined Sinkhole attack) where
longer routes should be permitted in order to get around
obstacles. It is worth mentioning that in our simulation
study we have gone beyond the simple Selective forwarding
attack to consider combined attacks (such as Wormhole and
Selective forwarding) concluding that these attacks have
extreme impact on routing especially when Sinkhole and
selected forwarding are combined together.

From our simulation analysis we conclude that an opera-
tional definition resiliency, in the context of network routing,
should incorporate the notions of fairness, preservation of
connectivity and graceful degradation of delivery ratio. Thus,
our ongoing research especially concerns the definition of a
metric of resiliency that includes all those notions. Such a
metric will be a valuable tool in analyzing protocol resilience
and will greatly simplify the process of protocol comparison.

Finally, in a near future, we also need to relax the
ideal MAC/PHY assumption to validate the performance of
resilient routing techniques when channel imperfections and
medium access limitations are taken into account; to this end
it would be interesting to consider modeling packet loss due
to MAC/PHY limitations as a form of unintentional Selective
forwarding.

ACKNOWLEDGMENT

Ochirkhand Erdene-Ochir is partially supported by a PhD
graduate scholarship through a CIFRE contract between
France Telecom and the French Ministry of Industry.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

52



International Journal on Advances in Networks and Services, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/networks_and_services/

1

—

(2]

3

—

[4

—_

(5

—

(6]

(7]

(8]

(9]

(10]

(11]

(12]

REFERENCES

P. Papadimitratos and Z. Haas, “Secure rotuing for mobile ad
hoc networks,” in Communication Networks and Distributed
Systems Modeling and Simulation Conference, San Antonio,
Texas, 2002, pp. 27-31.

Y. C. Hu, A. Perrig, and D. B. Johnson, “Ariadne: a secure
on-demand routing protocol for ad hoc networks,” Wireless
Networks, vol. 11, no. 1-2, pp. 21-38, January 2005.

K. Sanzgiri, B.Dahill, B. N. Levine, C. Shields, and E. M.
Belding-Royer, “A secure routing protocol for ad hoc net-
works,” in IEEE International Conference on Network Pro-
tocols.  Paris, France: IEEE Computer Society, November
2002, pp. 78-89.

A. Perrig, R. Szewczyk, V. Wen, D. E. Culler, and J. D. Tygar,
“Spins: security protocols for sensor netowrks,” in Seventh
Annual International Conference on Mobile Computing and
Networks, Rome, Italy, July 2001, pp. 189-199.

O.Erdene-Ochir, M.Minier, F. Valois, and A. Kountouris, “To-
ward resilient routing in wireless sensor networks: Gradient-
based routing in focus,” in 4th International Conference on
Sensor Technologies and Applications (Sensorcomm), Venice,
Italy, July 2010.

B. Xiao, B. Yu, and C. Gao, “Chemas: Identify suspect
nodes in selective forwarding attacks,” Journal of Parallel
Distributed Computing, vol. 67, no. 11, pp. 1218-1230, June
2007.

S. Marti, T. J. Giuli, K. Lai, and M. Baker, “Mitigating
routing misbehavior in mobile ad hoc networks,” in 6th
annual international conference on Mobile computing and

networking, Boston, USA, August 2000, pp. 255-265.

J. Newsome, E. Shi, D. Song, and A. Perrig, “The sybil attack
in sensor networks: analysis & defenses,” in Information Pro-
cessing in Sensor Networks, K. Ramchandran, J. Sztipanovits,
J. Hou, and T. Pappas, Eds. Berkeley, USA: ACM, April
2004, pp. 259-268.

Y.-C. Hu, A. Perrig, and D. B. Johnson, “Packet leashes: A
defense against wormhole attacks in wireless networks,” in
22nd Annual Joint Conference of the IEEE Computer and
Communications Societies, San Fransisco, USA, April 2003,
pp. 1976-1986.

C. S. Mani and M. B. Srivastava, “Energy efficient routing
in wireless sensor networks,” in Military Communications
Conference Proceedings on Communications for Network-
Centric Operations: Creating the Information Force, vol. 1,
McLean, USA, October 2001, pp. 357-361.

C. Karlof and D. Wagner, “Secure routing in wireless sensor
networks: attacks and countermeasures,” Ad Hoc Networks,
vol. 1, no. 2-3, pp. 293-315, August 2003.

P. Michiardi and R. Molva, “Core: a collaborative reputation
mechanism to enforce node cooperation in mobile ad hoc
networks,” in Communications and Multimedia Security, ser.
IFIP Conference Proceedings, B. Jerman-Blazic and T. Klobu-
car, Eds., vol. 228. Portoroz, Slovenia: Kluwer, September
2002, pp. 107-121.

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

(21]

(22]

(23]

[24]

[25]

B. Parno, A. Perrig, and V. Gligor, “Distributed detection
of node replication attacks in sensor networks,” in IEEE
Symposium on Security and Privacy. Oakland, USA: IEEE
Computer Society, May 2005, pp. 49-63.

L. Hu and D. Evans, “Using directional antennas to prevent
wormhole attacks,” in Network and Distributed System Se-
curity Symposium. San Diego, USA: The Internet Society,
February 2004, pp. 1-11.

“http://www.merriam-webster.com/dictionary/resilience,”
July 2011.

0O.Erdene-Ochir, M.Minier, F.Valois, and A.Kountouris, ‘“Re-
siliency of wireless sensor networks: Definitions and analy-
ses,” in IEEE International Conference on Telecommunica-

tions (ICT), Doha, Qatar, April 2010.

R. J. Ellison, R. C. Linger, T. Longstaff, and N. R. Mead,
“Survivable network system analysis: A case study,” IEEE
Software, vol. 16, no. 4, pp. 70-77, July 1999.

J. P. G. Sterbenz, R. Krishnan, R. Hain, A. Jackson, D. Levin,
R. Ramanathan, and J. Zao, “Survivable mobile wireless
networks: issues, challenges, and research directions,” in
Workshop on Wireless Security, W. Maughan and N. Vaidya,
Eds. Atlanta, USA: ACM, September 2002, pp. 31-40.

D. Wagner, “Resilient aggregation in sensor networks,” in
ACM Workshop on Security of Ad Hoc and Sensor Networks,
S. Setia and V. Swarup, Eds.  Washington, USA: ACM,
October 2004, pp. 78-87.

D. Ganesan, R. Govindan, S. Shenker, and D. Estrin, “Highly-
resilient, energy-efficient multipath routing in wireless sensor
networks,” in 2nd ACM international symposium on Mobile
ad hoc networking & computing. Long Beach, USA: ACM,
October 2001, pp. 251-254.

X. Li and D. Yang, “A quantitative survivability evaluation
model for wireless sensor networks,” in IEEE International
Conference on Networking, Sensing and Control, Japan,

March 2006, pp. 727-732.

D. B. Johnson and D. A. Maltz, “Dynamic source routing in
ad hoc wireless networks,” in Mobile Computing, S. US, Ed.,
vol. 353, 1996, pp. 153-181.

B. Karp and H. T. Kung, “Gpsr: greedy perimeter stateless
routing for wireless networks,” in Proceedings of the 6th
annual international conference on Mobile computing and
networking, Boston, USA, August 2000, pp. 243-254.

A. D. Wood, L. Fang, J. A. Stankovic, and T. He, “Sigf: a
family of configurable, secure routing protocols for wireless
sensor networks,” in ACM Workshop on Security of ad hoc
and Sensor Networks (SASN), ACM, Ed., VA, USA, October
2006, pp. 35-48.

B. Blum, T. He, S. Son, and J. Stankovic, “Igf : A state-free
robust communication protocol for wireless sensor networks,”
Technical report, Univ. of Virginia, Charlottesville, VA, USA,
Tech. Rep. CS-2003-11, November 2003.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

53



International Journal on Advances in Networks and Services, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/networks_and_services/

[26] E. D. L. Andersson and L. Zhang, “Report from the IAB
workshop on Unwanted Traffic March 9-10, 2006,” RFC
4948 (Informational), August 2007. [Online]. Available:
http://www.ietf.org/rfc/rfc4948.txt

[27] D. Ganesan, R. Govindan, S. Shenker, and D. Estrin, “Highly-
resilient, energy-efficient multipath routing in wireless sensor
networks,” Mobile Computing and Communications Review,
vol. 5, no. 4, pp. 11-25, 2001.

[28] Y. M. Lu and V. W. S. Wong, “An energy-efficient multi-
path routing protocol for wireless sensor networks,” Int. J.
Communication Systems, vol. 20, no. 7, pp. 747-766, 2007.

[29] E. Hamida, G. Chelius, and J.-M. Gorce, “Scalable versus
accurate physical layer modeling in wireless network sim-
ulations,” in 22nd Workshop on Principles of Advanced and
Distributed Simulation, Roma, Italy, June 2008, pp. 127-134.

[30] “http://wsnet.gforge.inria.fr/,” July 2011.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Networks and Services, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/networks_and_services/

Reliability Estimation of Mobile Agent System in MANET with Dynamic
Topological and Environmental Conditions

Chandreyee Chowdhury

Dept. of Computer Sc. and Engg.
Jadavpur University
Kolkata, India
email: chandreyee.chowdhury@gmail.com

Abstract—A mobile agent is an agent with the ability to
migrate from one host to another where it can resume its
execution. Mobile agents can be used in wireless and mobile
network applications in order to save bandwidth and time. In
this paper we consider reliability issues that need to be
addressed before mobile agents can be used in a broad range of
applications in Mobile Adhoc Network. We show how a Mobile
Agent based System can be made more reliable despite the
uncertainties introduced by underlying network environment.
Adhoc network brings in new aspects to dependability because
the characteristics of such network affect reliability of the
services offered by the agent system. Here we propose an
algorithm for estimating the task route reliability of a system
of agents that is based on the conditions of the underlying
network. The system consists of independent agent groups,
each group corresponds to a particular application for which
these are deployed. The complexity of mobile agent based
system combined with the underlying dynamic topology of
adhoc network drives us to estimate it using Monte Carlo
simulation. Smooth Random Mobility Model is used to
estimate node location at a particular time. Environmental
factors like multipath propagation that affect the received
signal power are also considered. The results achieved
demonstrate the robustness of the proposed algorithm. This
paper demonstrates a reliability estimation model for mobile
agent based system in mobile adhoc network and shows that
reliability is heavily dependent on the conditions of the
network and on agent heterogeneity.

Keywords- Mobile Ad hoc network; Monte-Carlo; Reliability;
Mobility Model; Fault-tolerance;

L INTRODUCTION

A mobile agent is a combination of software program and
data, which migrates from a site to another site to perform
tasks assigned by a user according to a static or dynamic
route [1]. It can be viewed as a distributed abstraction layer
that provides the concepts and mechanisms for mobility and
communication [2]. An agent consists of three components:
the program, which implements it, the execution state of the
program and the data. A mobile agent may migrate in two
ways namely weak migration and strong migration [3]. Weak
migration occurs when only the code of the agent migrates to
its destination, a strong migration occurs when the mobile
agent carries out its migrations between different hosts while
conserving its data, state and code. The platform is the
environment of execution. The platform makes it possible to
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Jadavpur University
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create mobile agents; it offers the necessary elements
required by them to perform their tasks such as execution,
migration towards other platforms and so on.
Typical benefits of using mobile agents include
* Bandwidth conservation: sending a complex query
to the database server for processing.
* Reduced latency: a lightweight server can move
closer to its clients
* Load balancing: loads may move from one machine
to the other within a network etc.

The route of the mobile agent can be decided by its
owner or it can decide its next hop destination on the fly.

Here, we assume the underlying network to be a Mobile
Ad Hoc Network (MANET) that typically undergoes
constant topology changes, which disrupt the flow of
information over the existing paths. Mobile agents are
nowadays used in MANETS for various purposes like service
discovery [4], network discovery, automatic network
reconfiguration etc.

Dependability of any computing system may be defined
as the trustworthiness of the system, which allows reliance
to be justifiably placed on the service it delivers [5]. It is an
integrative concept that encompasses attributes like
availability (readiness of usage) and reliability (continuity of
correct service) [5]. In MANET, like in any other mobile
distributed system, mobile nodes access information
through wireless data communication at any time and
everywhere (motion and location independence) [6].
Therefore, this environment itself introduces new features
and aspects to dependability, affecting both availability and
reliability of the services of distributed systems.

Hence the reliability of underlying network becomes a
factor that may affect the performance, availability, and
strategy of mobile agent systems [7] [8].

In this paper, we define a Mobile Agent-based System
(MAS) to be a system consisting of a number of different
groups of agents where each group accomplishes an
independent task.

The connectivity between the nodes is calculated
according to the two-ray model [9] for signal propagation
reflecting multipath propagation effect of radio signals. The
node movements are assumed to be smooth as is the case in
most real life scenario. Smooth Random Mobility Model
(SRMM) [10] is used for this purpose. We propose a
randomized agent planning strategy where an agent selects a
destination almost randomly giving preference to a list of
nodes over the others and the routes are also updated
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dynamically, in order to incorporate node mobility, as agents
roam in the network. We estimate the reliability of such a
mobile agent based system using Monte Carlo simulation
technique. This technique is used to avoid the typical
computational complexity that may arise.

Some contemporary work in this area is discussed in
Section II. Our work in reliability estimation is presented in
details in the subsequent section (III). The simulation results
of our reliability model are summarized in Section IV.
Finally, Section V concludes with an indication of our
future endeavor in this area.

IL RELATED WORKS

Reliability analysis of MAS in adhoc network is a
complicated problem for which little attention has been paid.
Most of the work done in this area is related to distributed
systems and distributed applications. But as pointed out in
[8], features like scalability and reliability becomes critical in
challenging environment with wireless networks. However,
the scalability/reliability issue of MAS has been highlighted
in [11], although the work does not focus on MANET. We
did not see any work that considers transient environmental
effects (apart from node mobility) into the reliability
calculation for MANET.

A. Reliability of Distributed Systems

Two reliability measures are introduced in [12],
distributed program reliability and distributed system
reliability. Here graph traversal is used in designing an
efficient method to evaluate the proposed measures.

In [13], a unified algorithm is proposed to efficiently
generate disjoint file spanning trees by cutting different
links, and the distributed program reliability and distributed
system reliability are computed based on a simple and
consistent union operation on the probability space of the file
spanning trees.

In [14], two algorithms are proposed for estimating the
reliability of a distributed computing system with imperfect
nodes. One is called symbolic method (SM), is based on a
symbolic approach that consists of two passes of
computation, and the other algorithm, called factoring
method (FM), and employs a general factoring technique on
both nodes and edges.

B. Mobile Ad Hoc Network

In [15], Toh et al. describes a MANET as a collection of
two or more devices equipped with wireless communications
and networking capability. This definition is expanded
further by explaining the method by which their networking
capability is realized. Like point to point radios, ad-hoc
devices can communicate directly with other devices within
their range. They may also communicate with those outside
their range by using intermediate nodes to relay or forward
the message to the destination node. This second capability,
multi-hop communications without the need for network
infrastructure is what makes MANET unique.

Research on ad-hoc networks generally focuses on the
modification and creation of protocols in the network and
transport  layer, such as  Transmission Control
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Protocol/Internet Protocol (TCP/IP) to accommodate the
mobility of the nodes and make network performance more
robust. In [16], Ye et al. proposed a deployment strategy to
increase probability of a ‘reliable path’. The increase in path
reliability was accomplished through strategic node
placement, limiting the application to instances where node
mobility be directed. In [17], a protocol is proposed to
accommodate the probabilistic reliability of a MANET but it
does not explicitly measure network reliability.

C. Reliability of MANET

Due to the analytical complexity and computational cost
of developing a closed-form solution, simulation methods,
specifically Monte Carlo (MC) simulation are often used to
analyze network reliability. In [18], an approach based on
MC method is used to solve network reliability problems. In
this case graph evolution models are used to increase the
accuracy of the resultant approximation. In [19], a MC
method is designed to estimate network reliability in the
presence of uncertainty about the reliability of both links
and nodes.

But little has been addressed on the reliability estimation
of MANETS. In [20], analytical and MC-based methods are
presented to determine the two-terminal reliability for the
adhoc scenario. Here the existence of links was considered
in a probabilistic manner to account for the unique features
of the MANET. However, there remains a gap in
understanding the exact link between a probability and a
specific mobility profile for a node. In [21], MC-based
methods are presented to determine the two-terminal
reliability for the adhoc scenario. This work is an extension
of that in [21], by including directly, mobility models in
order to allow mobility parameters, such as maximum
velocity, to be varied and therefore analyzed directly. The
methods in this paper will now allow for the determination
of reliability impacts under specific mobility considerations.
As an example, one may consider the different reliability
estimate when the same networking radios are used to create
a network on two different types of vehicles. Here node
mobility is simulated using Random Waypoint mobility
model [22]. But this Random Waypoint model of mobility
being a very simple one often results in unrealistic
conclusions.

D. Reliability of Mobile Agents

Little attention has been given to the reliability analysis
of MAS. In [23], two algorithms have been proposed for
estimating the task route reliability of MAS depending on
the conditions of the underlying computer network. In [24],
which is an extension of the previous work, a third
algorithm based on random walk generation is proposed. It
is used for developing a random static planning strategy for
mobile agents. However, in both the works the agents are
assumed to be independent and the planning strategy
seemed to be static. So this work does not address the
scenario where agents can change their routes dynamically.
Moreover, it does not address the issue of node mobility in
between agent migrations.
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In [1], a preliminary work has been done on estimating
reliability of independent mobile agents roaming around the
nodes of a MANET. The protocol considers independent
agents only. Node and link failure due to mobility or other
factors is predicted according to NHPP. Explicit node
movement according to some mobility model is not
considered. An agent may migrate to any node with equal
probability. This may not be not realistic as some nodes may
provide richer information for a particular agent deployed by
some application. In [25], the MAS is assumed to be
consisting of a number of agent groups demanding for a
minimum link capacity. Thus, each agent group requires
different channel capacity. Hence, different groups perceive
different views of the network. In this scenario the reliability
calculation shows that even with large number of
heterogeneous agent groups with differing demands of link
capacity, the MAS gradually reached a steady state.

I1I. OUR WORK

Though mobile agents are recently used in many
applications of MANET, dependability analysis of such
applications is not much explored. However, attributes like
scalability, reliability and availability are affected by the
dynamic network topology of MANET. However the
scalability/reliability issue of MAS has been highlighted in
[11], although the work does not focus on MANET.
However, we have done some work on estimating reliability
of wireless networks (in [26]), where nodes move according
to some mobility model like Smooth Random Mobility
Model [10]. But mobile agents are not considered in [26].

Moreover, we have done some preliminary work [1] [25]
on agent reliability but it does not consider several issues
that are considered in the present work.

A. Terminologies used in this paper

(V,E) the graph (G) representation of our network;
N no. of mobile nodes;
S our mobile agent based system;
M no. of mobile agents that constitutes S and are
deployed in the network; thus, S= {m;, .m;... my}
Ry reliability of S;
n no. of nodes successfully visited by an agent;
Ai(t) task route reliability of i™ agent in a step of
simulation;
A(t) average reliability of all the agents;
L(t) an array of length NxN
ri(t) the probability that m;is working correctly at time
t that is the individual software reliability of m;;
Gt,Gr transmitter and receiver gain respectively;
ht,hr height of the transmitting and receiving antenna;
dj  the distance between nodes i and j
Q  no. of simulation steps;

B.  Problem Definition

In this paper, we assume that our mobile agent-based
system (S) consists of M independent agents deployed by k
owners that may move in the underlying MANET. The
reliability of (S) is defined as the probability that (S) is
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operational during a period of time [2]. Consequently S is
said to be fully operational if all its currently existing
mobile agents are functional or operational [3], whereas it is
fully down if all its currently existing mobile agents are
fully non-operational. Moreover, (S) is said to be partially
operational if some of its currently existing mobile agents
are operational. Later, in Section III.C we define reliability
of an individual agent in this context.

1)  Modeling MANET: We model the underlying
network as an undirected graph G= (V,E) where V is the set
of mobile nodes and E is the set of edges among them. Let
the network consist of N nodes, thus, [V|=N that may or may
not be connected via bidirectional links (e). The following
assumptions are made ([27] [28]):

1) The network graph has no parallel (or redundant)

links or nodes.

2) The network graph has bi-directional links.

3) There are no self-loops or edges of the type (vj, vj).

4) The states of vertices and links are mutually
statistically independent and can only take one of the
two states: working or failed.

Initial locations of the nodes (v;s) are assumed to be
provided. The mobility of nodes in MANET can be
simulated using SRMM [10]. This model is like Random
Waypoint Mobility Model [10] but more realistic as it
prevents the nodes from taking sharp turns or making
sudden stops.

To incorporate SRMM [10] a Poisson event determines
the time instant of change in speed. A new speed is chosen
from the interval [0,V .x] where 0 and V., are given
higher preference and rest of the values are uniformly
distributed. Once a target speed is chosen the current speed
is changed according to the acceleration a(t), which is once
again uniformly distributed in [0, a,]. The values of V.«
and ay,, may be different for different users. For example,
for vehicular traffic, these will have higher values than
pedestrians. Thus, as in [10],

Vi(D):= vi(t-At)Fai(t)*At (1)

A new target direction is chosen only when v;(t)=0. We
simulate here the stop turn and go [10] behavior. The target
direction is uniformly distributed between [-7/2, m/2] with
/2 and - ©/2 having higher priorities [10]. At every time
instant direction (Ag;(t)) changes incrementally (Ag;i(t))
unless it attains the target direction. Thus, as in [10],

9i(D= @i(t-AD) + Agi(t) )

Now, using this speed at previous time instant,
acceleration, and direction, we can estimate the position
(x;,y;) of the node at (t+At) as

Xi(t+At):Xi(t)+At*Vi(t)*COS(pi(t)"rO.5*ai(t)*COS(pi(t)*Atz 3)
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yi(t+At)=yi(t)+At*vi(t)*sing;(t)+0.5*a;(t)* sin(pi(t)*At2 4)

The movement of the nodes is assumed to be bounded
within a specified simulation area as in [10].The distance
between a pair of nodes (d;;) can be calculated as follows

d; () = |(x—x :I- + (v - f»',::l-
)

The probability of link existence (Pj,x) not only depends
on the distance between the nodes but is also very much
dependent on the environmental factors. So, even when two
nodes remain within the transmission range of each other,
but due to factors like signal fading, shadowing, diffraction
etc., the quality of transmission can degrade appreciably
[29]. The average received power (p,) is a function of the
distance between the transmitter and the receiver. Here we
take the two-ray model for radio propagation in order to
show how the transmitted signal with power (p;) suffers
from multipath propagation while reaching the receiving
end. Thus, p,(d) can be stated as mentioned below [9]:

p.(d) = p.G.G, L (6)

In free space, the received power varies inversely to the
square of the distance but here we have assumed the
exponent to be 4 to indicate the presence of a medium.

2) Modeling Mobile Agent Based System: In this

scenario we can think of a mobile agent as a token visiting
one node to another in the network (if the nodes are
connected) based on some strategy as needed by the
underlying applications to accomplish its task.
An agent starts its journey from a given owner and moves
from one node to another at its will. The owner provides a
priority list to the agent, which contains a list of node ids
that are most beneficial migration sites (for the application
that deployed that particular agent). So, an agent will always
try to visit those nodes from the priority list as its first
preference. But this movement is successful if the two nodes
are connected and there is no simultaneous transmission in
the neighborhood of the intended destination. We assume
that cases of collisions (if any) are taken care of by the
underlying MAC protocol. So, we associate a probability
with the movement to indicate transient characteristics of
the environment, since, for example, the routing table may
not be updated properly or the link quality may have
degraded so much (due to increased noise level) that the
agents are unable to migrate. Thus, if an agent residing at
node A decides to move to node B (connected to A) then the
agent successfully moves to B with probability p,. Here py
denotes the problem of unpredictable background noise
level mentioned above. For example, noise level may
increase due to heavy rainfall.
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Let us suppose that at an instance t, the MANET consists
of five nodes namely MN,, MNg, MN¢, MNp and MNg and
their connectivity is as shown in Figure 1.The dotted line
represents an erroneous link. We assume that all the nodes
have appropriate host platform for the agents and the agents
may update their migration policy on the fly. An agent x
(say) residing at node A does the following:

1) It chooses its next destination almost randomly
giving more preference to the nodes in the priority
list. If that destination is not visited before and if
there is a path then x moves to its new location with

probability py,.
o o °
A ,~'. C C
&0 e
E D O D

Figure 1. An instance of a network graph at instant t (left)

and t+At (right) respectively

2) But when x attempts to move to MNjp at (t+At) time
instant, the network graph changes (Figure 1) and
MNg becomes an isolated node, which is
unreachable. It may also happen that the capacity of
the link (from MN, to MNp) is lower than that
needed by x. So for the underlying routing
algorithm, a link exists between MN4 and MNg but
for agent x, the capacity of the link is not sufficient.
So MNp is unreachable for x.

3) So x will not be able to move to MNp.

4) In the next time instant X may retry or try to choose
its next destination randomly again.

This helps in the improvement in system performance.
This is because of the fact that the agents themselves try to
overcome the transient faults.

3) Modeling Agent Reliability:

In this scenario we study the reliability of MAS with
respect to the network status and its conditions (for
example, connectivity of the links, path loss probability
etc.). We start with a dynamic planning strategy where each
agent is expected to visit N (<=number of nodes in the
network) nodes in the network to accomplish its task. Each
group of agents starts its journey from a given node, which
acts as its owner. We assume that a node can only own a
single group of agents. In other words, a node can only host
one application that will deploy a number of agents. Due to
the constraints of mobile nodes (MN) such assumption is
not absurd at all.

We have taken the failure probability (P) of the mobile
nodes (Pnode) to be a variable of Weibull distribution [21].
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Now reliability of MAS (R;) can be defined as

R= {RMAS\RMANET} @)

Here reliability of MANET (Ryaner) can be treated as
an accumulative factor of (1-Pnoge) and Prin. Princ can be
treated as a combination of P (p; is at an acceptable level)
and the mobility model. Here p, denotes the received power
at node j after traversing distance d;j from sender node i.

Here we calculate individual agent reliability on the
underlying MANET as follows:

If an agent can successfully visit M nodes out of
N(desired) then it has accomplished M/N portion of its task.
Thus, reliability in this case will be M/N.

But if the application requires all N nodes to be visited
in order to fully accomplish the task and in all other cases
the task will not be considered to be done, reliability
calculation will be modified as:

If an agent can successfully visit all N nodes desired
then it has accomplished its task. Thus, reliability in this
case will be 1. In all other cases it will be 0.

Above definitions of agent reliability works only if there
is no software failure of the agent (assumed to follow
Weibull distribution [21]).

Now, the probability that the MAS is operational i.e.,
reliability of MAS (Rymas) can be calculated as the mean of
reliability of all its components, that is, the agents in this
system.

2 {Agent Re liabilities} (8)
No.ofAgents

mas =

Finally to calculate Ry in equation 7 an algorithm is
proposed in this paper in the next section.

C. Steps of Reliability calculation of mobile agent with
dynamic route

1) SRMM is used to simulate the effect of node
mobility.

2) The probability of the existence of a link is
calculated according to equation 6 to cover
multipath propagation effect of radio signals.

3) Breadth First Search (BFS) is used iteratively to
identify the connected components (clusters) of the
network and are given unique identifiers (cluster
id).

4) A mobile agent prefers to select a destination,
which is not visited before, from the priority list. If
it finds a route (that is if the source and destination
share the same cluster id) then it moves with a
certain probability and the process continues
otherwise the process halts.

5) Individual node failure is also considered and
Weibull distribution [21] is used to simulate the
same. Weibull distribution takes two parameters,
scale and shape. We have given the values in such
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a way that as time passes on the probability of
failure also increases.

6) Finally, Monte Carlo method of simulation is used
to find the overall reliability.

1) Input parameters: M (number of independent mobile
agents in the system), The initial state of the network
(node position, location, speed of the nodes)

2) Detailed Steps:

1. Initialize n (that is the number of mobile nodes
successfully visited by an agent) to 0 and a source for
the mobile agent.

2. List of vertices along with their initial positions is
given.

3. The priority list for each agent group is also formed
and kept with the owners.

4. 1. To simulate the effect of node mobility create E’, a
subset of VXV with the same using SRMM as
follows.

a. The vi(t) and ¢i(t) are calculated using
equation (1) and (2) respectively.

b. The position of each MN is updated for the
next time increment by equation (3) and
4).

c. Distance between each pair of nodes is
calculated using equation (5) and E’ is
populated according to equation (6).

ii. Some nodes may also fail because of
software/hardware failure or become disconnected
from the network according to NHPP distribution.
Node failure can be simulated by deleting the edges
e from E’ further that are incident on the failed
nodevE/V .

5. According to Weibull distribution we find individual
software reliability r; for an agent i.

6. BFS is used unless all connected subgraphs are
assigned a proper cluster id. Thus, an isolated node is
also a cluster.

7. The agents perform their job on this modified graph.

a. An agent will prefer to choose a node to be
its next destination if it is in its priority list
and is not visited already. All other nodes
(not there in the priority list) are equally
likely destinations.

b. If that destination falls in the same cluster
as it is now residing, the agent moves to the
new destination with probability p that
represents the instantaneous background
noise level in the network. If it succeeds, n
is incremented by 1.

c. Despite several attempts that an agent may
make, if an agent fails to move to its next
destination (say node;), then,

i. the agent tries to move to other
destinations as needed by the
application.

8. Repeat steps 3 to 6 until all nodes are visited or the

new destination falls in a different cluster.
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n
9. Calculate A.(f)=— 9
alculate A, (?) I )

Here the value of n depends heavily on the conditions
of the underlying network.

10.  Reset the value of n.

11. Repeat steps 5-9 for all agents (k) in the system.

1 k

12. Caleulate A(f) = — E A()r, (10)
k

13. Repeat steps 3 to 11 Q (simulation steps) times.

14. Calculate node reliability 1 i Ag.1) (11)

q=1

It is to be mentioned that step 4 is repeated for every
move of the mobile agent. Since in a typical adhoc scenario
we cannot assume the nodes to be static during the entire
tour of the mobile agents so after every single move the
entire network configuration (hence the effect of node
mobility) is recalculated. Moreover in this case E’ does not
have to be a subset of E because with time some nodes may
also move closer to the other nodes and thus, creating a link
between them.

If an agent fails to move because of background noise
level, then it may retry depending on the amount of delay
that the respective application can tolerate.

Here we have assumed that in order to accomplish a task
the agents need to visit all the nodes in the network. So we
have N as the denominator in equation 9. But we can change
this parameter and our algorithm will still work if lesser
number of nodes is needed to be visited. We have also
assumed that the agent can always retract to its owner.

It may be seen in practice that in a network some nodes
have rich information and the agents tend to move to those
nodes as their next destination over the other. That is why,
we prioritize the nodes by providing a priority list rather

TABLE L. PRIORITY LIST OF THE AGENTS
Agent Id Priority List
Agent 1 MN,;,MN,
Agent 2 MN;, MN;
Agent 3 MN,
Agent 4 MN;, MN,

than randomly selecting the next destination in step 7 of the
algorithm. Here we feed the priority list from owners but the
agents may also learn about such rich nodes from their
experience and may share this information also with the
others using some multiagent communication scheme like
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the blackboard model [30]. A mobile agent may leave a
message for another agent at one of the N hosts. Whenever
the dependent agent comes to that host it will receive that
message and act accordingly. So, the node priorities can also
be modified on the fly. This is a possible application of
learning [31] in this system.

D. An Example

We have taken an instance where there are ten nodes in
the network. Four mobile agents are deployed by four
different owners and they start their journey from their
owners. Agents 1, 2, 3 and 4 start their journey from nodes
MN;, MN,, MN; and MN, respectively and roam around the
network to accomplish its task. Thus, an application (for
example, service discovery) running on MN; deploys agent
1. Our job is to find the number of nodes that are
successfully visited by these agents, which indicates the
progress of its task (how many services the agents discover
for a MANET) and consequently the reliability of the agent
group will be calculated. Average reliability of all groups
taken over a certain time period for a number of simulations
represents the reliability of the MAS despite the uncertainties
of MANET. So, for reliability calculation we are giving
equal priority to all nodes. However, our migration policy
gives some nodes higher weight over the others (step 7a in
the algorithm) indicating the fact that all destinations are not
equally likely. The agents are fed with a given priority list by
their respective owners as shown in Tablel. For example,
visiting nodes MN, and MN, will be most beneficial for
agent 1 and so on.

The nodes are taken close enough (Figure 2) so that they
form an almost connected network. As shown in Figure 3a,
MNp is isolated from the MANET initially. But eventually it
finds MN o within its range and hence can connect itself to
the network (Figures 3b, ¢ and d). This strategy of node
distribution sounds realistic as the nodes in a MANET may
not remain connected to each other always due to individual
node movement and environmental characteristics.

Smooth Movement of the Nodes
XX
X
105 )&g ¢ MIN1
10 e P - x WMIN2
*
=05 - s *MN3
. . © MIN4
o +MNS
8.5
8
1012 14 164y18 20 2

Figure 2. Movement of the nodes according to SRMM
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Every 3 seconds the positions of the nodes are updated
according to SRMM. The simulation is carried out for 30
seconds and the positions of the different nodes are given in
Figure 2. The smooth movement of the nodes is obvious
from the figure itself. Connectivity of the nodes is calculated
according to the Two-ray model. For convenience we have
only shown four nodes to be deploying agents. The network
topology at 4 successive time instants is shown in Figure 3(a,
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b, c and d). Agents are also shown in Figure 3 by callouts
along with a numeral to indicate agent ids. The dotted ones
(callouts) represent the starting position and the bold ones
(callouts) represent end point of their journey at that time
instant.

Figure 3(a) indicates a disconnected network graph for
the MANET with an isolated node (MNy) and two
components (clusters). Nodes, MN; and MNg form one

()

(b)

(©

(d

Figure 3.

a.  Network graph at time instant t=t0 and the position of the agents

b.  Network graph at time instant t=t0+At and the position of the agents

c.  Network graph at time instant t=t0+2At and the position of the agents

d.  Network graph at time instant t=t0+3At and the position of the agents
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cluster and all other nodes (except MN;, MNg and MNy) fall
into a different cluster. Here any agent can move to any
destination it wants to within its cluster. The agents start
their journey in such a scenario.

While the nodes move and form a network configuration
as shown in Figure 3(b), the agents also start migrating in the
network. The network connectivity is slightly changed here
as MNy now comes within the transmission range of MNj
and hence becomes connected to one of the clusters. So our
MANET now contains two clusters, (one containing MNj;
and MNg and the other containing the rest). Since agentl
gives highest priority to MN, and MN, over the others so,
agentl first visits MN,. For similar reasons, agent2 visits
MN; (from MN;) and agent4 visits MN, (from MNy)
respectively. But agent3 cannot migrate successfully as node
MNy, the highly beneficial migration site for agent3, lies in a
different cluster.

Network connectivity changes a little in the next 3
seconds as indicated in Figure 3c. So, agents 1 and 4 make
successful migrations to their highly preferred destinations
such as MN, (from MN,) and MN; (from MN)) respectively.
However, MNj3, a highly beneficial migration site for agent2
falls in a different cluster than MN; (where agent2 currently
resides). Consequently, agent2 cannot make any migration
but stays at MN;. Moreover due to transient characteristics,
the link between nodes MN; and MNg becomes erroneous.
As a result agent3 makes an unsuccessful attempt (step 7b in
the algorithm) to migrate to MNg (from MNj3) but stays at
MN;. As the agents are sent with a given probability, even if
nodes fall in the same cluster, an agent may not be able to
make a successful migration. This scenario indicates the
notable effect of transient errors on the performance of MAS.

Finally in the next 3 seconds the collection of nodes form
a connected graph as MNj; comes within the transmission
range of MN;. Now the agents can migrate to any other node
with a certain probability (step 7 of our algorithm). Thus,
agents 1 and 4 migrate to MNg (from MN,) and MNj; (from
MN),) respectively. Agents 2 and 3 also finally find their
most beneficial migration sites (MN; for agent 2 and MNy
for agent 3) reachable and attempt to make successful
migrations.

In this way, the simulation is continued and the nodes in

the MANET continued to form different network
TABLE II. VARIATION OF RELIABILITY
WITH NO. OF MONTE CARLO SIMULATION STEPS
Q Reliability
10 0.539
100 0.5315
500 0.5319
1000 0.5314
2000 0.5312
10000 0.5319
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configurations affecting agent migrations. The value for
received power is taken to be 16dBm. In the calculation the
antenna gains are taken to be 2.2dBi, the height is taken to be
2m and the transmitting power is taken to be 20dBm [32].

At the end of the 10th second, agents 1, 2 and 4 finish
migration to 9 nodes each (including their owners) out of all
10 nodes in the MANET accomplishing (9/10 that is) 90%
of their tasks each. However agent3 was only able to cover
7 out of 10 nodes (70%) because its owner MN; was
disconnected from most nodes of MANET for a while, thus,
accomplishing only 70% of its task. This scenario shows the
effect of MANET configuration on the performance of
MAS. Thus, the overall reliability of MAS comes out to be
(3*0.9+0.7)/4=0.85 that is 85%. If another simulation run is
carried out for the same amount of the time, then the overall
reliability comes out to be 0.825. If we use Monte Carlo
simulation for a number of times (Q=100 onwards) the
overall reliability tends to converge to 0.53 (as shown in
Table II). Thus, with a MANET of 10 nodes moving
according to SRMM, the MAS where the agents almost
randomly choose their neighbor and migrate, will be 53%
reliable.

Iv. EXPERIMENTAL RESULTS

The simulation is carried out in Java and it can run in any
platform. The initial positions of the MNs are given along
with their initial speeds and the maximum acceleration that
can be attained by them. All agents of the same group start
from the same node, that node are designated to be the
owner. The maximum allowable speed and acceleration of
the MNs are read from a file. These values are needed by
SRMM. The simulation time is taken to be 1 hour. For the
rest of the experiments, the number of nodes is taken to be
40 unless stated otherwise. The other parameters like
received power, antenna gains are kept the same as
mentioned in the example (Section IIID). Unless otherwise
stated the number of agents is taken to be 30 and the number
of groups is taken to be 4. In MANET due to environmental
factors like diffraction, fading along with asynchronies in
movement pattern, some nodes become isolated from the
network. Some of the nodes may rejoin and some remain
disconnected from the network. So, to start with we have
taken such a scenario (of MANET) in terms of initial node
positions and respective speeds.

With four (4) groups and a total of 30 mobile agents, if
we increase the MANET size, the reliability is found to drop
eventually as shown in Figure 4. This result is in concurrence
with the one we get in [1]. Here at every step we add
approximately 10 nodes but almost none of them remain
within the transmission range of any of the disconnected
components of the existing MANET. This is not also
possible in a MANET with an appreciable diameter. So the
number of successful agent migration reduces as more nodes
become unreachable for an agent. Consequently at each step
there is no drastic change in network connectivity as can be
observed in [1], just the size of some disconnected
components increase. This results in the gradual fall in
reliability with increasing N.
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Variation of Reliability with No. of
Nodes
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Figure 4. Variation of reliability with increasing network size

Now we look into the matter in more details for MANET
with fast moving nodes. The maximum acceleration of the
nodes is varied to yield different standard deviations for a
given mean. When the average of all the maximum
acceleration that a node can attain is 0.75, we plotted the
reliability value for standard deviation = 0.1, 0.2, 0.3, 0.4 and
1. Similar things have been done for average value of 1.5 and
3 as shown in Figure 5. In most cases for a given standard
deviation, higher mean implies lower reliability. So, this
indicates the fact that when all nodes have the same variance
in speed, if the overall MANET nodes are slower then
obviously, the nodes will remain crowded implying higher
reliability. On the contrary, for a given mean, higher the
standard deviation, lesser will be the reliability. This
indicates that when all the nodes move with comparable
speed (lower standard deviation), for example, group
movement in disaster relief or military operations, overall
reliability improves. But when some nodes lag behind the
others, reliability of MAS would get hampered as the
MANET breaks into a number of clusters.

The above mentioned conclusion is valid irrespective of
the MANET nodes being slower or faster. Thus, in Figure 6,
the points at the peak of the curve yield lower standard
deviation. But if the mean goes even higher, that is for faster
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Figure 5. Variation of reliability with greater variation of
node accelerations
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MANET, the reliability of MAS reduces as shown in Figure
6.

The effect of background noise is observed in Figure 7.
As the environment becomes noisier, such as urban areas,
interference is higher. So the receiver would not be able to
decode the signal if the received signal power is low. Thus, a
weak signal having signal power of 8dBm could not be
decoded in crowded areas. But for environment with lower
interference, such as highways or countryside, the
transmission range increases, enabling weaker signals
(having power of 8-15dBm) to be detected and decoded
properly. Hence network connectivity improves making
MAS more reliable.

We have seen that if node movements are allowed only
at the beginning before the mobile agents start their task
route, then performance of the algorithm does not vary
appreciably with number of mobile agents deployed in the
system. But if the situation is made more realistic by
allowing node movements in between agent migration then
reliability of MAS varies with its size as shown in Figure 8.
As far as the number of agent groups remains fixed
(heterogeneity), the increasing size of MAS (in terms of M)
does not seem to affect reliability greatly. But if the
heterogeneity among agents increases, even for a fixed size
of MAS, reliability improves and slowly reaches a stable
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state. This result is significant as it shows that a large
number of applications deploying different types of agents
(having different migration pattern) does not hamper the
reliability of MAS. Rather they cover the different parts of
the network in a better manner and can better exploit the
denser portion of MANET. So, an increasing number of
heterogeneous agents yield better performance than a single
group of homogeneous agents of comparable size. This is
because the homogeneous agents have similar migration
pattern, they start from the same region of MANET and tend
to face similar connectivity problems.

Let us now concentrate in the migration pattern of the
agents. As we know, every agent is provided with a
preferred list of migration sites (priority list of the agents)
by their owner. Longer the priority list wider will be the
agent’s scope to choose its next destination. But still, the
probability of successful agent migration remains highly
dependent on the position and connectivity of the next
destination. Hence as shown in Figure 9, only a little
improvement can be observed for longer priority list.

Keeping all parameters fixed if we increase the
simulation time, the MANET diameter increases, thus,
decreasing the overall reliability of MAS. But after some
time the network connectivity somewhat stabilizes, thus,
reducing any further the rate of change of reliability with
time and the system enters a somewhat stable state (shown
in Figurel0).
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V. CONCLUSION

In this paper, a scalable approach to estimate the
reliability of a mobile agent based system for MANET is
presented. The reliability calculation depends heavily on the
conditions of MANET, like area covered by a node, size of
MANET and of course, node mobility.

A starting point for the agents is provided. However the
agents are not fed with a given route, rather a list of preferred
migration sites are mentioned, which is quite practical. The
agents show slightly better reliability if more nodes are
designated as preferred migration sites, that is, the agent’s
scope becomes a little wider.

SRMM is used to simulate the movement of the nodes.
The protocol is validated and results are shown in Section
IV. It can be observed that for a faster MANET only if all the
nodes move with comparable speeds then MAS is found to
be appreciably reliable. Higher background noise is also
found to hamper the reliability of MAS.

As can be seen, reliability improves heavily if the agent
set is sufficiently heterogeneous, despite the dynamics and
uncertainties associated with MANET. This work does not
consider agents with differing QoS requirements for
migration.

We are planning to include (i) mobile agents designed
specifically for an application like service discovery and (ii)
security characteristics to design a fully dependable system.
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Abstract—Typical wireless sensor network applications in
the domain of environmental monitoring require or profit
from extended system lifetime. However, restrictions in sensor
node resources, especially due to the usage of capacity limited
batteries, forbid these desired lifetimes to be reached. As
opposed to batteries, energy harvesting from ambient energy
sources enables for near-perpetual supply of sensor nodes, as
the utilized energy source is inexhaustible. Nevertheless, the
supply from ambient energy sources is rate-limited, wherein
this supply-rate is mainly defined by the system deployment
location. On the other hand, the attached sensor node has
a consumption-rate, which has to be supplied to guarantee
continuous node operation. In this paper, we address the
matching of supply-rate and consumption-rate in solar energy
harvesting systems at locations with limited insolation. The
focus lies on the reduction of harvester energy overhead, which
in low-duty cycled system easily reaches similar or higher
consumption levels than the load it supplies. We suggest and
present two harvester architectures [1], that have their main
design consideration on simplicity. The individual modules
of the architectures are tested and verified in laboratory
measurements and we evaluate the fully implemented systems
in an outdoor deployment. Based on the laboratory results,
implementation choices for the architecture modules have been
made. Whereas both harvesting architectures continuously
supplied the attached load during the deployment period, we
were able to compare their behavior with each other and
present individual advantages and drawbacks.

Keywords-energy harvesting; environmental monitoring;
wireless sensor networks; energy sources; node lifetime

I. INTRODUCTION

According to general believe, Wireless Sensor Networks
(WSN) have the possibility to revolutionize the way we per-
ceive and interact with our environment [2]-[4]. Combining
sensing, control, processing and communication capabilities
in relative small and inexpensive measurement systems,
allows sampling at large-scale with high temporal and spatial
resolution. This in turn offers advantages in a plethora
of different application domains, increasing efficiency of
existing applications and enabling a set of completely new
functions.

In Environmental Monitoring, as one of these application
domains, WSNs offer distributed and autonomous measure-
ments with automatic data acquisition possibilities. Large
areas of interest can be observed with a scalable number of
sensing stations and flexibility in their positioning, while not

Table 1
TYPICAL ENERGY HARVESTING SOURCES AND POWER LEVELS
AVAILABLE IN OUTDOOR ENVIRONMENTS [8], [9]

Energy source Power density Condition

Solar 100 mW cm—2 direct sunlight, outdoors

Wind 100 mW cm~2 9ms~1, 10m altitude
Ambient RF < 1uWcem~2  unless close to emission source
Thermo-Electric 60 uW cm—2 at 5 °C temperature difference

demanding increased human interaction. Furthermore, con-
nectivity through the network infrastructure allows sample
transfer from all sensor nodes to a desired gathering point
and remote access and control of these nodes.

Nevertheless, application setup and deployment can re-
quire considerable amount of time and money [5]-[7], espe-
cially when numerous sensor nodes are involved. Therefore,
lifetime and maintenance demands become an important
issue, defining economical feasibility of this technology. Ide-
ally, system operation should be indefinitely, uninterrupted
and without requiring human involvement.

As an active electronic system, one primal requirement for
system autonomy is the constant supply of power. Due to the
typical inaccessibility of a fixed power infrastructure, energy
storage devices - usually in form of batteries - are used as
power sources. Though, as energy storage capacity of these
devices is limited, autonomous lifetime of the systems these
devices power, is inevitably limited as well.

As a result, energy harvesting attracts increasing attention
in research involving Wireless Sensor Networks. Harnessing
available ambient energy, such as from wind, sun, vibra-
tions or temperature gradients, energy reservoirs in storage
devices of limited capacity can be recharged on a regular
basis. Because these ambient energy sources are not limited
in their energy capacity (i.e., they are inexhaustible), but only
in their supply rate, matching their supply rate with the load
consumption demand enables perpetual energy supply.

Table I provides an overview of expectable power densi-
ties for different ambient energy sources, typically available
to outdoor environmental sensor networks. While power
densities can be quite high, it is strongly depending on
deployment location and environment.
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Solar energy harvesting is the most frequently used form
of energy harvesting in outdoor Wireless Sensor Networks,
which might find explanation in several of its properties.
(i) Its conversion technology is rather mature and low-cost,
because of the use in macro-scale energy production. (ii)
Power densities are often sufficiently high. (iii) Available
energy spreads over a wide area and conversion rate is easily
scalable, and (iv) conversion does not require mechanical
parts, leading to higher maintenance requirements.

Nonetheless, also for solar energy harvesting, achievable
conversion rates are highly location specific. This means
while there are locations providing good harvesting possi-
bilities, there are also those where solar radiation is limited
and insolation unequally distributed over the year. Research
targeting micro-solar energy harvesting systems for the
former case is documented plentiful in literature. Opposed
to that, systems addressing low solar radiation environments
are strictly limited.

In this paper, we address the issue of limited irradiation
conditions for solar energy harvesting based outdoor sensor
networks. The general architecture of solar energy harvesting
power supplies is presented and analyzed towards limitations
for use in low irradiance situations. Design considerations
are made to allow the sufficient conversion of light into elec-
tricity for powering sensor sample-and-send sensor nodes in
Environmental Wireless Sensor Networks, while at the same
time avoiding lifetime limitations due to battery storage
devices. Herein, the focus of the system lies on providing
sufficient energy levels, guaranteeing uninterrupted opera-
tion at all times, opposed to optimization towards efficient
energy conversion at times of strong irradiation.

The remainder of the paper is organized as follows. The
next section summarizes a subset of existing related work
in the area of solar energy harvesting systems. After that,
Section III provides theory on general solar energy harvest-
ing system architecture, location influence and application
requirements, leading to the design considerations of solar
power supplies for the intended scenario. Section IV will
present measurement and evaluation setups, followed by
measurement results, resulting system architecture and its
evaluation in Section V. Finally, Section VI will conclude
the results obtained.

II. RELATED WORK

Plenty of work has been done in Wireless Sensor Net-
works for Environmental Monitoring, as typical applications
in this domain gain from measurement capabilities this
technology can provide. To mention only a small subset
of the work presented in this area, applications include
monitoring of bird nesting behavior [2], observations of
glacier movement [10], monitoring of volcano activity [5]
and analysis of rainforest environments [11].

Nonetheless, while usually large-scale deployments with
numerous sensor nodes are expected, most deployments
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are at a proof-of-concept stage with limited coverage and
amount of sensing stations. Likely reasons for this are high
cost for system setup and maintenance. In turn, a major
part in maintenance is the replacement of depleting energy
storage devices, limiting the period of unattended sensor
operation.

Energy harvesting has gained more attention, as it can
replenish energy reservoirs from ambient energy sources.
Types of energy sources cover a broad area, including solar,
wind, water flow, vibration, temperature difference and even
pH differences in trees [12]-[15]. While the availability
of the energy source is highly application dependent, in
outdoor environments (i.e., the typical deployment location
for environmental monitoring applications) solar energy is
almost ubiquitous.

Existing solar energy harvesting systems are presented
amongst others in [16]-[19]. Distinction exists between
implemented storage devices, charge circuitry and system
management (i.e., mainly hardware vs. software control).
Typical energy storage devices include Nickel-Metal Hy-
dride (NiMH) batteries, Lithium-Ion (Li-Ion) batteries and
Electrochemical Double Layer Capacitors (EDLC), coming
each with their advantages and disadvantages.

Systems embedding NiMH batteries include the ones
introduced in [17], [20], [21], while Li-Ion based systems
are presented in [19], [22]. Due to the limitation of charge
cycles, several solutions resulted, combining rechargeable
batteries with EDLCs (also known as supercapacitors or ul-
tracapacitors), leading to extended system lifetime [16], [23].
A set of systems, purely relying on Electrochemical Double
Layer Capacitors as their storage type, is demonstrated in
(11, [18].

Relating to energy extraction, a topic of discussion is
Maximum Power Point Tracking (MPPT) for the solar panel.
Reference [24] provides a broad overview of different MPPT
techniques, whereas not all of them are applicable in micro-
solar energy harvesting systems due to energy overhead
concerns. Most often used are methods such as perturb-
and-observe, hill-climbing, as well as fractional open-circuit
voltage and fractional short-circuit current.

Micro-solar energy harvesting systems comprehending
MPPT techniques are those in [18], [21], [25]. However,
some of the methods used yield only limited performance.
Arguments against the use of Maximum Power Point Track-
ers, especially in applications with low power output, are
raised in [26].

Work concerning low irradiation conditions is very lim-
ited. Reference [11] mentions problems regarding restricted
solar availability due to shading in their deployment. More-
over, in [26] limited power income is a major design
consideration, but the application addressed is indoors and
therefore energy availability is more predictable and con-
stant.
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Location Energy harvesting circuitry Application
Energy Energy Inqu Energy Outpljlt Load System
Source Converter Regulation Storage Regulation
Figure 1. Modular structure of a general energy harvesting system
ITI. THEORY the quality of the solar panel, the more its IV-curve will

The underlying architecture of micro solar energy harvest-
ing systems contains modules for energy conversion, energy
storage, as well as energy management. While the existence
of these modules is conventional, the way of implementation
and necessity of additional circuitry varies between systems.
Typical differentiation is made between storage types, charge
circuitry, energy conditioning, as well as general system
complexity. These different design considerations are mainly
based on application and location constraints, i.e., expected
conversion and consumption rates.

In this section, we will analyze the general architecture
of micro solar energy harvesting systems and introduce
application and location limitations in our system scenario.
Based on these design constraints, we will suggest two
harvester architectures.

A. Solar Energy Harvesting

Solar energy harvesting is one of the most common ways
of employing ambient energy sources, supporting or replac-
ing battery power supplies in distributed sensor networks.
Figure 1 depicts the typical modular structure of an energy
harvesting system. While the ambient energy source itself
and the load system can be considered as external modules,
both have a strong influence on system operation. In turn,
energy source availability is depending highly on the system
location, as well as load system demands are based on the
application. As these factors have considerable impact on the
system performance, a more detailed analysis will follow.

The energy harvesting circuitry itself acts as an interme-
diate module between energy source and load. It contains
a conversion module, an energy buffer, as well as typically
some sort of input and output regulation.

1) Solar Energy Conversion: Solar cells are used to
convert sunlight into direct electrical current, using the
photovoltaic effect. In micro solar energy harvesting for
distributed sensor systems, size and cost are typical con-
straining factors. Depending on load system consumption,
number of nodes and deployment location, typical solar
panels in use rate between hundreds of milliwatt and a few
watt.

The output current of a photovoltaic cell is mainly depen-
dent on its terminal voltage and the light intensity, irradiating
the cell. This relation is typically described with a solar
panel’s IV-curve, such as depicted in Figure 2a. The higher

match a rectangle. This is described in the fill-factor of a
solar panel, describing its maximum performance in relation
to its theoretical maximum performance. The fill-factor is
defined as
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with P,,,, being the maximum extractable power, V,. the
solar panel’s open-circuit voltage and I, its short-circuit
current. The operating point of maximum extracted power is
the solar panel’s maximum power point (MPP). However, the
maximum power point will change with varying irradiance
levels, thus being an irradiance dependent maximum power
point function. The maximum power points of the solar
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Figure 2.  Typical relationships of (a) — current and voltage (IV-curve)

and (b) — power and voltage (PV-curve) of a small scale solar panel under
different irradiance levels
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Table II
OVERVIEW OF MAIN CHARACTERISTICS FOR DIFFERENT STORAGE
TYPES; BASED ON [28]

Type Voltage  Energy Density  Self-discharge Cycles Toxicity
[Vl [Whkg™!] [%/month] [#]

Lead-Acid 2 30-50 5 200-300 high

NiCd 1.2 40-80 20 1500 high

NiMH 1.2 60-120 30 500 low

Li-Ion 3.6 100-150 < 10 1000 low

DLC! 2.5-5.5 1-5 several/day >500000 low

panel underlying Figure 2a are marked in its PV-curves in
Figure 2b.

2) Energy Storage: In systems, where the load should be
supplied continuously, an energy buffer is necessary. This is,
to supply the load from a reservoir at times of insufficient
energy income from the ambient energy source. For solar
energy harvesting, this typically occurs in a daily cycle.
However, impact of the daily cycle itself can be depending
on an additional seasonal cycle. The desire is, what in [27]
is called energy-neutral operation. At any moment in time,
available energy should be greater or equal to the required
energy for supplying the load. That is,

Psolar(t) + Pstm'e (t) Z Pload(t) + P)loss (t) ) (2)

where Psgqr 1s the power extracted from the solar panel,
Pgiore the extractable power from the energy storage, Pjoqd
the load power consumption and Pj,ss represents storage
and conversion losses.

Different types of storage elements have been imple-
mented, with the most common choice being rechargeable
batteries. However, alternatively also electrochemical double
layer capacitors are used. An overview of properties of
typically used technologies is provided in Table II. While
rechargeable batteries offer higher energy densities and
lower self-discharge rates, leading to be more suitable for
long-term storage applications, their overall lifetime and
number of recharge cycles is strictly limited. On the other
hand, DLCs have long lifetimes and can be charged easily
and fast, though their low energy density and high leakage
circumvent long-term storage.

3) Input Regulation: The input regulation module usually
fulfills two tasks in solar energy harvesting. On the one hand,
it adjusts the energy input to meet requirements for further
use. On the other hand, it allows to alter the operating point
of the solar panel, to extract maximum power.

While input adjustment mainly depends on output levels
of the solar panel and the respective storage technology
in use, it can be found to some extend in almost all
system architectures. Typically implemented functions in-
clude reverse-current protection, charge management for
the storage device, as well as voltage level adjustments.
Opposed to this, Maximum Power Point Tracking (MPPT)
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is an optional function and its effectiveness in micro solar
energy harvesters is not always clear. This is, due to the
rather high energy consumption of the tracking solution
itself compared to the efficiency gain it will lead to. As the
energy consumption of the tracker does not scale down well,
systems with low energy harvesting might reduce efficiency
when using MPPT [25].

4) Output Regulation: As opposed to the input regulation,
the output regulation usually only provides one function
which is the adjustment of the harvester’s output voltage
to an appropriate level for the attached load system. The
necessity and the form of implementation purely depends
on the energy storage device used in the harvesting system.
While systems based on Li-lon batteries typically do not
require voltage adjustments, most of the other storage im-
plementations do. In the majority of cases a step-up regulator
which boosts the voltage of the energy buffer is involved.
In some cases, implementation of these regulators can be
avoided by raising the storage voltage due to the series
connection of several storage cells. However, this, in turn,
will lead to an increase in both cost and size of the harvester.

The boost operation of the step-up regulator can be
formulated as

Vaut = Viat - 2282, 3)
Iout
where Viout, Viats Iout and Iy, are the voltages and currents
of the battery and the regulator respectively, and 7 is the
conversion efficiency which typically is a function of the
previous parameters. Important dimensioning factors for the
use in these applications are, on the one hand, the power
consumption of the regulator itself and, on the other, the
conversion efficiency. As the latter can vary significantly, a
regulator with high efficiencies for the expected input and
output parameters should be selected.

B. Application Considerations

As mentioned previously, the application parameters have
a considerable influence on the energy harvester design. This
is, because energy supply from the ambient source which
is rate-limited and the consumption of the load have to
match to guarantee continuous operation. As the application
determines the sensor nodes tasks and thus their energy
demands, the application has to be considered in the design
of the harvesting system.

The typical applications that are in focus of this work in-
volve Environmental Monitoring Wireless Sensor Networks.
In particular, we consider applications which gather data
from a large-scale area in a time-driven manner. As a result
of this, the sensor nodes in the network follow a periodical
work scheme which is determined by the desired sampling
rate of the gathering application. Therefore, the workload of
the sensor nodes is predictable which allows for relatively
accurate estimation of their power consumption.
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Figure 3 depicts a typical network organization in these
types of applications. The architecture is organized hierarchi-
cally in a cluster-star topology. This leads to a great number
of simple sensor nodes, while only a smaller subset of
sensor nodes is involved in a multi-hop backbone network.
These clusterheads, in turn, are usually equipped with more
resources to balance their increased workload. In addition,
the backbone network is connected via a gateway node to a
server which stores the collected data and allows for remote
access to the network. As there is usually a distance between
the deployment site and operator, the communication link
between the gateway and server involves remote communi-
cation technology (i.e., typically long-range RF, satellite or
GSM/GPRS).

Because of the large number of sensor nodes that are
expected in these types of applications, maintenance of each
individual sensor node in the network is not feasible. The
sensor node lifetime should thus be as long as possible to
allow for extended data collection periods. Based on the
periodical workload of the sensor nodes, duty-cycling is an
efficient way to reduce their overall power consumption.
The sensor nodes thus follow a defined schedule of active
and inactive periods which enables for estimation of their
average power consumption according to

Pavg =9- Pactive + (]- - 5) . Pinactive 5 (4)
0<éd<1. %)

In this case 0 is the duty-cycle rate and P,,q, FPyctive and
Pipactive are the respective power levels in average, in active
state and in inactive state.

Additionally, equation 4 can be broken down to power
levels and time intervals which are typically involved, so
that
Pty +Peo-te+Ps-ts+ P - t;

Pavg = ’ (6)

Tsample
where P,, P, P;, P;, t,, tc, ts and t; are power levels
and time intervals for processing, communicating, sensing
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Figure 3. Possible network architecture of data gathering applications in
environmental wireless sensor networks under scope
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Figure 4. Overview on estimated solar irradiation on top of earth
atmosphere at different latitudes (data obtained from [29])

and when inactive respectively, and T’ pie s the sample
interval of the sensor nodes.

Based on the, usually in environmental monitoring found,
low sampling rate and the low power consumption in the idle
state of the system, the resulting average power consumption
is also low.

C. Location Dependency

The second external parameter which influences the har-
vester operation is the location the final system is deployed
in. This is mainly because of varying availability constraints
of incoming solar irradiation with changing deployment lo-
cation. Figure 4 shows changes in estimated solar irradiation
over the year at different latitudes in the northern hemi-
sphere. Moving north from the equator, two observations can
be made which have to be considered in the usage of ambient
energy sources at different locations. These observations are

1) With increasing latitude, one typically has to deal with
a decrease in solar intensity (e.g., a decrease in average
yearly solar radiation).

2) With increasing latitude, variation of solar irradiation
during the year increases which leads to periods of
high and low solar radiation.

While the first constraint alone does not pose such a big
problem, the combination with the latter constraint is what
requires an additional design consideration. Certainly, a
reduced average solar radiation leads to a lower supply rate
from the ambient energy source, which limits the permitted
energy demands of the load system. However, for low power
systems, such as Wireless Sensor Nodes, this often is not an
issue. Furthermore, the reduction in the supply rate could
easily be compensated with an increased solar panel.

As opposed to that, the variable solar irradiation over
the year forms some limitations the harvesting system has
to deal with. As there are time intervals with high solar
radiation, as well as intervals with low solar radiation,
ideally an energy balancing is desired. Because of the rather
long timescales involved, this balancing requires long-term
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storage of energy and requires, thus, typically battery storage
technology. In contrary, if energy balancing is not an option,
the system design is determined by the period of lowest
energy income. This means, the harvesting unit is designed
for the worst case scenario of the deployment location.

In addition to this global location dependency, a local
location dependency can influence the harvesting behavior
and outcome. Typical influences are due to obstacles which
change the intensity and direction of incoming solar irradia-
tion. The amount of influence in these situations is difficult
to predict, but the influence might be classified into generally
open or generally shaded locations. Nonetheless, the effect
of these obstacles usually is an overall reduction of solar
income or short-term variations, as opposed to long-term
variations of global location dependency.

D. Suggested Architectures

In this work, we mainly target systems that should be
capable of operating from solar energy even at locations with
limited solar radiation, as described previously. Furthermore,
the one main design goal is the durable and continuous
energy supply to the load system. Thus, the two solar energy
harvesting architectures presented, are built upon a Double
Layer Capacitor (DLC) energy buffer which allows long
system lifetime, but provides only short-term energy storage
in the order of days.

The two suggested architectures are presented in sim-
plified form in Figure 5. While the basic structure of
the two systems is the same, there is a difference in the
implementation of the input regulation. Because of the usage
of DLCs as the harvesters’ energy buffer and the resulting
low energy storage capacity, these harvesting systems are
vulnerable to short-term variations in irradiation conditions.
This means that the systems have reduced capability of
balancing changes in available ambient energy, compared
to systems using battery buffer technologies. Thus, these
architectures must work sufficiently with the available en-
ergy income at any time, except of short bridging periods
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Simplified circuit diagrams of the suggested solar energy harvesting architectures - (a) direct input coupling and (b) LDO input regulation

covering e.g. nights.

Based on this, the system is designed for the worst-
case scenario of solar irradiance during the year. As the
available energy at these irradiance levels is very limited,
harvester simplicity is the key to the successful operation of
the system. The smaller the amount of available energy is,
the more important becomes the own power consumption of
the harvesting module (further referred to as the harvester’s
energy overhead). For continuous operation, the available
energy F;, has to be large enough to supply the load system
at any moment in time, such as

Ein 2 th + Eloada (7)

where F,, is the energy overhead of the harvester and Ejoqq
the energy demand of the load. Keeping E,; low allows
to supply the load with less E;,. It should be noted, that
while the load consumption in this application typically is an
average consumption resulting from duty-cycled sensor node
operation, the overhead consumption occurs continuously.

In addition to the common storage technology, the two
presented systems use the same output regulation module.
This module consists of a DC-DC regulator of boost topol-
ogy. As DLCs typically have a rather low nominal voltage
and this voltage further decreases tremendously with the
discharge of the capacitor, for most sensor nodes a voltage
level adjustment is required. For implementation a Texas
Instruments TPS61070 was chosen, because it has a low
power consumption and offers high conversion efficiencies.

The difference between the two architectures lies in their
input regulation. Figure 5a depicts an architecture with direct
coupling of solar panel and energy buffer, while in the
architecture shown in Figure 5b a Linear Dropout Regulator
(LDO) is integrated for input regulation.

Direct coupling of solar panel and storage element means
that, on the one hand, the solar panel operating point is
determined by the charge state of the DLC, on the other,
the charge voltage of the energy buffer is only limited by
the open-circuit voltage of the solar panel at any time. In
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result, the power output of the solar panel depends on the
current charge state of the storage element. With a double
layer capacitor of the type implemented [30], these operating
points will typically be between 1V and 2.5V according to
Figure 2b. Additionally, due to risk of performance reduction
or damage, the DLC has to be protected from over-charging.
Over-charge occurs when the capacitor voltage exceeds its
nominal voltage which can result in reduced lifetime and
eventual destruction [31]. A typical way of over-voltage
protection is the introduction of a Zener diode. However,
as Zener diodes do not have ideal behavior, losses around
the breakdown voltage are immense. The typical behavior
of a Zener diode is depicted against the ideal behavior in
Figure 6. As it can be seen, with this choice, harvesting
losses of tens of milliampere close to the breakdown voltage
have to be accepted. As this is an intolerable level in most
situations, the over-voltage protection in the suggested archi-
tecture consists of a combination of hysteresis comparator
and MOSFET. This combination replaces the Zener diode
by implementing an almost ideal Zener diode behavior.
The comparator observes the DLC voltage and triggers the
MOSFET to disconnect the solar panel from the energy
storage device once the nominal voltage is reached. In this
way losses below the breakdown voltage are limited to the
operating consumption of the comparator, while all energy
is diverted from the DLC as soon as the breakdown voltage
is reached. Implementing this protection circuit with a low-
power hysteresis comparator, such as a Maxim MAX9017,
these losses are limited to a few microampere.

In the second architecture, an input regulation based on
an LDO regulator is implemented. As opposed to direct
coupling, this means that solar panel and double layer
capacitor are only indirectly connected with each other. The
implementation of this regulator comes with mainly two
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Figure 6. Comparison of ideal and measured current-voltage characteristic
of a Zener Diode in reverse connection
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advantages for the harvester. Firstly, the regulator makes an
over-voltage protection mechanism obsolete, and secondly,
ambient energy availability periods are used more efficiently.
The former originates in the regulated output of the LDO
regulator which, as long as its input is high enough, provides
a constant, predefined voltage at the output. In this case,
this constant voltage should be chosen in accordance to the
nominal voltage of the double layer capacitor. This means
that, the DLC will be charged to its nominal voltage only,
but never higher. Additionally, the regulator will hold the
capacitor at its nominal voltage as long as the input to the
LDO allows this. This results in the second advantage of this
architecture, because the DLC just begins discharging when
ambient energy availability decreases to an insufficient level.
As opposed to that, the directly coupled architecture involves
a second charge/discharge condition, which is caused by
the hysteresis band of the comparator. However, the im-
plementation choice of regulators in this architecture are
limited, based on the internal structure of LDO regulators.
The challenge is, that most LDO regulators do not permit
the voltage level at the output to be considerably higher
than at the input. Because of the energy storage element at
the output and the intermittent energy source at the input,
however, this is a common situation in energy harvesting
applications. This restriction limits the choice of appropriate
regulators tremendously, especially when it comes to power
consumption constraints. We decided on a parallel structure
of two Texas Instruments TPS71525.

In both systems maximum-power-point-tracking is
avoided, as the implied additional energy overhead is too
high for the relatively low amounts of additionally gained
energy extraction in low-irradiance conditions, such as
presented in [26].

IV. EXPERIMENTAL SETUP

The evaluation of the architectures is divided into two
parts. Firstly, single components and modules of the archi-
tectures are analyzed and evaluated in a laboratory environ-
ment which describes their behavior and supports the im-
plementation process. Additionally to these measurements,
an outdoor deployment of the final architecture implemen-
tations is conducted to verify the system behavior in its real
application environment.

A. Laboratory Measurements

In the laboratory measurements, the single components
and also combinations of modules are analyzed to determine
the behavior of these modules in the final system. Most of
the measurements have been performed on the double layer
capacitor (i.e., the storage module), as this is the module
with most implementation flexibility. The experiments cover
analysis of the capacitor’s energy storage capability, the
influence of its ESR, and the behavior in serial connection
of two DLCs.
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Additionally to these double layer capacitor tests, eval-
uation of the charging mechanisms for both architectures
have been conducted. This means, for the directly coupled
architecture, the over-voltage protection mechanism has been
validated, whereas for the LDO-based architecture the whole
charging process is evaluated.

The measurement setups are depicted for the capacitor
and charge management experiments in Figures 7 and 8
respectively. As DC source in all setups a Hameg HM8143
Programmable Power Supply is used. Furthermore, for
voltage measurements in setups 7a and 7b we used an
Agilent 34410A Digital Multimeter, whereas a National
Instruments NI USB-6008 data acquisition tool is integrated
for measurements in 7c, 8a and 8b.

In order to compare the energy storage capabilities of
the double layer capacitors, we use a setup according to
Figure 7a. The boost-regulator in this setup is a Texas Instru-
ments TPS61070 and DLCs with different capacities from
Cooper-Bussmann [30] are implemented as storage device.
As system load we employ a typical bi-modal consumer,
which is programmed on a Sentio-e?> node [32]. Changes
in the consumers duty-cycle allows for analysis of different
load consumptions. In the beginning of this experiment, the
switch number one is closed to charge the capacitor to its
nominal voltage, while the load is disconnected. Once the

International Journal on Advances in Networks and Services, vol 4 no 1 & 2, year 2011, http://www.iariajournals.org/networks_and_services/

(b) (©)

Measurement setups of double layer capacitor experiments - (a) Energy storage time analysis; (b) Charge cycle measurement; (c) Evaluation

LDO

(b)

Measurement setups for charge mechanisms - (a) Over-voltage protection measurement; (b) Charge behavior of LDO-based architecture

DLC is fully charged, the source is disconnected, whereas
the load is connected. The voltage level during discharge
and the discharge time is logged.

With the measurement setup depicted in Figure 7b, the
charging cycle of the double layer capacitor is analyzed.
In particular we evaluate the impact of different equivalent
series resistances (ESR) in this experiment. Thus, we im-
plement two DLCs of same capacity, but different voltage
and ESR ratings. The Hameg HM8143 is used for charging
at constant rate and its integrated electronic dummy load
(EDL) allows for controlled discharge.

The last DLC experiment conducted, evaluates the be-
havior of double layer capacitors in serial connection and its
setup is shown in Figure 7c. For the measurement two double
layer capacitors of same type and capacity are connected
in series and collectively charged to the double nominal
voltage. Once charged, they are discharged over the EDL
of the Hameg HM8143. This procedure is repeated several
times, while the individual voltages of the capacitors are
logged.

Figure 8a illustrates the experimental setup of verifying
the over-voltage protection mechanism. The protection cir-
cuit consists of a MAX9017 hysteresis comparator with
internal voltage reference and a ON Semiconductor N-
channel MOSFET [33]. In the measurement, the double layer
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(a)

Implementation of the deployment system - (a) Direct coupling harvester circuit board; (b) Complete system integration

Figure 9.

capacitor is charged with a DC source of higher voltage
than the capacitors nominal voltage, while source voltage
and DLC voltage are monitored.

The LDO-based charge mechanism is analyzed with the
setup depicted in Figure 8b. The LDO used in this setup
is a Texas Instruments TPS71525. Furthermore we use a
Fairshild Semiconductor Shottky Diode [34], which protects
the source from reverse currents. During charging in this
experiment voltages at the input and output are logged.

B. Deployment Evaluation

After the evaluation of single modules, the full architec-
tures have been implemented and deployed in an outdoor

Solar cells for the|
two platforms

Wireless sensor
node logging the
energy levels

Figure 10. Picture of the deployment setup of a solar harvesting sensor
node at the Mid Sweden University campus in Sundsvall, Sweden

(b)

environment. The architecture implementation occurred ac-
cording to Figure 5. For the solar panels a commercially
available 4.5 V-100 mA type was chosen, because this panel
will provide voltages, high enough to fully charge a 2.5V
DLC, even under low irradiation conditions. The physical
size of this panel is 94 x 61 mm?, thus comparable to
dimensions chosen in other systems. As storage element
DLCs with capacities of 10F and 22 F have been chosen.
The load system is implemented with a Sentio-e? node
platform [32]. This node is designed especially for environ-
mental monitoring applications in mind. It is based on a
Texas Instruments MSP430 microcontroller and a CC1101
low-power radio transceiver operating in the 433 MHz ISM-
band. The platform consumes less than 7pA (19.6 uW)
in low-power mode with operating timers, which makes
it highly suitable for low duty-cycling operations, such
as in environmental monitoring. The node operates on a
synchronous TDMA communication protocol, which effi-
ciently reduces active time to a minimum, thus, further
reducing energy consumption. The load is set to a bi-modal
consumption with an average current draw of 20 pA, which
approximately equals one packet transmission per minute.

700
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00:00

0 .
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Figure 11. A typical annual insolation profile in Sundsvall, Sweden
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Figure 12. Maximal supply time of fully charged double layer capacitor under bi-modal load - (a) for 20uA average load current; (b) for I00uA average

load current

During the deployment, the node system has the function
of monitoring the implemented architectures, and addition-
ally measures environmental parameters. While the voltage
measurement of the double layer capacitor is performed by
the microcontroller’s internal ADC, the platform is further
equipped with temperature, humidity and solar radiation
sensors. For temperature and humidity a Sensirion SHT15 is
chosen, whereas a Davis 7821 carries out the solar radiation
measurements. The sampling rate of the sensors are 5 min
and a Li-lon battery is provided to allow data collection
during times of harvester malfunction.

Figure 9 shows a picture of the implemented system. In
9a the harvesting circuit of the directly coupled architecture
is shown, while 9b depicts the complete, deployable system.

The systems have been deployed at the Mid Sweden Uni-
versity campus in Sundsvall, Sweden (62°24'N,17°19'E).
A picture of the deployment setup of one of the deployed
sensor nodes is given in Figure 10. The deployment location
was chosen to be on a building’s roof, to avoid obstacles
blocking the insolation to the solar panels. The biggest chal-
lenge at this location is the great distance from the equator,
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Figure 13. Close-up of the discharge behavior in Figure 12

which leads to a lower solar radiation and large variations in
insolation over the year. A typical solar insolation profile of
this location is given in Figure 11, which clearly indicates
the short daylight period and low irradiance levels in the
winter month. These worst case energy levels will define the
maximal load, the harvester can supply at this location. To
investigate the system operation under these conditions, the
deployment period lasted from November 2009 to January
2010.

V. RESULTS

Figure 12 shows the results for the first laboratory mea-
surement, depicted in Figure 7a. The graphs show the
discharge from fully charged double layer capacitors of
various capacities. The load for this discharge is bi-modal
and in Figure 12a the average load current is 20 pA, while
the average load current in Figure 12b is 100uA. The
discharge has been continued until the voltage was too low
to keep the output regulator operating. The discharge time
is a good indicator for how long a dark-period is allowed
to be, without the system failing. It is noticeable that the
1 F double layer capacitor lets the output regulator stop at a
higher input voltage than the 10 F or 22 F capacitor. This is
due to the limited energy stored in the capacitor and the bi-
modal load. While in Figure 12 the discharge curves appear
constant, the influence of the bi-modal load can be observed
in a close-up, shown in Figure 13. The high current peaks,
occurring periodically every minute, result in a voltage drop
depending on the ESR of the respective DLC. This voltage
breakdown relaxes after the current pulse is over. However,
the low voltage level for a short moment in time, might stop
the output regulator. As the capacitor with smaller capacity
has a higher ESR, also the voltage drops are higher.

The ESR of the double layer capacitors also influence the
charge-discharge behavior of the device. The measurement
of two double layer capacitors of same capacity (i.e., in
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thus be damaged. Therefore, even with a series connection

of capacitors, over-voltage protection is needed.

The results of evaluating the presented over-voltage pro-
tection mechanism, presented previously, is depicted in
Figure 16. As it can be seen in the graph, the power supply is
disconnected from the storage capacitor when the capacitor

Figure 17. Charge behavior with the LDO regulated harvesting architecture

voltage reaches its nominal voltage. While the power supply
is then shorted, the double layer capacitor is discharged until
its voltage will cross the lower hysteresis level, connecting
the power supply back to the DLC.

In Figure 17, the analysis of the charge behavior in
the LDO-based harvesting architecture is shown. It can be
observed, that the input voltage is linked to the output
voltage of the regulator. While charging the capacitor the
input voltage is pulled down to a voltage close to the
regulator’s output voltage. Only when the DLC is fully
charged and does not draw a current from the source any
—Combined —DLC 1 —DLC 2 ‘ longer, this relation releases and the input voltage raises to
0 3 6 ° Timé%min] 15 18 21 24 its defined level. This behavior is expected to be based on the

; internal architecture of the used linear dropout regulator. For
. the solar energy harvesting architecture this means, that the
] operating point of the solar panel will be between 2.5V and
‘ i ‘ 3V, which provides higher power output then the coupled
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Finally, results from the fully implemented architectures,

Figure 15. Measurement of charge-discharge behavior of double layer obtained in the outdoor deployment, are given in Figure 18.

capacitors in a serial connection The graphs show one week of data in the deployment period
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Figure 18. System behavior of two solar energy harvesting architectures during one week of deployment — (a),(b) capacitor voltage levels for directly-

coupled architecture (left column) and LDO-based architecture (right column); (c),(d) irradiance conditions during the week; (e),(f) temperature and humidity

during the week

and include the DLC voltages for both architectures with
two different capacity sizes respectively. Additionally, the
temperature, humidity and the solar irradiance during the
period are provided as reference. As visible in Figures 18a
and 18b, the voltage levels in the double layer capacitors
follow the daily insolation variations. An exception to this
is the directly-coupled architecture, which uses a 22 F DLC.
The reason for this is the hysteresis of the over-voltage
protection mechanism in this architecture.

While the LDO-based architecture only has one charging
condition (i.e., the current insolation), the hysteresis band
of the comparator in the directly-coupled architecture adds

a second charging condition. This means, the DLC in the
directly-coupled architecture does only charge when two
conditions are fulfilled. (i) the solar irradiance level is high
enough to lead to charge the capacitor and (ii) the lower
hysteresis level has been crossed at least once since the last
crossing of the higher hysteresis level.

Furthermore, the over-voltage protection leads to a dis-
charge of the double layer capacitor as soon as the com-
parator voltage (i.e., ideally the nominal voltage) has been
crossed. This is independent of external parameters, which
means that even when enough solar energy is available, the
stored energy will reduce. As opposed to this, the LDO-

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

77



based architecture charges the storage and holds the DLC at
full charge level as long as there is sufficient ambient energy.

In addition, one can observe external influences on the
analog over-voltage protection in Figure 18a. Although
hysteresis levels have been set to fixed levels, these levels
vary depending on the device and external conditions. It is
for example clearly visible, that the higher hysteresis level
(i.e., the over-voltage trigger level) differs from its preset
value. For the 10F DLC a trigger voltage of 2.45V was
measured and for the 22 F DLC a voltage of 2.55 V, whereas
both voltages were set to 2.5 V. Due to a measurement range
limitation of the internal ADC of 2.5V, this is not visible
for the 22F DLC in the graph.

In Figure 18b the flat tips of the graph do not result
from the same measurement range limitation, but occur,
because current insolation holds the storage at full charge
level. Comparing the discharge rates in Figures 18a and
18b, a higher discharge rate can be observed in the LDO-
based harvesting architecture, which results from the higher
consumption overhead of this architecture.

VI. CONCLUSIONS

Wireless sensor networks offer a number of advantages
in the domain of environmental monitoring applications,
including the autonomous observation of physical, chem-
ical and biological values at large scale. In addition to
area coverage, wireless sensor networks can provide great
resolution within this area and deliver their samples to
a designated collection point. Additional strength of this
technology include the possibility to operate them remotely,
which reduces the amount of human invasiveness to the
monitored site.

On the other hand, environmental monitoring applications
require wireless sensor networks to operate over a long
period of time. This results from the typically slow processes
being observed and the rather high effort of deploying the
network in the environment. In contrast to this requirement,
wireless sensor nodes are traditionally powered by batteries
and thus have a limited energy resource. Reducing the en-
ergy consumption leads to more efficient use of the resource,
but cannot alter the fact that the energy capacity is finite.

Energy harvesting provides an alternative supply method,
which has the capability to power sensor nodes indefinitely.
Solar energy harvesting, as one of these supply methods,
offers high availability coverage and generally high energy
levels. Furthermore, the conversion technology used in solar
energy harvesting is low cost and can easily be scaled to
different power level requirements.

However, a problem in solar energy harvesting is the
dependency on external factors, particularly the location the
final system is deployed in. In this paper we addressed the
use of solar energy harvesting at locations with long distance
to the equator. These systems have to deal with two main
influences. (i) Annual solar radiation decreases with distance
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to the equator, and (ii) the variation of insolation levels
increases.

We suggested two architectures for solar energy har-
vesting, which address these challenges by their system
simplicity. This reduces the energy overhead spent by har-
vesting, which can easily reach similar magnitudes as the
average load consumption of low-duty cycle sensor nodes.
We further analyzed the behavior of these architectures in
laboratory measurements, which resulted in our implementa-
tion choices. After that, the fully implemented architectures
have been evaluated in an outdoor deployment in Sundsvall,
Sweden (62°24'N,17°19'E) during winter 2009/2010.

The laboratory experiments allowed us to get a feeling
of the energy storage capability of double layer capacitors
and thus to choose appropriate devices. We could further
determine that a serial connection of double layer capacitors
can not eliminate the need for an over-voltage protection
circuit, even though the input supply voltage is lower than
the combined nominal voltages of the used double layer
capacitors. Finally, the laboratory measurements also en-
abled for the verification of the charge mechanisms in both
architectures.

Comparing the two architectures, the system deployment
showed that both architecture were capable of supplying
sufficient power to the load during the whole deployment
period. Nevertheless, there are some differences in their
operation. While the directly-coupled architecture provides
lower energy overhead, and therefore has a slower discharge
period, it is affected by the additional charge/discharge
condition, introduced by the hysteresis of the over-voltage
protection. In addition, the low-power components used in
the over-voltage protection module are easily influenced by
external factors and thus show strong variations. While it
will increase the stress on the double layer capacitor, in
future deployments a lower hysteresis band is recommended,
which should reduce the impact of these restrictions.

In contrast to this, the LDO-based architecture does
not have this additional charge condition, which means
charge/discharge behavior is only dependent on available
ambient energy at any moment in time. While this utilizes
the available energy more effectively, the stress on the
double layer capacitor is larger and the overall energy
overhead of the architecture is increased. Furthermore, the
dimensioning decision for the input regulator, such as the
maximum allowed current, limit flexibility of this archi-
tecture. This means that one implementation might not be
usable for various application conditions (e.g., different solar
panel power requirements).

Whereas both architectures come with their individual
advantages and disadvantages and proven themselves in the
outdoor deployment, once a decision has to be made, we see
more advantages in the directly-coupled architecture. While
this harvesting architecture shows some limitations due to
its second charge condition, the influences of this limitations
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can be reduced by reducing the hysteresis of its over-voltage
protection. Moreover, the system is more flexible to changes
in application and location constraints and thus enables for a
greater variety of application cases. Finally, its overall lower
energy overhead allows for operation during longer dark-
periods.

In future work, balancing of annual variations in the
ambient energy income is a topic of interest. This can be
addressed both, on the hardware and the software level.
Furthermore, we will look in more detail into the issue
of maximum-power-point-tracking for harvesting from low
ambient energy sources.
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Abstract—In recent years, data gathering has received signif-
icant attention as an application of Wireless Sensor Networks
(WSNSs). Staggered data tree based protocols have been shown to
be successful in reducing energy consumption in data gathering
scenarios. An important part of staggered protocols is the
process of schedule construction. In order to minimize energy
consumption, this process must be fast. In this paper, we present
TrickleTree, a fast distributed protocol for establishing staggered
and collision free communication schedule. TrickleTree has three
functions: to establish routes, i.e., construct a data gathering tree,
to establish a staggered communication schedule, i.e, assign time
slots to links, and to disseminate the maximal tree depth in the
network. To minimize network setup time, TrickleTree combines
neighborhood discovery and schedule construction into one step.
To ensure that good neighbors are discovered before a node joins
the network, TrickleTree uses a rating mechanism. Collisions
during node association are reduced by using association slots. To
increase the message delivery rate with small message overhead,
TrickleTree uses adaptive gossiping. We provide a formal analysis
of the protocol properties i.e., collision free scheduling and
termination. The behavior of the proposed approach is evaluated
in simulation. The results show up to 90% in a reduction in
schedule setup time and a 50% reduction of duty cycle compared
to a flooding approach.

Index Terms—Wireless sensor networks, staggered schedule,
schedule construction, fast association, collisions reduction, asso-
ciation ranking

. INTRODUCTION

This paper is an extended version of [1]. It contains a
modified version of the previously proposed agorithm. It
contains analysis of the algorithm with proofs of termination
and collision free dot assignment. Additional simulations were
added for in-depth evaluation of the algorithm.

The promise of cheap sensors deployed at large scale is
attractive for areas such us microclimate research [1], and
habitat monitoring [2]. Precise observations produce large
quantities of data, that must be transmitted via the network.
In addition, these networks are often expected to operate for
long periods of time. Although various methods of energy
harvesting have been proposed [3], so far using a battery
is the most common method of powering nodes. Dutta et
al. [4] have shown that radio operation is the main cause
of power consumption. Therefore, communication protocols
which reduce radio on-time are crucial for achieving the goal
of long network lifetime.

Data gathering networks are characterized by a many to one
traffic pattern. A common approach to routing in this class of
networks is tree based routing. In tree base routing, a node
selects a node closer to the sink as its parent. All messages
are forwarded only to this node. In order to improve energy-
efficiency and data latency a staggered approach has been
proposed. In this approach, communication between nodes is
scheduled according to their level in the tree (i.e., hop count
from the root). Only two consecutive levels off the tree are
active at any given time. Hence al nodes in the network must
be aware of the maximal tree depth in order to schedule their
communication correctly. The quality of wireless links can
change considerably in a short amount of time [5]. This means
a new schedule must be established each time the network
topology changes. Therefore it is important that a staggered
schedule is established quickly, so that the cost of control
does not exceed the cost of data transmission. We address
this problem by proposing TrickleTree, a protocol designed to
establish staggered schedule quickly, yet with a small message
overhead.

TrickleTree differs from existing protocols, in that it com-
bines neighborhood discovery and schedule construction into
one step. This reduces the number of messages which must be
exchanged. To ensure that a balanced schedule is constructed,
TrickleTree carefully selects the time at which a node starts its
association process. This is done by delaying the association
process accordingly to a ranking function. The function takes
into consideration link quality and the number of potential
parents. To reduce the likelihood of a node becoming an
orphan these factors are weighted accordingly to the number
of messages received by the node.

TrickleTree is based on gossiping, which is a simple but
robust and reliable technique of information dissemination.
We show how this technique can be applied to establish a
staggered schedule. Thanks to adaptive mechanisms derived
from the gossiping approach, we are able to balance the delay
and communication overhead (energy consumption) required
to establish the network tree and communication schedule.
TrickleTreeis ableto derive a collision free schedul e, therefore
energy is not wasted resolving collisions during the data
gathering phase. To the authors' knowledge, this is the first
protocol for establishing staggered communication schedules.
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The contribution of the work is a novel algorithm which
has three functions: 1) to establish communication routes, i.e,
construct data gathering tree, 2) to establish a collision free
staggered communication schedule, i.e., assign time dlots to
nodes, 3) and to disseminate the maximal tree depth in the
network.

The rest of the paper is structured as follows. In section Il
we discuss related work. Section 111, describes the proposed
protocol. In Section IV we provide proof of collision free
scheduling and agorithm termination. Section V presents
simulation results. We conclude the paper with Section VI.

Il. RELATED WORK

In this section, we discuss two categories of protocols
related to TrickleTree. The first category are protocols which
can be used to create staggered schedule. The second, is
a category of protocols used to disseminate information in
Wireless Sensor Networks.

A. Staggered scheduling protocols

Staggered scheduling was first introduced in D-MAC by
Lu [7]. In D-MAC, transmission times are staggered in very
short time dlots. This reduces latency and end-to-end delivery
time because the receiver is guaranteed to be awake at the
time of the sender’s transmission. Because nodes with at same
network depth have the same transmission time offset they
must to compete for the channel. A CSMA scheme is used to
deal with collisions. The authors do not discuss many practical
issues related to the protocol. For example, how nodes learn
the maximal routing tree depth in order to calculate their wake-
up offset.

A similar concept is used in Merlin [8], a cross-layer
protocol integrating MAC and routing. In Merlin staggered
scheduling is used for up- and down-link traffic.

TIGRA [9] is a protocol designed for periodic collection of
raw data from the network. The authors focus on minimization
of the time required to collect the data from the entire network.
The collection time is reduced by two techniques. Firstly,
data from separate packets is merged into one packet. Note,
this is different from data aggregation, where a single value
is caculated to represent data from a number of sources.
Secondly, collisions are eliminated by ensuring interference-
free transmission scheduling.

ASLEEP [10] is a data gathering protocol focusing on
reducing message latency. ASLEER, like TIGRA, uses stag-
gered data gathering to reduce latency. The protocol is able to
adapt to varying bandwidth requirements by run-time schedule
adjustment. ASLEEP adjusts the active radio time at each level
of the tree. Schedule modification is made based on previous
traffic trends. If bandwidth requirements are increasing over
a certain period of time, then the active period is extended,
otherwise the active period is decreased.

In [6], staggered scheduling was combined with syn-
chronous low power listening to reduce energy consumption
in low rate data collection networks. Figurel illustrates the
concept of a staggered schedule implemented in Bailigh [6].
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The network is organized as a tree. Each node has exactly
one parent, which forwards data to the tree root (the sink).
Nodes at the same distance from the sink (hop count) are at
the same level. At any time only two consecutive levels of the
tree are active. In the example, nodes A, B and C, at Level
2 transmit data to nodes D and E, at Level 1, using links
1, 2, and 4. This approach reduces delivery latency because
messages are amost immediately forwarded. When the slots
are guaranteed to be collision and contention free there is no
delay due to backoff, as would occur in a CSMA protocol.
However, in the case of distributed scheduling, links 1 and 4
sometimes might use the same time slot. If nodes C and D
are in radio communication range this may lead to collision.
This is an example of the hidden terminal problem in present
in networks using staggered scheduling.

B. Dissemination protocols

When all nodes in the network must share common in-
formation, message dissemination is necessary. Early systems
used packet floods to disseminate common information such
as parameters or commands. Flooding protocols rebroadcast
packets they receive [11]. This is a very simple method,
which has many disadvantages. Firstly, flooding is unreliable.
Due to collisions, some nodes do not receive the information,
so typically flooding is repeated. This leads to excessive re-
broadcasting and is energy inefficient. To overcome this prob-
lem, adaptive protocols have been introduced. They modify
node behavior depending on the information they receive.
Dissemination protocols which have proven to work reliably
in Wireless Sensor Networks are based on gossiping. Trickle
[12] was the first proof of concept implementation designed for
code dissemination. Trickle is an adaptive gossiping protocol.
When nodes detect inconsistent information in the network,
they broadcast new information quickly. When nodes agree,
they slow down their communication rate exponentially, such
that, when in a stable state, they transmit infrequently. Based
on this concept, dissemination protocols have been proposed
for various applications [13], [14]. TrickleTree is a modifica-
tion of Trickle used to construct a staggered scheduling tree.
We use adaptive beaconing for neighborhood discovery and
tree depth dissemination.

TrickleTree is able to minimize collisions between nodesin
the tree by scheduling individual transmission slots. We use
2-hop neighborhood information about scheduled time slots
to reduce collisions. This technique is often used in TDMA
MAC protocols [15]. Fang-Jing Wu [16] shows how collision-
free scheduling can be taken advantage of tree based networks.

I11. TRICKLETREE PROTOCOL

TrickleTree uses three types of packets Beacon (BCN), Join
Request (JREQ) and Join Reply (JREP). Each packet contains
a source and destination address. A BCN packet contains the
sender’s distance from the sink (hop count), parent address,
dot number, and the maximal tree depth known to the node,
and number of free slots. A JREQ packet contains the same
fields. JREP contains the slot number assigned by the parent
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Figure 1: Staggered communication scheme used in [6].

to the child. Note that the purpose of TrickeTree is to quickly
create a short living data gathering tree. We assume, that
during the tree lifetime (tens of seconds), the network topology
remains stable. Therefore, TrickleTree lacks functions typical
for routing protocols, i.e., route maintenance. If required, this
can be achieved by running TrickleTree periodically.

A node can be in one of six states: Suspended, Listening,
Joining, Collision, Gossiping or Connected. Initially a node
starts in a Listening state and waits for BCN packets. Upon
receiving a BCN packet the node compute value of the ranking
function R. After that it delays the start of its association
process accordingly to the function value. In genera, the
lower the value of the function the delay is longer. Each
time a BCN packet is received, the ranking function R is
computed. If a BCN from a better candidate is received the
association process delay is set accordingly to the new value.
This means that a node waits for a better candidates for
parent before starting association. This is necessary because
the neighborhood is discovered during schedule construction.

TrickleTree uses a Shortest Path with threshold (SP(x))
metric to select the best parent. This metric selects a node with
the smallest distance from the sink among neighbors with link
quality exceeding x. The SP(x) metric is used for simplicity.
More complicated metrics like MintRoute [17] can be used.

A. Beacon Dissemination

Beacon dissemination based on gossiping is key to the
proposed approach, serving multiple purposes. In principle,
Trickle adjusts the frequency of information dissemination
depending on consistency. When information in the network
is consistent (e.g., a version of binary code) beacons are
broadcasted infrequently. In contrast, when a node detects
inconsistent information, the frequency of beaconing is in-
creased. Consistency in the network is determined by over-

Table |: SUMMARY OF SYMBOL DEFINITIONS

Symbol | Description Symbol | Description

t beacon timer tq discovery timer

T low gossiping period tg gossiping timer

Th high gossiping period Sa # of available dlots
Js join slot tpkt packet duration
Jmax max # of join slots tack ack duration

l node level Jdiy join delay

d tree depth

Table 1I: TrickleTree dissemination algorithm pseudocode.

[ Event | Action |

T expires If ¢ > 0 double 7, up to 7.
Set ¢ = 0, pick a new t!

t expires If ¢ < k or ¢ = 0, transmit.

Receive BC'N and Increment c.

BCN(d) =d

Join network; change level; | Set 7 to 7,

Receive BC'N and Set ¢ = 0, pick a new

BCN(d) # d

1t is arandom value from the range [5:7)

hearing beacons from other nodes. In Trickle dissemination,
information is divided into metadata and the data itself. This
allows separate transmission of large data (e.g., binary code)
from version information. In TrickleTree only small beacons
are broadcasted thus there is no separation between metadata
and data.

The symbol definitions used in TrickleTree are described
in Table I. TrickleTree uses a modified version of the Trickle
algorithm. In the original agorithm, the gossiping period
is doubled whenever the previous gossiping period expires.
In TrickleTree 7 is doubled only if in the previous gossiping
period a beacon with consistent tree depth (d) was received
(c > 0). This is a simple method of detecting collision due to
a hidden terminal: if the node broadcasts a beacon, it should
receive at least one from one of its neighbors. For the same
reason, a beacon is transmitted whenever the beacon period ¢
expires and no beacon with the same tree depth is received
(c = 0). This is different from the original Trickle algorithm.
We have also extended the list of events on which the gossiping
period is set to its lowest value. Table Il presents pseudocode
for the TrickleTree agorithm.

Upon receiving a BCN packet, a node performs a set of
actions. Information from the packet is used to construct a
neighbor table. Each record of the table consists of a node
address, distance from the sink, assigned slot number, received
signal strength, and time synchronization data. Every time a
node receives a BCN packet from a node which is already in
the table, the information is updated.

Because staggered data gathering requires maximal tree
depth for timing offset calculation, all nodes in the network
must agree on a common value. Each node connected to the
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network disseminates the maximal tree depth it currently holds
in the BCN packet. If a node overhears a BCN packet which
has a maximal tree depth field value greater than its current
tree depth value, the node updates its current tree depth to the
received value. It then resets the counter ¢, sets 7 to r; and
picks up a new ¢ value. This alows for fast dissemination
of a new tree depth in the network. TrickleTree does not
have explicit mechanisms to check the consistency of the tree
depth value. We rely on the general convergence property of
dissemination protocols based on gossiping.

Note that a node is allowed to participate in gossiping only
when it is in the Gossiping or Connected state, i.e., after
joining the network. Initially only the sink node is able to
disseminate beacons.

B. Node association

Most schedule based data gathering protocols build sched-
ules based on data gathering tree. To build such a schedule,
a parent - child relationship must be established between
nodes. To establish this relationship a node associates with
a node closer to the sink. This node becomes the node’s
parent. In the simplest case, a node starts the association
procedure immediately or shortly after receiving a beacon
from a potential parent. This method, used in [9], [18], is
shown in Figure 2b. Although simple, there are two main
drawbacks of this method. Firstly, it relies on the MAC to
resolve collisions. These collisions are caused by multiple
nodes requesting association to the same node. Secondly, it
does not take into consideration the quality of the link to a
selected node. To address this issue, a threshold 77, on the
link quality is often introduced. In this case, the association
process is started only when the link quality is above minimal
threshold. To address the former issue a method based on
association slots was proposed in [19]. In this method, nodes
use time dots to perform the association process (Figure2b).
Whenever a node wants to join the network, it selects arandom
slot and starts the association process. Because the length of
the dlot is sufficient for the whole association process, i.e.,
exchange of request and reply packets, collisions at the MAC
layer are reduced. As in the previous methods, a threshold on
link quality is used to ensure that only good links are used.
The method proposed herein improves on the method proposed
in [19]. Instead of using a random slot, a node selects a slot
according to a ranking function (1). The vaue of the function
is computed each time a BCN packet from a neighboring node
is received. The function takes into consideration the signal
quality o, the degree of a node ¢ (defined as a number of
potential parents), and the total number of beacons received
B. The aim of the function is to assign a higher rank i.e,
earlier join dlot, to nodes which have a better link to the node
broadcasting a beacon. It also takes into consideration how
many potential parents a node has, e.g., if a hode has only
one potential parent in its neighborhood its priority will be
higher than a node with more potential parents, even if the
link quality is worse. The function uses the number of beacons
received from neighboring nodes as a weight for both factors.
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As the number of beacons increases, degree of a node § gains
on significance. This is to reduce the number of orphan nodes
and forced associations.
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Based on the value of the ranking function, a node calculates
association delay (2) and (3).

Js = I_.jmax(l - R)J
jd - 2(tpkt + tack)js

)
©)

Each BCN received by a node is an implicit synchronization
point. Each join dlot is long enough to alow for JREQ and
JREP exchange as well to mitigate for clock drift. If the JREQ
packet is delivered successfully, the node will set up a JREP
timeout. Setting a timeout on the JREP prevents the node from
infinite waiting in the case that the selected node does not
reply. This might happen when the potential parent fails before
it managesto send a JREP. In the case of delivery failure, JREP
timeout, or join rejection, the node will return to the Listening
state. It might happen, however, that two nodes will request
association in the same slot. This is more probable when node
density is high and the value of j,,,... islow. If both nodes are
in the radio range, a node will detect an on going transmission.
In this case the node will repeat the association procedure
after receiving the next beacon. If both nodes are not in the
radio range, most likely their JREQ packet will collide. Thisis
reported by the MAC layer. A node switches to Random mode
and repeats the association procedure after receiving the next
beacon.

A node accepts JREQ packets only when it is in the
Gossiping state. A parent node which receives a JREQ packet
from a node selects an dot using Algorithm 1. The dot is
marked as used by the node which requests the join and a
JREP packet is sent back. In the case that there are no free
dots left, the node will refuse to accept the join request and
send a JREP packet with the REFUSED flag set.

Upon receiving the JREP packet, the node cancels the JREP
timeout. If Collision Free (CF) mode is enabled, the node
compares the assigned slot number with the slot numbers
assigned to nodes stored in its neighbor table. If a node with
the same slot number at the same level exists, it indicates a slot
collision. In this case, the node enters the Collision state and
initiates a collision resolution procedure (see Section I11-E).
If a node with the same slot number does not exist or CF
mode is disabled, the node stores the slot number and enters
the Gossiping state. Once connected, the node enables BCN
packet dissemination as described in Section I11-A. It also sets
a gossiping timer ¢4. This timer determines how long a node
maintains in the Gossiping state. After the timer expires the
node enters the Connected state.
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Figure 2: Comparison of association procedures. (P) denotes a potential parent node, whereas (C1) and (C2) denote child

nodes.

C. Forcing association

Occasionaly a node has only one potential parent in its
neighborhood. In this case, the node can force association with
the selected node. The node sends a JREQ with the FORCE
flag set. Upon receiving this packet, the parent will select the
child with the highest degree d and remove it by sending JREP
with the REFUSED flag set. The slot released in this way will
be assigned to the node forcing join by sending a JREP packet.
The node which was removed will attempt to join a different
parent, as described in the previous section. Forced association
ensures that the whole network is connected as long as good
quality links are available.

D. Detecting collisions

As mentioned previously, TrickleTree can work in Collision
Free (CF) mode. If CF mode is enabled, TrickleTree ensures
that all nodes have individual transmission slots. To achieve
this, once in Gossiping state, a node constantly monitors
received BCN packets in order to detect potential collisions.
This is done by comparing its level and slot number with the
received values. Equal values indicate slot collision. In this
case, the node will change its state to Collision and request a
new slot from its parent as described in Section I11-E. If anode
isaparent and the level of the nodein the received BCN packet
is equal to the level of its children then the node will check if
there is a child node assigned to the same slot number. If so,
the node will use a collision resolution procedure to assign a
new dot toits child. A node will awaysinvalidate a given slot,
so that it cannot be used to schedule children. It is possible that
a BCN packet indicating collision is received by the parent
and child at the same time. In order to prevent both nodes
from requesting a new dlot at the same time, join requests sent
by children are delayed. This alows the parent to solve the
collision first, which is preferred since it requires transmission
of only one packet. The method used in TrickleTree to detect
collisions uses two hop neighborhood information to assign
individual slots. This method is often used by TDMA MAC
protocols [15] to handle collisions from hidden terminals. In
TrickleTree collisions from hidden terminals are detected and
resolved by either the parent or child, as described in detail
in the next section.

Algorithm 1 Slot selection algorithm

1. if s; > 0 then

2 Sy random(s.)

3 if s, <s.—1 then

4: S; s +1

5: else

6: s; «+— 0

7 end if

8: while s; <> s, AND (s; is Free OR s; is Valid) do
9: if s; <s.—1 then
10: s; s, +1
11 else

12: s; <0

13: end if

14: end while

15: s+ 51— 1

16: return s;

17: else

18: return NONE

19: end if

E. Resolving collisions

The method of resolving a detected collision depends on the
node's role. A node can solve a collision as a parent, child,
or intermediate node.

1) Parent collision resolving procedure:

« A beacon from an unrelated child node is received: the
collision is solved by assigning a new dlot to the child
node. The parent invalidates the collided slot and selects a
different slot. Next, the parent sends a JREP packet to its
child node with the new dlot. If slot cannot be assigned,
the child nodeis disconnected from the parent and a JREP
packet with REFUSED flag is send back. This forces the
child node to connect to a other parent. If anode whichis
aparent for different nodes cannot connect to the network
it will send a JREP to al its children with the REFUSED
flag set.

« A beacon from an unrelated parent node is received: in
this case, a node compares s, with BCN (s,). If s, >
BCN(s,) then the node changes its own child slot, as
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Figure 3: Classification of nodes with respect to v;

described previoudly. If s, < BCN(s,) then the node
reguests the other node to change dlot.

2) Child collision resolving procedure: Asachild node, the

collision is resolved by requesting a new slot from its parent.

This is done by sending a JREQ packet to the current parent.

IV. ANALYSIS OF THE TRICKLETREE ALGORITHM

In this section we provide formal analysis of TrickleTree
algorithm, which is the core of the TrickleTree protocol pre-
sented in Section |11. Formally we consider a network modeled
as an unidirected graph G = (V, E), where V' contains al
nodes and £ contains al communication links. The god is to
construct a tree 7' and a communication schedule S from G
rooted at the sink. The communication schedule uses a time-
division model, where time is divided into fixed length dots.
The dlots are grouped in aframe, which has afixed length. The
communication schedule is constructed by assigning a slot s;
to each node v; € V.

Definition 1. Given a node v; and a data collection tree
T in G, we define level(v;) as the distance in hops of v;
from the sink, P(v;) as v}s parent, N, (v;) as the set of v;’s
n-hop neighbors, L, (v;) as the set of vs n-hop neighbors
where Yv; € L,(v;) : level(v;) = level(v;). We define v;'s
interference set as I(v;) = L1(v;) U La(v;).

Note, that TrickleTree uses a dynamic interference set, i.e.
as nodes join the data gathering tree, new nodes whose slot
assignment might collide will appear in the interference set.

Theorem 1. TrickleTree ensures collision free collection
schedule.

Proof: By definition for each pair of v; and v; where
level(v;) # level(v;) the schedule is interference free even if
s; = s; as the transmission is separated temporally. Therefore
collision is possible only if a node v; € I(v;). We prove
Theorem 1, by showing that TrickleTree provides a collision
free assignment for @l cases where v; € I(v;).

1) A node v; € Li(v;) A P(vj) = P(v;), in this case a
node v; is vjs sibling and collision is not possible as
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Figure 4. TrickleTree finite state machine diagram.
PACKET<FLAG> notation is used to denote a flag
which must be set in a packet for a transition to occur.
Expired() notation is used for timers.

the parent assigns different dots to its children.

A node v; € Lq(v;) A P(v;) ¢ Ni(v;), in this case
assignment s; = s; is detected by overhearing BCN
packets by either node v; or v;. The collision is then
resolved using the child collision resolution procedure.
A node v; € Li(v;) A P(vj) € Ni(v;), in this case
assignment s; = s; might be detected by overhearing
by node v; and P(v;) simultaneously. The procedure
parent collision resolution procedure takes precedence
over the child collision resolution procedure. Thus, the
collision is resolved.

A node v; € Lo(v;) A P(vj) € Ni(v;), in this case
assignment s; = s; is detected by overhearing by
node P(v;). The collision is resolved using the parent
collision resolution procedure.

A node v; € La(v;) A P(v;) ¢ Ni(v;), in this case
assignment s; = s; is detected by intermediate node
m;;. The node m,; sends a unicast message either to
node v; or v; accordingly to the intermediate node
collision resolution procedure.

2)

3

4)

5)

Definition 2. We define C(v;) as the set of potential parents
where Vv; € C(v;) @ v; € Ni(vi) A g(vj) > go and g(v;)
is a function which allows for assessing quality of the link
to a node v;. We define A — B as transition from state A
to state B, and A % B as timeout transition from state A to
state B i.e, transition which happens after time ¢ unless other
condition occurs earlier.

Theorem 2. TrickleTree terminates.

Proof: Thefinite state machine of TrickleTreeis shownin
Figure 4. We prove Theorem 2 by showing that, for each node
v; participating in schedule, a transition to the Connected or
Suspend states occurs.

1) All nodes, apart from the sink, start in the Listen state.
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Table I1l: SIMULATION PARAMETERS.

Parameter | TelosB | Unit Parameter TT | Tigra
P 585 mwW Retransmission # | 3 10
Pr. 65.4 mwW Slot Count 10
Pllep 0.015 mwW Buffer Size 20 packets
P 141 mwW Clock drift 100 ppm
tpoll 25 ms Initial Backoff - [ 16
teca 2 ms Packet Size 48 bytes
Data Rate 250 kbps

\/oltage 3 \Y

Each node v; sets a discover timer ¢4. During time ¢4 a

node v; constructs set C(v;).

If |C(v;)| = 0 after ¢4, transition Listen 4 Suspend

occurs. Hence, the agorithm terminates because there

are no potential parents.

If |C(v;)| # 0 after t4, transition Listen 4 Joining

occurs. A node v, selects the first node v; € C(v;) as

P(v;). The join procedure is started.

A node may go through a number of transitions

Joining — Collision, Collision — Gossiping, and

Gossiping — Collision.

Each time a node v; enters the Collision state, v; is

assigned a new slot s; by P(v;). If P(v;) cannot assign

a new slot to v; the node v; is moved from C(v;) to

C(v;). The next node v; € C(v;) is selected as P(v;).

The join procedure is repeated.

Since C(v;) is finite, a node v; can enter the Collision

state a limited number of times. In this case, a node

v; selects a node v; from C(v;) and forces join. Due

to this, the transition Collision — Connected is made

and the agorithm terminates.

Each time a node v; enters the Gossiping state atimer
. - Lt

ty is set. Transition Gossiping —+ Connected occurs

after t4. The agorithm terminates.

2)

3

4)

5)

6)

7)

V. EVALUATION
A. Smulation Model

In order to verify the behavior of the proposed agorithm,
a set of simulations were performed using the OMNeT++
[20] simulator. The simulations were performed using 10-
50 randomly deployed nodes. In the two first scenarios the
simulation area was 35x 35 m?, whereas in the last the area
was 65x 65 m?2. In each case, the sink was placed in the center
of the simulated area.

The simulation uses the Log-Normal Shadowing Model [21]
for wireless signal propagation. The model takes into consid-
eration the effects of wireless signal fading and shadowing.
These effects, common in wireless transmissions, are modeled
by adding a perturbation factor to the reception power. This
factor follows a normal distribution, with a standard deviation
o which can be defined for each simulation run. In addition,
the asymmetry of links is modeled. To capture the effects of
wirelessinterference, the simulation uses an physical (additive)
interference model [22]. In this model, reception probability
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Figure 5: Example of node placement in association experi-
ment.

is determined by signal-to-noise ratio. The sum of power from
multiple concurrent transmissions may cause interference at a
given node, even though separately each is below the receiver
sensitivity.

A model of the Chipcon CC2420 [23] transceiver, which
conforms to the |EEE 802.15.4 specification, was used in the
simulation. The transceiver is modeled as afinite state machine
consisting of tree states. sleep, receive, and transmit. Delays
in transition between respective states were modeled, which
allows for precise calculation of the duty cycle and energy
consumption. In addition, the radio model includes properties
such as, modulation type (PSK), sensitivity, and bit error rate.
These propertiesinfluence the signal propagation of the model.

Each simulation was repeated 100 times and a 0.05 con-
fidence level was used to calculate respective confidence
intervals. For each simulation, nodes were uniformly dis-
tributed in the simulation field. Motes boot up with start-
up times randomized according to a uniform distribution. In
al simulations we measured the time required to establish a
network schedule. We considered the network topology to be
established when &l nodes were connected, have the same
maximal tree depth value, and no schedule collisions exist.
TrickleTree can use any MAC protocol. Herein, the protocol
is evaluated with B-MAC [24].

B. Results

1) Association time: The first set of experiments was
performed to assess the impact of the association scheme
on the number of collisions and on association time. In the
experiment, the sink was placed in the center of the field. A
number of nodes within radio range were placed around the
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Figure 7: Avg. association time for MAC-Random scheme.

sink. The distance between each child and the sink was varied,
so that a different RSSI value was achieved for each child. An
example scenario is shown in Figure 5. Note that, association
time is different from schedule construction time. The later
includes the time required to resolve schedule collisions and
disseminate the tree value, whereas the former denotes how
fast a node associates with its parent. We compare four
different association schemes. Two schemes are based on
Medium Access Control: random backoff offset (MAC-Rnd)
and exponential backoff offset (MAC-Exp). We compare these
MAC based schemes with two schemes based on join slots:
dlot calculation based on rank (JS-Rank) and randomly chosen
dot (JSRandom). In all cases, the protocols use TrickleTree's
beacon dissemination method and the low gossiping period
was 7; = 0.5s. The initial beacon was broadcasted at time
randomly chosen between 0.25s-0.5s. For this reason, the
average association time is greater than 0.35s. We disabled
LPL in order to eiminate additional delay. Figure 6 shows
the average association time for the MAC-Exp scheme. It can
be seen that association based on exponential backoff has an
optimum near backoff exponent 4-5. This corresponds to a
backoff limit of 16-32ms. A similar observation, although the
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effect is less pronounced, can be made with MAC-Rnd (Figure
7). The optimal value for the MAC-Rnd scheme is close to
15ms. The results can be interpreted as follows. too small
backoff value can cause high contention and a large number
of collisions. This increases association time as nodes have to
backoff multiple times (in the case of contention) or repeat
the association process (in the case of collision). When a
large backoff duration is used, delay is not increased due to
contention or collision, but due to the duration of the initial
backoff.

Figure 8 shows an average association time for the JS-Rank
scheme. For this scheme, we varied the maximal number of
join dots j,q.. The optimal value of j,,., should be close
to the average neighborhood size of a node. This ensures that
association requests are spread equaly in time. When j,,.q.
is too low, a higher association time is needed due to the
increased number of collisions. With high j,,.., the ranking
function has more impact on association delay. This can be
seen clearly in the case of asingle child. Since no collisions or
contentions are involved, the association time depends solely
on the outcome of the ranking function. Hence it increases
with j,,q2. In Figure 9, we compare the association time of al
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join.

schemes. For each scheme, we selected the lowest association
time for a given number of children i.e., the one with optimal
backoff duration or number of dots. It can be seen that for a
small number of children (less than 3), al schemes perform
similarly. As the number of contending nodes increases, the
time required to complete association differs. For number of
children greater than 3, the JS-Rank scheme performs better
than both MAC-Rnd and MAC-Exp. On average, JS-Rank
is faster than MAC-Rnd and MAC-Exp by 17% and 12%,
respectively. The JS-Random scheme achieves dlightly faster
association time. This is because there is no delay introduced
by the ranking function. On average, the JS-Random scheme
is faster than MAC-Rnd and MAC-Exp by 21% and 17%,
respectively.

2) Schedule construction time: The main goa of Trickle-
Tree is to quickly establish a staggered data gathering tree
with minimal energy overhead. TrickleTree uses join dlots to
reduce collisions and improve setup time. Adaptive gossiping
is used to reduce message overhead and ensure that changes
in tree depth are disseminated quickly. To verify TrickleTree
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performance it was compared with aflooding approach, similar
to that used in [25], and Tigra [9].

In the flooding approach, the sink periodically broadcasts
a tree setup beacon. Upon receiving the beacon, unconnected
nodes attempt to join a selected parent. Nodes which are con-
nected to the tree rebroadcast received beacons. The flooding
approach relies on the MAC protocol to resolve collisions. If
not all nodes can join the network in given simulation run, the
results were rejected and not included in calculations.

Tigra is a state-of-the art data gathering protocol. It is one
of a few protocols which discuss the process of staggered
schedule construction. We implemented a dlightly modified
version of the algorithm described in [9]. The first modification
was necessary because the origina agorithm is designed
to assign a round to a node based on the number of its
descendants. In TrickleTree the round is the same as the level
of a node in the tree. The modification does not change the
number of exchanged messages nor the exchange procedure.
We simply changed the contents of the packets. Instead of
number of descendants the RESPONSE packet contains level
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of aleaf node. When all response packets get to the sink, the
sink is able to determine the maximal tree depth. After that
the INIT2 packet is sent down the tree, to inform al nodes
about the maximal tree depth.

Figure 10 shows the setup time and average neighborhood
size. It can be seen that as the average number of neigh-
bors grows, the performance of the flooding approach (F+J)
deteriorates considerably. This is due to the high number
of collisions which must be resolved by the MAC layer.
Moreover, nodes ignore information contained in the received
beacons and rebroadcast them, even though the network state
is consistent. This causes additional collisions due to the
hidden terminal problem. TrickleTree (TT) on the other hand,
performs more consistently. Collisions are reduced, due to the
fact that nodes calculate distinctive join dots, therefore the
number of collisions which must be resolved at the MAC layer
is reduced. When collision free scheduling is enabled (TT CF),
Trickle Tree requires more time to establish the schedule. This
is clearly seen in Figure 13, which shows the average number
of beacons sent and received. It can be seen that the collision
free version of TrickleTree requires up to 65% more beacons
to be sent. This is because each change in a schedule (e.g.,
dlot change) resets the gossiping period to the lowest value,
therefore beacons are sent more frequently. Figure 13 shows
the advantage of adaptive gossiping as used in TrickleTree,
over the flooding approach. Adaptive gossiping reduces the
average number of beacons from 4000 in the flooding approach
to 145 and 223 for regular and collision free TrickleTree,
respectively. Figure 11 shows the time reduction achieved
using the regular and collision free versions of TrickleTree
with respect to the flooding approach. The advantage of
TrickleTree is increases with the network size. In the flooding
approach large numbers of nodes produce more of collisions
slowing down schedule setup. As indicated previously, the
collision free version of TrickleTree requires more time to
setup the network. There is a tradeoff between fast schedule
setup time and possible collisions during data gathering and
slower schedule setup and collision free transmissions. The
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decision as to which version of TrickleTree should be used
depends on the application requirement and network stability.
For unstable networks, low setup time is important as the
network might be rescheduled frequently. Therefore control
overhead should be reduced. In stable networks, higher control
overhead for setting up collision free schedule will be balanced
in the long run by a collision free data gathering phase.

Figure 14 shows a comparision of initialization time of
TrickleTree and Tigra. As it can be seen Tigra, on average,
is 15% faster than TrickleTree. This is because TrickleTree
introduces a delay in the association in order to find good
links. In Tigra nodes connect to a node from which the first
beacon is received. However, Tigra was not able to complete
schedule construction in most of the cases i.e., connect 100%
of the nodes and agree on a common depth of the tree. This
is because the Tigra assumes lossless links and reliable packet
delivery by the MAC layer. In this regards results obtained in
herein confirm results obtained by the authorsin atestbed [26].
TrickleTree completed schedule construction in all simulated
cases.

3) Duty cycle: In Figure 12, the duty cycle of both
protocols is shown. The average duty cycle of TrickleTree
over different network sizes is 12%, whereas the duty cycle
of flooding is 32%. The duty cycle is reduced by adaptive
gossiping. Although, the duty cycle of the flooding approach
can be reduced by increasing the sink broadcast period it
results in a longer network setup time. Fairness of both
protocols is aso shown in Figure 12 confirms that the main
reason for TrickleTree's performanceis reduction in collisions.
In genera, the improvement in network setup time depends
on network size. TrickleTree reduces setup time by 68% for
networks of 10 nodes, to nearly 90% for networks of 50 nodes.

V1. CONCLUSIONS

Data gathering is one of the most recognized applications
of wireless sensor networks. As available network energy is
a very limited resource and radio communication exploits
this resource the most, developing efficient communication
protocols is an important task. In this work, we proposed a
practical approach to scheduling staggered networks based on
gossiping. To validate the behavior of the proposed approach
we performed a number of simulations and the results show up
to 90% reduction of schedule setup time and 50% reduction
duty cycle compared to the conventional flooding approach.
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