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Abstract – In the last decade, rapidly declining sensor costs and 
intense research in sensor technologies lead to the deployment 
of a number of sensor networks. However, most of these sensor 
networks are monolithic stovepipe-like systems causing limited 
interoperability and reusability of both data and workflow 
components. We present a Live Geography approach which 
integrates real-time measurement data in a fully standardised 
infrastructure and couples it with Complex Event Processing 
(CEP). We demonstrate the interoperability of this geo-sensor 
web approach and the resulting high degree of flexibility and 
portability beyond single monitoring applications generally 
and for five concrete real-world implementations in different 
application fields. We prove that the Live Geography approach 
allows for reacting to observed changes through sophisticated 
embedded processing based on OGC standards such as Sensor 
Observation Service (SOS) and Sensor Alert Service (SAS). 
Finally, we discuss how this approach contributes to the vision 
of Digital Earth as described by Al Gore in 1998 and how it 
contributes to monitor continuously the status of the 
environment, of urban infrastructure and the location and 
health conditions of persons to support an understanding of 
dynamic processes, to enhance prediction of developments, and 
to serve Spatial Decision Support Systems.   

Keywords – Live Geography; Standardised Geo-sensors; 
Embedded Sensor Webs; OGC Sensor Web Enablement; 
Interoperable Monitoring Systems; Digital Earth. 

I.  INTRODUCTION 
Monitoring single environmental parameters is 

established in many fields such as measuring water levels, 
precipitation, air quality, or traffic volume, and plenty more. 
Especially in urban areas the need for monitoring capabilities 
is increasing both from a technical side in regard to urban 
management, infrastructure planning and development 
capabilities, as well as from a more citizen-centered 
perspective aiming to support health applications, quality of 
life, or „geodemographics”. The latter term shall be a 
synonym for analysing the „Where“ of people, groups and 

populations based on tight coupling of absolute locations of 
individuals, relative movements and – if available – further 
parameters of the individuals.  

The ability to monitor the behaviour of people is still 
very limited for most city administrations. A mayor or a 
responsible security manager is usually not able to state how 
many people are at a certain place at a certain time. One 
department may know the number of vehicles travelled at an 
inbound route over the last hour, another information system 
may report on air quality. Existing demographics may reveal 
where people sleep or work but do not directly tell how 
many persons may be present at a certain central place in a 
city, e.g., at 10am on a Monday morning. Surveillance 
cameras may provide a first picture at critical locations, but 
are typically not meant to be quantitatively exploited or in 
regard to spatial movement patterns.   

In other words, integrated monitoring capabilities are 
critical in cities to ensure public safety including the state of 
the national infrastructure, to set up continuous information 
services, and to provide input for spatial decision support 
systems [1]. 

However, establishing an overarching monitoring system 
is not trivial. Up to now, different authorities with 
heterogeneous interests each implemented their own 
monolithic sensor systems to achieve specific goals. For 
instance, regional governments measure water levels for 
flood water prediction, while local governments monitor air 
quality to dynamically adapt traffic conditions, and energy 
providers assess water flow in order to estimate energy 
potentials. However, these data are mostly not combinable 
due to different data formats, proprietary protocols or closed-
off data access. 

This restricts automated workflows and machine-to-
machine communication, and prohibits the achievement of 
the long-term vision of a „digital skin for the Earth” [2], 
comprised of innumerable heterogeneous sensors, 
discoverable and accessible over the internet. 
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In this regard, it is interesting to read how the future of 
the year 2010 was predicted in 1999: “Ten years from now, 
there will be trillions of such telemetric systems, each with a 
microprocessor brain and a radio. Consultant Ernst & Young 
predicts that by 2010, there will be 10,000 telemetric devices 
for every human being on the planet. They'll be in constant 
contact with one another” [2]. This optimistic view may have 
been inspired by the famous speech of the American Vice-
President Al Gore in 1998 [3]. 

 “Digital Earth” was and still is a vision of a multi-
resolution, three-dimensional representation of the planet 
that would make it possible to find, visualise, and make 
sense of vast amounts of geo-referenced information on the 
physical and social environment. Such a system would allow 
users to navigate through space and time, access to historical 
data as well as future predictions based for example on 
environmental models, and support access and use by 
scientists, policy-makers, and children alike [3]. 

At this time, this vision of Digital Earth seemed almost 
impossible to achieve given the requirements it implied 
about access to computer processing cycles, broadband 
internet, interoperability of systems, and above all data 
organisation, storage, and retrieval [4]. 

Generally speaking, the integration of inhomogeneous 
data poses great challenges, e.g., regarding multi source and 
heterogeneous, multi-disciplinary, multi-temporal, multi-
resolution, and multi-media, multi-lingual information. It is 
more and more believed that interoperability is key to a 
success of ubiquitous monitoring. This requires data pre-
processing following strict and rigid rules in monolithic 
sensor systems, in order to fit the specific non-recurring 
interfaces of the analysis system. Such analysis systems 
mostly analyse data in a closed black-box model, and usually 
provide data in a singular and application-tailored format 
preventing open use and re-use of processed data. When 
these systems are deployed in an isolated and uncoordinated 
way automatic assembly and analysis of these diverse data 
streams is impossible. However, making use of all available 
data sources is a prerequisite for holistic and successful 
monitoring for broad decision support using pervasive 
measurement systems. Thus, recent research increasingly 
addresses standardised interoperable sensor devices enabling 
the establishment of portable domain-independent sensing 
infrastructures [5], [6], [7]. 

This vision of fully integrated and interoperable sensing 
workflows fosters awareness for the benefits of open 
measurement systems. This is especially important for 
critical monitoring tasks such as emergency management, 
environmental monitoring or real-time traffic planning, 
which are not only relevant to the sensor network operators, 
but also for the city management and for the citizens. 

This paper presents the Live Geography approach, which 
proposes a fully standards-based distributed infrastructure 
combining current sensor data with Complex Event 
Processing (CEP) mechanisms, alerting and server-based 
analysis systems for a wide range of monitoring applications 
[8]. This approach’s main contribution is the creation of a 
generic standardised sensing and analysis infrastructure, 
which can be applied to a variety of end applications. This 

paper illustrates how the developed technical infrastructure 
can be applied in a broad range of application contexts. The 
architecture itself and its performance are described in more 
detail in [8] and in [9], respectively. 

This paper is structured as follows. After this 
introduction, Section II presents related work in the field of 
distributed sensing infrastructures; Sections III and V 
describe the Live Geography approach and its deployment in 
various heterogeneous application areas; Section IV 
illustrates the challenges and our specific implementation of 
geo-sensor webs, while Section VI contains a short 
conclusion. 

II. RELATED WORK 
The Oklahoma City Micronet [10] is a network of 40 

automated environmental monitoring stations across the 
Oklahoma City metropolitan area. The network consists of 4 
Oklahoma Mesonet stations and 36 sites mounted on traffic 
signals. At each traffic signal site, atmospheric conditions are 
measured and transmitted every minute to a central facility. 
One major shortcoming of the system is that it is a highly 
specialised implementation not using open standards or 
aiming at portability. The same applies to CORIE [11], 
which is a pilot environmental observation and forecasting 
system (EOFS) for the Columbia River. It integrates a real-
time sensor network, a data management system and 
advanced numerical models. 

Another sensing infrastructure named CitySense is 
described by Murty et al. [12]. The CitySense project uses an 
urban sensor network to measure environmental parameters 
and is thus the data source for further data analysis. The 
project focuses on the development of a city-wide sensing 
system using an optimised network infrastructure. 

King's College London designed an urban sensor 
network for air quality monitoring. The London Air Quality 
Network (LAQN) [13] currently consists of about 150 
monitoring sites being a very promising approach to real-
time monitoring as it also offers on-the-fly creation of 
statistic graphs, time series diagrams and wind plots. 
However, the network does not make use of open standards 
as a whole, meaning that it is built up in a closed system, 
although sensor data are accessible over the internet and 
despite the fact that this solution has a great local 
significance, but limiting trans-regional inter-linkage with 
other similar approaches. 

One more example is the Networked Soil CO2 Sensing 
Systems developed by UCLA with the objective to examine 
the spatial and temporal heterogeneity of a soil environment 
within a forest area in the James Reserve. The soil 
environmental measurements are collected with ten stations, 
each of which consists of an array of belowground sensors 
including soil CO2, soil temperature, soil water content, and 
aboveground air temperature, relative humidity, and 
photosynthetic active radiation. Models are used that relate 
the aboveground microclimate and the soil measurements to 
belowground measurements made by the project’s sensors to 
„map“ the microclimate in a fine-grained resolution, and 
investigate soil CO2 fluxes depending on the local 
characteristics of the forest cover story [14]. 
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Volcano activity observation of the volcano Reventador 
in Ecuador in 2005–2008 is technically interesting with 
regard to the remoteness and inaccessibility of the area [15]. 
Two US Universities have collaborated for several sensor 
network deployments in the remote, inaccessible area at the 
active volcano. The objective of the sensor network was to 
test the ability to detect and measure tremor events of the 
volcano. The geo-sensor was deployed over a linear 
centrifugal stretch of 3Km network consisting of seismo-
acoustic sensors. The sensor nodes used short-range, battery-
preserving wireless multi-hop communication to 
communicate with each other and relay data, and the sensor 
network was connected via a long-distance radio 
communication link to a Freewave radio modem powered a 
solar-panel powered car battery at a make-shift observatory. 
The goal of the sensor network deployments was to detect 
and measure tremor events saved batteries lifespan. The 
nodes were programmed to compare a short-term average 
with a long-term average based on locally stored samples. If 
the difference was bigger than a threshold, a node would 
send a message to the base station. If a sufficient number of 
nodes reported an event, the base station triggered a data 
collection request to all nodes in the sensor network. 

Among various examples for mobile geo-sensor 
networks consisting of individual sensor nodes that are 
mobile or attached to mobile objects one convincing 
example is the management of ocean buoys [16]. 

More recently, the Martha’s Vineyard Coastal 
Observatory (MVCO), owned and operated by the Woods 
Hole Oceanographic Institution (WHOI), provided the test 
bed for the first part of the Q2O project, returning the 
GetCapabilities, DescribeSensor and GetObservation 
responses for real time offerings of waves every twenty 
minutes.  Wave parameters are computed using an acoustic 
Doppler current meter, deployed at the 12m isobath 
continuously measuring pressure and horizontal velocity at 2 
Hz. SensorML instances and SOS offerings were developed, 
describing the sensor characteristics, system provenance and 
lineage, and the computation of the derived wave height 
parameters.  Quality control tests recommended by the 
Waves Team of QARTOD were implemented and reported 
through the SWE offerings [17]. 

Most of these examples – and many others - exhibit 
pioneering efforts and contributed significantly to the 
development of Geo-Sensor Webs. However, common 
shortcomings of the approaches described above and other 
related efforts are that the system architectures are at best 
partly based on open (geospatial) standards, and thus limit 
interoperability of data and services. Such systems are not 
able to tackle the challenges of numerous sensors which are 
built in masses today to observe the Earth surface, 
atmosphere, solid Earth, and the ocean in different 
dimensions. At a global level efforts to overcome these 
challenges are increasingly channelled by the Global Earth 
Observation (GEO) within the developing Global Earth 
Observation System of Systems (GEOSS) [5], [6].  

Sensor derived information is not only been produced at 
various locations, with various accuracies, different timely 
and spatial acquisition patterns but also archived at widely 

distributed locations. The Live Geography approach employs 
the „Digital Earth“ vision for concatenating sensor 
information and other geospatial information which is also 
widely collected and archived with the aim to providing 
information services and ultimately solving challenging 
environmental and societal issues beyond single application 
domains. The Live Geography approach seeks to fully utilise 
all available information resources and to apply them 
„intelligently“. In the following section we will lay out how 
we ensure the information is being gathered, processed and 
distributed in a fully interoperable way through open, 
community-consensus standards among current users and 
how to process information on demand in order to use non-
expert users. 

III. LIVE GEOGRAPHY APPROACH 
Utilisation of real-time data in GIS applications requires 

a rethinking of existing practices. The authors even believe 
that the next generation of GIS will be driven by process 
models in a sense that users’ requests trigger algorithms and 
heuristics to perform specific services. An „on demand“ 
connection to information networks and an „intelligent“ 
harvesting of existing information in combination with real-
time or near real-time data will be key in such a service-
centred architecture. This may also require further advances 
in space-time data models ultimately contextualising 
Hägerstrand’s vision of a time geography [18]. The time-
space path, devised by Hägerstrand, shows the movement of 
an individual in the spatial-temporal environment with the 
constraints placed on the individual by these two factors. 
Only for the last few years, we are able to utilise location 
information from GPS, mobile phones or indoor navigation 
systems to make such concepts operational. Even more 
recently, researchers study the behavior of groups or larger 
populations of cities or accessibility aspect based on the 
space-time model [19].  

At present, we may diagnose that Geographic 
Information Systems begin to evolve from „classic“ 
geospatial data analysis to more „on demand“ analysis. The 
GIS workflow established in the 1960ies and 1970ies may be 
deliberately characterised that analysis is performed in costly 
specialised software involving a high degree of manual 
intervention for data gathering, pre-processing and quality 
assurance. Furthermore, geospatial analysis has in a vast 
majority of cases been applied to „not up-to-date” data (at 
the very time of the analysis) with typically long cycles from 
data generation to analysis output and a real-world impact. 
While custodial GIS may predominantly still be associated 
with this style of information processing research in 
Geographic Information Science has paved the road towards 
„information harvesting“ on demand in spatial data 
infrastructures (see various publication in the recent issues of 
„International Journal of Digital Earth” or „International 
Journal of Spatial Data Infrastructures Research“).  

Generally speaking, sensor webs have only emerged very 
recently because of increasingly reliable communication 
technologies, affordable embedded devices and growing 
importance of sensor data for (near) real-time decision 
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support (see discussion in Section V). They monitor 
phenomena in Geographic space [20]. 

The criteria for sensor webs are threefold. The first 
characteristic is interoperability, which means that different 
types of sensors should be able to communicate with each 
other and produce a common output. The requirement of 
scalability implies that new sensors can be easily added to an 
existing topology without necessitating aggravating changes 
in the present hardware and software infrastructure. Finally, 
intelligence means that the sensors are able to „think“ 
autonomously to a certain degree, which could for instance 
result in a data processing ability in order to only send 
required data. 

In a recent overview on Geo-Sensor Webs [21] three 
major trends are identified: the first trend is the currently 
more readily available technology of seemingly ubiquitous 
wireless communication networks, including access in 
remote and inaccessible areas without a wired 
communication infrastructure and often without even power 
lines. Furthermore, significant progress has been made in the 
development of low-power, short-range radio-based 
communication networks, which augment existing long-
distance wireless communication networks. Second, the 
miniaturisation of computing and storage platforms has led 
to low power consumption and has enabled novel 
computational platforms that can run on battery power for 
extended periods of time (e.g., several months with today’s 
technology). The third major trend is the development of 
novel sensors and sensor materials; this includes improved 
and size-reduced traditional sensors as well as the 
development of novel micro-scale sensors and sensor 
materials. For example, novel bio-chemical sensors may be 
used in the marine sciences or air pollution monitoring, or 
highly sensitive vibration and sound sensors have been 
applied for volcano monitoring. 

Operational real-world sensor network applications are 
still rare and the majority still serves a single purpose, which 
limits broader usage of measurement data. This section 
presents the Live Geography approach. It proposes a flexible 
and portable measurement infrastructure enabling a wide 
variety of real-time and near real-time monitoring 
applications. The system makes extensive use of open 
(geospatial) standards throughout the entire process chain – 
from sensor data integration to analysis, Complex Event 
Processing (CEP), alerting, and finally information 
visualisation. The basic architecture for such applications is 
illustrated in Fig. 1. 

 
Figure 1.  Basic Architecture Components and Standardised Interfaces of 

the Live Geography Infrastructure. 

Generally speaking, the infrastructure shown in Fig. 1 
can be sub-divided in five components, i.e., stand-alone 
parts, which have to be conflated. Component 1 is the geo-
sensor network itself including measurement devices Global 
Navigation Satellite System (GNSS) connectivity and basic 
processing capabilities. Component 2 covers the 
communication of the sensor network with a data centre via 
a variety of wireless and wired transmission technologies. 
Component 3 deals with sensor fusion, i.e., the 
harmonisation of measurements stemming from different 
heterogeneous sensor networks. Component 4 comprises the 
application-specific analysis of the sensor data on the server 
side. This operation does not only include pure sensor data 
processing, but also the integration of static and legacy 
geospatial data. Component 5 finally treats the presentation 
of analysed data depending on the particular requirements of 
end users or user groups. 

As the Live Geography approach accounts for the entire 
workflow, it builds the architectural bridge between domain-
independent sensor network development and use case 
specific requirements for end user sensitive information 
output.  

The implementation of the Live Geography approach 
only became feasible through the sharp decline of sensor 
costs over the last decade and intense research in sensor 
technologies (for an overview see [21]). This fact, together 
with miniaturisation efforts, increasing monitoring demands 
due to increasing pressure on resources, environmental 
regulations, security regulations and – at least partially - 
rising awareness of the benefits of automated real-time 
sensor applications, resulted in the deployment of a number 
of geo-sensor networks. 

This in turn will result in the emergence of vast amounts 
of sensor data during the next years. A main challenge will 
be to harmonise these data and integrate them in real-time 
into geospatial analysis systems. 

IV. LIVE GEOGRAPHY: IMPLEMENTATION OF AN 
INTEROPERABLE EMBEDDED GEO-SENSOR WEB 

A. Standardisation Enabling Open Measurement 
Infrastructures 
The increasing amount of data measured triggers a more 

extensive use of open standards and geospatial web services 
for structuring and managing heterogeneous data. The Open 
Geospatial Consortium (OGC) has achieved remarkable 
progress in setting up necessary standards (see Sub-section 
IV.C). One of the remaining challenges is the distributed 
processing of large amounts of sensor data in real-time, as 
the widespread availability of sensor data with high spatial 
and temporal resolution will increase dramatically with 
rapidly decreasing prices [8], [21], particularly if costs are 
driven down by mass utilisation. 

From a political and legal standpoint, national and 
international legislative bodies are called upon to foster the 
introduction of open standards in public institutions. Strong 
early efforts in this direction have been made by the 
European Commission through targeted, including the 
INSPIRE (INfrastructure for SPatial InfoRmation in 
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Europe), which aims at Europe-wide harmonisation of 
discovery and usage of geographical data for analysing and 
solving environmental problems [22]. 

These regulations both trigger and support the 
development of ubiquitous and generically applicable real-
time data integration mechanisms. Shifting development 
away from proprietary single-purpose implementations 
towards interoperable analysis systems will not only enable 
live assessment our environment, but can also lead to a new 
perception of our surroundings in general, e.g., expressed by 
the vision of a “digital skin” [1]. Consequently, this trend 
may in turn foster the creation of innovative applications that 
treat the city as an interactive sensing platform, as the 
WikiCity concept [23], involving the people themselves into 
re-shaping their own socio-technical context. This way, we 
may enable a manifestation of the vision of “citizens as 
sensors” [24]. 

B. Embedded Device Hardware 
The measurement device for the concrete implementation 

presented in this paper has been particularly designed for 
pervasive GIS applications using ubiquitous embedded 
sensing technologies. The system has been conceived in such 
a modular way that the base platform can be used within a 
variety of sensor web applications such as environmental 
monitoring, biometric parameter surveillance, critical 
infrastructure protection or energy network observation by 
simply changing the interfaced sensors. 

The sensor pod itself consists of a COTS embedded 
device, ISEE IGEPv2 platform including an ARM7-based 
Cortex A8 600MHz processor with 512MB RAM and 32MB 
flash memory. Generally speaking, ISEE offers a highly 
modular and easily expandable system. The computer-on-
module (the actual embedded device including CPU, 
memory and some interfaces) offers two I/O ports, which 
allows for extensibility of the basic system by specific 
modules such as GPS, Bluetooth, WiFi, LAN, interface 
breakouts or a console board for programming the device. 

In the configuration for the specific implementation 
presented within this paper, different sensors (GPS module, 
LM92 for ambient temperature, SHT15 for air temperature 
and humidity, NONIN 8000SM oxygen saturation and pulse, 
or SSM1 radiation sensors) have been attached via 
standardised interfaces like UART, I2C, USB, etc. The 
technical specifics of the sensor pod are described by Resch 
et al. [9]. 

The size of the complete sensor pod is approximately 
93x65x10mm, i.e., about the size of a chewing gum package. 
In full load, the device features an energy consumption of 
<2.2W including a running data query, the GPS module and 
data transmission via UMTS, which is known to be 
comparatively energy intensive way of broadcasting data. 
This configuration yields an operation time of 9.1 hours 
given a battery capacity of 4000mAh, which is held by a 
reasonably-sized rechargeable Lithium-ion Polymer (LiPo) 
battery (140x40x10mm) – whereby capacity and required 
sizes depend on the specific use case. 

C. Embedded Software Infrastructure 
The sensing device runs a customised version of the 

Ångström Linux distribution (kernel version 2.6.33) with an 
overall footprint of about 2MB. The software infrastructure 
comprises an embedded secure web server (Lighttpd), an 
SQLite database and several daemons, which convert sensor 
readings before they are served to the web. The database 
serves for short-term storage of historic measurements to 
allow for different error detection procedures and plausibility 
checks, as well as for non-sophisticated trend analysis. 

The hardware drivers for interfacing sensors and reading 
their measurements make up the low-level part of the 
embedded software infrastructure. As the geographical 
position is an essential must-parameter in geo-sensor 
networks, the sensor pod interfaces a location sensor (e.g., a 
GPS/Galileo module, a ZigBee/WiFi-based positioning 
component, etc.). 

These measurements are then read by a special sensor 
daemon that essentially builds the bridge between the sensors 
and the internal software components. These data are then 
stored into an embedded database (SQLite), which is held at 
a maximum data set volume, currently 12500 readings. 

The sensor data, which is stored in the database, is then 
accessed from two different web servers (HTTP/HTTPS and 
XMPP [Extensible Messaging and Presence Protocol]), 
which make the measurements accessible from the internet. 
HTTPS is considered a high enough security level for this 
implementation providing a secure channel between server 
and client using the Secure Socket Layer (SSL) protocol. 
Web Service Security (WSS) would be a viable alternative 
providing message-based security. However, as WSS is 
using the SOAP protocol, it is characterised by large 
overhead, which is not suitable for embedded sensor unit 
implementations. 

Communication of the sensing device with other 
components in the workflow is based on open standards of 
the Sensor Web Enablement (SWE) family [25]. This 
requires a SensorML-conformal description of the 
measurement platform, Observations and Measurements 
(O&M) compliant encapsulation of measurement values, as 
well as an SAS-compliant alerting module. In addition, an 
embedded database has to be implemented directly on the 
sensor device to provide for the possibility of short-term data 
storage, which enables trend analysis and quality assurance, 
and reduces communication overhead with the central 
archive database. Thus, the device also implements the 
following essential standards of the SWE family: 

• Observations & Measurements (O&M) – O&M 
allows for the formalised description of sensor 
measurements in a structured XML-based encoding 
schema. Thus, O&M can map sensor parameters and 
their relations. Measurements are organised by 
quantities, categories as well as their spatial and 
temporal characteristics. 

• Sensor Model Language (SensorML) – The Sensor 
Model Language (SensorML) is a general schema 
for describing functional models of the sensor. 
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Information provided by SensorML includes 
observation and geometry characteristics as well as a 
description and a documentation of the sensor, and a 
history of the component’s creation, modification, 
inspection or deployment. 

• Sensor Observation Service (SOS) – SOS allows for 
standardised access to sensor measurements (return 
type O&M) and their platform descriptions (return 
type SensorML) via a web service interface [26]. 

• Sensor Alert Service (SAS) – SAS is a service for the 
surveillance of pre-defined rules and trigger 
specified actions in a particular workflow in case of 
violation of these rules. 

D. In Detail: Embedded Sensor Observation Service (SOS) 
and Sensor Alert Service (SAS) 
The embedded SOS implements the three mandatory 

methods, DescribeSensor, GetCapabilites and 
GetObservation. Basically, the service, which is 
implemented in Common Gateway Interface (CGI), parses 
the request and creates the according response using 
appropriate XML templates. 

The SOS harmonises raw sensor measurements by 
encapsulating them into pre-defined XML-based OGC O&M 
format. This allows for the provision of sensor measurements 
(numerical values, raster images, binary states, complex or 
combined measurement data, etc.) in a structured and 
standardised format. 

For generating alerts, the OGC Sensor Alert Service 
(SAS) standard has been implemented for mobile sensor 
devices. SAS, which is part of the SWE initiative, specifies 
interfaces (not a service in the traditional sense) enabling 
sensors to advertise and publish alerts including according 
metadata. Alerts are defined as “data” sent from the SAS to 
the client, which may as well comprise alerts/notifications 
(e.g., OGC Web notification service [WNS]) as 
observational data (measurements matching pre-defined 
criteria) or a Complex Event Processing Engine (CEP). As 
SAS is based on the standardised XMPP protocol, alerts can 
be broadcasted very efficiently over the internet to 
subscribed consumers. 

The service implementation presented in this paper 
supports the mandatory operations as specified in the 
standard, namely DescribeSensor, DescribeAlert, 
GetCapabilities, Subscribe, RenewSubscription and 
CancelSubscription [27]. 

In this case, SAS is an asynchronous service connecting a 
sensor in a network to an observation client. In order to 
receive alerts, a client subscribes to the SAS. If the defined 
rules apply, a pre-defined alert is sent to the client via 
XMPP. It shall be stated that the whole communication 
between the embedded XMPP server (jabberd2) and the 
client is XML-based for simplifying M2M messaging. 

V. LIVE GEOGRAPHY PORTABILITY – IMPLEMENTED 
END APPLICATIONS 

This section describes five concrete real-world 
implementations in different application fields in order to 
demonstrate that the approach is highly portable, 
interoperable and flexible in terms of trans-domain usage and 
integration of heterogeneous data sources. This again builds 
the basis for the deployment of an overarching monitoring 
infrastructure for solving real-time analysis questions across 
a variety of research and service areas. 

A. Live Pollutant Monitoring for Public Health 
The Common Scents project focuses on real-time 

pollutant monitoring for public health. As Zardini [28] states, 
“we have renounced the utopian idea of a socially, 
politically, and economically perfect city, but not the 
promise of a perfectly clean and sanitised environment with 
pure air for breathing.” 

Thus, the goal of the project, which is a concerted effort 
of the MIT SENSEable City Lab, the Research Studio 
iSPACE, the Harvard University Sensor Networks Lab, the 
City of Cambridge’s Public Health Department, and BBN 
Technologies, is to provide fine-grained air quality 
information layers in near real-time. To achieve this vision, 
the CitySense sensor testbed [12] is utilised, measuring CO2 
concentrations along with environmental parameters like 
wind speed, air temperature, and relative humidity. 

The empirical project goal is to provide citizens with up-
to-date information to support short-term decisions in real-
time. Here, the term “real-time” is not defined by a pre-set 
numerical time constant, but more by qualitative expressions 
such as “immediately” or “ad-hoc”, i.e., information layers 
are created in a timely manner to serve application-specific 
purposes. Detailed results are presented by Resch et al. [29]. 

The actual implementation shown in Fig. 2 allows for 
correlating temporal measurement data fluctuation to traffic 
density, and other day-time related differences. The lower 
left part of Fig. 2 shows the temporal development of the 
sensor values, which have been integrated in the standardised 
O&M format. Running the time series dynamically changes 
symbologies in the map on the right side accordingly. 

 
Figure 2.  Time Series Visualisation of Pollutant Measurements in an 

ESRI ArcGIS software environment. 
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B. Fine-grained Air Temperature Variations 
Another implementation of the Live Geography has been 

done in the course of the Real-time Geo-awareness project in 
a cooperative effort of the Research Studio iSPACE and 
SYNERGIS Informationssysteme GmbH. Apart from the 
establishment of the technical components (sensor devices, 
data integration and analysis), the project’s aim was to create 
a sensor network for fine-grained temperature variation 
assessment. 

The pervasive deployment of temperature sensors can 
lead to a detection of urban heat islands with a fine spatial 
resolution. Furthermore, the temperature measurements can 
be used for correlation with other environmental parameters 
such as air pollution, ozone or emissions caused by increased 
traffic emergence. Thus, an essential part of this particular 
implementation is the alerting functionality, which is 
achieved by the use of an OGC Sensor Alert Service (SAS), 
generating alerts according to pre-defined events, i.e., 
exceedance of pre-defined thresholds. These events are 
detected by a Complex Event Processing (CEP) engine that 
also serves for data quality control by identifying 
measurement outliers and performing other spatio-temporal 
plausibility controls. 

Fig. 3 shows the three-dimensional Inverse Distance 
Weighting (IDW) interpolation result of air temperature 
values provided by various OGC Sensor Observation 
Services (SOS). More implementation details are described 
by Resch et al. [8]. 

 
Figure 3.  Real-Time Interpolation of Ambient Temperature Values for 
Monitoring Optimal Environmental Parameters for the Local Fauna and 

Flora in the National Park Berchtesgaden, Germany. 

C. Ubiquitous Biometric Parameter Surveillance 
The geoHealth Monitor instance of the Live Geography 

approach responds to the needs of pervasive medical care. 
The system uses biometric sensors measuring a person’s 
pulse and oxygen saturation in the blood. The project itself 
has been carried out in cooperation between the Research 
Studio iSPACE and Salzburg University of Applied 
Sciences. 

The web interface shown in Fig. 4 comprises three 
sections. Firstly, a configuration panel to select a particular 
sensing device including different measurement parameters 
such as the update frequency or the number of measurements 
stored in the history. The middle section presents the 
temporal history of OGC Sensor Web Enablement conformal 
sensor data, which allows for intuitive visual assessment of 
the measured parameters. Finally, the map on the right side 
of the interface shows the last few positions of the 
measurement device to keep track of its spatial trace. 

It shall be stated the geoHealth Monitor application 
cannot only be used for patient surveillance, but may also be 
employed for equipment tracking, control of the food supply 
chain including the goods’ measured quality condition, or for 
keeping track of a stolen car. 

 
Figure 4.  Illustration of a “GeoHealth“ application: Biometric Parameter 

History with Geographical Location Illustration demonstrated in a MS 
Silverlight environment. 

D. Real-time Air Quality Assessment 
GENESIS (GENeric European Sustainable Information 

Space for environment), an FP7-funded collaborative 
research project, has two basic aims: 1.) to establish an open 
and standards-based infrastructure for managing, analysing 
and providing environmental information, and 2.) to 
demonstrate the efficiency of the solution through thematic 
pilots in different areas within environmental pilot 
deployments for air quality, water quality and associated 
health impacts. 

The Live Geography approach supports the GENESIS 
project as it builds the technological foundation for the 
thematic pilots by providing mechanisms for measurement 
data provision (Sensor Observation Service), sensor fusion 
(GeoServer data store), alerting (SAS and CEP) and server-
based data analysis (ArcGIS Server application). Fig. 5 
illustrates the web interface for live geo-data analysis of 
environmental information implemented in a kriging process. 
A special focus in GENESIS is on the coupling of SAS and 
CEP including the evaluation of the OGC Sensor Event 
Service (SES), which is widely seen as the successor of SAS. 
In the project, CEP serves for detecting complex patterns in 
sensor data related to spatial and temporal parameters as well 
as measurement values. Another emphasis is on integrating 

329

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 

legacy GIS systems (ArcGIS Server, GRASS GIS, etc.) with 
the standardised OGC Web Processing Service (WPS) 
interface to achieve a wholly standardised workflow coupled 
by a Business Process Execution Language (BPEL) engine. 

The Live Geography solution is likely to be integrated 
into the overall GENESIS infrastructure, which finally aims 
at Europe-wide Spatial Data Infrastructure (SDI) 
harmonisation and provision of a complete infrastructure for 
standardised data access and analysis. For more information 
on the architecture and outcomes, see [30]. 

 
Figure 5.  Web-based Live Geo-processing for Fine-grained Real-time 

Assessment of Urban Air Quality. 

E. Real-time Decision Support for Radiation Safety 
Finally, the Live Geography workflow has been applied 

and evaluated in the course of the FP6 ERA Star G2real 
project exercise ‘Shining Garden’ in Seibersdorf, Austria. 
The field trial setup consisted of modules for live in-situ 
sensing of gamma radiation (using the SSM-1 radiation 
detection unit developed by Seibersdorf Laboratories), live 
geo-processing of radiation measurements, and rapid 
mapping of up-to-date multi-dimensional sensor information. 

The purple dots in Fig. 6 represent the trace of the 
radiation safety expert carrying the sensor device. Location 
data and radiation measurements were collected every 
second. These sensor data were spatially interpolated (in this 
case using the Inverse Distance Weighting – IDW 
algorithm). Partitions 1-6 in the figure below show the 
growing interpolation result in chronological order. 

 
Figure 6.  Growing Interpolation Result for Radiation Source 

Identification. 

Results of this experiment confirm that the Live 
Geography workflow significantly enhances both spatial and 
situational awareness of people in charge. This in turn 
enhances time-critical spatial decision support. Detailed 
results of the field test can be found in [31]. General design 
challenges are discussed in [9]. 

VI. DISCUSSION AND CONCLUSION 
With the prerequisites and challenges of real-time 

monitoring in mind, we developed the Live Geography 
approach. It provides an interoperable, modular and flexible 
distributed sensing and data analysis infrastructure – as 
opposed to previous monolithic sensor networks. Thus, it 
stands for the integration of real-time measurement data in a 
fully standardised infrastructure for real-time monitoring 
applications including web-based data processing. 

The main benefit of the Live Geography architecture 
presented in this paper is its composition in loosely-coupled 
and service-oriented building blocks. This allows for 
decoupling sensor fusion from CEP, data analysis and 
visualisation components, enabling flexible and dynamic 
service chaining. Consequently, the whole infrastructure can 
be ported easily to various application domains by changing 
the sensors (what shall be measured) and the process models 
(how shall the measurements be analysed). 

To demonstrate the Live Geography approach’s 
portability, five concrete real-world implementations in 
different application fields have been presented in this paper. 
This is to show that the approach is highly portable and 
flexible in terms of trans-domain usage and integration of 
heterogeneous data sources. This again builds the basis for 
the deployment of an overarching monitoring infrastructure 
for solving real-time analysis questions across a variety of 
research and service areas. In the future, platforms may 
generally get more lightweight and portable, which opens up 
a plethora of new application areas for which platforms have 
been too expensive or too difficult to deploy before. Another 
important aspect is real-time data delivery of information on 
demand. 

Consequently, it can be stated that a substantial benefit of 
the approach is that the developed infrastructure is applicable 
to a wide variety of cross-domain use cases due to its high 
degree of interoperability, modularity and flexibility. 

With the dramatic decrease of sensor costs as occurring 
recently, it can be assumed that even larger and even more 
heterogeneous amounts of measurement data will be 
available in the near future. A major future research task will 
be the standardisation and combination of these 
heterogeneous data sources using internationally 
standardised interfaces. Recently, several „testbed“, 
„experiment“, or „pilot“ activities are carried out worldwide 
such as the Web Services-OWS7 Testbed initiative the OGC 
which demonstrated the advantages of interoperable 
measurements infrastructures generally, the OGC Ocean 
Science Interoperability Experiment (Oceans IE) or the 
GEOSS Architecture Implementation Pilot. To summarise, 
although SWE  is  still  evolving and new  services  will  be  
developed  to  satisfy  emerging requirements of sensor web 
development OGC and ISO standards for „localised 
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information“ discovery, retrieval and communication are 
increasingly providing a baseline needed for interoperability 
and portability. Furthermore, SensorML can be used outside 
the scope of SWE enabling long-term archive of sensor data 
to be reprocessed and refined in the future allowing software 
systems  to process, analyse and perform a visual fusion of 
multiple sensors [32]. 

Further research will elucidate the applicability of the 
Live Geography approach for situation awareness. Although 
preliminary work has demonstrated the potential of using 
combination of prevailing sensor data with real-time 
processing mechanisms to achieve situational awareness for 
an instantaneous assessment of environmental conditions 
[33] the advantage of the complete system described in this 
paper is that hitherto GIS approaches, which offered GIS 
functionality only in resource-consuming desktop 
applications, can be replaced by web-based analysis tools. 
GIS operations are performed on server-side whereas the 
results are sent to the client, which can for instance be an 
internet-connected personal computer in the mission control 
centre or also a tablet PC used by action forces on-site. This 
will allow for a real-time situational awareness making 
emergency and rescue actions much more efficient. 
Situational awareness is the perception of elements in the 
environment within a volume of time and space, the 
comprehension of their meaning, and the projection of their 
status in the near future [28]. In the context of sensor data 
about the real world, this may be translated to: (1) detecting 
and recognising objects and events, (2) determining how 
they are interrelated, and (3) predicting how things are going 
to change over a period of time going forward [34]. These 
developments may change the GIS community significantly 
and they do so already. Geo-processing featured prominently 
in the early origins of online GIS where server-based GIS 
delegated much of the work that a desktop-client would 
perform to the background, hidden from the user [35].  

The Live Geography approach has been made possible 
through the availability of both the body of standards 
described herein and the GIS-based investigation tools: we 
can build the means to facilitate analyses and appropriate 
characterisations of various processes involved many 
application areas proofed for five different applications. In 
turn, we might hope to achieve the further problem 
formalisation steps thanks to the result of our better 
understanding of complex systems. This is a prevalent topic 
in Geographic Information Science [36]. We are making 
progress beyond a reconstruction of the current state of the 
world from sensor data to reasoning from observed effects to 
possible causes. Predicting the future states or course of 
action is akin to deduction in logic, that is, reasoning from 
causes to effects [34]. In the future, situation awareness 
applications may benefit from symbolic representation of the 
state of the world by adding spatial reasoning capacities to 
our interoperable framework and by incorporating schemes 
from time geography into the Live Geography approach 
allowing structured queries to be performed on data’s 
temporal and spatial attributes simultaneously. 

The ability to obtain all kinds of sensor information at 
decreasing costs with higher measuring accuracies unlocks 

research potential and potentially end user applications to 
creating information at ever higher abstraction levels. This 
may cause now types of problems. The ability to determine 
and view locations and associated sensing information with 
high accuracy is increasingly in the hands of millions of 
people. Commonly available high-resolution digital terrain 
and aerial imagery, coupled with GPS-enabled handheld 
devices, powerful computers, and Web technology, is 
ultimately changing the quality, utility, and expectations of 
GIS to serve society. Analytic methods for non-expert users 
will need to be provided as millions of internet users learn to 
use data with greater detail and intensity, especially in terms 
of temporal resolution and the resulting amount of data and 
level of detail but they may not be aware of basic statistical 
and cartographic principles. GIS is more and more to be 
viewed as a media that helps data producers to communicate 
Geographic information in various forms to receivers, just as 
newspapers and television communicate more general forms 
of information [37]. 

Concluding, it shall be constituted that the main 
challenge in geo-sensor web research for monitoring 
applications in the coming years will be to harmonise 
existing networks with upcoming initiatives in order to 
guarantee optimal data availability for assessing 
environmental dynamics. As laid out, this requires a shift 
from monolithic single-purpose sensor systems to 
interoperable measurement infrastructures, which 
necessitates adequate public awareness and policy 
frameworks. This in turn allows for the straight-forward use 
of live sensor data in existing spatial decision support 
systems. 
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Abstract—Admission control is a key issue for quality of 
service (QoS) provisioning in both wired and wireless 
communication networks. Providing QoS for voice traffic 
transmission over packet-based network is a crucial task, 
which requires development of accurate resource estimation 
models. In order to perform bandwidth saving and improve 
the naturalness of the voice service contemporary voice coding 
schemes are equipped with the functionality of voice activity 
detection and background noise transmission during inactive 
speech periods. The adoption of traditional ON-OFF traffic 
model may cause significant errors in estimating the 
bandwidth required to meet the performance bounds of 
aggregated traffic flow. The aim of this article is to present a 
“new paradigm” of call admission control (CAC) dimensioning 
applicable to wireless access transmission media. The 
admission decision policy is codec-dependent and relies on the 
concept of user-perceived voice quality, since it could provide a 
tight connection with the QoS metrics that shall be guaranteed 
by the network. The well-known bufferless fluid-flow method 
is applied and new simple exact formulas for CAC 
performance evaluation are derived. The proposed methods 
are illustrated with numerical examples and some comparisons 
are made. 

Keywords-CAC; comfort noise generation; MOS; packet loss; 
perceived voice quality; VoIP over wireless access networks 

I.  INTRODUCTION 
As next generation networks architecture is moving 

towards packet, also known as “all-IP” architecture, 
emerging wireless access technologies rely on fully shared 
radio resource allocation schemes, which allow scarce 
resource usage in an efficient way. Interactive services as 
well as real-time constraining services, such as voice or 
streaming applications, are supported over shared radio 
resource. Thus, it becomes critical that the emerging wireless 
access systems should be capable of employing efficient 
radio resource management schemes for packet data, in order 
to ensure that real-time services can be supported according 
to their stringent QoS requirements. 

Providing QoS for real-time traffic flows in modern 
telecommunication networks is still a challenging task, 
which can be split up as follows: QoS guarantee in access 
network and QoS provisioning in the backbone. The former 
needs more difficult and more costly solutions, compared to 
the latter. It is due to the cheap available resource (e.g., fiber 

optic) and easy way of providing additional bandwidth in the 
core network, in comparison with the scarce and expensive 
resources in the wireless access networks (WAcN) as well as 
the specific features of the wireless medium. As a 
consequence, the QoS requirements may not be satisfied, 
even though a large amount of resources (i.e. bandwidth) is 
allocated to a certain connection.  

The possibilities of contemporay WAcN, such as Wi-Fi 
(a set of standards IEEE 802.11), WiMAX (a set of standards 
IEEE 802.16), and LTE (3GPP standard of Long Term 
Evolution), to serve voice traffic are subject of particular 
attention. In spite of the increasing popularity of pure data 
services, the voice service demands still remain the biggest 
revenue contributor of telecommunication network operators 
[2]. VoIP traffic flows over WAcN encounter different 
problems and particularities like: a) stringent norms of 
admissible delay; b) the traffic flow is formed by relative 
short packets with high arrival rate; c) the scarce radio 
resource is wasted due to the relative long packet header, 
which can considerably exceed the packet payload, carrying 
voice frames; d) time-varying channel conditions. 

Transmission of voice over packet-based networks is 
possible by applying different coding techniques. In order to 
prevent wasting available resources in WAcN voice codecs 
employing silence suppression techniques are preferred to be 
used. This is a reasonable solution in contrast to the 
implementation of constant bit rate (CBR) codecs, which are 
well accepted in systems where the network resources are 
not problematic. An additional option of the modern voice 
codecs is their ability of improving speech quality of parties 
participating in communication. This is done by generating a 
special frame, called Silence Insert Descriptor (SID), which 
describes the talker’s background noise. As a result, the 
traffic profile of aggregated voice traffic should be 
addressed, by developing accurate models in which the 
generation of SID frames is included. 

Since VoIP services continue to be commercially 
attractive for network operators, their adoption could be 
influenced by the users’ satisfaction. The major challenge of 
the packet-based networks (either wireless access or core 
domain) serving streaming traffic is to provide QoS 
guarantee, such that consumer satisfaction is the same or 
similar to that of conventional fixed or cellular telephone 
services. This should imply methodologies and models for 
perceived voice quality prediction to be incorporated in 
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algorithms for network resource management, with respect 
to QoS provisioning. 

On the other hand, an important aspect of radio resource 
management and QoS provisioning in wireless access 
networks is towards the CAC mechanism implementation. 
The necessity of CAC arises with the wide deployment of 
connection-oriented packet switching technologies. Based on 
a source’s traffic characteristics and required performance 
metrics, it encompass a set of tools, which has to take a 
decision whether or not a new connection can be accepted by 
the system, in addition of those connections in progress. If a 
new connection is admitted, it must not deteriorate the 
bandwidth usage and the performance of the connections 
already established. Since CAC is a fundamental mechanism 
for congestion control and QoS provisioning, it has been 
extensively studied in both wired [3] and wireless [4] 
network domains. 

The CAC design and performance analysis became an 
inseparable part of ATM- and IP-based networks planning 
process [5], including different wireless networks as well. It 
can be classified based on various objectives and design 
options, such as QoS parameters (call-level and packet-level 
congestion probabilities, packet delay, bandwidth guarantee); 
throughput optimization, power allocation, fairness; 
controlling handover dropping probability, etc. Our research 
work is focused on both call blocking and packet dropping 
probabilities. Call admission decision is based on a simple 
threshold rule – an offered call is accepted if all the calls in 
progress are less than a pre-calculated threshold value. 

Taking into consideration the decision time, CAC 
schemes can be classified as proactive (parameter-based) and 
reactive (measurement-based). In the former scheme the 
decision rule is based on a predictive analytical evaluation of 
the QoS constrains, while in the latter scheme, the CAC 
decision is based on certain QoS measurement. In order to 
get more efficient congestion control, a combination of both 
approaches can be realized. 

This article is an extended version of the research work 
carried out in [1]. We investigate admission control schemes 
for streaming traffic and propose a new paradigm of a 
proactive CAC mechanism and VoIP dimensioning 
framework, based on perceived voice quality evaluation 
models. We aim at developing a solution that is applicable 
for a broad class of contemporary VoIP coding schemes. 

II. RELATED WORK 
The packet form of voice transmission differs 

considerably from other data transmissions. The VoIP traffic 
is streaming with stringent delay requirements. The activity 
periods (talk-spurts) are relatively long and the transmission 
rate of active voice frames (ACT) is not very high. The 
packets are relatively short with constant length and more 
often the packet header size is larger than the payload size. 
Due to the great interest in using IEEE 802.11 and 802.16 
standards as well as emerging 3GPP LTE with E-UTRAN as 
access networks for packetized voice transmission, there 
exist numerous publications on modeling the VoIP call 
performance. References [6]-[8] (Wi-Fi), [9][10] (WiMAX) 
and [11]-[13] (LTE) are just a few among the latest ones. 

In voice communications, speech is usually represented 
as a sequence of talk-spurts, interleaved with silence periods. 
This is a consequence of the widespread employment of 
voice codecs schemes with silence suppression or Voice 
Activity Detection (VAD) feature. In teletraffic point of 
view, this led to modeling the VoIP traffic pattern as an ON-
OFF source. The analytical modeling of the ON-OFF voice 
traffic started with voice over ATM and continues with voice 
over IP applications [5]. Among analytical methods for 
performance evaluation, Markov-Modulated Poisson Process 
(MMPP) [14] and Fluid-flow model [15] are well-
distinguished. Both models are described and compared in 
more details in [41][42]. The MMPP approach is more 
accurate, but at the cost of more computational efforts, when 
compared with the fluid-flow model, which is usually 
preferred as a less complex solution [16]. 

Although quite low bandwidth requirements, the 
packetized voice features lead to poor traffic performance in 
the high-speed WAcN [7][8][17]. In [6], the theoretical 
capacity for VoIP traffic of IEEE 802.11b WAcN is 
computed to be 15 calls. A comparative study shows the 
benefit of implementing silence suppression technique, 
which enhances the theoretical capacity to 38 calls. This is 
still a poor performance compared with the IEEE 802.11b 
radio channel PHY rate of 11 Mbps. Thus, it is beneficial to 
improve the performance and properly dimension the WAcN 
for VoIP traffic. 

Along with the advantages of VAD feature for bandwidth 
reduction, its application may lead to sudden drop of the 
signal level during voice inactivity periods (OFF state), 
which is perceived unpleasant by the other dialogue party. 
Hence, to fill up this inactive period of time, a description of 
the background noise characteristics shall be sent from the 
inactive voice encoder. This is done by SID frames 
generated by the codec’s algorithm. The corresponding 
output signal is referred to as comfort noise [18]. Hence, we 
should note that the presence of SID packets in VoIP traffic 
pattern can affect the traditional ON-OFF traffic evaluation 
[19]. Since the ON-OFF model is not valid for such a case, 
in [14] authors even went so far as to suggest the notation 
ON-SID instead of ON-OFF. 

CAC techniques in modern wireless networks have been 
a subject of intensive study [4]. The design of CAC schemes 
for voice traffic has often been based on QoS performance 
metrics, which are treated separately (e.g., a design objective 
could be to achieve minimum packet loss rate for a specified 
delay constrains). On the other hand, in contrast to the TDM 
systems in which G.711 CBR codec can be only used, voice 
communications over packet networks can be realized by a 
number of low-bit-rate codecs for the purposes of bandwidth 
saving. Due to the complicated signal processing algorithms, 
user satisfaction strongly depends on the robustness of the 
particular type of codec to the instantaneous network 
performance (e.g., packet loss rate). In order to provide tight 
connection between both voice quality perceived by users 
and QoS parameters that shall be guaranteed by the network, 
either subjective or objective methods, developed through 
the years, should be incorporated. The Mean Opinion Score 
(MOS) is the most widely used subjective measure of voice 
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quality expression and the ITU-T E-model is a compu-
tational model for predicting voice quality from network 
parameters [20]-[22]. 

MOS-based rate adaptation for VoIP sources has been 
incorporated in [23]. Architecture for adaptive control of a 
VoIP source coding rate, based on the state of the network, is 
proposed. The goal is to maximize the voice quality 
perceived by the receiver. Similar approach is presented in 
[24], where dynamic joint source and channel coding 
adaptation algorithm for the AMR speech codec is proposed. 
It is aimed at finding the optimum solution between packet 
loss recovery and end-to-end delay in either wired or 
wireless networks, in order to maximize the perceived voice 
quality. The ITU-T E-model is successfully incorporated in 
[25], which proposes an optimization algorithm that selects 
coding scheme, packet loss bound and maximum link 
utilization for a VoIP connection. 

There are a large number of researches concerning the 
voice quality prediction models and their main application in 
playout buffer optimization algorithms. This is due to the 
fact that in the past, the choice of a buffer algorithm was 
entirely based on buffer delay and loss performance, treated 
separately (e.g., minimum end-to-end delay for a given 
packet loss). 

In [26] a method for enhancing perceived quality of 
streaming applications and adaptive playout buffer control is 
proposed. The method is based on the assumption that the 
relationship between MOS and packet loss for codecs is 
linear, which is not correct, especially for newer codecs. 

In [27] the assessment of how buffer algorithms affect 
perceived voice quality and how to choose the best algorithm 
and its parameters to obtain the optimal perceived quality has 
been carried out. The results are based on Internet trace data 
measurement and a new methodology for predicting speech 
quality, which combines the ITU-T Perceptual Evaluation of 
Speech Quality (PESQ) and ITU-T E-model. 

Taking into consideration the widespread use of the E-
model for voice quality prediction, Sun [28] points out that it 
is suitable for a limited number of codecs and network 
conditions. This is expressed by the necessity of performing 
time-consuming subjective test in order to derive model 
parameters. As a result, new accurate models for objective, 
nonintrusive voice quality prediction in packet networks are 
proposed. Based on a new methodology, authors of [28] 
propose efficient regression models, which can be applied 
for a number of modern codecs. 

The packet loss probability evaluation and accurate VoIP 
bandwidth estimation for aggregate traffic, with respect to 
the perceived voice quality metrics is a crucial task in a CAC 
dimensioning. Comparative study shows that a little of 
research activities concerning this topic area have been 
carried out so far. A new approach to solving this problem is 
a subject of the present article, taking into account VAD and 
Comfort Noise Generation (CNG) features of the 
contemporary voice coding schemes (codecs). 

III. SYSTEM MODEL 
The current section deals with the development of 

analytical models for call- and talk-spurt level performance 

evaluation of the proposed CAC mechanisms for VoIP 
traffic transmission. 

Almost all known publications on packetized voice 
traffic performance over WAcN have a common feature – 
the investigations are carried out under overloaded (or nearly 
overloaded) system conditions. It is explained merely by the 
fact that the investigations are fulfilled by means of 
simulations. Good references are [29] and [30], where 
extensive research work and interesting characteristics of 
VoIP traffic service through a IEEE 802.16 system are 
obtained by means of simulations. Telecommunication 
service providers are mainly interested in system behavior 
under real traffic load, where the QoS measures such as call 
blocking, packet loss, etc. are rare events. The reason is that 
the QoS norms applied for commercial public networks 
restrict the traffic volume before an overload can occur. 
Direct simulation of rare events is time and resource 
consuming process. Thus, simulation acceleration methods 
are necessary to reduce the computing time. These methods 
may face certain problems. The proper setting of a particular 
method's parameters is critical for its performance and 
accurate results evaluation. An effective alternative is to 
employ analytical methods for system performance 
evaluation 

Another reason to have a preference on analytical 
methods is the necessity of cross-layer design application 
due to the radio channel characteristics. Multi-layer 
simulations are often hard to be performed because they 
involve widely different time scales [31] (e.g., call request 
arrival, packet arrivals, packet processing at MAC level, 
etc.). Performance analysis by means of multi-layer 
simulation will take large amount of time and may be 
unpractical for a broad class of problems analysis. 

The subject of interest is the traffic flow generated by 
multiple homogeneous sources and the bursty traffic in 
particular. Our considerations are restricted to streaming 
(real-time) traffic, generated by VoIP sources. We aim at 
developing an approach for Generalized VoIP (GVoIP) 
traffic source characterization and parameters estimation of a 
CAC for an access network. 

A. Modeling of VoIP traffic with VAD and SID over 
wireless systems 
А WLAN, WMAN or E-UTRAN, being an access net-

work, is just one hop of a multi-hop end-to-end connection. 
The total one-way delay for good voice quality is fixed by 
ITU-T recommendations [32] to be less than 150 ms. Both 
observations and simulations show that the MAC functional 
delay is about 15 – 20 ms [9]. The same delay sustains at the 
other end. An additional delay of 50–60 ms can occur due to 
the necessity of jitter buffer [19]. Therefore, after extraction 
of possible queues delays of the backbone routers the 
remaining delay budget for a wireless access network is quite 
limited. 

The stringent requirements on delays limit the ways in 
which the voice traffic losses (packet-scale and talk-spurt-
scale) can be handled. The packet-scale losses are easy to be 
prevented by means of a short buffer. However, it is not 
practical to prevent talk-spurt-scale losses by means of a 
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buffer. The buffer in this case would have to be large 
enough, and this would introduce an unacceptable delay. The 
talk-spurt-scale losses can be reduced to an admissible 
amount by selecting an appropriate medium transmission 
rate C during the wireless access network traffic planning 
process. 

In this article, the bufferless fluid-flow approach is used 
for CAC parameters determination. The assumption that 
there is not a buffer at talk-spurt level leads to conservative 
estimates for packet losses and therefore to the safety side of 
CAC parameter determination. 

The bufferless fluid-flow model is used quite a while ago 
[33]–[35] and [5, Chapter 12] due to its effectiveness and 
simplicity. 

In the majority of investigations on VoIP traffic 
performance analysis, it is widely adopted the speech 
generation process to be modeled as a consequence of talk 
spurts and inactive periods, whose duration is usually 
assumed to be exponentially distributed. The so defined ON-
OFF model does not take into consideration the existence of 
SID frames in the voice traffic pattern, generated by the 
voice encoder. When the source is in the ON state, it 
produces voice frames with a constant bit rate, which are 
encapsulated in voice packets. During the OFF state, the 
source sends no packets. 

In order to determine the maximum number of calls 
(sessions) N admitted to the system by the CAC, meeting 
certain objectives, the bufferless fluid-flow or burst-scale 
loss approach is well-accepted. 

An ON-OFF traffic source is usually characterized by 
means of the following parameters: the bit rate during a talk-
spurt R; the mean bit rate r; the talk-spurt duration ONT  and 
the inactive period duration OFFT . The mean bit-rate during 
ACT frames (packets) generation process is: 

 .RR
TT

T
r

OFFON

ON α=
+

=  (1) 

According to (1), an ON-OFF source could be characterized 
by means of any three out of four parameters. It should be 
noted that α/1  measures the peak to mean ratio of the rate 
produced by a call and α denotes the voice activity factor. 

By employing voice encoders that randomly generate 
SID frames (packets) during voice inactive periods, the OFF 
state bit-rate is 0>OFFR . The VoIP traffic source with VAD 
and background noise transmission is called a Generalized 
VoIP (GVoIP) source [36]. A GVoIP traffic source is 
characterized by means of the above mentioned parameters 
plus the bit rate during the inactive period OFFR . Hence, the 
overall mean bit rate Gr  of a GVoIP source is derived as: 

 .)1( OFF
G RRr αα −+=  (2) 

Since SID frames generation has an influence on the 
overall packet flow, it could be quantitatively expressed as 

the ratio RROFF / , denoted by γ [36]. Thus, Equation (2) can 
be rewritten as follows: 
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Comparison of (1) and (3) gives an increase of the voice 
mean bit rate due to the SID frames generation, i.e. 
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The actual value of γ can vary, but usually the typical 
values are limited to 0.1 [37]. On the other hand, the typical 
values of α range from 0.35 to 0.45 [6]. Therefore, it could 
be expected an approximate increase of a GVoIP source 
mean bit rate up to 20 %. 

For an aggregated model of multiple homogeneous VoIP 
sources, which generate SID frames, the arriving flow rate 
(AFR) of the multiplexed voice calls is: 

 ,)( OFFRjijRAFR −+=  (5) 

where, in the general case, i denotes the number of calls 
admitted to the system and j – the number of calls in talk-
spurt. 

B. System model and packet loss paradigm 
Let us formulate the problem of aggregating a number of 

voice traffic sources over the radio interface of an access 
network. We suppose C represents the total bit rate link 
capacity allocated by a base station, of a particular wireless 
access technology, for the purposes of streaming traffic 
transmission. It is convenient to use the notation R 
(transmission rate during talk-spurt period) as a unit 
transmission resource. Therefore, 

 ,nRC =  (6) 

where 

 RCn /=  (7) 

denotes the number of network resources (referred to as 
transmission resource units as well). In case of a classical 
ON-OFF model (without SID) n represents the maximum 
number of active calls that can be simultaneously served 
without any packet losses. 

However, if Gn  denotes the maximum number of active 
GVoIP traffic sources, including CNG feature that can be 
served simultaneously without packet losses, then: 

 .)( OFF
GG RniRnC −+=  (8) 

As a consequence: 
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R
C
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Hence, the maximum number of talk-spurts (active calls) 
that can be simultaneously served without packet losses is 
not constant any more, but depends on the number of the 
calls i admitted to the system. Recall that in the classical ON-
OFF model, this value is constant and depends on C only (7). 

The main parameter of a proactive CAC scheme is the 
maximum number of calls (sessions) admitted to the system 
by the CAC, denoted by N. In order to gain from the 
statistical multiplexing, it is obvious that GnN > . On the 
other hand, the following expression GrCN /<  shall be 
fulfilled in order to prevent a buffer from permanently 
overflowing. Hence, the following condition can be derived: 

 .G
G

r
CNn <<  (10) 

The research efforts will be directed towards determining 
both the CAC threshold value N of maximum admissible 
calls (to keep the call blocking below the norm) and the 
radio-link resources n (necessary to keep the packet loss 
value below the norm). 

The analytical evaluation is based on the following 
parameters: the offered traffic A, in terms of Erlangs; the 
GVoIP source parameters (such as, TON, TOFF, R, and ROFF); 
the QoS parameters – call blocking probability B and packet 
loss probability PLP . 

Our attention is paid to the packet loss evaluation, as a 
more intricate task. The analytical model derived can be used 
for evaluation of the necessary medium transmission rate C, 
with respect to the packet loss probability requirements. 

The ratio of the packets loss rate to the arriving packets 
rate gives the probability of packet losses [5] 

 ,
)(

)(
AFRE

CAFRE
PPL

+−
=  (11) 

where E stands for the expectation operator, the numerator 
denotes the aggregated flow excess rate, and (z)+=max(z,0). 

Assuming the worst-case with N admitted calls (i.e. i=N) 
and using R as a transmission resource unit, the packet loss 
probability is derived by the following expression: 
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where j represents the number of talk-spurts (active sources). 
In the case of multiple sources, we need to calculate the 

probability that j sources are active, given that i traffic 
sources are admitted. This conditional probability is given by 
the binomial distribution: 

 .)1()|( jij

j
i

ijP −−⋅⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= αα  (13) 

For the worst-case with N admitted calls, i = N. 
Both the numerator and the denominator in (12) represent 

flows that are mixture of packets that carry voice (ACT 
frames) and packets that carry background comfort noise 
(SID frames). As Estepa [16][38] have correctly pointed out, 
since the loss of ACT packets forms the main influence on 
the perceived voice quality, it makes sense to account the 
loss of ACT packets only. The proportion between ACT and 
SID packets in the excess rate flow varies and depends on 
the number j of talk-spurts. In the aggregated excess rate 

flow exactly [ ]γ)( jNj
j
−+

 parts belong to ACT packets 

and the overall offered ACT flow is merely N⋅α . Therefore, 
ACT packets loss probability is expressed as: 
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It should be noted that in [16][38] the following 
approximation formula for ACT

PLP  is used (rewritten here for 
the bufferless fluid-flow model and based on notations we 
have adopted): 

 ,)1(1 ⎥⎦
⎤

⎢⎣
⎡ −

+⋅≈
α

γα
PL

ACT
PL PP  (15) 

where PPL is evaluated by (12). 
A common feature, when N is determined, is to consider 

the case i=N only and evaluate PPL [5, pp. 141]. This 
corresponds to a system where all traffic sources suffer 
highest losses. For carrier-grade voice service the network 
operator has to guarantee QoS similar to that of circuit 
switched networks. For this reason, for a properly planned 
network the common assumption of i=N tends to be an 
extremely rare event. As a consequence, it is significantly 
important to take into consideration all possible system states 
for which losses are encountered, when performing an 
analytical evaluation of PPL. 

A VoIP source is either in an idle or busy state. In case of 
VAD function implementation the VoIP source is alternating 
OFF and ON states after the call is setup (Fig. 1a). An 
assumption is made that any call originates or terminates 
when it is in silence period only. In case a call can originate 
or terminate during an active period (during a talk-spurt) the 
call state-transition diagram is modified as shown on Fig. 1b. 
Probabilities of transition from state busy ON to state idle 
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Figure 1.  A VoIP source state-transition diagram 
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Figure 2.  System state-transition diagram 

(dotted line on Fig. 1b) and particularly from state idle to 
state busy ON (dashed line on Fig. 1b) are negligible 
(normally there is a packet generation offset at the call start 
and seldom the call end will interrupt talk-spurt) and they 
will be omitted in our considerations. 

At any time the radio link system can be in a state ),( ji  
where i )...,,1,0( Ni = represents the number of accepted 
calls (N denotes the upper bound of the admitted calls) and j 

)...,,1,0( ij =  is the number of active calls (number of talk-
spurts in progress). The call flow forms a Poisson process 
with call rate cΛ  and call service time cμ/1 , whereas the 
burst flow forms a Binomial process with single ON source 
burst arrival rate OFFb T/1=λ  and single OFF source burst 
service rate ONb T/1=μ . The set of states ),( ji  forms a two-
dimensional Markov chain with the corresponding state-
transition diagram shown on Fig. 2. 

Following the assumption the call flow forms a Poisson 
process, the probability of exactly i sources being busy is 
given by 
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N
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where 

 .
c

c
cA

μ
Λ

=   

The Markov process, which is represented by the two-
dimensional state transition diagram on Fig. 2, is reversible. 
Thus, the performance measures of interest can be derived 
by the states probabilities, which are given on product form. 
A state joint probability ),,( jiP  under the assumption of 
statistical equilibrium, is expressed as 

 ),|()(),( ijPiPjiP ⋅=  (17) 

where the conditional (burst flow) probability )|( ijP is 
obtained by (13). 

Let us first consider the case when the aggregated traffic 
flow is generated by multiple VoIP sources, where each one 
is represented as an ON-OFF traffic model. 

Since we are interested in packet loss probability 
evaluation PPL, in any state for which nj >  (the gray-filled 
area on Fig. 2) a packet is lost with certain probability. The 
offered rate in a state ),( ji is jR  and the excess rate is 

Rnj )( − . Therefore, the excess rate mean value is given by 
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Based on (11) and after some rearrangements, the packet 
loss probability is given by the following relation: 
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In order to perform a comparative analysis considering 
the worst-case scenario, i.e. Ni =  [5, pp. 141], PPL could be 
derived from (19) 
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As a further step of the research, it should be noted that 
the traffic generation pattern of the contemporary VoIP 
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coding schemes comprises of SID packets generated during 
the OFF periods. Thus, the presence of such packets affects 
the traditional ON-OFF traffic model and hence, the packet 
loss evaluation methodology when GVoIP sources are 
employed. 

Based on the state-transition diagram (Fig. 2) as well as 
the main properties of GVoIP sources, in any state for which 

Gnj >  a packet loss with certain probability occurs. On the 
other hand, it could be seen that the parameter Gn is tightly 
coupled with the number of admitted calls, which is 
expressed by (9). 

Following (11), it is more realistic to consider the ratio of 
lost packets to all arrived packets just for VoIP calls with 
packet losses only, i.e. ni >  (Fig. 2). 

Hence, the packet loss evaluation of aggregated GVoIP 
traffic flow could be obtained by the following expression: 
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 (21) 

Both the numerator and denominator in (21) represent a 
packet flow, which is a mixture of packets carrying voice 
(ACT packets) and those carrying background comfort noise 
pattern (SID packets). As it was pointed out earlier, we are 
interested in the ACT packets loss evaluation, due to their 
main influence on the perceived voice quality. The 
proportion between ACT and SID packets in the excess rate 
flow varies and depends on both the number of calls (i) and 
the number of talk-spurts (j). It should be noted that the total 
offered ACT flow at states with i calls is i⋅α . Therefore, we 
propose the following exact packet loss formula: 

 
⎡ ⎤

⎡ ⎤

.
)(

]
)(

[),(
1

∑

∑ ∑

=

= ⎥
⎥

⎤
⎢
⎢

⎡
−
−

= −+
−⋅

= N

ni

N

ni

i
inj

ACT

iiP

jij
njjjiP

P
PL

α

γγ
γ

 (22) 

The main contribution of the models we have developed 
is to propose a new paradigm of CAC dimensioning for 
VoIP traffic pattern generated from homogeneous sources 
with VAD and CNG features. As further part of the research, 
we address this problem from the users’ perspective as well, 
by incorporating the broad term of perceived voice quality. 

C. CAC Dimensioning with respect to the perceived voice 
quality 
The concept of user-perceived QoS and its evaluation for 

real-time services, such as VoIP, is a key issue, since it could 
provide a tight connection with the QoS metrics that shall be 
guaranteed by the network. In VoIP applications the delay 
and packet losses are the main impairments that have direct 
impact on the perceived voice quality, and the MOS is the 
most widely used measure for this purpose. 

Due to variety of voice coding schemes (codecs) and 
their robustness to the network conditions, all the 
information about the type of codec and packet losses is 
suitably represented by an appropriate equipment 
impairment model Ie, while the delay impairment model Id 
encompasses a number of impairments due to one way delay 
of voice packets. 

Since the models’ parameters are usually calculated by a 
set of complex equations [22], efficient regression models 
for objective, nonintrusive voice quality prediction in packet 
networks are proposed in [28], which combine the ITU-T 
speech quality measurement algorithms (either PESQ or 
PESQ-LQ) and ITU-T E-model. 

A non-linear equipment impairment Ie regression model 
for a number of contemporary low-bit-rate codecs is derived 
in [29] and has the following form: 

 ( ) ,1ln cbaI e ++= ρ  (23) 

where ρ denotes the packet loss probability (in percentage), 
and the parameters (a, b, and c) are derived under the PESQ 
or PESQ-LQ algorithm and depend on the particular coding 
scheme used. Employing complicated signal processing 
algorithms, voice codecs can also have an impact on the 
perceived quality under zero packet loss and delay 
conditions. This is expressed by the parameter c in (23). 

Unlike Ie which is codec dependent, the Id factor is 
common to all codecs and it could be derived by a 
polynomial fitting of 6-th order [28]. Among all the 
impairments included in Id, we take into consideration the 
following ones (assuming the rest to be in perfect condition):  

(a) packetization delay packd  – time taken to fill the 
packet payload, i.e. for the purposes of the packetization 
process it is necessary the number of codec frames Nfpp that 
will be encapsulated in each packet to be set. This option has 
a great importance, because for a particular type of codec, it 
can influence the bit rate the ACT and SID packets are 
generated. The packet mean bit rate is significantly 
increased, especially for low values of Nfpp, and vice versa. 
On the other hand, there is a trade-off between the packets 
mean bit rate and the packetization delay;  

(b) network delay – contemporary packet-based networks 
are too complex and large-scale systems. Thus, standard 
techniques for delay analysis are not well-suited and a 
common practice for such studies lies in the scope of 
statistical delay distribution modeling, based on a network 
configuration and acquired trace data. This topic is covered 
in more depth in [39] and several statistical distribution 
functions are investigated and applied in [40] for a network 
delay description. As a consequence of applying statistical 
analysis, the network delay can be expressed by its mean 
value, denoted by nd . The overall mean packet delay is 

simply represented by npack ddd += . 
Taking as a starting point the VoIP packet loss model in 

which all possible system states are taken into consideration 
(Fig. 2), we extend it to include the models for perceived 
voice quality prediction addressed previously. We aim at 
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deriving the overall mean impairment factor ,ΣI and hence 
the perceived voice quality, in terms of MOS, with respect to 
the parameters describing the underlying Markov process.  

Carrying out the analysis, we can split up the state space 
in two non-overlapping areas, which are distinguished to 
each other by the packet loss occurrence. Thus, for 

],0( ni ∈ , the packets are not lost and the mean impairment 

factor ],0( nI Σ  includes the impairments of the codecs itself 
(under zero packet loss) and packets delay. 
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For ],( Nni ∈  the influence of packet losses on 
perceived voice quality is quantitatively evaluated by 
applying the Ie model. The mean impairment factor ],( NnI Σ  in 
such a case is obtained as follows 
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where ρ denotes the mean packet loss rate (in percentage) for 
traffic flow of both ACT and SID packets and subject to 
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Therefore, for the overall mean impairment factor ΣI we 
have 
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If p denotes a threshold value of the set of states (at call-
flow level) we are interested in during the perceived voice 
quality analysis, the following conditions shall be fulfilled: 

Np ≤≤0  and .Nip ≤≤  Hence, the common representa-
tion of the weighted factors in (26) is based on normalization 
of the set of probabilities P(i), subject to the stated 
conditions, i.e. 
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Having obtained the average impairment factor ,ΣI  and 
ignoring the other impairments (e.g., echo), the average R 
factor can be calculated as [22] and it commonly ranges from 
50 (poor quality) to 100 (the best quality), i.e. 

 ,0 AIRR +−= Σ  (28) 

where R0 incorporates the effect of noise, expressed by the 
basic SNR, and it does not depend on the network 
performance. For voice traffic it is assumed R0 = 93.2. The 
advantage factor A takes into account the fact that some users 
could accept the voice quality reduction in return to the 
service convenience, for instance wireless access connection. 
Typical values of the advantage factor are A = 0 (wireline 
access) and A = 10 (GSM network access). Thus, the average 
R factor, expressed by (28), considers all the impairments as 
a result of particular network condition and the type of 
coding scheme employed. 

The perceived voice quality is quantitatively expressed 
by the relationship between the R factor and MOS, as 
defined in ITU-T G.107 recommendation [22]. 

IV. NUMERICAL RESULTS 
The current section is concerned with a quantitative 

analysis and comparative study of the methods for CAC 
dimensioning we have proposed. 

In order to decrease the bandwidth usage the encoding 
scheme of each traffic source employs an activity detection 
function, which is quantitatively represented by the activity 
factor α. The offered traffic flow Ac is generated by multiple 
homogeneous (G)VoIP sources. The maximum number of 
calls (sessions) admitted to the system depends on the target 
call-level blocking probability B, which can be obtained by 
(16). 

The commonly accepted ON-OFF model ignores the SID 
packets in the VoIP traffic pattern (γ = 0) and thus, its 
application could cause significant errors in estimating the 
bandwidth required to meet the performance bounds of 
aggregated traffic flow. Focusing on a more realistic case, 
where voice source traffic pattern includes both a silence 
suppression feature and comfort noise generation, we 
analyze a CAC mechanism assuming the worst-case scenario 
with N admitted calls, i.e. .Ni =  We set the ACT packets 
loss probability threshold (14) to %5.0=ACT

PLP  [21]. The 
aim of the study is to determine the maximum number of 
admitted users N in case a fixed amount of network resource 
units n is allocated for the VoIP service. The quantitative 
relationship among the variables of interest is shown on 
Figure 3. In spite of improving the naturalness of 
conversations by introducing the CNG feature, SID packets 
generation during inactive periods (γ = 0.1) leads to 
additional consumption of allocated resources. This results in 
decreasing the number of users admitted to the system.
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Figure 4.  Access network dimensioning – CAC models comparison 

(homogeneous voice sources without CNG, subject to i = N and i > n)
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Figure 3.  Number of admitted calls vs. allocated network resource 

units  (a comparative analysis of multiplexing homogeneous VoIP and 
GVoIP sources, subject to i = N) 
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Figure 5.  Comparative study of the dimensioning algorithm applicable 

for G.729 and G.723 coding schemes (homogeneous GVoIP sources, 
subject to i = N and i > n) 
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Figure 6.  Comparative study of the dimensioning algorithm applicable 

for G.729 coding scheme 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Based on the required performance thresholds, such as B 
and PPL, as well as source traffic characteristics the task of 
CAC is to determine whether a connection can be accepted 
and, if accepted, the amount of network resources to be 
allocated. Fig. 4 depicts results of an access network 
dimensioning with typical values of PPL and α, under 
assumption of offered traffic flow generated by 
homogeneous ON-OFF sources (without CNG feature). A 
comparative study has been carried out by applying both the 
model presented in [5], expressed by (20) (we will refer to it 
as “model A”), and proposed analytical model (19) (we will 
refer to it as “model B”). The “model A” corresponds to a 
system that encompasses the set of states for which i = N is 
fulfilled. This is related to the most right column on the state-
transition diagram (Fig. 2). Since network service providers 
are interested in more realistic system performance 
evaluation, it is necessary all possible system states to be 
taken into consideration (we can denote this condition as 

ni > ). Numerical results show that this led to more efficient 
network resource (bandwidth) usage, because the system is 
not overdimensioned, as it is done by using (20). 

For carrier-grade voice service it is of crucial importance 
a VoIP dimensioning framework for accurate estimation of 
the network resource, required to guarantee the performance 

bounds of aggregated GVoIP traffic sources, to be applied. 
This issue is addressed by the proposed analytical model (21) 
and (22), which is valid for any VoIP coding scheme, by 
setting both parameters α (α = 1 corresponds to a CBR-type 
codec) and γ (γ = 0 – the model is valid for a VAD codec 
without CNG feature). We compare our dimensioning 
algorithm to the common approach of considering Ni = . 
Comparative study includes the derived exact formula (14) 
for packet loss evaluation. We consider G.729 and G.723 
coding schemes, both employing VAD and CNG features. 
Typical values of γ for both codecs are assumed to be 0.1 and 
0.03 respectively [16]. Results depicted on Fig. 5 reveal the 
bandwidth (in term of transmission resource units) required 
in order to satisfy QoS constrains of aggregated traffic load 
Ac. It is demonstrated the bandwidth allocation margin that 
results from applying the proposed methodology for packet 
loss evaluation (22) ( ni > ). 

On the other hand, silence suppression technology can 
considerably decrease the bandwidth usage needed. This is 
quantitatively represented on Fig. 6. Study results 
demonstrate that the same amount of network resource could 
be allocated to meet the call flow demands with higher value 
of activity factor (α = 0.45) when the proposed approach is 
applied, compared to the case for which i = N. 
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Since we are interested in the voice (ACT) packets loss 
probability evaluation, in our analysis, we ignore the SID 
packet losses which are a part of the overall packet flow. 
This is represented by (22). On the other hand, SID packets 
are characterized with a small number and size (typically 
γ<0.1), which means they would not have great impact on 
the precision of voice packets loss probability evaluation, 
expressed by (21). The results presented on both Fig. 7 and 
Fig. 8 let us answer this question. 

Fig. 7 depicts the comparison results of PLP  and ACT
PLP  

versus transmission resource units n, for different values of 
offered traffic volume cA  and codec used. In order to get 
more accurate results, Fig. 8 shows the absolute difference 

PL
ACT

PL PPp −=Δ  of (21) and (22) for the same case. It could 
be concluded that there is no sense of using (22) instead of 
(21), when the offered traffic volume is high (above a certain 
threshold) as well as it is expected the packet loss probability 
is small enough (e.g., less than 1.10-3). 

 

The current trend of wireless networks dimensioning and 
performance evaluation is going towards application-specific 
quality measures, which takes into consideration the end 
user’s satisfaction, rather than network parameters for QoS. 
This allows us to build a CAC mechanism that is capable of 
allocating the scarce network resource more precisely, based 
on the users’ perceived QoS. The admission decision policy 
is codec-dependent and relies on the MOS value, which is 
expressed by the average impairment factor (26). We 
consider the following modern low-bit-rate coding schemes, 
supporting VAD and CNG: G.729, G.723.1, and the AMR 
codec (the highest mode – H, and the lowest – L), which has 
been adopted in the 3GPP networks. It is assumed the AMR 
codec maintains the either mode for an active call duration. 
The codec parameters for different values of Nfpp are 
calculated according to [16] and presented in Table I. The IP 
packets flow rate during a voice source active and inactive 
state is denoted by R and Roff respectively. A sequence of Nfpp 
consecutive codec frames (either ACT or SID) are sent in a 
single IP packet payload every TN fpp ⋅  seconds, where the 
value T is codec-dependent and denotes the frame inter-
arrival time. 

The feature under investigation is towards a CAC 
mechanism dimensioning of an access point. We assume 
negligible packet delay (Id ≈ 0), which does not have a direct 
impact on the perceived voice quality evaluation. In order to 
achieve minimum packetization delay the number of codec 
frames that will be encapsulated in each IP packet is set Nfpp 
= 1 by the voice application. 

Fig. 9 reveals the bandwidth (in terms of transmission 
resource units) required for offered aggregated GVoIP traffic 
flows to have a certain value of MOS, when a voice coding 
scheme of particular type is involved. The CAC decision 
policy is based on the target MOS value as well as the 
offered traffic load by setting call-level blocking probability 
B = 1 %. More generally, Fig. 10 depicts the link capacity 
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TABLE I.  CODEC PARAMETERS 

Codec AMR(H) AMR(L) G.723.1 G.729 
α 0.469 0.469 0.471 0.456 
Nfpp 1 
Nfpp · T (ms) 20 29 30 10 
R (bps) 19 600 20 800 17 067 40 000 
Roff (bps) 1 662 2 400 900 4 583 
γ 0.0852 0.1154 0.0527 0.1145 
Nfpp 2 
Nfpp · T (ms) 40 58 60 20 
R (bps) 14 069 12 800 11 733 24 000 
Roff (bps) 1 662 2 410 789 4 583 
γ 0.1181 0.1883 0.0672 0.191 
Nfpp 3 
Nfpp · T (ms) 60 87 90 30 
R (bps) 12 230 10 133 9 956 18 667 
Roff (bps) 1 662 2 410 752 4 583 
γ 0.1359 0.2378 0.0755 0.2456 
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that shall be guaranteed by an access point in order to reach 
certain perceived quality level. MOS rating is based on [22].  
The method proposed could be incorporated into a codec 
negotiation procedure based on the allocated network 
resource and fulfilling the CAC decision criteria. 

The VoIP traffic service over WAcN may encounter 
certain difficulties as a result of the wireless domain 
characteristics. The scarce radio resource may be wasted due 
to the traffic flow formed by packets with relative long 
headers, which could exceed the voice payload field several 

times. In most cases, this drawback can be minimized by 
adjusting the sequence of Nfpp consecutive codec frames 
building an IP packet payload field. From QoS perspective, 
this option leads to increase of packetization delay and it is 
not very appropriate, especially in case the voice packets 
could encounter considerable network delay. Applying the 
“new paradigm” of CAC dimensioning, Fig. 11 depicts the 
perceived voice quality, which could be achieved, under 
specific network parameters for a number of popular low-bit-
rate voice codecs. It is assumed the aggregated GVoIP traffic 
load Ac = 40 Erl. It can be seen that for the same amount of 
consecutive voice frames per packet Nfpp, the access point 
shall allocate more resource when the average network delay 
dn increases. This arises from the necessity of keeping the 
perceived voice quality at the same level when network 
conditions are getting worse. At the same time, the scarce 
resource is not wasted when the maximum possible value of 
MOS is requested to be obtained, since the capacity 
allocation to links could be accurately estimated by the 
model we propose.  

V. CONCLUSION AND FUTURE WORK 
In this article, we have focused on a more realistic case 

where VoIP source traffic pattern includes not only a silence 
suppression feature, but comfort noise generation as well. 
The adoption of the traditional ON-OFF model may cause 
significant errors in estimating the bandwidth required in 
order to meet the performance bounds of aggregated VoIP 
traffic flow. Both call- and talk-spurt level considerations for 
a teletraffic design of access networks for voice services are 
proposed and comparative analysis has been carried out. 

We propose a new paradigm of CAC dimensioning of 
wireless access networks serving packetized voice traffic. 
The new methodology has a broad area of application and is 
especially suitable for accurate link capacity estimation, 
taking into consideration the end user’s service satisfaction, 
rather than network parameters for QoS treated separately. 
The approach is valid for a number of modern low-bit-rate 
voice codecs, employing VAD and CNG functionality, and 
is insensitive to the wireless technology in use. 

Due to the great interest in emerging wireless access 
technologies, the research community is being interested in 
the system design, optimization and QoS requirements 
satisfaction of next-generation wireless access networks. The 
wireless environment features as well as user mobility draw 
the direction of the future research work. It will encompass 
the models we have developed and solve wireless 
communications resource management problems in order to 
maintain channel capacity and provide the performance 
guarantee. In order to achieve this goal, cross-layer 
adaptation and optimization mechanisms are going to be 
developed. 
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Figure 11.  CAC dimensioning example for a number of low-bit-rate voice codecs, expressed in Nfpp and dn 
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Abstract—This paper advocates for the introduction of perfor-
mance awareness in autonomic systems. Our goal is to introduce
performance prediction of a possible target configuration when
a self-* feature is planning a system reconfiguration. We propose
a global and partially automated process based on queues and
queuing networks modelling. This process includes decomposing
a distributed application into black boxes, identifying the queue
model for each black box and assembling these models into a
queuing network according to the candidate target configuration.
Finally, performance prediction is performed either through
simulation or analysis. This paper sketches the global process
and focuses on the black box model identification step. This
step is automated thanks to a load testing platform enhanced
with a workload control loop. Model identification is based
on statistical tests. The identified models are then used in
performance prediction of autonomic system configurations. This
paper describes the whole process through a practical experiment
with a multi-tier application.

Keywords-Autonomic systems; performance; automatic mod-
elling; queuing network model; load injection

I. INTRODUCTION

A. Autonomic computing and performance management

Management of modern distributed systems is becoming
increasingly complex and costly. Autonomic computing typ-
ically addresses this issue by providing systems with self-
management capabilities. A common approach to building
self-managing systems has been sketched by [1], through the
well-known MAPE-K control loop (Monitor, Analyze, Plan,
Execute - Knowledge): some self-* features (e.g., optimiza-
tion, configuration, healing and protection) are implemented in
the system in the form of feedback loops that result in system
reconfiguration plans to be executed when special undesired
situations are met. Reconfigurations typically result in remov-
ing, adding or replacing one or several system constituents,
thus resulting in a new configuration. Here, we consider
changing constituent parameters (e.g., tuning) as a component
replacement inasmuch its behavior changes, especially from a
performance point of view.

Reconfiguring a distributed application may result in per-
formance changes, ranging from anecdotal to dramatic. In the
case of critical or Service Level Agreement-ruled systems,
it may be quite relevant to evaluate the performance of a
candidate new configuration before actually deploying it. This

1This work is supported by the French ANR, through the Selfware and
SelfXL projects, and ANRT.

remark applies to any self-* feature-driven reconfiguration,
but it particularly applies to self-optimization. This sort of
feature may typically compare different candidate configura-
tions, looking for an optimized trade-off between an expected
performance level and operational constraints and costs.

This paper deals with the introduction of a strong
performance-awareness in autonomic systems, in order to
drive the Analyze step of the MAPE-K loop with relevant
performance Knowledge, combined with performance analysis
or simulation capabilities. To do this, our approach consists in
relying on performance models of a distributed application’s
constituents, and then composing these models according to
interactions between constituents, to get a performance pre-
diction of an application configuration. We typically address
distributed applications where some constituents may be repli-
cated in order to increase the overall application performance
(e.g., multi-tier web applications). In this introduction, we
sketch the global process, as presented in [2].

B. Identifying black boxes

The first roadblock we meet is getting the constituents’
performance models. Applications, middleware and systems
based on common information technologies typically come
with poor performance-related specification, if any. At a cer-
tain granularity, the inner architecture of some constituents
is either so complex or under-specified that trying to infer a
performance model for each one would practically take far too
much effort. However, a certain granularity of decomposition
seems to be humanly affordable, at least for distributed appli-
cations. For instance, an HTTP front-end, an EJB container
and a database is a straightforward level of decomposition in
the context of multi-tier Java EE applications. Based on this,
our approach is two-fold:

1) decompose a distributed application into constituents,
called black boxes, with a relevant granularity,

2) automatically get a performance model of each black
box through an experimental stimulus-response obser-
vation principle.

The relevant granularity level is a trade-off between the
decomposition feasibility (with regard to available information
and complexity) and the final model accuracy and sizing
opportunities. The major criterion is sizing opportunity: if one
sub-element of a black box can be replicated to increase the
workload capacity of the sub-feature it supports, then there is
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a big motivation in decomposing this black box into sub-black
boxes. Accuracy is another motivation for decomposition,
since a queuing network model will be closer to reality than a
single queue model representing the same element. Last, the
black boxes model identification process may be quicker and
simpler, for smaller black boxes, and may have less weird
behaviors than for bigger ones.

A black box is a constituent whose content is unknown.
You may only know its external interfaces and be able to
invoke their operations, and observe the outputs resulting from
your invocations. This black-box may (or may not) provide
an interface to give some information about its state. It runs
in an execution environment whose resources usage may be
observed (CPU, RAM, network bandwidth, etc.). We partic-
ularly address software black boxes running on an operating
system. Commercial, off-the-shelf software elements, as well
as complex open source middleware, would be typically black
boxes. In case of distributed software, network interactions
give decomposition opportunities.

C. Automatic model identification

Once we have decomposed the global system into black
boxes, we need to get a performance model for each of
them, and then to combine these models into a single one
representing the global system. To achieve this, we choose
to model black boxes as queues, and the global system as
a queuing network. The idea is that we can experimentally
identify queuing models that best represent the performance
of black boxes, and then build the resulting queuing network
for performance prediction. Model identification is based on
non-parametric statistical tests. This enables to determine the
best distributions fitting service times and inter-arrival times.

The other idea is to get experiments on black boxes auto-
matically performed by a load testing platform, enhanced with
self-regulated load injection capabilities [3]. The workload is
automatically adjusted according to measures and policies that
define workload steps, levels and saturation criteria. There
are three reasons for this step-by-step increasing workload
injection. First, we have no knowledge and we make no
assumption about the maximum capacity of each black box:
we start with a minimal capacity assumption, and then we
gradually increase the assumed capacity. Second, we prevent
load injection from actually reaching a critical saturation level
that would result in a black box crash, with a possible necessity
to reboot and restart. Third, we want to observe the black box
in permanent, stable states, which practically requires to have
these steps.

This experimental process uses research results in terms of
component-based architecture for building autonomic comput-
ing systems [4].

D. Performance prediction

Once the Knowledge part of our autonomic system is fed
with the black boxes queuing models, the Analysis function
of any self-* control loop is able to evaluate performances of
possible target configurations. This prediction may be based on

G/G/K models

M/G/K models

M/M/K models

-

+

+

-

TractabilityAccuracy

Figure 1. Accuracy versus tractability

queuing network simulation or analysis. When several queuing
model candidates have been successfully identified for a single
black box, the actual model selection may be driven, on the
one hand, by its accuracy, and, on the other hand, by its ability
to be quickly analyzed or simulated. The more accurate is the
model, the more difficult is the analysis (see Figure 1).

As a matter of fact, the efficiency of this performance
prediction influences the speed and effectiveness of the self-*
control loop. The global process is summarized by Figure 2.
This paper develops the second step (model identification) of
the approach, as a continuation of [2]. An example of the use
of identified queue models in performance prediction is given.

This paper is organized as follows: first, we position our
work with other related work in Section II. Then, Section III
describes how the self-regulated load injection process is
achieved: we compute the duration of an injection period
and explain how to estimate stabilization time, injection step
duration, and sampling period. In Section IV, we detail the
black box model identification process by first presenting inter-
arrival and service sampling, and then by explaining how to
determine the distribution shape and the whole identification
process. We also present how to estimate, from the observed
parallel processing level of a given black box, the correspond-
ing queue model’s number of servers. In Section V, we show
how to use identified models in performance prediction. We
show a practical application of our model identification process
in Section VI on a typical use case and we give experimental
results. Finally, we conclude in Section VII and give some
open questions and perspectives.

II. RELATED WORK

Several works have been proposed to model systems for
autonomic computing purposes. Some authors used regres-
sion models [5] for transactional systems, but most of them
proposed queuing networks as predictive models [6], [7], [8],
[9]. Kamara et al. [7] modelled a 3-tiers architecture with a
single queue; Rafamantanantsoa et al. [8] described a simple
web server with an M/G/1/K-PS queue model. The parameters
of this model (queue capacity and mean service time) are
estimated by the maximum likelihood technique, given data
obtained by extensive experiments. Other proposals [9] used
queuing networks instead of a single queue model. This
last modelling seems to be more appropriate for distributed
systems.

347

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



(1)
Decomposition 
into black boxes

BB1
BB2

BB3

1

3
2

Automatic 
 load-injection

BB1 Model 

identification

Automatic 
 load-injection

BB2 Model 

identification

Automatic 
 load-injection

BB3 Model 

identification

(2)
Experiment and model 

 identification

(3)
Model composition

(4)
Performance predictionAnalysis

results

Ready-to-use 
models repository

3

2

1

Figure 2. Performance prediction of a distributed application configuration

Begin et al. [10] approximate the measured behavior of
a variety of systems by selecting and calibrating a limited
set of queuing models. More recently, using a black box
approach, Menasce [11] addresses the problem of finding an
unknown subset of service demand parameters in queuing
network models, given the known values and given the values
of response times for all workloads.

Woodside, Zheng and Litoiu [12] worked also on tracking
parameters of queuing network models for an autonomic
system. They used extended Kalman filters, while integrating
various kinds of measured data such as response times and
utilization. Using Kalman filters is quite valuable since they
are known to be predictor-corrector estimators: they make the
obtained model optimal when dealing with error covariance
minimization.

These proposals are interesting, however autonomic systems
need to be dynamically analyzed with precision, to be able to
choose the best solution when a problem occurs.

This fact led us to estimate an accurate queuing model, that
might represent the observed system: we propose to model
inter-arrival and service times, as well as the number of
servers. We don’t use for that Kalman filters because they
are not suitable for our approach: first, Kalman filters are not
sufficient in our case, since we estimate shapes of distributions.
Second, convergence of these filters is not guaranteed for a
number of queuing models, which makes their use without a
predefined model more difficult in an autonomic approach.
Rather, we can identify distributions with more precision,
using non-parametric statistical tests. Most of our experiments
show more Lognormal and other distributions than exponential
distributions, which were used in most work.

Our approach is thus a generalization of previous methods

proposed in literature. It also provides rich distributions mod-
elling systems behavior, and giving more information. The
final contribution of this paper is an implementation of the
developed approach in a prototype for modelling multi-tier
autonomic systems and anticipating their performances.

III. SELF-REGULATED LOAD INJECTION

Our approach relies on injecting a step by step increasing
workload (see Figure 3). To allow estimation of a coherent
model, we inject a workload composed of a single traffic type.
Basically, this consists in automating a benchmarker work,
trying to find the performance limits of a system through
load testing. It injects a first load level, observes the system
behavior (response time, resource usage. . . ) and decides the
amount of the next workload step. It repeats the procedure
until reaching - or more probably overpassing - a workload
high limit, beyond which the system becomes unstable or the
delivered quality of service is no more satisfactory.

To automate this process, we rely on a load injection
framework: the CLIF [13] framework provides injectors, for
generating a workload modelled as virtual users (vUsers) and
measuring requests response times, and probes, for measuring
usage of arbitrary computing or networking resources. More-
over, we need to define an injection policy specifying several
parameters, mainly: the workload level in each step (injection
step), the length of an injection period, the time required to
get the system in a stable state (stabilization time), the System
Under Test saturation limits where the load testing process
must stop.

In the remainder of this paper, we use the Kendall no-
tation [14] of an elementary queuing system, denoted by
T/X/K where T indicates the distribution of the inter-arrival
times, X the service times distribution and K the number
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of servers (K ≥ 1). Note the number of servers represents
the observed parallel processing capability and not the actual
number of physical computers or processors. This capability
practically depends on the multi-threading support and on
the computation profile (e.g., CPU-intensive or Input/Output-
intensive). So, it is both hardware-dependent and software
dependent (operating system, middleware, application). As a
simplification, we still consider it as an integer number in this,
but it is more likely a decimal number.

A. Injection policy

The main issue related to self-regulated injection is to deter-
mine automatically the injection policy parameters defining the
steps of increasing workload (see Figure 3). These parameters
are computed at runtime, step by step.

1) Estimation of maximal load: An initial load injection
phase is undertaken to estimate the maximal supported load

ˆCmax. In this phase, we load our system with markovian
interarrivals requests of one virtual user. We collect response
times and compute a first approximation of ˆCmax, as 1

µ ,
µ being the service rate. This result comes from the fact
that, when dealing with one customer arriving in an empty
queue (no concurrence), the mean waiting time is null (W=0),
leading to the following mean response time:

R = W +X = X = 1
µ

When the queue model is M/G/1, the arrival rate of requests
converges to µ. An example of this convergence is depicted
in Figure 4, obtained when experimenting our example. The
value of ˆCmax is experimentally corrected when the estimated
number of servers K increases (see Section IV-D).

2) Injection step: The load injection step should be care-
fully defined, as a small step may result in a huge experimental
time, whereas a big step may brutally saturate the system. We
use an additive increase while checking if the experiment is
close to the value of the estimated maximum load ˆCmax. The

µ 2µ

X
0
=1/µ

Mean response time

M/G/1 M/G/2

Arrival rate

Figure 4. First estimation of maximal load Cmax

increment is defined through a decomposition of the estimated
maximum workload into a user-set number of iterations. The
greater this parameter is, the more workload steps will be
performed, thus giving more accurate information, but taking
much more execution time.

3) Rising period: After an injection phase, the load is
increased with an increment and submitted. To avoid a mal-
functioning of the system due to a big injection step, we
choose to inject the increment of requests gradually, drawing
thus a ramp. The rising period is the period during which
the injection of a new load increment is done. In practice,
injecting 10 vusers/sec is acceptable. The rising duration is
then automatically computed as a function of the injection
step, while maintaining 10 vusers/sec.

4) Sampling period: This should be computed such that
the system behavior remains stationary and the sampling is
sufficiently large to get good confidence in measures. Rai Jain
in [15] proposes a formula for determining the sample size
n required to achieve a given level of accuracy r% and a

349

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



confidence confidence interval of 100 ∗ (1− α)%:

n = ( 100zσn

rm̄ )2,

where z is the normal variate of the desired confidence level
(for a 95% confidence interval, z ≈ 1.96), m̄ is the mean value
of the parameter to estimate and σn stands for the sample
standard deviation.

B. Estimation of the stabilization time

When collecting measures, it is important to distinguish the
transient and stationary periods. The variance of measured data
gives a first insight in system stability. This is not sufficient as
there may be measurements peaks when some phenomenon
like the garbage collector appears. Thus, a combination of
theoretical and experimental methods is required.

We estimate the stabilization time at each injection step,
as the convergence time of the Markov chain [14], [16]
underlying the associated queue model. We restrict ourselves
to Engset models.

In other words, the stabilization time ST is considered
as the time required to get the equilibrium (stationary) state
probabilities, denoted as the probability vector π, when the
Markov chain is ergodic.

It can be computed by studying the transient behavior of the
system. As the queue model of the step (i) is not yet defined,
we rely on the queue model (denoted model(i−1)) determined
in the previous step (i-1). We compute ST by:

(1) deriving the transition probability matrix P of
model(i−1), which has a dimension equal to MxM, M being
the amount of load submitted in step (i);

(2) obtaining the probability vector:

π(n) = π(n−1)P = π(n−2)P 2 = . . . = π(0)Pn

,

π(0) being the initial vector and n the number of iterations
required to reach the equilibrium state;

(3) computing the stabilization time ST as:

ST = n
λ+µ ,

λ being the inter-arrival parameter of step (i) and µ is
approximated by the service rate parameter of model(i−1).

As we base on model(i−1), which is not necessarily the
model of step (i), we correct the obtained stabilization time
by adding an error εi, computed experimentally by observing
the variation coefficient of measures collected in step (i).

IV. IDENTIFICATION OF THE PERFORMANCE MODEL OF A
BLACK BOX

As previously said, a black box is modeled with a queuing
model. Identification of such model requires to define the
distribution of inter-arrival times, the distribution of service
times and the number K of servers. The identification of these
distributions requires first to capture adequate measures from
the injection framework, then deduce a sample to analyze,
i.e., an interarrival sample and a service sample. The obtained
samples are submitted to statistical tests from which is es-
timated the corresponding distribution shape. Parameters of

the identified distributions (interarrival and service) are also
estimated to complete the definition of final models.

A. Inter-arrival sampling

This implies, for a distributed system, to identify the shape
of the inter-arrival process received on upstream of each black
box. The interarrival process of a black box depends, on one
side, on the rate of submitting requests to the global system
and, on the other side, on the system architecture. As a matter
of fact, we investigate inter-arrival times distribution of a black
box only when being in the context of a configuration of the
system to which it belongs. To achieve that, load injections
are submitted to the system and arrival times of requests
are captured for each black box. For a given black box, we
compute inter-arrival times, obtaining the sample T .

B. Service identification process

This process consists in submitting load injection to the
black box (see Figure 3). The workload is increased through
several steps, until reaching the maximal estimated load ˆCmax.
As many theoretical results exist for the M/G/1 and M/G/K
models, we choose to inject requests through exponential inter-
arrival times, obtaining at worst a M/G/K model.

Let us detail this process. It is done through two major
phases : an initialization phase and an identification phase.

1) Load injection steps: Two major steps are followed:
a) Phase 1: Initialization: This phase consists in submit-

ting to the black box a flow of similar requests representing
only one customer. We measure the response time mean,
denoted R0, during the sampling period computed as explained
in Section III-A4. As a single customer uses only one server,
we can infer that the black box behavior follows the M/G/1
model in the worst case (see Section III-A1). Hence, the value
of service rate during this phase, µ0, is used to get the maximal
estimated load Cmax and the next injection step.

Note that a realistic traffic typically involves a mix of differ-
ent kinds of requests, e.g. user connection and authentication,
requests involving or not database read or write operations, etc.
In fact, we could also address such heterogeneous traffics, as
long as response times are of the same order of magnitude
from one request kind to another. Our steps might last longer
because of the higher service time variability, but the resulting
average service time would be still representative of the traffic
mix. We would assume that the mix is the same whatever the
workload level. Experiments about this would be an interesting
complement to our work.

b) Phase 2: Identification: This phase is carried out
through several steps , where each step (i) consists of:

1) Submitting a self-regulated load injection Ci following
a Poisson distribution.

2) Waiting for stabilization (stabilization time already com-
puted as shown in Section III-B) and collecting experi-
mental measures during the computed sampling period:
response times, interarrival times and utilization of the
black box for this workload step.
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3) Inferring service times (Xk)1≤k≤n from the samples
of response times (Rk)1≤k≤n and interarrival times
(tk)1≤k≤n.

4) Removing aberrant values from the service time sam-
ples. This is done by removing a fixed percentage
(for instance 5%) of greater values. These great values
may be considered as experimental measurement errors,
resulting, for instance, from by some phenomena such as
the occurrence of garbage collector on the load injector.

5) Identifying the shape of the service times sample using
statistical tests.

6) Computing the injection parameters for the next step:
injection step and the stabilization time.

2) Stop condition based on saturation checking: During the
load injection steps, it is necessary to test if the black box is
getting saturated to stop the experiment. This is done by mon-
itoring the black box state and detecting whether its utilization
reaches some predefined limits. In our context, we define the
black box utilization through computing resources utilization
(CPU, memory, JVM heap memory). This is achieved by
deploying a probe for each monitored resource. Load injection
is stopped as soon as one or several resources get(s) saturated.
Resource saturation is defined as reaching a given threshold,
determined by an expert of the system.

When the black box reaches the estimated maximal load
and no saturation appears, we correct the maximal load and
continue load injection tests, and so on, until saturating the
black box (see Section IV-D). This technique of reaching
maximal load level allows us to capture all possible behavior
of the box against all possible load levels. Hence, the obtained
model is the closest and the best one fitting the service offered
by the black box per load level.

3) Service sampling: To obtain the service sample of an
injection step, the load injection framework delivers several
measures. We use mainly response times (Rk)1≤k≤n, interar-
rivals (tk)1≤k≤n and utilization U of all resources. We need
also to estimate the scheduling policy to be able to compute
the service sample. So, in a first time, we assume that the
black box relies on a process sharing (PS) scheduling policy,
then when getting close to saturation, the scheduling policy
becomes FIFO. In both cases, service times (Xk)1≤k≤n are
computed as follows:

1) For a PS policy:
Xk = Rk ∗ (1− λ ∗X) [14]

where λ is the interarrival rate used during the load
injection and X is estimated with the fix point algorithm
using the estimated X of the previous step as an initial
value.

2) For a FIFO policy: We use an extended result relating
service times (Xk)1≤k≤n, response times (Rk)1≤k≤n
and interarrival times (tk)1≤k≤n [14]:

Rk = [Rk−1 − tk]+ +Xk

This result is valid for a model using one server and
a FIFO policy. So, if we get to identify, in step (i),
a model characterized by K servers (K>1), this result

cannot be used. To generalize this result, we propose to
use a similar result:

Rk = [Rj − tj,k]+ +Xk

where j corresponds to the previous request that quitted
the server, which served the kth request, and tj,k is the
interarrival between the jth and kth requests. The jth

request is determined by recomputing iteratively service
times (Xk)1≤k≤n, beginning from the first served re-
quest and using the Rj and tj,k computed from collected
measures.

C. Distribution shape identification

To automatically determine the shape of inter-arrival times
and service times distributions, we use a statistical test based
approach, which selects the distribution that fits well the
samples.

1) Identification using statistical tests: The statistical
goodness-of-fit hypothesis test is a process that consists of
making statistical decisions using experimental data. Several
hypothesis testing approaches exist. In our case, we use the
Kolmogorov-Smirnov statistical test [17], since it is appro-
priate to continuous distributions. We also use the Anderson-
Darling test, which is appropriate to distributions with heavy
queue.

However, these tests are only suitable for small samples
and cannot apply to large samples. To avoid this drawback,
we uniformly select a sub-sample from our data, on which
we perform the test. Distributions that give a p-value (output
value of a statistical test) greater than 0.1 are selected as good
distribution representatives for our measures.

2) Estimating distributions shape: To seek the most appro-
priate distribution fitting an inter-arrival/service sample, we
test several distribution families, known in the literature as
distributions appearing naturally in computing systems [18]:
exponential family, heavy-tail distribution family, etc.

We begin by choosing a distribution from the exponential
family. We estimate parameters of each distribution using a
Maximum likelihood estimator. We then keep distributions that
give a p-value greater than 0.1.

To achieve that, we compute the variation coefficient CV 2

of the sample and its confidence interval. Depending on its
value, we test a set of distributions. If the confidence interval
of CV 2 contains 1, we test the exponential distribution. If
CV 2 ∈]0, 1[, we test the hypoexponential(k) distribution, the
Erlang(k) distribution and the gamma distribution. If CV 2 ∈
]1,+∞[, we test the hyperexponential(k) distribution, the
Uniform, the Normal, Lognormal, and Weibull distributions.

For each distribution d, we analyze a sample S as follows:
• If necessary, we make transformations (for instance a

shift) on the sample (Sk)1≤k≤n to fit distribution d,
• We estimate parameters of d with a Maximum likelihood

estimator.
• We choose a small sample S∗ from (Sk)1≤k≤n.
• We perform a statistical test for S∗ and d with estimated

parameters. As previously said, we choose to work with
the Kolmogorov-Smirnov test. We repeat several times
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this statistical test, and take the mean of obtained p-
values, so as to ensure a correct p-value result.

• We then discard distributions whose statistical test gives a
p-value less than 0.1. The set of remaining distributions,
denoted L, is considered as the possible behavior of the
black box service, resulting in a black box model M/X/K
specified by several service distributions.

D. Estimating the number of servers

The number of servers (parallel processing capability, see
section III) observed for a black box is determined experi-
mentally. When reaching the estimated maximal load ˆCmax,
we observe the black box utilization. If it indicates the black
box is saturated, the number of servers remains 1. Otherwise,
we progressively (step-by step) increase the load and check if
saturation is reached. If no, we correct the estimated maximal
load Cmax = k ∗ ˆCmax and increment the assumed number
of servers by 1. We resubmit new increasing load injections.
We observe again the black box utilization and repeat the
procedure until reaching saturation.

If during step (i), we identify a number of servers K>1, we
need to correct models of previous steps, so we repeat samples
analysis of these previous steps, by recomputing the service
sample and re-identifying the models of each step.

Note that the estimation of servers number representing
a black box is done independently from distributions shape
estimation. The final estimated number is deduced at the
end of the step-by-step process (at saturation), while shape
distributions are estimated at each injection step.

E. Validation of the black box queue model

The identification process produces one or several candi-
date queue models possibly corresponding to different load
levels. These models are validated by comparing empirical
performance measures with theoretical ones, typically mean
response time, mean waiting time and throughput.

V. USING IDENTIFIED MODELS IN PERFORMANCE
PREDICTION OF AUTONOMIC SYSTEMS

Let us consider a system configuration C as a possible
solution for ensuring an autonomic feature. The goal is to
be able to evaluate performances of C before its application
on the system.

To reach this objective, the first step is to feed the autonomic
system with its black boxes queuing models, following the
identification process sketched in Section IV: a model repos-
itory for the system is hence created. Then, the global model
of the configuration C is built, so that to launch the Analysis
function of any self-* control loop and predict performances
of C. This is done by picking from the model repository and
by composing them.

A. Composition of black box models

A queuing network is entirely defined by the number of its
nodes, the parameters of each node (queue) and the routing
probabilities between nodes (probability that a request is

transferred to the jth node after service completion at the
ith node). To compose the set of black boxes models, it is
important, in one side, to get the topological structure of the
interconnection, and in the other side, to describe transitions
between the models in this topology.

1) Transitions between black boxes models: To compute
the routing probabilities between nodes, we rely on traces
of incoming and outgoing traffic of each node. We propose
so to conduct a typical experimentation, during which we
capture input and output requests of each black box. The
capture is done using log files and is specific to each software
product. The number of outgoing requests of each black box is
deduced from this capture and so are the incoming requests to
the corresponding black box addressees (notice that common
log files give generally for each incoming request the sender
address). A ratio of the traffic distribution between the black
boxes is then computed, resulting in the definition of routing
probabilities.

Node A
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Node C

A

C

B

18000

10000

8000

p
1
=0.56

p
2
=0.44

Figure 5. A black box interconnection example

Let us take an example of a system S (Figure 5), made
of three black boxes A, B and C, where A is linked to B
and C and each of B and C are only linked to A. In this
case, we compute the number of outgoing requests of A and
the number of incoming requests of each of B and C. Let us
say there are 18000 outgoing requests for A, 10000 incoming
requests for B and 8000 incoming requests for C. The routing
probabilities are p1 = 10000/18000 = 0.56 between A and B
and p2 = 8000/18000 = 0.44 between A and C.

2) Building the global model of a system: Once the transi-
tion probabilities between black boxes queues are obtained,
we compose the queues and get a queuing network, the
global model of the system. In our models, we deal only
with open networks, as we study distributed infrastructures
where requests are received and leave the system after service
processing completion.

B. Analysis of the global model

To predict performances of the configuration C, we solve
the obtained queuing network model using a specific algorithm
allowing the computation of theoretical performance parame-
ters. Typical parameters are:
(i) for the whole system: mean response time R, throughput
D and mean customer number N ;
(ii) for each queue Qi: mean response time Ri, mean number
of customers Ni and utilization Ui.
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The resolution algorithm to use depends on the complexity
of queues composing the whole model :
• If the queuing network is composed of only M/M/K

models, the exact MVA (Mean Value Analysis) algorithm
is the most suitable to use [14], [19]. This algorithm is
suitable for many systems as the markovian distributions
are known in the literature to appear naturally in various
systems [18].
The MVA method allows to compute the mean values
of parameters of interest such as the mean waiting time,
throughput and the mean customer number at each node.
Another algorithm to use is the AMVA algorithm [14],
[19], which is an approximation improving the computa-
tion time of MVA.

• In other cases and depending on the structure of the
resulting queuing network, we use the appropriate algo-
rithm such as the method of Raymond Marie [20], [21].
This algorithm has been defined as an approximate so-
lution for studying the asymptotic behavior of a network
of queues with a general service distribution. When the
network is composed of different types of queues, we
propose to compute performance bounds. In the worst
case, when analysis is impossible, we use simulation to
determine global performances.

VI. ILLUSTRATION

The automatic model identification process is currently
implemented as a framework prototype. This framework pro-
vides: (i) an automated benchmarking controller, based on
CLIF [13], for performing the self-regulated load injection
steps, (ii) a model identification tool, based on Matlab/R statis-
tical environments [22], [23] and, (iii) an editor for composing
identified queue models and launching analysis/simulation of
obtained queuing networks for performance prediction.

Web 
Container

EJB 
Container

MySQL 
Server

Figure 6. Use case: SampleCluster JONAS application

To illustrate the steps of our identification process, we
experimented a three-tiers Java EE application, called Sam-
pleCluster, that runs in the JONAS application server, an
open source Java EE implementation developed by the OW2
consortium [24]. This application was developed as a testing
application of a JONAS cluster. This cluster is composed of a
Tomcat web container server, an Enterprise Java Beans (EJB
3.0) container and a MySQL database storing EJB sessions
information (see Figure 6).

The system is decomposed into three black boxes: the Web
container tier, the EJB container tier and the database tier.
This first level decomposition matches exactly the multi-tier
architecture and this is very useful to operate an adequate
and good system sizing. These black boxes are modeled using
our automatic identification process. To inject requests to a
black box, we use CLIF load injectors. We use a load injection
scenario featuring virtual users whose behaviors represent real
user behaviors. Network latency is considered as negligible
for these experiments, since we operate with a high-speed
local area network (Gigabit Ethernet), whose latency order
of magnitude is microseconds. To get resources utilization
measures and detect system saturation, CLIF probes have been
used for CPU, JVM heap memory and RAM. We defined the
black box saturation limits as 80% for the CPU (high limit),
80% for RAM (high limit) and 5% for the JVM’s free heap
memory (low limit).

To model a black box, it must be isolated from the other
black boxes. Isolating the database tier is straightforward, since
it is the last tier and it does not call any other black box.
Isolating the Web and EJB tiers requires more work:
• either develop respectively an RMI plug and an SQL plug,

i.e., a fake RMI or SQL server that accepts requests and
give responses in place of the real server, in deterministic
response time that can be subtracted from the black
box measured response times. This technique requires
some non-trivial programming, since responses must hold
correct information. A record-and-replay solution may be
applied, by observing requests and responses with the
real server and then replaying known responses on known
requests with the plug. This is not too complex to achieve
with text-based protocols (such as SQL) when no socket
secure layer is used (cf. encryption), but it is much more
complex with binary protocols like RMI. Moreover, plugs
must be benchmarked in order to know its response time
and to be able to compute the black box service times;

• or follow a step-by-step approach, starting the modeling
process from the downstream black box (the database
black box in our example). In next step, we run the
modeling process on the previous black box (EJB con-
tainer) and, thanks to the model obtained during the first
step, we subtract response times of the last box to the
measured response times in order to be able to compute
the corresponding real service times. Then, we iterate for
next steps until the first tier is reached.

We used the second solution (step-by-step) for practical
reasons: not only do we avoid developing a plug, but we
also avoid benchmarking the plug, while in the step-by-step
solution, next black boxes are benchmarked de facto.

In the following, we present modelling results for the three
black boxes, then we give performance prediction of the
system and an example of fulfilling an autonomic feature.

A. Modeling the database black box

The database black box runs on a Linux server with two 1.4
GHz PIII processors, and 1 GByte of RAM. We used a Linux
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Load Identified Model(s) Parameters
1 M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.010, sigma=0.089
6 M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.034, sigma=0.276
11 M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.051, sigma=0.333
16 M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.020, sigma=0.396
21 M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.030, sigma=0.421
26 M/Hr2/4, M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.053, sigma=0.428
31 M/Hr2/4, M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.033, sigma=0.464
36 M/Hr2/4, M/Γ/4, M/LN/4, M/Norm/4, M/Wbl/4 m=-8.074, sigma=0.476
45 M/M/4, M/Hr2/4 p=0.055,mu1 = 0.945,mu2 = 465.9
54 M/M/4, M/Hr2/4 p=0.036,mu1 = 0.964,mu2 = 239.3
63 M/M/4, M/Hr2/4 p=0.064,mu1 = 0.936,mu2 = 453.0
72 M/M/4, M/Hr2/4 p=0.060,mu1 = 0.940,mu2 = 419.5
86 M/M/4, M/Hr2/4 p=0.062,mu1 = 0.938,mu2 = 452.0

100 M/M/4, M/Hr2/4 p=0.065,mu1 = 0.935,mu2 = 510.8
119 M/M/4, M/Hr2/4 p=0.040,mu1 = 0.960,mu2 = 231.0

Table I
MODEL IDENTIFICATION RESULTS FOR THE DATABASE BLACK BOX

server with two 2.8 GHz Xeon processors and 2 GBytes of
RAM as a load injector. The automated self-regulated load
injection phase was carried out within 14 workload steps,
reaching more than 120 virtual users in 5 minutes on average.
The saturated resource was the CPU with a 82% usage.

The model identification tool got measures and computed
the corresponding service time samples for each workload
step. Each service time sample was analyzed using goodness-
of-fit tests and graphical methods. Various distributions were
identified with their parameters, including the Exponential,
Hyper-exponential with two stages, Log-normal, Gamma and
Weibull. The candidate models identified during experimen-
tation are given in Table I. Notations for this table I are the
following: λi refers to the interarrival rate, µi the service rate
and Xi its mean service time. LN refers to the Lognormal
distribution, Hr2 to the Hyperexponential with two stages and
Wbl to the Weibull distribution.For each load level, we select
the most appropriate model (given in bold characters) accord-
ing to the statistical tests best results (best p-values and fitting
scores). We also give the best model’s parameters (Parameters
column): λ is the inter-arrival rate, µ the service rate for the
exponential distribution (µ1 and µ2 for the Hyperexponential
distribution and p is its probability to go to a stage), µ, σ are
the shape and scale parameters of the Lognormal and Normal
distributions, and a,b are the Γ distribution parameters.

As the table shows, for light and medium loads (load
levels varying from 1 to 36 virtual users), we select the
M/LN/4 model, as the statistical tests gives greater p-values
for the lognormal distribution. For higher loads, we select
the M/Hr2/4 model. Graphs of Figure 7 show service times
histograms with identified fitting distributions.

B. Modeling the EJB container black box

The EJB tier runs on a Linux server with two 2 GHz Xeon
processors, and 1 GByte of RAM. We used a Linux server with
two 2.8 Ghz Xeon processors, and 2 GBytes of RAM as an
injector machine. The automated self-regulated load injection
phase was carried out within 12 injection steps, reaching more

than 162 virtual users in 8 minutes and 0.2 seconds. Figure 8
shows the resulting load profile. The saturated resource was
the CPU with 86% usage.

The candidate models identified during experimentation are
given in table II. As the table shows, for light and medium
load (load levels varying from 1 to 118 virtual users), we
select the M/LN/3 model except for one load level (M/Γ/3
model for load=55 virtual users). For higher loads, we select
the M/Hr2/3 model. Graphs of Figure 9 show service times
histograms with identified fitting distributions.

C. Modeling the Web container black box

The Web tier runs on a Linux server with two 1.2 GHz
PIII processors and 1 GByte of RAM. We used a Linux
server with two 2.8 GHz Xeon processors and 2 GBytes of
RAM as an injector machine. The automated self-regulated
load injection phase was carried out within 6 workload steps,
reaching more than 16 virtual users in 7 minutes and 48
seconds. The saturated resource was the JVM heap memory
with 4% free space.

The candidate models identified during experimentation
are given in table III. As the table shows, the load levels
exhibit either an M/LN/1 or an M/Γ/3 model. Graphs of
Figure 10 show service times histograms with identified fitting
distributions.

D. Validation of the obtained global model

Our validation of the identified models is two-fold:
• First, we build a global queuing network model represent-

ing the SampleCluster application, using the three black
boxes’ models, and we perform its performance analysis
or simulation at a given load level (16.2 requests/s).
Then, we compare obtained performance values with
real measures at the same workload level, to check the
accuracy of our modelling.

• Second, we apply the automated load injection and model
identification process on the whole SampleCluster archi-
tecture considered as a single black box. Then, we do
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Figure 7. Service sample analysis for the database black box: light (left), medium (middle) and heavy (right) loads

Figure 8. Load profile resulting from self-regulated load injection performed on the EJB tier. The X axis is time, from 0 to 480 seconds. The Y axis is the
number of active virtual users, from 1 to 162. 12 steps have been completed, and the 13th step has been aborted because of system saturation detection.

Load Identified Model(s) Parameters
1 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.282, sigma=0.132

10 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.458, sigma=0.166
19 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.545, sigma=0.202
28 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.602, sigma=0.189
37 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.653, sigma=0.247
46 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.708, sigma=0.263
55 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 a=15.828, b=0.001
64 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.708, 0.306, sigma=0.476
82 M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.739, sigma=0.363

100 M/Hr2/3, M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.818, sigma=0.376
118 M/Hr2/3, M/Γ/3, M/LN/3, M/Norm/3, M/Wbl/3 m=-4.792, sigma=0.381
136 M/M/3, M/Hr2/3, M/Norm/3 p=0.138, mu1 = 0.862, mu2 = 77.65
162 M/M/3, M/Hr2/3 p=0.094, mu1 = 0.906, mu2 = 27.25

Table II
MODEL IDENTIFICATION RESULTS FOR THE EJB CONTAINER BLACK BOX
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Figure 9. Service sample analysis for the EJB black box: light (left), medium (middle) and heavy (right) loads

Load Identified Model(s) Parameters
1 M/Γ/1, M/LN/1, M/Norm/1, M/Wbl/1 a=76.87, b=0.001
4 M/Γ/1, M/LN/1, M/Norm/1, M/Wbl/1 m=-3.254, sigma=0.133
7 M/Γ/1, M/LN/1, M/Norm/1, M/Wbl/1 a=62.92, b=0.001

10 M/Γ/1, M/LN/1, M/Norm/1, M/Wbl/1 m=-3.493, sigma=0.145
13 M/Γ/1, M/LN/1, M/Norm/1, M/Wbl/1 a=36.82, b=0.001
16 M/Γ/1, M/LN/1, M/Norm/1, M/Wbl/1 m=-3.679, sigma=0.166

Table III
MODEL IDENTIFICATION RESULTS FOR THE WEB CONTAINER BLACK BOX

Figure 10. Service sample analysis for the WEB black box: light (left), medium (middle) and heavy (right) loads

Performance index Estimated value for the system
decomposed as 3 black boxes

Estimated value for the system
seen as a single black box

Measure

Response time 52 ms 51 ms 52 ms
Throughput 16.2 requests/s 16.2 requests/s 16.2 requests/s

Clients number 0.87 0.80 -

Table IV
COMPARISON BETWEEN THEORETICAL AND EMPIRICAL PERFORMANCE INDEXES
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performance analysis of the obtained model at the same
load level and we compare with the queuing network
results and the real measures. The goal here is to check
the model accuracy, and especially to see if decomposing
the whole system into three black boxes gives more
accurate results than when considering a single model
for the whole system.

Table IV shows mean values of theoretical performance
indexes computed using the identified models of each tier and
of the system modelled as a single black box, at the load
level of 16.2 requests/s. We see that these values are very
close to the mean empirical values. The relative error for the
mean response time is 0.75% for the 3-tiers decomposition
and 2.47% for the single global model. This is a partial
validation of our full automated benchmark and process, on
this particular sample application. This result also shows that
accuracy is actually better with the 3-tiers decomposition,
and with a finer granularity (in our example, relative error
is 3.3 times as small), which partially validates the interest of
decomposing the global system into several black boxes and
building a queuing network.

E. Performance prediction for self-sizing feature

In this section, we sketch an example of autonomic reaction
to possible bottlenecks, which may appear in the SampleClus-
ter system. Whenever a bottleneck appears, we show how the
Analysis function of the self-sizing control loop is able to find
the best system configuration to apply, through performance
analysis/simulation of possible target configurations.

Of course, the notion of “best configuration” is a matter of
viewpoint. From the system user’s viewpoint, only quality of
experience criteria count, such as end-to-end response time,
service availability and reliability. From the system operator’s
viewpoint, a trade-off must be found between investment and
operating expenditures on the one hand, and client satisfaction
on the other hand. Request throughput capability is a good
criteria for the operator since it rules how many clients may
be simultaneously served by the system. Other criteria such
as usage of processor, memory or network bandwidth are also
of interest to optimally size the system’s resources. However,
the operator must also take quality of experience criteria (e.g.
end-to-end response time) into account. The best configuration
typically consists in minimizing the infrastructure costs, while
meeting a service level agreement with respect to given work-
load assumptions (number of users and resulting workload).

In our example, we assume that a load rate of 180 requests/s
is submitted to the system. Performance simulation of current
configuration gives a utilization equal to 1 for the Web
container black box, thus showing saturation of this tier, and
9778s global response time, i.e., 2.71 hours, which is an
unacceptable quality of experience.

In this case, the self-sizing control loop would launch a
decision process, which chooses the best solution. Possible
target configurations are depicted in Figure 11. Table V shows,
in one hand, global response time and global throughput for
the multi-tier system, and in the other hand, utilization indexes

of each tier. These performance results are computed by the
performance analysis/simulation function of the control loop.
We can see that solution 3 results in an improved global
response time and an enhanced throughput. This configuration
is hence the best one and more adequate to our multi-tier
system, and then will be chosen by the autonomic control
loop to be applied to the system.

VII. CONCLUSION AND FUTURE WORK

This paper addresses automated performance modelling of
software elements considered as black boxes. Our goal is to
be able to predict the performance of a distributed application
configuration composed of these black boxes, and to use it
in autonomic systems so that self-* features can integrate
performance awareness while they plan system reconfigu-
rations. Target applications are those being able to evolve
to more strengthened configurations, through replication of
constituents.

For this purpose, we have proposed a performance model
identification process for black boxes. The process automat-
ically delivers, for each black box under test, one or several
queuing models with their parameters, according to a number
of workload ranges. This process has been implemented as a
framework prototype, reusing the CLIF open source load test-
ing platform for workload generation and resource utilization
monitoring. The process usability has been assessed through
the experimentation of a three-tiers web application and the
first results are promising. A first, partial validation is shown
on an clustered Java EE sample application, showing a good
level of response time prediction accuracy, and even better
when the application is decomposed into black boxes instead
of considering it as a single black box.

However, some issues and difficulties were met:

• Isolating a black box from dependent servers (i.e., servers
that are subsequently invoked by the black box when it
processes a request) is mandatory but not straightforward
to achieve. Two solutions may be adopted:
(i) build plugs to replace dependent servers and charac-
terize their performance; this solution is specific to each
protocol, and involves programming, benchmarking and
possibly some network-level wire-tapping efforts;
(ii) follow a step by step approach starting from the final
black box in the architecture and using identified models
of the characterized tier. We preferred the latter solution
for it is simpler to implement. But, while the plug can
be designed for high performance (it is a fake server), a
real server may saturate before the tested black box. In
this case, the black box modelling will partially complete,
with missing high load steps, because of the bottleneck.
The solution is to replicate the dependent server causing
the bottleneck.

• We provide no particular support for capturing traf-
fic routing between black boxes. First, we consider a
simplified vision of the traffic, assuming a pipe call
topology between black boxes, with no feedback calls.
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Balancer
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Server

Load 
Balancer

Load 
Balancer

Figure 11. Possible target configuration for solving the detected bottleneck
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Performance index Solution 1 Solution 2 Solution 3
Response time 4186 sec 1855 ms 1454 ms

Throughput 70.88 requests/s 106.80 requests/s 117.20 requests/s
Utilization Web 1 0.90 1 1
Utilization Web 2 0.90 1 1
Utilization Web 3 - 1 1
Utilization EJB 1 0.70 1 0.59
Utilization EJB 2 - - 0.60

Utilization MySQL 0.09 0.14 0.15

Table V
PERFORMANCE ANALYSIS RESULTS FOR POSSIBLE TARGET CONFIGURATIONS

However, this assumption is met with common multi-
tier applications, which are our key targets. Second, we
don’t provide a solution to capture multiple round-trip
calls between black boxes, in which an incoming call
in tier n may result in more than a single call to tier
n+ 1. However, our queuing network builder supports a
multiplication factor, which makes it possible to specify
that a given request on black box n generates r requests
on black box n+ 1.

• Our work considers a traffic of homogeneous requests.
Considering heterogeneous traffics with different request
kinds coming with highly variable service times would
require some more work. The issue is quite wide if
you consider also heterogeneous admission policies de-
pending on the request kind (priorities, preemption, etc.).
But this would be typically not the case for the class
of multi-tier applications we consider. Complementary
experiments would give valuable feedback about the
influence of requests heterogeneity in terms of service
times on the different stages of the process and the
accuracy of final performance predictions.

This work makes little assumptions about observation ca-
pabilities of black boxes: response time measurement as it
is experienced by a client, and monitoring utilisation of
host operating system resources. To improve and extend our
framework, it would take some more intrusive observation
capabilities. For instance, calls profiling and network analyzer
tools should be integrated to help capture information about
call routing or to help build plugs.

This work is essentially processor-centric, but it could be
extended also for modelling other resources utilization (e.g.,
network bandwidth, RAM, disk space or disk transfer rate).
Similar statistical techniques may also apply, but the set of
relevant candidate distributions are likely to differ. This would
be valuable for sizing each server, and not only the replication
level of tiers.

Finally, our future work concentrates on the autonomic
vision, since we plan to integrate this performance prediction
platform to an autonomic system manager, responsible for
checking or proposing new system configurations matching
given performance requirements. Within the SelfXL project
[25], applications of this “performance oracle" are foreseen for
anticipating and dynamically adjusting the number of virtual

machines required for a given service in a cloud computing
environment.
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Abstract—In this work, a post IP structure is proposed,
which eliminates the use of network and transport layers in
networks with layer 2 connectivity. The goal is to optimize the
network structure for distributed systems at the next generation
Internet and to propose a delivery guarantee mechanism
to FINLAN packets, that emphasizes the optimized relation
between applications and lower network layers. The results
compared with Internet protocols are also presented.

Keywords-Network Layers Optimization; Local Networks; Post
TCP/IP; Delivery Guarantee.

I. I NTRODUCTION

Applications that use the computer networks infrastructure
have evolved rapidly in recent years increasing the need
to establish communication with high throughput and low
end-to-end delays (among other requirements). Many of
these applications are supported by TCP/IP (Transmission
Control Protocol/Internet Protocol) architecture, whichwas
developed to support the communication when the Internet
was used to interconnect a limited number of nodes and the
applications, in most cases, were used for simple exchange
of messages and file transfers.

It may be noted that, in TCP/IP architecture, there are
redundancies and obsolete fields in its protocol stack that
increase the network overhead. For example, the checksum
field is used both for the IP and the TCP headers and this
could be reduced or even eliminated in certain cases, since
the detection and correction of errors is the link layer’s
responsibility. Also, the Type of Service (ToS) field was
remodeled to be used as Differentiated Services Code Point
(DSCP).

In view of such enhancement possibilities in the current
TCP/IP architecture, the purpose of this work is to propose
an alternative for this architecture, given a structure that can
meet the requirements of current applications in a simplified

and optimized way, taking into account the real needs of
applications such as Voice over IP (VoIP) communication,
which was developed about fifteen years later than the
TCP/IP and, therefore, suffer impacts as jitter and packet
delay.

One reason that encourages this initiative is the possibility
to collaborate in a field that has very few proposals and
whose objective is to contribute with the studies in next
generation Internet technologies, that can hold the applica-
tions needs better than the IP, TCP and UDP (User Datagram
Protocol).

The principal idea of a new structure, called Fast In-
tegration of Network Layers (FINLAN) and introduced in
[1], is to eliminate the protocols of network and transport
layers, which will be possible by re-structuring the link layer
(Ethernet) protocol, which will serve directly the application
layer. It is important to emphasize that this proposal does
not have the intention to eliminate the use of TCP/IP
protocols, but to make Ethernet packets hybrid using the
current structure of layers and the new proposed structure.

In this work is also proposing a mechanism to guarantee
the data delivery in FINLAN, prefaced in [2]. With this
mechanism, the operational system will receive the informa-
tion over the needs of the applications and guarantee the data
delivery, when necessary, without the need to use distinct
transport protocols, such as UDP or TCP.

This paper is organized as follows. Section 2 presents the
related work and a network ontological overview that moti-
vated this research for a optimized communication structure.
In Section 3 the FINLAN structure is presented, highlighting
its functional features. In Section 4, the proposal of delivery
guarantee to FINLAN packets is detailed. In Section 5, are
shown details about implementation progress and in Section
6 the preliminary results by the layers simplification are
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discussed. Finally, in Section 7, a conclusion is presented
and future works in this research are suggested.

II. RELATED WORK

It is possible to find different communications structures
in networks, like ATM (Asynchronous Transfer Mode) and
X.25, that were proposed and adopted years ago.

About TCP/IP architecture, generally there are more im-
provements at the lower and application layers, but there are
not so much evolution at the intermediate layers. Among
these improvements, it is important mentioning proposals
that deal with deficiencies in this architecture, with the
advancement of new applications and, consequently, new
requirements, like the protocols overhead optimization [3].

Even so, Jin and Yoo [4] show that the recent networks of
high speed suffer from overhead protocols, placing them as
obstacles for the high performance applications that explore
high speed connections, for example, in clusters.

In the context of distributed systems evolution, it is
worthy mentioning alternative technologies to the Ethernet
networks. The Local Area Network (LAN) of high speed
Myrinet is one of them, having less protocol overhead than
standard Ethernet networks, supplying more throughput, low
latency, and less interference [5].

Another example in the new technologies for high speed
networks is the Infiniband. Such technology for high speed
interconnection supports new protocols of low latency and
high broadband, which nowadays only have an inferior
performance compared to a Gigabit Ethernet. In [6] it is
possible to check the high performance of IP protocol
integrated into the IPoIB (IP over Infiniband) technology.

Old technologies as X.25 were created with a different
layer structure that meets specific requirements as safety and
reliability [7]. Another old one is the Frame Relay [8], an
evolution from X.25 networks, developed to transmit data
in a specific architecture, modeled in 3 layers, detached
from the TCP/IP architecture. Such structures were proposed
some years ago and until today are present in networks.

In this genealogy of technologies, it is necessary to
highlight the SNMP (Simple Network Management Proto-
col) over Ethernet specification in the TCP/IP architecture
[9]. According to this proposal, the network management
protocol can be used over the MAC Ethernet layer, instead of
going by the stack of UDP/IP protocols. So the data transfer
occurs through a logical mechanism that avoids the need of
network and transport layers protocols.

Also, several studies have been developed facing an alter-
native network architecture: user-level network. The ideais
to use techniques that transfer messages directly to the user
level, releasing the use of the stack of the operating system
and thus reducing network overhead. One example are the
techniques of zero-copy [10], used in [11], as an architecture
of network interface for high speed user level devices and
in [12] for communication over InfiniBand.

It is also worthy mentioning proposes in the context
of mobile networks, that deal with TCP/IP architecture
difficulties, for example, TCP congestion windows [13].
Analyzing the network-based mobility management scheme
instead of host-based mobility, the work of [14] becomes
also an example that the mobility networks need evolution
and changes in their architecture.

So, it is possible to realize the proposal about simplified
network layers, shown in this paper, to the context of
mobility networks.

Several works have been developed also in the area of
next generation Internet with the proposal of new address
solutions, joined with the search for mobility and safety,
according to the works [15]–[18]. In [16], it is presented
a new model of inter-connection among network elements
through flat routing, and in [17], an architecture is proposed
for address, which meets challenges such as dynamicy,
safety, and multi-homing.

In this context, this work proposes a post IP study for
a structure, called FINLAN, which eliminates the use of
network and transport layers in networks with layer 2
connectivity, differently from the work [18], which proposes
the creation of an intermediate identification layer for a new
address way.

Therefore, the idea of FINLAN is simplify the way the
information is addressed and transmitted, optimizing the net-
work structure and reducing the neighborhoods dependency.
This next generation Internet layer structure can help for
a horizontal addressing, as proposed in the correlate works
discussed in [19], [20].

A. Network Ontological Overview

The TCP/IP architecture is powerful and flexible to handle
different application needs. However, for the last 30 years,
the main protocols at the Network and Transport layers have
not evolved to support the new application requirements.

This statement is comproved by the evolutionary review
of the RFC 760, 761 and 768 described in [19]. In this
analysis is verified that the IP, TCP and UDP protocols had
not evoluted substantially since 1981. Since the 80’s, at the
Network and Transport layers, are others specifications, as
the IPv6 specified in 1995 and the SCTP (Stream Control
Transmission Protocol), in 2000.

These specifications solve some problems in the interme-
diate layers level, but still remain some gaps (or opportuni-
ties) for contributions to improve the Internet communication
mechanisms.

Proposals as the horizontal addressing by entity title can
contribute to reduce the increasing of the Internet archi-
tecture protocols complexity. This complexity is increasing
as a result of the new communication requirements that
appeared after the specification of the main protocols of
the TCP/IP intermediate layers. The Figure1 built from the
Internet Engineering Task Force (IETF) RFC index, shows
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the Internet protocols complexity evolution, since the first
IETF specification through nowadays [20].

Figure 1. RFCs specified by year

By this graphic information there is a risk of complexity
collapse in the Internet because, usually, new specifications
demand new technological requirements for some network
elements (hardware and/or software). To amplify this dis-
cussion, in another direction, the W3C (World Wide Web
Consortium) has specified an ontological application archi-
tecture for the Semantic Web, and this architecture does not
have the service support for semantics in the actual Transport
and Network layers.

This ontological architecture for the Semantic Web has
the power of the semantic communication limited inside
the application layer, as this layer can not send meaning
to the Network and Transport layers. The application layer
generally just can choose the transport protocol (TCP, UDP,
SCTP, etc.), its ports, and set the destination IP.

In fact, using the traditional TCP/IP layers 3 and 4
protocols, the application layer can not inform completelyall
of its needs as mobility, security, Quality of Service (QoS),
Quality of Experience (QoE), and others. In this scenario,
the FINLAN, also, is not able to handle some fundamental
concepts of ontology, as the “formal representation of one
conceptualization” defined by Gruber, neither to understand
semantics in a more comprehensible way, as can be done by
the use of OWL (Web Ontology Language) Full, OWL DL
(Description Logics) or OWL Lite.

At the actual step, the FINLAN studies aims to contribute
for a Prove of Concept (PoC) to the application layer
be closer to the lower layers. Also, this PoC checks the
possibility to the application layer be able to inform the
lower layers the necessity of data delivery guarantee, or

not. In this way, it is possible to use the same protocol to
the communication between different applications, with or
without delivery guarantee in a not reliable connection, as
the Local Area Networks.

Another FINLAN contribution is to be one step to the pos-
sibility to implement the applications addresses horizontally
by entity title, to expand the unified addresses to different
communication entities like hosts, users, sensor networks,
and others, as proposed by Pereira in [21] to a world wide
network.

B. Delivery Guarantee Work

Besides the application layer be able to inform the de-
livery guarantee need, this work also proposes to improve
FINLAN with a delivery guarantee mechanism. This can
qualify FINLAN to support others next generation Internet
requirements [15], in an optimized way.

It is technically complex to guarantee reliable data trans-
mission over the networks. There are different technologies
for loss detection and packet re-transmission up to archi-
tectures that do not worry about guaranteeing a reliable
transmission.

Among the existing technologies it is possible to point
out the old Frame Relay [22] as an example of protocol that
works in the lower layers and does not worry about guar-
anteeing the data delivery. The idea is that the application
be in charge of dealing with packet loss. The ATM [23] is
another example of technology that does not implement the
delivery guarantee. In this technology, there is a great trust
in the transmission medium.

The ATM architecture is different from the TCP/IP archi-
tecture, because in TCP [24] the delivery guarantee can be
done in a non reliable transmission medium through packet
confirmation. This occurs similarly in SCTP, which is also
a transport protocol in TCP/IP architecture.

There is also the MPLS (Multi Protocol Label Switching),
which is a low layer protocol with a large capacity of traffic
management and therefore, with more reliability, although
it is not designed to guarantee that all data packets will get
to the destination [25].

Even in the transport layers, it is possible to point out
protocols, which do not meet the delivery guarantee require-
ment, for example, the UDP [26] of TCP/IP architecture.
Such fact can be explained by the purpose of each protocol
or architecture, that is, they transmit data that do not have
a delivery packet guarantee as a necessary requirement.

On the other hand, it is also possible to find solutions
that guarantee the data delivery, implemented in different
layers. There are also the old X.25 networks [27], which
guarantee the delivery based on confirmation of each data
packet received.

In more recent technologies, as Myrinet and Infiniband
[28], it is also possible to verify a structure, which provides
a reliable message transmission through the sending of
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messages of destination requiring the missed packets [29],
[30].

There are still works in wireless and mobile networks
that have solutions to guarantee data delivery due to the
flexibility of a mobile host. In [31], for example, a protocol
that uses Automatic Repeat reQuest (ARQ) and Forward
Error Correction (FEC) mechanisms is proposed, aiming at
low rate retransmission. In [32], there is the analysis of the
problem of using variable paths aiming at low loss rate and
the proposal for a load balancing algorithm as a solution.

According to the past and current architectures and mech-
anisms that deal with delivery guarantee or not, this work
proposes a flexible approach, which applications can choose
if they need or not of this requirement. This possibility to
attend the real requirements of applications is the major
purpose of FINLAN.

III. L AYER OPTIMIZATION PROPOSAL

The creation of an alternative layer structure to computer
networks, that can meet the current technological needs, can
enable a better use of applications needs, that did not exist
yet when the specifications of IP, TCP, and UDP protocols
occurred.

A good example is the VoIP applications that were
developed in the 90’s, around 15 years after TCP and IP
protocols came up, and faces a lot of QoS problems. To solve
some of these problems would be necessary to think about
the structure of the current networks trying to accomplish
adequations to the new technologies.

In this aspect, the optimization of TCP/IP architecture
through the redesign of fields that throughout the years
have lost their meaning, along with the desire to meet the
requirements of new applications is an inherent need in the
growing use of communication networks and the future new
applications.

This way, the modeling of a new communication structure
among applications can be on focus, and thinking about it, an
optimized TCP/IP stack is proposed, previously introduced
in our work [1], with some changes in the Ethernet layer
protocol.

Figure2 shows a comparison between the current protocol
stack and the new suggested one. It can be noticed that in
the new structure, the packets are delivered directly from the
link layer to the application layer, eliminating the transport
and network layer protocols.

To realize this change, the initial proposal consists of
establishing communication between two applications in
distinct hosts enabling the exchange of data with the use
of only the information from the network interfaces from
these hosts for the addressing, in other words, the address-
ing of applications in Local Area Networks is done with
the physical addresses from the machines (MAC Address),
direct to the processes without the TCP or UDP ports.

1
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Application
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Figure 2. Comparison among the protocol stack

So, to meet the requirements of this new structure, it is
proposed some changes in the Ethernet heading in a way that
it can still support the TCP/IP structure and also allow the
use of the new layer structure. Thus, the separation among
packets that use the TCP/IP layer structure and FINLAN
will be performed through EtherType field from Ethernet
heading.

Hence, the transfer of packets that have the designated
EtherType for the new layer structure will use this new
communication way, based on the direct addressing of
applications through communication flows in networks with
connectivity in layer 2.

This proposal was performed in a way that the current
structure of Ethernet heading is kept, with fields that consist
of identification of the number flow bytes, the packet, the
sequence number, and the fields responsible for transporting
these values. Therefore, the heading of a FINLAN applica-
tion can be described by the Figure3.

Source MAC
(48 bits)

Destination MAC
(48 bits)

Flow Number
(0-120 bits)

Pkt. Length
(0-24 bits)

EtherType
(16 bits)

Seq. Number
(0-24 bits)

L
(2 bits)

F
(4 bits)

S
(2 bits)

Data

Figure 3. Ethernet heading structure for FINLAN applications

The identification bits contain three fields, “F”, “L”, and
“S”, which are the number of bytes used in the fields “Flow
Number”, “Packet Length”, and “Sequence Number”. The
“F” is represented by a nibble, enabling the aforementioned
field to have from 1 to 15 bytes of size and therefore the
field “Flow Number” can have the values shown in TableI.

It is possible to notice that the field “Flow Number” can
have values about2120 − 1, that show the great number
of simultaneous connections. Likewise, the “S” and “L”
fields inform that the field “Sequence Number” and “Packet
Length” can have from 1 to 3 bytes of size, in other words,
values from 1 to 16777216.
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TABLE I
RANGE OF POSSIBLE VALUES FOR THE FIELD“FLOW NUMBER”

Number of bytes Range of values
1 0 to 255
2 0 to 65535
3 0 to 16777215
4 0 to 4294967295
... ...
15 0 to 2

120 − 1

Moreover, considering that the “Packet Length” identifies
the number of bytes in the data field and in the heading, it is
possible to identify a packet size of 16 Megabytes, that meets
part of the future networks needs. For the communication
between two stations to take place in a network connected
in layer 2, a data packet can be addressed using the physical
address. However, more than just physical stations, it is also
necessary to address the applications.

According to the current TCP/IP architecture, the IP
address is used to locate a host in a network and for each
IP there is a series of TCP and UDP ports, where different
applications run. Thus, an application can be identified by
the TCP or UDP port it is using.

According to the proposal, it was developed a way to
deal with and manage the communication channel between
applications. So, it will not be necessary the use of port
and IP addresses. In this proposal, the identification of hosts
will be done by the MAC address and applications will
be identified by a Flow Number, and a Sequence Number
identify sessions.

When an application is started, a flow number is as-
sociated with it. Such association can be performed in
two different ways: in case the application already has a
reserved port according to the current architecture, it will
have the same flow number. The numbers from 1 up to 65535
(64k) are reserved for correlation with the TCP/IP ports.
Otherwise, the application will request that the operational
system chooses the flow number that therefore will be above
65535.

When one application is initiated, it requests an available
flow number to the FINLAN daemon that communicates
with the operational system that will be in charge of in-
forming the other hosts what flow the mentioned applica-
tion has. To establish communication with another host,
the application needs to create a new thread, which will
request from the daemon a sequence number to establish
the communication.

This way, the thread sends a packet to the application
flow number running in the destination host. The destination
host, when receives this packet, will check that there is
no communication established before with this sequence
number, so it will create a new thread that will use the same
sequence number.

After establishing the sequence numbers for the applica-

tions in both hosts, the communication can be initiated. A
packet sent from host A to host B will have a sequence
number related to the application thread that is running.
When the packet gets to the destination host, the operational
system daemon will deliver the packet to the application
that is connected to the specified flow and the thread of this
application will receive the data.

The idea is that with this new communication structure,
more simplified, will be possible to improve the header with
mechanisms like delivery guarantee, security, error detection
and correction, in a flexible way, according to the needs of
each application. As one example, in the next section is
presented a mechanism that realizes delivery guarantee in
FINLAN.

IV. D ELIVERY GUARANTEE

One of the FINLAN proposes is to meet the application
needs. In this context, there is a need to create mechanisms
of delivery guarantee, that could be used for services, which
require reliable data transmission, such as sending and
receiving files.

In this sense, the work shown in [2] proposes a mechanism
to delivery guarantee for FINLAN, where the need to make
the guarantee is informed by the application via the G flag
inserted in the FINLAN header.

Thus, when G=0, there is no delivery guarantee and
FINLAN works as described on the initial proposal. When
G=1, the field “Packet Number” is enabled with 16 bits. This
field is located after the “Sequence Number”.

According to Round Trip Time (RTT) algorithm created
by Jacobson [33], the delivery guarantee mechanism in
FINLAN is done by periodical confirmation according to
network behavior characteristic at each instant in time. In
this confirmation, the network elements inform the next
sequence number to receive the confirmation, indicating the
next packet to be confirmed or a packet loss.

This confirmation packet is similar to a keep-alive and
does not have data field, having the field L (the quantity
of bytes of “Packet Length” field) equal to “00”, so the
“Packet Length” is suppressed in FINLAN packet and the
“Confirmations Quantity” (CQ) field is added, with 8 bits,
after the “Packet Number” field.

Depending on the value of the field “Confirmations Quan-
tity”, the fields C1, C2, C3, ..., C255 are filled, to inform
from 1 up to 255 “Packet Number” not received. Each “Cx”
field has 16 bits, since this is the size of the field “Packet
Number”. For this kind of packet (L=00) the FINLAN
structure has the format shown in Figure4.

Similar to TCP [24], when one keep-alive is sent, a timer
is activated and if there is the receive confirmation, the timer
is switched off. Otherwise, the keep-alive is re-transmitted.
To optimize the use of network in cases of communication
failures, when the network element notices that the keep-
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Figure 4. FINLAN confirmation packet [2]

alive is missing, the data transmission is interrupted and will
only keep the periodical sending of its keep-alive.

In [2], the timeout interval to re-send a packet is calculated
with the use of algorithm created by Jacobson [33], that
calculates dynamically the timeout based on continuous
evaluation of network performance.

Taking into account the success of the method above,
this proposal will be included in implementations that will
be performed directly on the Linux kernel, allowing also
comparative data in relation to the mechanism implemented
in TCP/IP architecture in relation to various scenarios, such
as failures on communication network, packet loss and end-
to-end delay.

V. I MPLEMENTATION PROGRESS

The FINLAN proposal was implemented in one library
using C language and RAW socket. However, the delivery
guarantee mechanisms are not in this library yet. Thereby,
for the next steps, this library and the delivery guarantee
mechanisms will be implemented at a Operational System
(OS) Kernel level.

Therefore, the actual stage of this work is the implemen-
tation of the proposal using the low level libraries of the
Linux Kernel. An important point of this level is to become
hybrid the sending and receiving of the FINLAN packets,
allowing that the source host be able to deal with errors
about identification of these packets. If a FINLAN packet
cannot be recognized due the lack of the FINLAN stack, the
TCP/IP stack will be used, as shown in the Figure5.

The Figure5 shows a scheme representing such structure.
It is possible to observe that two elements are considered
and they will do the selection of the packages according to
the protocol in use. The first one, called “Packet Manager”,
is responsible for directing the setting up of the package
according with the application layer request, which will
inform the transport layer protocol or will inform if the
package should be delivered to the FINLAN stack.

The other element, named “Packet Director”, works when
it receives a package and its function is to verify if the
package is using the FINLAN structure, in this case such

Figure 5. FINLAN model for hybrid communication

package will be delivered to the FINLAN stack, otherwise
it will be sent to the OS standard flow.

In addition, mechanisms like delivery guarantee and error
detection, that will be used according to the application
needs, are being developed. Thereby, a header of variable
length will be used, helping the network overhead decreas-
ing.

The next section presents the implementation results at
this stage and some comparative tests between FINLAN and
the TCP/IP architecture, at the same environment.

VI. RESULTS

In order to validate the proposal of this work, it was
necessary the implementation of the suggested structure. So,
in a first step, libraries in C language that supply the services
and characteristics presented in the FINLAN proposal had
been developed by [34], providing the necessary methods to
communicate using FINLAN for the application layer.

For so, it was used a Linux operational system with Kernel
2.6.28-14 and the GCC (GNU Compiler Collection) 4.3.3
compiler was used.

As the goal is to address hosts without the TCP/IP
traditional intermediate layers, the library RAW Socket,
available in Linux OS [35], was used allowing the directly
communication between the application and link layers.

Thus, the library implemented aims to make transparent
to the programmer the manipulation of packets that use the
FINLAN structure, as well as the creation of RAW Socket.
For this purpose, are available to the developer several
methods, including:

• “create header eth”: creates the header for the packet
to be sent according to the flow number, packet size,
source and destination addresses;
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• “create socketfinlan” : responsible for initiating the
communication channel using the RAW Socket with the
required parameters for sending and receiving FINLAN
packets;

• “send finlan” : do the sending of data, being also
responsible for the dimension of the packets;

• “receive finlan” : monitors the network interface spec-
ified in its parameters. According to the number of
established flow and address of the source host, receives
the packets and reassembly the file.

It is noteworthy that in the current stage of development,
the FINLAN packets are marked with Ethertype 0x0880,
which is currently available on the Internet Assigned Num-
bers Authority (IANA) and the user must inform the MAC
address of destination machine.

With this application level implementation, it was possible
to do comparative tests between FINLAN and the TCP and
UDP protocols. These tests are related to the transfer of
files with different lengths and were executed in a unique
environment.

Initially, tests were performed aiming to compare sending
packets with FINLAN and the TCP protocol, in this case
were taken the following values for the sizes of their headers:

• TCP:
– Ethernet header: 14 Bytes;
– IP header: 20 Bytes;
– TCP header: 20 Bytes;
– Total: 54 Bytes.

• FINLAN:
– Fixed length (MAC addresses, Ethertype, F, L and

S): 15 Bytes;
– Flow number (equal to port numbers of TCP/IP):

2 Bytes;
– Packet length (equal to IP packet length): 2 Bytes;
– Sequence number (maximum capacity): 3 Bytes;
– Total: 22 Bytes.

It is important to remember that this experiment does
not use the full capacity of addressing and packet size of
FINLAN proposal, to put these capabilities similar to the
protocols of TCP/IP architecture. However, for information
that use the full capacity of FINLAN, the header can have
the following values:

• Fixed length: 15 Bytes;
• Flow number (maximum capacity): 15 Bytes;
• Packet length (maximum capacity): 3 Bytes;
• Sequence number (maximum capacity): 3 Bytes;
• Total: 36 Bytes.
From the values agreed it was possible to perform tests

with files of varying sizes. The Figure6 shows a graph
comparing the total amount of data sent to a file of 10
GBytes, ignoring re-transmissions and packet loss.

Looking to the diagram (Figure6) may be noted that TCP
sends 0.224 GBytes (∼229.9 MBytes) more than FINLAN,

Figure 6. 10GB file transference with FINLAN and TCP

which is equal to about 2% of the total file size. This occurs
because the total number of packets sent, which varies due
to difference in the size, headers and confirmation.

Despite the occurrence of gain relative to the reduction of
overhead compared to TCP, this implementation of FINLAN
does not have a mechanism to delivery guarantee, so we did
the similar tests using the UDP protocol, since this protocol
does not guarantee the package delivery.

Just as in the tests with the TCP, was used standard values
for FINLAN to the similar capabilities with UDP, as shown
below:

• UDP:

– Ethernet header: 14 Bytes;
– IP header: 20 Bytes;
– UDP header: 8 Bytes;
– Total: 42 Bytes.

• FINLAN:

– Fixed length (MAC addresses, Ethertype, F, L and
S): 15 Bytes;

– Flow number (equal to port numbers of TCP/IP):
2 Bytes;

– Packet length (equal to IP packet length): 2 Bytes;
– Sequence number (maximum capacity): 3 Bytes;
– Total: 22 Bytes.

So, as happened in the tests with TCP, the FINLAN
provided a gain compared with UDP, relative to the total
amount of data sent (Figure7), reducing the overhead.

Another comparative test with UDP was the percentage
of packets successfully received at the destination. In this
case, were sent files with a size of 1 KByte to 1 GByte.
Performing the sending of each file four times and averaging
the rate of packets received, was obtained the graph shown
in Figure 8. It may be noted that, as it grows the amount
of data and, by consequence, the number of packets sent,
the FINLAN structure has a better performance against lost
packets.

367

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 7. 10GB file transference with FINLAN and UDP

Figure 8. Percentage of packets successfully transferred (UDP vs.
FINLAN)

By the tests, FINLAN has good results in comparison
with UDP protocol on local networks, related to overhead
reduction and lower rate of packet loss. These results brings
FINLAN as one possible option for some services, as data
streams applications, used in VoIP communication.

VII. C ONCLUSIONS ANDFUTURE WORKS

A proposal for communication in LAN networks was
presented in this paper for contribution in the next generation
Internet studies. It was also shown one way to establish com-
munication between applications through flows that enables
an optimized scenario for network use and presented the
comparative results with the TCP/IP traditional intermediate
layers.

In addition, the FINLAN increases the possibility of
addressing an enormous quantity of applications and to
send very large data packets, keeping the header slim and
guaranteeing a good network usage.

This work also contributes with a proposal to guarantee
the delivery of packets in FINLAN. By this, the applications

do not need to use different transport protocols to have or
not data delivery guarantee. In this proposal, the applications
only need to inform the operational system their need about
data delivery guarantee by using FINLAN library. In turn,
FINLAN enables the network overhead reduction by reduc-
ing the redundancy and changing the packet confirmation
way done by the in use protocols.

So, this proposal is just a step to improve FINLAN
with a variety of QoS guarantees, a required feature for
technologies for next generation Internet [14]. The idea is
append new basic requirements like security and isolation in
FINLAN in future works.

Currently, the FINLAN proposal had been implemented
in a C library that uses RAW Socket to establish the
communication directly with the link layer.

As future work, it is necessary to design algorithms for
security, error correction and error detection to FINLAN,
according to applications need. In parallel to this design,
the FINLAN structure is being implemented directly in the
kernel of the Linux operational system, to handle the packets
in the network interface.

The idea is that FINLAN stack will be implemented in a
hybrid way, allowing to redirect both IP and FINLAN pack-
ets to their respective stack. This will allow the FINLAN
approach interact with the existing one.

For the kernel implementation is necessary to do per-
formance tests in real environments with different types of
packets and network collapses simulation, providing others
comparative analysis between FINLAN and the TCP/IP
architecture in local area networks.
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Abstract—This paper reports upon the success that The Open 
University of the United Kingdom has had in delivering the 
Cisco Exploration Curriculum, as an option in an 
undergraduate BSc degree, using a Blended Distance Learning 
Model. It is argued that a constructivist learning approach was 
taken when designing this course, which is demonstrated by this 
blended learning model. This is an important pedagogical 
distinction, as many would see the practical focus of this course 
as training. The importance of Supported Open Learning as a 
method of teaching students, and the key role of simulators, 
remote access tools and day schools are also discussed as 
contributors to the pedagogy. Bended delivery has proven to be 
an excellent way of delivering Cisco courses to adult learners, as 
supported by student feedback and attainment. Distance 
teaching offers the Cisco Networking Academy program an 
opportunity to extend reach in both existing and new markets. 

Keywords-Cisco Networking Academy; Blended Distance 
Learning (BDL); Supported Open Learning; Netlab; 
Constructivism; CCNA; Distance Teaching; Pedagogy. 

I.  INTRODUCTION 

The Open University of the United Kingdom (UKOU), 
as a member of the Cisco Networking Academy program, 
delivers the Cisco curriculum to students who study on-line 
at home. These courses provide them with degree level 
qualifications and the preparation necessary to take the 
Cisco certification examinations, which are widely accepted 
as an industry standard, offering students the opportunity to 
gain employment in the information technology and 
telecommunications sector. A shortened version of this 
paper was presented at the IARIA conference [1] in Cancun, 
Mexico in March 2010. 

The UKOU has been providing higher education at a 
distance since 1969. At the time of writing it had 180,000 
[2] students studying undergraduate and postgraduate 
courses, mainly in the UK, but also considerable numbers in 
Continental Europe and some other Countries. The faculty 
of Mathematics Computing and Technology also has a 
history of providing courses relevant to employer needs. In 
comparison, the Cisco Networking Academy currently has 
470,000 [3] registered students in 160 Countries. Just in 

terms of outreach, both organizations have been successful 
in bringing education opportunities to very large numbers of 
people, and often to groups that do not have access to other 
types of education. Both have been successful in developing 
the courses and information systems to support their 
learners, and both provide courses that are valued by 
employers and employees. 

The UKOU became a Cisco Networking Academy in 
2003, and delivered its first CCNA (Cisco Certified 
Network Associate) course in 2005. Since then it has 
recruited more than 3000 students to study the CCNA, and 
is currently enrolling about 600 per year to study CCNA 
Exploration. The UKOU also started to deliver the CCNP 
(Cisco Certified Network Professional) curricula in 2009, 
and has already recruited 300 students to study the first 
CCNP modules. All UKOU students study the CCNA and 
CCNP using blended distance learning (BDL), or more 
precisely, a variation on what the University calls 
‘supported open learning’. 

The UKOU has been a very successful University that 
has enjoyed growth, year on year, since it opened its virtual 
doors to students forty years ago. Much of the success can 
be attributed to the ability to offer learning opportunities to 
students who find it difficult to access traditional classroom 
based educators. For example, students in full time 
employment, those with family commitments at home, those 
in the military and those with disabilities. It is these same 
groups of students who have enrolled in the Cisco courses at 
the UKOU, and this has brought about 5% extra students to 
the CCNA program in the UK, at a time when the overall 
program appeared to have reached saturation. 

This paper will expand upon the model of supported 
open learning (BDL) that the UKOU is using, arguing that 
the CCNA program is ideally suited for this form of 
delivery, and that BDL offers opportunities to extend the 
reach of the Cisco Academy Program to students in existing 
and new markets. Attention is also given to the experience 
of the students as learners, with consideration of the 
possible learning style being used by these courses. Specific 
reference is made to UKOU course T216, which delivers the 
CCNA. 
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II. CISCO NETWORKING ACADEMY 

The Cisco Networking Academy was first established in 
1997 with the specific aim of helping educators to develop a 
sustainable way to design, maintain, troubleshoot and 
updates their networks [4]. In line with the original ethos 
Cisco still provide a complete curriculum free to schools, 
colleges and universities that join the academy program. All 
of the teaching and assessment material is provided on-line 
via the academy VLE. The on-line material is content rich 
making extensive use of animations, rich pictures, inter-
active quizzes and of course text. A typical page is shown in 
Fig. 1. 

 
Figure 1.  Example VLE page 

Each page is normally divided with the text on the left 
and animation and other rich media on the right. Generally 
the text will explain an idea of concept, and the activity on 
the right will aim to deepen the student’s understanding by 
engaging them. In this example a common network is used 
to illustrate two views, one focusing on quality of service, 
the other on security. Users can select either view using the 
active buttons, enabling them to compare the differences 
when applied to the same base network. 

Laboratory activities are provided at the end of each 
chapter to enable the student’s to develop understanding 
through a series of practical exercises. Many of these can be 
carried out using a simulation tool called Packet Tracer that 
is explained later.  

There are also on-line tests and exams that allow 
students to assess their progress. These also provide 
feedback and direct students to the relevant part of the 
curriculum. 

As well as the assessment that is built into the courses 
Cisco also provide a series of certification examinations that 
can be taken at local testing centers. Students who 
successfully pass these exams gain a qualification that is 
widely recognized by employers as they provide evidence of 

networking competences that are directly relevant to the 
work place. Cisco CCNA and CCNP certification is highly 
valued in the workplace.  

III. SUPPORTED OPEN LEARNING 

The style of distance learning used by the UKOU is 
often described as supported open learning. The key features 
and pedagogical aspects of this style are described below, 
followed by the specifics of how this style has been adapted 
in the case of students’ studying the Cisco Networking 
Academy program using BDL. 

A. The UKOU Model 

In the UKOU model students study at a distance, 
normally at home in their own time, using material provided 
by the University. Course related support is provided 
centrally by the University and by the student’s own tutor. 
The materials the students’ use for their studies can be 
broadly divided between teaching and assessment. Teaching 
materials make up the bulk, can be either electronic or print, 
and are often a mixture of both. Most of this material is 
produced in house by the University, although some third 
party material, such as books, journal articles, video or 
software is used. Teaching texts, books and DVDs are sent 
to the student’s home, and on-line materials are accessed via 
the student’s home page, using the usual password access 
controls.  

The front page of the student’s course home page is 
shown in Fig. 2. 

 
Figure 2.  Student home page 

The home page provides access to all of the course 
components, for example, a course calendar, the resource 
centre (library), course assessment, the academy curriculum 
and links to download Packet Tracer. Students can also 
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login to a discussion forum and follow various links to 
useful University wide resources via link at the top of the 
page. This will include formal rules about assessment or 
raising issues, for example. 

Each group of 20 students is allocated to a dedicated 
tutor, who in the case of students studying the Cisco 
program is also a qualified Cisco instructor. Each group 
share a class within the academy. Tutors support the 
students with their study by managing the academy 
assessments, providing on-line and telephone support and 
by providing feedback when they mark each student’s work. 

Broadly three types of assessment are used, tutor marked 
assessment (TMA), computer marked assessment (CMA) 
and examinations. Each course will have more that one 
TMA or CMA and a single exam at the end. 

The TMA is piece of written work that is completed by 
all students on the course. The work is submitted by the 
student to the University using an electronic handling 
system, and is marked by their tutor, and returned via the 
same system. Marked work is returned to the student with 
personal written feedback provided by their tutor. Marks are 
collected centrally for assessment purposes. The TMA 
provides a good opportunity for students to complete an 
extended piece of course work, one that tests both their 
theoretical grasp of the subject and their practical skills. Fig. 
3 shows a network that has been used to tests students skills 
to plan, implement and test a network through a scenario. 

 
Figure 3.  Network used in TMA 

The network in Fig. 3 includes routers, switches and 
PCs. Students are provided with a scenario that states the 
organizations requirements and gives basic address ranges. 
Using this information students have to plan and configure 
all of the network devices and implement them using Packet 
Tracer. They are then required to demonstrate compliance 
by running various testing parameters. Their completed 
answer will have to be supported with written evidence to 

demonstrate their thinking as well as their implementation 
skills. Scenarios of this type are typical of what may be 
encountered in a work situation and for this reason provide 
an excellent test of student progress. 

The CMA takes the form of multiple-choice questions 
that are completed by the student on-line. Marks and 
feedback are provided to the student immediately if these 
are used formatively, and after a common cut off date if 
summative. 

The final examination can take one of two forms, an 
extended piece of course work, which is managed as the 
TMA, or a formal written exam held in an examination 
centre local to the student’s home. Students are given an 
overall course result once the exams have all been marked. 
Students are free to go on and take the Cisco certification at 
any time. 

Guidance on studying course material is provided using 
an electronic calendar that provides all key dates, especially 
the cut-off dates for the various forms of assessment, 
recommended start and completion dates for individual 
modules and the dates for day schools. The calendar is 
however only a guide to student study patterns, as flexibility 
about how and when students study is essential for those in 
work or with demanding home lives. Students are provided 
with general study support via their university and course 
specific home pages. Additional course specific support is 
provided via on-line forum, moderated by professional 
teachers (tutors). Students can also call upon their tutor for 
support using e-mail or phone, and tutors can use their own 
home page to monitor their student progress and take action 
pro-actively. 

The University also has a long history of providing 
stand- alone week residential schools (called summer 
schools) for many of its courses, especially those that are 
science or technology based. These are now less common, 
as modern on-line tools and simulations have provided good 
alternatives for these summer schools, even in subjects such 
as engineering [5]. When studying T216 students attend 
four separate day schools. 

B. Blended Delivery of CCNA 

There are some obvious parallels between the way the 
CCNA curriculum is delivered through the Cisco 
Networking Academies and the UKOU’s supported open 
learning model. Looking within the Cisco CCNA program 
for parallels, these include student home, an on-line 
curriculum, the use of simulation tools such as Packet 
Tracer, and on-line assessment, both formative and 
summative. The one obvious difference is that the CCNA 
has mostly been delivered in a classroom setting, one where 
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a teacher can guide students through the curriculum and 
labs. The experience of the UKOU suggests that classroom 
need not necessarily continue to be the de-facto option, 
although it will continue to be the dominant for most 
students. 

Teaching the practical skills using real equipment is an 
essential learning outcome for the CCNA curriculum. The 
integrity of the final examinations is important for 
maintaining the credentials of the program. Maintaining 
both of these features is therefore critical, even if blended 
teaching is used. Both of these provided a challenge for the 
UKOU, where normal practice is for students to take much 
of their formative assessment at home unsupervised, and 
when the use of residential schools was diminishing as a 
result of advances in on-line labs. On the other hand, the 
ordered structure of the curriculum and the end of chapter 
tests, both fitted naturally with the flexible timetabled 
teaching used on other courses. Fig. 4 shows some of the 
assessment pages from the academy VLE. 

 
Figure 4.  Assessment pages on VLE 

Each student has a gradebook that shows all of their 
marks for the assessment taken within the academy class. 
The example in the background is the tutor version that 
shows the results for all students in that class. Students (and 
tutors) are able to review the results of any question taken, 
and see the question in full, with the answer. This is shown 
in the second pop up window. The feedback directing 
students to the curriculum areas they need to revise, based 
on their individual performance in a given exam, is shown 
in the third pop up. 

This comprehensive assessment and feedback system 
allows students to reflect and learn from the results of their 
exams. As tutors can see the performance of the whole 
class, it also allows them to target additional teaching to 
areas of shared difficulty. 

The final solution, that enabled the UKOU to make full 
use of its experience in supported open learning and meet 
Cisco’s requirements for hands-on practical and proctored 
final exams were achieved with the use of dedicated day-
schools and Netlab [6]. The opportunity for students to 
develop and practice their skills with configuring networks 
has also been enhanced by the rapid developments of Packet 
Tracer. How the UKOU has used each of these elements to 
deliver the CCNA Exploration curriculum is explained 
below. 

1) Day Schools 

Students who wish to study the CCNA Exploration 
courses with the UKOU can only do so as part of an 
undergraduate degree program. Currently all four CCNA 
Exploration courses are offered as a single undergraduate 
course titled Cisco networking, given the designated 
university code T216. Because this course is part of a degree 
program students are expected to have some prior 
knowledge of networking computers, their use in the 
workplace and basic study skills; what is termed 
experienced learners in the Cisco Academy. 

On the understanding that our students were experienced 
learners, together with recognition that T216 would also 
include Netlab, it was agreed with the UK Cisco 
Networking Academy managers that there would be four 
days dedicated to practical skills development. As UKOU 
students live all over the country, it is not practical to get 
them to all attend one centre, so students are given a choice 
of dates and venues. Generally each day school follows the 
completion of one part of the CCNA (there are four) as this 
allows maximum use to be made of Packet Tracer and 
Netlab to prepare the students for the day, enabling them to 
gain maximum benefit from getting to work with real 
equipment. 

Partnerships have been established with seven Cisco 
Networking Academies in the UK and one in the Republic 
of Ireland to deliver the four schools. This co-operation has 
brought benefits to both students and academies. Students 
can now attend day schools closer to their homes, they are 
taught by experienced Cisco qualified instructors, and in 
some of the best equipped UK academy labs. The academies 
have gained extra business on a Saturday, which is not a 
normal teaching day in the UK, allowing them to use 
facilities that would normally be dormant, leveraging extra 
benefit from the investment in networking equipment 
needed for teaching their normal academy students. 

Students are able to book each of their day schools, from 
a selection of venues and dates, using an on-line booking 
system developed from the normal UKOU residential 
management system that now allows for four separate days. 
This system also feeds an attendance mark, necessary to 
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check the student meets the course requirement for 
compulsory day schools, to each student’s assessment 
record. A written handbook is produced for each day school 
setting out the learning outcomes and activities to be carried 
out. This is supplied to all students and day school centers, 
and aims to ensure that all students gain a similar learning 
experience. 

2) Netlab 

The Netlab Academy Edition provides remote access to 
Cisco networking equipment such as routers and switches. It 
has been specifically designed by NDG to host Cisco 
training equipment on the Internet for student and instructor 
use, and is particularly well suited for blended distance 
learning [7]. It is important to remember that Netlab is not a 
simulator, and allows students to access the console ports of 
real networking equipment, such as routers and switches. 
Once logged into a booked session the users sees a topology 
such as the one shown in Fig. 5. 

 
Figure 5.  Netlab topology 

This topology is a popular multi-purpose configuration 
consisting of 3 routers, 3 switches and 3 virtual PCs. This 
allows a wide range of scenario to be investigated by 
students. The right hand screen is the command line 
interface for one of the network devices, in this example 
router 1. It is this interface through, which the users set up 
the various devices. The script in the window is a list of 
commands to configure the router, and it is proficiency with 
the full range of Cisco commands that is one of the key 
learning outcomes in this program. A window can be 
opened for each of the nine devices shown in the topology, 
enabling the whole network to be configured. Netlab will 
save students configuration files so that they can continue 
with their work in another session. 

All UKOU academy students are given access to Netlab 
for the full duration of their study, normally 9 months. 
Student’s accounts on Netlab are organized in tutor groups 

to enable tutors to monitor student use and lead teaching 
sessions as necessary. Some will have accounts on the 
UKOU’s own Netlab, others will use systems belonging to 
our partner academies, who lease access to the UKOU. 
Student access is provided 24/7 using the self booking 
facility provided by the system. 

Students can access Netlab at any time to undertake labs 
as specified in the curriculum, or just to practice and 
develop their configuration skills. All students are required 
to use Netlab and not to rely entirely upon Packet Tracer. 
Activities specific to Netlab are included in the UKOU’s 
assessment to ensure that students complete practical work 
that can be assessed by their tutor and counted towards their 
assessment score. 

3) Assessment 

Students study the Cisco Exploration curriculum in the 
recommended order, starting with Network Fundamentals 
and finishing with Wide Area Networks. Students take all 
the chapter exams, normally at their own pace, although 
working within certain limits set by the study calendar. 
Their practical work is assessed at the day schools and 
through specific additional activities using Netlab and 
Packet Tracer. Each day school is scheduled to take place 
when all students have completed each course. For example, 
the first day school is at the end of the study period 
allocated to Network Fundamentals. Students also take their 
Cisco final examinations at the day school. Students who 
successfully graduate from each Cisco course gain the 
appropriate certificate and/or letter from the Cisco 
Academy. 

The UKOU awards credit towards a BSc Hons degree to 
all students who complete the four Cisco Exploration 
courses and pass the additional assessment set by the 
university. This assessment consists of five assignments 
(TMA) taken during the course, and the final written 
examination. Students must also gain a satisfactory 
attendance for each of the four, day schools. Successful 
completion of this course gives the student the equivalent of 
¼ of a full years graduate study. 

Each TMA is completed by all students and submitted to 
the same deadline. All students complete the same tasks in 
the TMA, which is then marked by their tutor. A range of 
question types are used, for example, written explanations, 
sub-netting calculations, Netlab activities and network 
design and implementation activities using Packet Tracer.  

The final written examination lasts for 3 hours and 
draws upon the entire CCNA Exploration curriculum. Again 
a full range of questions are set that aim to test the students 
understanding, by asking them to explain, calculate and 
problem solve under closed book examination conditions. 
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The combination of Cisco Academy exams and the OU 
assessment provides a well-designed assessment strategy for 
the students. Assessment has long been seen as an essential 
part of teaching and learning [8], especially when it plays a 
vital part in getting the students to engage with the study 
material and keep them motivated. All students are 
encouraged to take the CCNA certification exams and full 
use is made of the preparation exams in the gradebook. 
Anecdotal data suggest that those that do well in the course 
go on and gain the certification exam. 

4) Supported Learning 

In many respects the CCNA curriculum is ideal for 
students to study on their own at a distance. For example, all 
of the teaching material is on-line, so easily available at 
home or work, it has embedded simulations and activities 
that engage the students, it can be studied linearly without 
teacher direction, also Packet Tracer can be used to develop 
practical skills and there is assessment with feedback, which 
allows students to assess their own progress. 

Unfortunately, providing students with easy on-line 
access to good study materials, with optional access to tools 
and assessment does not often lead to successful study. 
Technology alone is not sufficient [9], and students benefit 
immensely from a learning environment that offers support 
and fosters ambition to learn. 

A central feature of the UKOU’s supported open 
learning model is the role of the tutor (associate lecturer). 
Each student is assigned to a tutor group, nominally with 19 
other students. Tutor groups are based on the student’s 
geographical location, and this allows for face-to-face 
meetings, although these are not central to the teaching 
model. Tutors will make early contact with their students 
using e-mail or telephone. Students will also receive their 
login information for the academy, login detail to their OU 
home page and a welcome letter from the chair of T216. 
Together these contacts should give the student a sense of 
belonging, in some ways similar to their first day at a 
conventional college. Students will also have contact details 
for their tutor on their home page, and are free to contact her 
if they have any queries. 

During the first two weeks of the course students are 
allowed time to explore the UKOU learning resources and 
familiarize themselves with the academy site and materials. 
Additional study materials have been produced to assist the 
students in getting to grips with the basics of the academy 
gradebook and Netlab. A local face-to-face session is also 
arranged where each tutor can meet their students and go 
through all of the on-line learning materials and tools. Very 
few students have any difficulty in getting on with studying 
the course once they have reached this point.  

Additional study support is provided through a national 
on-line forum. This is open to all students studying the 
course, and is primarily intended as self-help, where 
students are encouraged to exchange ideas, ask each other 
questions, and generally build up a sense of belonging to the 
UKOU and the Cisco Networking Academy. The forum is 
moderated by tutors, who provide an input to discussions 
when necessary, perhaps to correct a thread started by a 
student that is re-enforcing misinterpretation, or just giving 
wrong information. They also ensure, through a light touch 
that students behave appropriately in their exchanges with 
other members of this on-line community, an example of an 
exchange is shown in Fig. 6. 

 
Figure 6.  Forum discussion 

This is a good example of a thread where one student is 
asking a question and other students are providing the 
answer. This self-help benefits all students - the one that 
asked the question because he gets a quick answer, within 2 
hours in this case; the students that provide the feedback as 
they are rehearsing and developing their own understanding 
by putting it in their own words; and the many students who 
were stuck on the same point but had not asked. This is an 
example of a short thread, and there are many that extend to 
20 or more replies. Moderators regularly review the forum, 
mainly to make sure that no thread is developing in a way 
that would be misleading to the students, but also to answer 
more specific questions such as clarification for assignment 
questions. By using the forum for this type of interchange 
between tutor and student all benefit from the answer and 
not just the one that asked. 

All tutors are also trained academy instructors, and each 
one has an academy class with the same membership as 
their tutor group. This means that each tutor can see the 
progress of their students by checking their chapter exams in 
the academy gradebook. The tutor’s own home page on the 
UKOU site also has the progression and assessment 
particular to the university study path. This information 
allows tutors to be pro-active in supporting their students if 
they are falling behind, or having other difficulties with 
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their studies. Tools on their homepage also allow tutors to 
send e-mails to all or some of their students as they choose. 
This provides a very easy means of contacting groups of 
students, for example, a sub-group that all had difficulty 
with a particular set of questions in an end test. 

Students have to submit a TMA about every six weeks. 
This process establishes a dialogue between each student 
and their tutor that is particular to that student at that time. 
The student’s performance in the TMA will give the tutor a 
clear idea of how he is progressing. This will allow the tutor 
to tailor the feedback to the needs of that student. Some 
examples of feedback include explanation of sub-netting, or 
the suggestion to try a lab again, or perhaps just reassuring 
the student that they are coping with the course, or 
explaining what might happen at a day school if they 
express some anxiety. 

There is good synergy between the Cisco Networking 
Academy and the UKOU as all tutors are also qualified 
Academy Instructors, and many of these also teach at day 
schools. As a result of this partnership the UKOU now 
employs more than 30 academy instructors on a part time 
basis, and role that most see as an enhancement to their 
CVs. 

Following the success of delivering the Cisco Academy, 
as distance learning courses at undergraduate and post 
graduate level, the UKOU has started to include material 
from other vendors in our degrees. Vendor related courses 
being delivered, or planned to start soon, include Linux, 
Microsoft and VMware. 

5) Packet Tracer 

Packet Tracer provides students and teachers with a vast 
range of learning opportunities, from helping students to 
learn the basics of configuring routers, through to the 
design, implementation and fault finding of complex 
internetworks. The UKOU has used Packet Tracer 
extensively, both by actively encouraging students to 
attempt all of the labs, and by including scenarios as part of 
the TMA assessment as described earlier. 

Packet Tracer is a very powerful simulation tool that 
enables users to build, configure and test many types of 
networks from one containing only two devices joined by a 
single cable, through extensive networks containing many 
different types of devices and connection types and finally 
networks containing many sub-networks. Perhaps the limit 
is only the imagination of the user. 

An example screen taken from Packet Tracer is shown in 
Fig. 7. 

 
Figure 7.  Packet Tracer screen 

A network layout is shown on the left hand side of the 
figure is easily constructed by the user dragging the 
appropriate icons onto the screen and joining them with the 
appropriate connection types. In this example a router, 
switch, server, wireless access point and an IP phone are 
shown, variously connected using serial or twisted pair 
cables. Once a device is put on the desktop it can be 
accessed by a window that gives access to the command line 
interface and other choices. In the figure a physical 
representation of the device is shown. This allows the user 
to carry out function such as power on or off. This may at 
first seem a little artificial, but actually replicates the 
requirement in the real world of taking account whether 
equipment is powered before connecting or disconnecting 
cables. There is also a rear view of the device, which is 
important as recognizing a device from the rear is necessary 
when making connections. Packet Tracer also has an 
advanced facility for tracing data packets through the 
network, allowing users to analyse protocols at different 
points in their travel across the network. 

It is important to fully appreciate how powerful a 
learning tool Packet Tracer is. While it is a simulator it does 
support the full command line for many devices and 
therefore offers students a very real experience when 
building networks. This effectively gives students the 
opportunity to build networks that would cost many 
thousands of dollars using real devices, and explore 
scenarios that would only normally be within the scope of 
the largest networking companies.  

IV. STUDENT LEARNING 

Having looked at the essential elements that are 
available to the students to learn about networking and 
seeing how these are combined into a blended distance 
learning package, it is important to consider how this 
blended delivery of the CCNA can be understood in terms 
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of learning theory. For example, is the pedagogy 
predominantly instruction based, that is where student’s 
mainly focus on what is presented to them, checking their 
understanding through tests that confirm whether they got 
the right or wrong answer. Or is there evidence of deeper 
learning, where students engage with the learning materials 
in a way that enables them to reflect upon the goal and their 
action in working towards it.  

It will be argued that the latter is the case, and that there 
is evidence of deeper learning that may be explained in 
terms of constructivism [10]. There is also evidence of 
socio-cultural learning through forum and collaborative 
learning, primarily at day schools. 

It is equally important to find out how the students view 
the learning experience and how well are they think they are 
learning? In this respect student feedback can confirm, or 
provide contrary evidence, that they are learning at a deeper 
level, although it is unlikely that students would express 
their experience in terms of learning theories, but they are 
likely to use the kinds of language that can be associated 
with a particular theory.  

A. Learning Theory 

The CCNA curriculum uses a media rich presentation of 
the learning materials together with self-assessment 
activities and end of module on-line multiple-choice 
examinations with personal feedback. The UKOU also 
provides additional teaching material and assessment in the 
form of written tutor marked assignments. In summary these 
can be divided into two classes, on-line study materials and 
assessment. In addition to these teaching and assessment 
material there are also practical activities in the form of labs, 
some embedded in the curriculum and others associated 
with assessment. There are also the intensive day schools 
and supported learning provided by tutors and the forum. 
The division of study time between learning materials, 
assessment and labs is approximately even, that is 1/3 of the 
available time on each. Although a distinction is drawn 
between the different classes of activity it is important to 
recognize that the essence behind supported learning is to 
make sure that all of the activities are integrated together, 
and it is the context of the overall course that learning 
should be judged. 

In the context of learning the key question is whether 
learning is what is termed surface or deep. In the former the 
student’s understanding is typified by rote learning, with 
success being measured by them knowing the correct 
answers to questions that they encounter in the course of 
their study. This can be referred to as instuctionalism, where 
the priority is for the teacher to deliver and correct the 
students. In the latter a deeper understanding is achieved by 

engaging the student actively in the goal and feedback path 
so that they can not only judge right and wrong, but also see 
how they can work towards the goal. This process leads to 
students who can apply what they have learned to novel 
situations, for example. In some ways more importantly, 
they actually learn to learn for themselves. 

Constructivism is a theory that can be traced back to 
Piaget [11], although there has been significant development 
in thinking about this topic since [12], including the 
application of the theory to distance learning as well as the 
more conventional face-to-face situation. Constructivism 
proposes that learning is achieved through the forming and 
modification of internal mental representations, and in this 
context encourages teaching to focus in a way that draws on 
various cognitive processes that underlie learning. 
Significantly, this approach allow learners to accommodate 
their new learning into the context of their existing view of 
the subject, or even more broadly into their general view of 
the world, which is particularly pertinent if their newly 
acquired learning is to be applied in the workplace. A 
central tenet of constructivism is to get students to take 
responsibility for their learning, what is termed active 
learning. This requires a shift in the role of the teacher 
towards facilitation.  

It has been argued [13] that a teaching approach based 
upon constructivism alone may not be the most effective, 
that the transmission of knowledge is still a key overall part 
of learning. The authors’ believe that the components of this 
BDL model provide this balance between giving the 
necessary knowledge and providing them with the tools for 
the cognitive integration of this knowledge. For example, 
the on-line curriculum sets out the basic knowledge for 
student to build upon and creative assessment, with 
feedback, informs students whether they are gaining a deep 
or shallow understanding. For example, the feedback on the 
multiple choice questions in the Cisco academy allows 
students to try the question again before giving them the 
answer. It also directs them to the relevant learning material 
so that they can revise a topic to see where they have gone 
wrong. The tutor marked assignments, provided by the 
UKOU, set challenging practical based scenarios, where 
written individual feedback is provided with the specific 
aim of helping students understand where they have gone 
wrong, not just correcting their answer. A certain percentage 
of the feedback given is of a type called feed-forward, 
which is more general and specifically aims to help students 
with general learning that they can apply to future 
assignments. 

The taking of labs, using packet tracer or Netlab, 
challenge students and build their confidence, as they put 
the knowledge they have gained from the curriculum into 
practice. One of the key features of the labs is the extensive 
practice using the command line interface. Students need to 
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become fluent with a wide range of commands that enable 
them to configure various networking devices such as 
routers, switches and servers. Configuring a network is not 
simply a matter of following a menu, the choice of routing 
protocol, addresses and other network parameters needs to 
be worked out before choosing a particular sequence of 
commands to achieve the planned aim. If an error is made it 
is then necessary to carry out detailed fault finding 
diagnostics to identify the error and take corrective action. It 
is this combination of using knowledge, planning, 
implementing and testing that take students repeatedly 
through the loop between the task, their conception of the 
task and the learnt concepts that develops their deep 
understanding. It is this combination of theory and practice 
that allows the claim that a constructivist learning is taking 
place. 

On-line forum allow students to exchange ideas and 
support each other, and day school activities are organized 
around group activities. These two provide opportunities for 
the social and co-operative aspects of learning. Tutors and 
conference moderators take on the role of a facilitator as 
they guide student discussion within the forum and help 
them to clarify their thinking when they are experiencing 
difficulty with some aspect of learning or doing labs. The 
challenging network scenarios in TMAs push students to 
consolidate their learning in the context of real network 
design problems. Overall, this combination of components 
ensures that independent learners become successful in 
achieving the learning outcomes of the course. 

More work is required to fully understand and support 
the claim that courses like this one, courses that have an 
emphasis upon the development of practical skills, lead to 
deep learning because the underlying pedagogy is 
constructivist. In fact many educators may well be 
surprised, and even disagree, with this argument, as many 
have dismissed the CCNA as training, and therefore not 
really fit for inclusion in a degree program at all. The 
emphasis upon training would definitely point towards 
instructionism as the underlying pedagogy. The point, 
which a crude classification between training and education 
misses, is the level of knowledge that is needed to carry out 
some of the practical activities and the recognition that 
situating these activities in real world examples enhances 
the students ability to recall and use their knowledge in 
other real world situations, exactly the goal of 
constuctivism. 

B. Student Achievement and Feedback 

Students were surveyed during the 2008 presentations of 
T216, and 71 students responded. The statements in table I 
compare student satisfaction with the normal for all level 2 ICT 
(information communication technologies) courses. 

TABLE I.  STUDENT SATISFACTION 

Student Satisfaction Question T216 ICT 
Overall, I am satisfied with the quality of the course. 94.4% 88.8% 
The course met its stated learning outcomes. 97.1% 88.5% 
I enjoyed studying this course. 91.6% 81.2% 
The workload on this course was higher than I 
expected 66.2% 37.9% 
I would recommend this course to other students 91.6% 82.1% 

As can be seen from the first three entries in table I, 
students rated the course very highly in terms of their 
satisfaction with quality of the course (94.4%), the fact that 
it met the stated learning outcomes (97.1%) and that they 
enjoyed their study (91.6%). These are very good scores, 
especially when set against the fact that the UKOU is one of 
the highest rated Universities in the UK in terms of student 
satisfaction. 

The fourth entry in the table did show a higher 
percentage (66.2%) of students who stated that the workload 
was higher than they expected. Discussions in the forum 
suggest that this may be because of two reasons. First, 
because of the frequent formative assessment, students are 
continually checking their understanding and reviewing 
topics where they have not gained a high score in the exam. 
Second, because of the very large number of labs that must 
be completed if students are to become proficient with the 
practical skills. Although rated with a higher workload, 
overall student performance is good, with many students 
gaining high marks.  

Perhaps the last entry is the most significant, with 91.6% 
of students saying that they would recommend this course to 
a friend. 

During the survey students were also asked to make their 
own comments. These were then collated and other students 
were asked to respond, either as agreeing or not agreeing 
with the statement of another. Table II show student’s 
ratings for statements generated by other students. 

TABLE II.  STUDENT RATINGS 

Student Question Response 
TMAs and continual assessments were essential to 
keep studies on track. 

Mostly agree. 

The simulation software Packet Tracer was 
excellent. 

Definitely agree. 

The combination of Cisco Academy material with 
OU's support material and assessments worked very 
well for me. 

Definitely agree. 

The responses to statements generated by other students 
are very insightful as it states what is important to them, 
rather than asking what is important to the teacher or the 
institution. Definitely agree is the highest endorsement that 

378

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



student’s can give, and they valued the general approach 
taken by the UKOU, that is a combination of Cisco and OU 
teaching and assessment. The success of this approach is 
further endorsed by support for packet tracer and the day 
schools. It can be seen that not every student agreed that 
assessment was essential to keeping on track with their 
study, but that is not surprising as few really look forward to 
assessment even if it does enhance their learning overall. 

Perhaps the best overall feedback is the type shown in 
table III, sent unsolicited from a student at the end of 2009. 

TABLE III.  STUDENT FEEDBACK 

By passing the course I managed to pick up a degree and a new job - yipee. 
No longer am I a technician in the Royal navy but now working in 
industrial networking for a company called GarrettCom - they manufacture 
industrial strength switches, routers and media converters. The networking 
theory is the same but the command lines are different. Hopefully I can 
find the time to start CCNP next year. 

This student’s comments neatly summarise the strength 
of the Cisco CCNA when combined with distance learning. 
This student has had a full career in the navy and has 
prepared for the day that he has to leave by studying 
towards a degree with the UKOU. His success is testimony 
to the flexibility of this study method, as it cannot be easy 
for a full time member of the armed forces. His choice to 
complete his degree with the CCNA has provided him with 
both the academic qualifications and the skills to start a new 
career in networking. 

Overall, students are successful with their study of 
UKOU course T216, with most completing all four 
Exploration modules and passing the final exam. These 
students generally also go on to take the UKOU 
examination and gain credit towards their University study. 
Based upon anecdotal evidence from the student forum, a 
significant number go on to take the CCNA certification. 
Some claimed to have passed with a mark of 100%. 

Students who study with the UKOU are adults (over 18 
years), and more than 75% on T216 are over 25 years. Most 
are studying to further their careers. These factors give this 
group a high level of motivation, and they may do better 
with this type of learning than other groups. 

V. CONCLUSION 

The decision taken by the UKOU to offer the CCNA 
curriculum as a blended distance course has been 
rewarded with high student numbers and good student 
feedback. This success has shown that this model of 
delivery is well suited for adult learners, and may well be 
suited to all learners. It must however be recognized that 
BDL involves much more that just enrolling students and 
offering them access to the Cisco curriculum. It is vital to 

support learners in a way that facilitates learning, and to 
make maximum use of Packet Tracer and Netlab to 
develop student’s practical skills. Day schools are also 
essential as they give students the chance to get their 
hands on real equipment. Overall, it is the management of 
the students and resources, in a way that facilitates active 
learning, that lead to successful students. On-line forum, 
good information systems and tutor support all play an 
important role in this management. A well planned and 
managed BDL form of the Cisco Academy Program 
offers an opportunity for educators to reach new students 
in established and developing markets. 

Some arguments have also been put forward that a 
course that focuses on teaching practical skills as well as 
knowledge does engage students in deep learning. 
Particularly, that the pedagogy that underpins this course 
is constructionist. A conclusion that may surprise many 
educators who have tended to draw a line between 
education and training, and may have neglected to give 
credit for the situated nature of practical learning and 
hence its contribution to the overall learning of the 
student. 

The UKOU looks forward to building upon the 
success of the CCNA as they move forward with a 
Masters qualification built around the blended delivery of 
CCNP. 
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Abstract—In this paper, a novel 3D-based network simulation
platform for wireless indoor networks is proposed. The purpose
of the platform is to improve the accuracy of radio propagation
modeling and to offer designers a virtual workspace for testing
their systems. Radio propagation models are investigated by
performing path-loss calculations and Fresnel zone geometry
estimation in a research laboratory environment.
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I. INTRODUCTION

This paper is an extended version of our conference article
[1] containing additional backround information, extended
testing and a more comprehensive explanation of the proposed
simulation environment.

Sensor networks are comprised of small wireless devices
capable of sensing their environment and dynamically com-
municating with their neighbors [2][3][4]. These networks are
characterized by short link distances, limited system resources
and low battery consumption [5][6]. Popular applications in-
clude intelligent home automation, monitoring and short range
wireless communication [7][8][9].

Sensor network technologies are deeply rooted to their
hardware platforms [10][11], limiting the things a developer
can do before getting access to the actual devices. Testing
programs designed for sensor networks without simulation
becomes difficult due to the need of deploying actual hardware
to the target environment during testing [12]. A versatile and
efficient simulator would definitely benefit the research and
development community. The simulation of sensor network
programs is also important for the purposes of determining
the requirements for hardware before committing funds for
prototyping on actual devices, which might normally be un-
suitable for the task or the amount of nodes in the prototype
might not be sufficient.

In our previous research work [13][14], we examined the
TOSSIM simulator [15][16] packaged with the TinyOS system
[17][18]. We found out that it was a useful tool for sensor
network developers, but lacked simulation of radio propaga-
tion, path-loss and small-scale indoor fading. Moreover, the
simulation of ad-hoc networking was not supported at that
time [19]. As a continuation of our previous research work,
we started to investigate different methods of modeling path-
loss in an indoor environment and to design a simulation

environment that would best serve the needs of sensor network
design and administration.

Modeling radio wave propagation is a mature field and
closely related to acoustics. For example, one model that will
be discussed in this paper, Rayleigh fading, dates back to
1880’s when Lord Rayleigh observed the behavior of sound
propagation of an orchestra [20]. Even though the principles
of radio wave modeling are a mature field, finding novel
applications for old models is relevant to today’s science.
In the field of simulation, a more complex combination of
suitable propagation models can be used, since computing
capabilities are increasing rapidly.

The rest of the paper is organized as follows. Section II
gives a brief overview of ZigBee and wireless indoor com-
munication. Path-loss modeling in sensor networks is covered
in Section III. The section also contains results of some
experiments we performed on a simple log-distance path-
loss model to investigate the relation between the model and
in-lab reality using ZigBee-enabled Wireless Personal Area
Network (WPAN) devices. Section IV describes the Fresnel
zone equation, which can be used to determine Line-Of-Sight
(LOS) between two transmitting radios. Tests were performed
based on this equation. The potential of using the Fresnel zone
equation to improve path-loss calculations is discussed and the
need for a 3D simulation environment to achieve these benefits
is explained. Different problems related to 3D simulation
is discussed in Section V. A novel 3D network simulator,
which can act as a sandbox for network developers and
administrators, is proposed in Section VI and concrete results
of the experiments that are relevant to the proposed simulator
are also discussed. This proposal concerns a prototype in an
early design stage. Moreover, essential functions and possible
technologies are discussed in the section. Finally, Section VII
proposes some new ideas that will be used in our future
research work and concludes the paper.

II. AN OVERVIEW OF ZIGBEE COMMUNICATION

ZigBee [21] operates in the 2.4 GHz band with maximum
transmission speed of 250 kb/s. It uses 16 channels ranging
from 11 to 26. Each channel uses 5 MHz of bandwidth. The
center frequency of each channel is FC = (2405 + 5 × (k −
11)) MHz, where k = 11, 12, . . . , 26. ZigBee is based on
the Direct Sequence Spread Spectrum (DSSS) technique and
Offset Quadrature Phase Shift Keying (O-QPSK) modulation.

381

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



The ZigBee node listens to a chosen channel before trans-
mitting. If the channel is occupied, the node waits for a random
amount of time. After this waiting period, the node listens to
the channel again and if it is free, the node can transmit data.
This technique is called as Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA).

When the data has been sent to the destination node, it
sends an acknowledgement message to the source node to
confirm that the data transmission has been successful. If the
source node does not receive the confirmation in a certain
interval, it resends the data to the destination node. Moreover,
in ZigBee mesh topology, the node can send message through
an alternative route if the first route fails.

In our research laboratory experiments we used Sensinode
Nanorouters and Nanosensors [22] as the first hardware set
and Texas Instruments CC2530 evaluation boards [23] as the
second hardware set. Figure 1 illustrates Texas Instruments’
devices used in the second hardware set.

Fig. 1: Texas Instruments CC2530 evaluation boards [23] were
used as the second hardware set in our research laboratory
experiments.

ZigBee was chosen for our testing technology, because it is
a good representative for modern wireless personal networks
and it includes a lot of features to test in our research work.

III. PATH-LOSS MODELING

Radio transmissions traveling through space disperse and
attenuate in a manner that can be, to some extent, predicted
through path-loss modeling. Under ideal conditions, such as a
LOS vacuum with no interference, radio propagation can be
modeled by using the Friis free space equation [24]:

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(1)

In the equation, Pr(d) is the strength of the received signal
at distance d from the transmitter, Pt is the transmitted signal
strength, Gt and Gr are the antenna gains at the transmitter and

receiver, λ is the transmission wavelength, and L is an artificial
system loss factor accounting for loss caused by, for example,
hardware. However, these ideal conditions are extremely rare
on our planet. Radio waves travel through matter with different
properties and are reflected by electromagnetic fields of objects
creating a multipath signal. The equation can be regarded
useful for sensor network modeling only as a starting point.
In the log-distance path-loss equation, the Friis equation can
be used to help determining a priori loss values for an
experimental system [24]:

PL(dB) = PL(d0) + 10n log(
d

d0
) (2)

In the equation, PL(dB) is the predicted signal loss in
decibels at distance d, PL(d0) is the path-loss at a reference
distance determined by the user, and n is a path-loss exponent
determined through experimentation. In a small scale indoor
environment, a reference distance of one meter is perhaps the
most practical.

Our focus in this paper is on the practical applications for
path-loss models. In our research work, we are interested in
determining the path-loss at the reference distance as well as
the path-loss exponent. These variables have a significant role
in the reliability of the model.

It has been suggested in [24] that the Friis equation can
be used to determine the path-loss at the reference distance,
if the user has no access to better reference values. Values
for the path-loss exponent can be found from various sources
[24] and the user can use a value that best seems to reflect the
surroundings she attempts to simulate.

In our experiments, the main focus was to determine the
accuracy of the model. A single link was tested in our research
laboratory to see how close the values of the model would
come to the measurements. A transmitted signal of 100 mW
(0 dBm) was used at the 2.4 GHz frequency. Two sets of
ZigBee-enabled hardware were used in our experiments. The
first set was comprised of devices with a small ceramic antenna
integrated to the chip [22], while the other set used larger
detachable antennas [23].

Our research laboratory is a typical office environment
with desks, computers and electronics (see Figure 2). The
surroundings are sure to cause multipath propagation and
several wireless networks were present to cause interference.
Over 10 Wireless Local Area Networks (WLANs) were in the
vicinity with one WLAN-router close to the test setup.

Tests with a spectrum analyzer revealed interference values
with an average of −65 dBm and with spikes up to −40 dBm
caused by WLAN transmissions. Interference was therefore
significant enough to impact the results. Figure 3 illustrates a
spectrum image taken in the research laboratory. The spectrum
image shows the range between 2400 MHz and 2485 MHz,
spanning the entire ZigBee range.

In the measurements, we used a Rohde & Schwarz FSH6
(model .26) Handheld Spectrum Analyzer [25] (100 kHz –
6 GHz) with an Empfänger receiver, made for measuring
signals between 500–3000 MHz band. The center frequency in
the measurements was 2.4425 GHz and the channel bandwidth
was 85 MHz. Figures of power characteristics were captured
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Fig. 2: The layout of our research laboratory used in the experiments, drawn using Room Arranger. [26]

with FSHRemote Program [25]. The same spectrum analyzer
was successfully used also in our previous research work on
ZigBee and Bluetooth interference measurements [27]. The
equipment used is illustrated in Figure 4.

Path-loss was tested at distances of 1, 3 and 6 meters. The
received signal strength and average packet loss was measured
at these distances with clear LOS.

Tests revealed that on a 1 meter distance, using the Friis
equation as an estimate for the reference distance, will not
give a realistic value compared to the measurements. On the

first hardware setup [22], an estimated received signal strength
of −44 dBm versus an actual received signal of −77 dBm
was observed. On the second hardware [23], the difference
between the estimate and the measurements at the reference
distance was smaller: an estimated received signal strength of
−44 dBm versus an actual received signal of −48 dBm was
observed.

However, when the measured path-loss at the reference
distance was used instead of the Friis equation value, the
estimates became accurate to ±2 dBm at the distance of 3
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Fig. 3: Spectrum analyzer output from the laboratory: Three non-overlapping channels used by WLAN networks can be seen
as pronounced humps. The spike marked with the vertical line is a ZigBee device transmitting on channel 11. The spectrum
range of this image is from 2400 MHz to 2485 MHz encompassing the entire ZigBee range.

and 6 meters. An average received signal strength at 3 meters
was −86 dBm on the first setup and −58 dBm on the second.
At 6 meters, a signal strength of −92 dBm on the first set
and −62 dBm on the second set was observed. This suggests
that the use of the path-loss exponent values available (for
example in [24]) work adequately. However, the determination
of the loss at the reference distance leaves something to
be desired. Using the equation for free space loss does not
account additional loss caused already on 1 meter distance, or
by the hardware used. Therefore, the reference distance must
be modeled more accurately even for simulations.

It is worth noting that the signal strength at 6 meters on
the first setup was actually below the announced receiver
sensitivity limit of the ZigBee-enabled device used, although
the manufacturer’s specification promises a link distance of
10 – 30 meters for indoor environments. Due to the use of
the small integrated antenna, the overall link distance was not
nearly as good as when using the devices equipped with larger
antennas in the second setup.

Tests conclude that the log-distance path-loss model re-
quires either actual reference distance measurements or a more
accurate estimate than what the Friis equation can provide in a
short range indoor environment. Using the model to get more
realistic link estimates in TOSSIM simulations has been tested
with some success in [28]. However, if a path-loss model is

based solely on the distance between the nodes with an average
modifier for additional loss caused by the environment, the
model cannot function in a changing environment. A path-
loss model, used in an indoor network simulation with mobile
nodes, needs information whether the LOS between the nodes
is clear or not.

Other, more sophisticated attenuation models are also avail-
able. Our focus in this paper is on small-scale indoor networks.
Therefore, models accounting for multipath reception are
especially relevant. Two models are prominent in especially
this regard: Rayleigh fading and Rician fading. Rayleigh
fading assumes that the majority of the signal is composed
of Non Line of Sight (NLOS) multipath signals without a
dominant LOS signal available. In Rayleigh fading, the signal
is assumed to contain a degree of scattering and jitter caused
by the multitudes of reflected signals, and it is modeled using
Gaussian distribution. Rician fading is otherwise similar, but
a dominant LOS signal complemented by multipath signals
is assumed. Rayleigh fading is suitable especially in heavily
built urban areas, while Rician fading might be more suitable
to our focus area. [24]

IV. FRESNEL ZONE MODELING

Whether two communicating devices have a clear LOS to
each other or not is significant in predicting the signal loss
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Fig. 4: Rohde & Schwarz FSH6 (model .26) Handheld Spec-
trum Analyzer [25] with an Empfänger receiver was used in
our research laboratory experiments.

between them. For this, the Fresnel zone equation can be
useful [24]:

Fn =
√

nλd1d2

d1 + d2
(3)

In the equation, Fn is the radius of the n:th Fresnel zone
at the point where the distance from the transmitter is d1 and
the distance to the receiver is d2, while λ is the transmission
wavelength. Our interest is in the first Fresnel zone, as it can
be used to determine if a clear LOS exists between the two
devices.

The first Fresnel zone forms an ellipsoid between the two
antennas with the high point being in the middle, where
d1 = d2 (see Figure 5). If the zone is at least 55 % free
of obstruction, the LOS can be considered free. If the LOS
is obstructed, the path-loss calculations should be adjusted
accordingly. We experimented on the validity of the model in
our research laboratory by placing a partially blocking metal
barrier between the devices at 3 and 6 meter link distances.
Initially the results seemed valid with attenuation between the
devices increasing as the barrier blocked a greater portion
of the Fresnel zone. These experiments were conducted with
the Nanorouter devices. However, further experiments using
the CC2530 radios with more efficient antennas revealed that
multipath propagation is a significant factor in the results. This
time, when we used the partition to block the line of sight
between the devices, we failed to notice an appreciable change
in the received signal strength. This is likely due to multipath

propagation occurring in the laboratory. Tests with the Fresnel
Zone equation conclude that multipath propagation makes
reliable experimenting on the model in an indoor environment
difficult, if a signal traveling by the shortest path between
the devices cannot be distinguished from a multipath signal.
However, it does not mean that using the model as a simulation
tool is pointless in an indoor network.

A wireless network simulation using the Fresnel zone in an
outdoor environment has been implemented in [29] by using
the ns-2 simulator. However, the required calculations were
processor intensive and required a long time to complete. This
is an issue that needs to be addressed as sensor networks, even
in indoor link distances, transmit a great volume of packets
with a large number of non-static nodes. However, the system
resources of modern computers continue to increase rapidly.
Thus, even the most processor intensive calculations become
possible over time. Unless a method distinguishing direct
signals from indirect multipath signals is available, multipath
propagation must be taken into account in the modeling. In
practice, it means performing the Fresnel calculations not only
to the direct signal, but also to reflected signals.

Using the Fresnel zone in a simulation is not effective
unless a 3D simulation environment is available. In a 2D
simulation, it is not possible to apply the equation in a realistic
manner. Therefore, we need a 3D sensor network simulation
environment.

V. SIMULATION PROBLEMS

Our proposal, a novel 3D-based network simulation plat-
form for wireless indoor networks, is intended to address many
problems found in the field of WPANs.

First and foremost, the physical properties of radio wave
propagation in WPANs are not simulated in a way that a
developer would find very useful. Simulators with 2D-based
simulation and visualization qualities, such as TOSSIM, are
available. However, we feel that a simulation limited to only
2D representation is an oversimplification, albeit a convenient
one.

2D spatial representation limits the modeling methods that
can be used to create more accurate estimations of the behavior
of radio waves. The Fresnel zone cannot be modeled in a
2D space nor the effects of many objects interfering with
the transmission. Moreover, the visualization and handling of
networks in multi-floor buildings becomes difficult in a 2D
model.

Furthermore, wave reflection such as ray-tracing, which
could be used for the benefit of physical modeling, cannot
be effectively used in 2D spaces either. Two dimensional ray-
tracing may have been used for the purposes of radio wave
propagation prediction, but using two dimensional ray-tracing,
although useful in heavily built urban areas and large scale
models, is too simplistic to be useful in small scale indoor
environments.

3D-based simulation is available in the form of, for example,
Actix’s Radioplan RPS software [30], which makes some
of the proposed features available. For example, using ray-
tracing and designing 3D-spaces is possible. It provides a good
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Fig. 5: The Fresnel Zone.

starting point, on which to take example of when designing a
more full-bodied simulator. [30]

VI. NOVEL 3D SIMULATION ENVIRONMENT

To make 3D sensor network simulations plausible for de-
velopment and administration, a common platform should be
established. Our platform is independent from sensor network
technologies themselves: it can be configured for a wide
variety of devices on the market. Next we will go through
the properties of the proposed system and present an outline
of its structure.

The simulation platform is a base component running the
simulation of the properties of radio communication and
phenomena of the physical space. This platform component is
connected to separate components running virtual devices rep-
resenting wireless network nodes and other applicable devices.
The user interface of the platform is also a separate component
interfacing with the platform so that maximum flexibility
in modifying the system is achieved. The component based
model along with the central functions of each component is
illustrated in Figure 6.

Section VI-A describes the simulation platform component.
The user interface component is explained in Section VI-B.
Section VI-C describes the virtual device component. Finally,
Section VI-D explains how to use the simulation environment
for studying and modeling the propagation of radio waves.

A. Simulation Platform Component

The simulation platform component contains the simulation
of the physical world. It contains the three dimensional space,
in which all objects and devices are placed. This space contains
the physical phenomena and characteristics the real world
does: temperature, moisture, lighting, and the passage of time.
Gaussian white noise is generated to account for background
noise, which may negatively impact on connectivity. Every-
thing that affects on the radio communication or sensor data
of devices within the simulation should be implemented as
realistically and feasible as possible. Aspects, such as lighting,
may not affect on radio communication, but they are useful
for simulating sensor stimulae with the device components.

The environment must be able to simulate different physical
mediums. A variety of materials will all be implemented
with appropriate effects on radio waves, and the simulation
of radio waves is the most important aspect of the proposed
environment.

A radio wave traveling through an indoor environment is
subject to many effects, which should be accounted for in an
accurate three dimensional simulation. A signal will attenuate
over distance. A wave coming into contact with an object will,
depending on the situation, experience reflection, diffraction or
scattering.

Reflection is caused by the wave coming into contact with
objects, which have much larger dimensions compared to
the wavelength of the transmitted wave. For the 2.4 GHz
ISM (Industrial, Scientific, and Medical) frequency band, the
wavelength is approximately 12.5 centimeters, so an object
need not be large to cause reflection. When a reflection occurs,
the wave will change its direction much in the same way as
a wave of light would do, and it possibly lose a part of its
energy depending on the object.

Diffraction occurs when the transmitted wave comes into
contact with obstructions with sharp edges, such as corners.
In indoor environments these features are understandably
common and thus diffraction must be accounted for in the most
accurate systems. Diffraction causes the transmitted wave to
bend around the edge and form secondary waves.

Wave scattering is caused by objects smaller than the
wavelength of the frequency of the wave. Objects like this
are also common in indoor environments. A scattered signal
multiplies and reflects in a fashion that is very difficult to
model accurately, and it is usually represented by a gaussian
multipath effect.

Reflection, diffraction and scattering all affect on how far
the signal of a radio device will carry, how long it travels
and how strong the signal will be in the point of reception.
Several different methods of modeling the behavior of radio
signals are available with a variety of accuracy, some of which
have been presented in this paper.

The behavior of signals can be modeled by using, for
example, ray-tracing in a three dimensional space. Ray-tracing
is a method, in which the path of the ray is plotted in three
dimensional space by utilizing vectors. The ray is traced
through the medium and its direction and strength is modified.
In three dimensional indoor radio wave propagation, ray-
tracing can be utilized by using ray tubes emanating from a
transmitter. This tube expands over distance in a way a signal
would spread, and the ray tube can be reflected, multiplied
and passed through obstacles appropriately. This has been
tested with success, for example, in [31]. The receiver is
surrounded by a sphere having the contact with a ray tube
and receiving the transmitted signal, which strength should be
strong enough for decoding. As such, accounting for reflected
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Fig. 6: A component model outline of the proposed platform with a list of its central features.
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signals is possible with ray-tracing and has also been tested,
for example, in [32]. A ray-tracing model should be optimized
so that a minimum of computation is required for sufficiently
accurate simulation. For accurate ray-tracing, a large amount
of ray tubes need to be sent to every direction from the
transmitter, but rays becoming irrelevant to the simulation can
be eliminated. For example, the simulation system can keep
track on the distance the ray has traveled and apply path-loss
calculations on when the transmitted signal strength weakens
beyond the receiver sensitivity of the receiving devices, and
eliminate such rays. Rays traveling beyond the simulated
spacial domain may also be removed. If the computation still
proves to be too demanding, rays which have reflected for a
certain amount of times may be eliminated. [33]

B. User Interface Component

The user interface component should contain the tools
for viewing and manipulating the simulation. The user can
design an indoor environment, select wall materials, and place
objects, such as furnitures, from a library of premade generic
items. The tools make it possible to model an entire building
with objects inside. Alternatively, it should be possible to use
a simplified attenuation model instead of placing objects by
defining properties to a room. For example, a room could be
defined to be ”a room with office furniture” and the model
could adjust attenuation properties accordingly so that users
content with a simpler modeling solution can save time in
layout design.

The user can then select the modeling algorithms used
for the simulation or optimally, import one manually. For
example, the log normal path-loss model presented earlier
could be used for path-loss calculation and ray-tracing and
Fresnel zone determination to bring additional accuracy to
account for multipath signals and partially blocked line of
sight. The simple path-loss model could be easily substituted
with Rayleigh or Rician fading. Signals traveling through
walls and large objects will suffer additional attenuation with
their own specific attenuation factors based on the material
of the medium. The user can also manipulate the passing of
time, as fast forwarding or slowing down time to observe the
simulation in action, which can be beneficial. A suitable 3D-
engine will be used to present the final model in operation.

C. Virtual Device Component

The device components will be virtual devices interfacing
with the platform. The device component will be responsible
for the inner workings of a network device. Program code
working on an actual device should be made to work on
the virtual device with as little modifications as possible.
The virtual device will communicate with the platform via
its interface by sending and receiving radio signals and by
receiving sensor stimulae from the simulation environment.
The device could, for example, sample its temperature sensor
and receive a temperature value present in the simulation
platform in the coordinates of the device. As part of the
interface, the device will have to be able to provide for the
simulation platform not only the messages it sends but also

the frequency used, the signal strength of the transmitted
signal, and antenna characteristics, such as antenna gain and
receiver sensitivity. Transmission methods, such as DSSS,
will have to be considered and functions, such as Clear
Channel Assessment (CCA), supported. The creation of the
virtual devices for different types of wireless devices is left
to third party developers and interested parties wishing to
add support for a certain device. Support for virtual serial or
Universal Serial Bus (USB) communication for further levels
of simulation can be considered.

D. Platform in Operation
Once the simulation environment is set with required struc-

tural elements and objects in place, and the radio wave models
chosen, the device components can be started up much in
the same way as in the real world. The user controls the
speed, in which the time progresses and the devices should
resume same functions they would do in reality. During the
simulation, the user has access to debug tools displaying the
traffic of transmitted signals and a graphical representation of
the flow of radio messages. A message packet transmitted from
a device is stored and the chosen attenuation/ray-tracing model
determines the devices that are reached. The packet is then
transferred to those devices and the device component will
determine independently how to react on it. Messages arriving
below a device’s receiver sensitivity level are not transferred.
This enables debugging of a network on a level that is not
available in most simulators.

Although the creation of a simulation with all the objects
and properties of 3D space can be time consuming, the
advantages of using such a system can outweigh the additional
work required. Figure 7 illustrates a mock-up of what the
simulated space would look like on a platform.

An important aspect of the simulator is the possibility to test
the code during the development. As in TOSSIM, developers
can test their programs before installing them on real devices.
This saves time and effort since it is much easier to test a
new piece of code virtually than to deploy a real life network
to see the results. However, TOSSIM does not support ad-
hoc network connections. All connections are predetermined
manually at a certain received signal strength and as such
the simulation is lacking the ability to determine whether the
tested program operates as required or not.

By using the proposed simulation platform, the designing
of network deployment becomes easier. It would help those
responsible for the deployment of the network, if they can
see how densely the devices should be deployed to achieve
optimal network coverage. By testing ad-hoc networking and
getting a sufficiently realistic estimate on required amount of
nodes, the optimal density can be achieved.

Developers can also stress test the network to make sure
it works when a lot of activity is present. Great amounts of
network traffic in the same frequency can cause transmission
problems, which are difficult to predetermine. Foreseeing
traffic problems in the design and development phase can save
money, as it is done before committing funds to sensor devices
because a fairly accurate amount of required nodes can be
determined.
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Fig. 7: Mock-up of a 3D simulation space, drawn by using Room Arranger. [26]

The simulation platform could also be used in conjunction
with real world data. By replacing device components with
the message flow of actual devices from, for example, packet
sniffer data and with the radio model removed in the favor
of actual on-site information of received signal strengths, one
can create a network visualization tool of an actual network for
administration purposes. A network consisting of hundreds or
even thousands of nodes, perhaps in a large building complex,
is difficult to monitor. Administrators can use the simulator
tools in conjunction with actual data flow of the deployed
network to oversee connectivity and diagnose problems more
easily. The visualization would also help in tracking mobile
nodes, but would require accurate positioning methods.

Visualizations of radio nodes in two dimensional networks
are commonly shown as circles describing the maximum
link distance available. This method of visualization is often
observed, for example, in wireless locationing, since the loca-
tioning algorithms are often based on calculations using circle
geometry. This is an oversimplification especially indoors,
since the range of the available radio link changes dramatically
based on the physical medium the wave is in contact with.

By using the simulation environment to study and model
the propagation of radio waves, it might be possible to design
better positioning algorithms by using methods such as ray-
tracing. Moreover, since a 3D space is used, modeling of
the Fresnel zone becomes possible in the determination of
LOS between two devices, and this can potentially be used to
improve the accuracy of path-loss calculations.

VII. CONCLUSION AND FUTURE WORK

A novel 3D-based network simulation platform for wireless
indoor networks was proposed based on a project under
design and development. Moreover, radio propagation models
were investigated by performing path-loss calculations and

Fresnel zone geometry estimation in our research laboratory
environment.

In our experiments, we tested the feasibility of using the
path-loss equation and Fresnel zone calculations in small scale
indoor environments. The usage of the Friis free space loss
equation proved inaccurate in determining path-loss at the
reference distance of one meter due to the hardware used and
the environmental factors unaccounted for by the equation as
discussed in Section III.

By using measured reference loss values in a laboratory
environment, the inaccuracies were eliminated and the simple
path-loss equation became a reliable method in predicting
path-loss under the test conditions. Tests with the Fresnel zone
equation suggest that it can be used to create more precise
path-loss predictions in the proposed environment once the
effect of multipath signals can be accounted for, as discussed
in Section IV.

The simple path-loss equation can be used to simulate the
weakening of a radio signal in indoor environment when it
is combined with real world test data for the reference loss.
The Fresnel zone equation with multipath signals taken into
account can be used to analyze whether obstruction between
simulated nodes is enough to warrant further loss to the
signal. Therefore, both equations should be implemented in
the simulation environment.

We stress that the simulation environment proposed in this
paper is the result of a pen and paper feasibility study, and
not yet a realized software. We are in the initial stages of
development of the prototype for the simulator and as such,
there are no system validation results nor is the prototype
available for scrutiny. However, we strongly believe that the
proposed idea is of technical and scientific relevance and
interest already at this point of its development.

During our research work, we found out that a design and
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simulation environment, such as our novel 3D-based network
simulation platform for wireless indoor networks, is sorely
needed for improving effective sensor network design, simu-
lation and implementation. The rapidly increasing capabilities
of computing create new possibilities to model and simulate
physical radio wave properties more accurately using very
intricate and sophisticated methods. A generic, standardized
platform would be required for the sake of greater interoper-
ability between different technologies within the platform.

To summarize, the potential key benefits of the simulation
platform are:

• Easier testing of code in development.
• More efficient network deployment design and visualiza-

tion.
• Simulated network stress testing.
• Administrative uses in conjunction with real world data.
• Scientific modeling purposes.

A logical next step in our future research work is to create a
prototype of a 3D simulation environment by combining exist-
ing simulators and available 3D modeling software. A proper
implementation of the simulation framework is necessary to
evaluate the validity of the proposed system. We will also look
into other models to use in simulating path-loss and assess
their validity for small scale indoor use. Our further experi-
ments on radio propagation models and positioning algorithms
will ultimately show how much benefit the platform can create
for design, simulation and implementation of wireless sensor
networks.
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Abstract — The multi-constrained optimal path problem is one 

of the main issues of Quality-of-Service (QoS) routing, which 

consists in finding a route between two nodes that meets a 

series of QoS requirements such as overall delay time, 

maximum acceptable packet loss ratio, and others. With the 

aim to improve the QoS routing by considering buffer stages as 

well as remaining distance to the target, three adaptive routing 

algorithms in grid-like P2P overlays are presented in this 

paper: an adaptive probability function, a weighted decision 

function and a fuzzy-logic approach. In all proposed 

algorithms, a thermal field is used to communicate the buffer 

utilization over the network. By means of simulations it is 

shown that the weighted decision function as well as the fuzzy-

logic approach show very good performance according to 

message losses and overall routing time in both low and high-

congestion traffic scenarios. Additionally, all approaches are 

able to balance the network load and therefore effectively 

avoid message losses. 

Keywords- multi-constrained decision making, routing 

algorithm, overlay networks, buffer utilization. 

I.  INTRODUCTION 

The main advantage of structured Peer-to-Peer overlay 

networks lies in their ability to distribute arbitrary contents 

over a dynamically changing number of participants and 

still provide efficient lookup mechanisms. Additionally, 

such overlays usually provide robust routing architectures, 

redundant storage and – though more seldom – distributed 

implementations of trust and authentication mechanisms 

that avoid single points of attacks and failures.  

Unfortunately, in some overlays as e.g. in CAN and 

Grid-like structures, the routing process can cause single 

peers to have a high message load, since each may have a 

central or otherwise crucial position in the network so that a 

lot of messages are routed to or through it. This problem is 

enforced, whenever a peer manages content that is accessed 

by a lot of users in the whole network. The peers around 

such hot-spots are inherently exposed to higher routing load, 

since a lot of messages need to be routed to and from the 

hot-spot. Whereas all messages that are targeted to a hot-

spot or its surrounding nodes necessarily have to be routed 

into the overloaded region, other messages should be routed 

around it. This not only avoids additional load and possible 

resulting message losses for the already stressed region, but 

also decreases and therefore optimizes the delay time for the 

redirected message. On the other hand, the alternative routes 

should still have a minimum number of hops to make sure, 

no messages are lost due to TTL expiries. 

To increase the robustness and provide some load-

balancing, we therefore propose a routing algorithm for 

Peer-to-Peer overlays that is able to dynamically route 

messages around over- or highly loaded peers and regions. 

To find the fastest, but not necessarily shortest path to the 

requested target and avoid message losses at the same time, 

each peer does not only take the target direction into 

account, but also the buffer levels of its direct neighbors that 

may be involved into the routing process. To propagate each 

peer’s buffer levels into its neighborhood, a thermal field 

approach is used. 

Such kind of routing problems are generally referenced 

to as finding a multiple-constraint optimal path (MCOP). 

The constraints, as e.g. overall routing delay, the maximum 

number of hops or transfer rate, usually are entailed by 

application-specific quality-of-service (QoS) requirements.  

A multi-criteria decision function is needed to find an 

appropriate tradeoff between distance and load. Since this 

function is crucial for the effectiveness of the routing 

algorithm, we propose and compare three different 

approaches. Those are: (i) an adaptive probability function, 

(ii) a weighted decision function as presented in [1], and (iii) 

a fuzzy-logic approach, which provides a mathematical 

model for dealing with imprecision and uncertainty as given 

in common traffic situations in today’s communication 

networks. 

The rest of this article is organized as follows: in section 

II, a short overview about related work is given. Section III 

discusses both the thermal field approach as well as the 

three different decision making mechanisms. Section IV 

shows the simulation of the different decision functions and 

discusses the results. Section V concludes this article and 

gives an outlook on future works. 
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II. RELATED WORK 

A. QoS Routing 

The multi-constrained optimal path problem (MCOP) is 

related to the issue of Quality of Service (QoS) routing, 

which consists in finding a route between two nodes that 

meets a series of QoS requirements such as overall delay 

time, maximum acceptable packet loss ratio, and others. 

Although the utilization of a routing node’s message buffers 

is an indicator for that node’s load, current approaches 

mainly consider available bandwidth or the remaining hop-

count for the decision making algorithm [2-4]. Only few 

approaches, like [5], take buffer utilization into account.  

The Fuzzy Logic Ant based Routing (FLAR, [23]) is a 

routing algorithm based on ants, which was enhanced by 

fuzzy logic. The messages are forwarded according to 

information gathered from forward and backward ants 

which dynamically update the routing tables on each node 

during message transfer. The link delay and link utilization 

are also considered in the fuzzy logic decision function. 

In [24], an Adaptive route selection policy is proposed. 

The algorithm is based on back-propagation neural 

networks, which are used to predict the optimum policy for 

adapting to dynamically changing network load conditions. 

The back propagation method is used to train the neural 

network to learn the relationship between different policies 

and the resulting effects on the network traffic. 

B. Routing in Mesh Topologies 

Mesh (Grid-like) topologies have been widely used in 

communication networks as for example in packet/circuit 

switching between wireless [6, 7] and wired networks [8, 9]. 

The functions of routing algorithms in general are the 

provision of the fastest path, prevention of deadlocks, low 

latency insurance, network utilization balancing, and fault 

tolerance. Routed by these classical methods, grid-like 

structures provide multiple paths which have the same hop 

count. The mesh structure is reliable and offers redundancy 

which in turn can be used to improve routing performance 

[10, 11]. 
In 2000, John Kleinberg [12] introduced a family of 

small-world network models based on the work of Watts and 
Strogatz [13]. His models are built of k-dimensional grids 
with a lateral length of n, in which each peer has undirected 
local links connecting it to its neighbors. Additionally, 
directed far distant links are generated randomly. Kleinberg 
showed, that optimal routing performance can be gained, 
when a long distance link between two nodes u and v is 
constructed with a probability proportional to d(u,v)

-n
. 

Hence, for the two-dimensional case, links are added with a 
probability proportional to the inverse square of the lattice 
distance of u and v. In such structures, a path with an 
expected length of O(log

2
n) can be found by using a simple 

greedy algorithm which relies only on local knowledge. 
Martel and Nguyen [14] re-analyzed Kleinberg’s Small-

World model and deduced an expected path length of 
         and a diameter of         for the 2-dimensional 

case. By making use of some additional knowledge of the 
graph they show that the expected path length can be 

reduced to               for a general k-dimensional model 
(   ) 

By taking the neighbors of a node’s neighbor into 
account for decision-making, Naor and Wieder [15] 
improved the delivery time for greedy algorithms. Finally, 
Zou et al. [16] claimed that Kleinberg’s model needs to use 
global information to form the structure. Consequently, they 
proposed to use cached long distance links instead of fixed 
ones. The structure is refined as more queries are handled by 
the system. 

C. Thermal Field Algorithms 

A routing approach in analogy to temperature fields in 
thermal physics was first introduced by Unger and Wulff 
[17] in 2004 to locate nodes managing contents of common 
interest in P2P networks. Each node features a temperature, 
which is an index for the activity of that node. The heat of 
each node radiates towards its direct neighbors and therefore 
influences their temperature as well. Whenever the content 
of a node is accessed or updated, its temperature is increased, 
whereas during periods of inactivity, the temperature falls of 
exponentially to align with the temperatures of the 
surrounding neighbors.  

In 2007, Baumann et al. [18] introduced the HEAT 
routing algorithm for large multi-hop wireless mesh 
networks to increase routing performance. HEAT uses 
anycasts instead of unicasts to make better use of the 
underlying wireless network, which uses anycasts by design.  

HEAT relies on a temperature field to route data packets 
towards the Internet gateways. Every node is assigned a 
temperature value, and packets are routed along increasing 
temperature values until they reach any of the Internet 
gateways, which are modeled as heat sources. It is a 
distributed protocol to establish such temperature fields 
which does not require flooding of control messages. Rather, 
every node in the network determines its temperature 
considering only the temperature of its direct neighbors, 
which renders our protocol particularly scalable to the 
network size. 

III. MULTI-CRITERIA ROUTING ALGORITHM 

We present three algorithms for making routing decisions 
in grid-like structures, where each routing node only has 
local knowledge. Additionally to the Euclidean distance 
from the current node to a message’s destination, the 
approach also takes the current buffer stages of a routing 
node’s neighbors into account to find optimal paths around 
congested areas or nodes. 

A thermal field is used to communicate the buffer 
utilization over the network, rendering every node to 
memorize its neighbors’ temperatures. A lower temperature 
indicates that the respective neighbor currently has more 
communication resources available and will therefore be 
capable of handling new data. On the other hand, a message 
should still be directed towards its destination. Therefore, in 
the route selection process, the distance between the origin 
and target node, the length from the current peer to the 
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target, and the distance from each neighbor to the target node 
are measured. 

We evaluate the performance of our fuzzy-logic based 
decision function against both an adaptive probability 
function as well as a weighted decision function. All three 
approaches base the routing decision on a combination of 
neighborhood temperatures and target distances. Before we 
provide a detailed description of each of the approaches, we 
show how the temperature values of each node are calculated 
and distributed to build the thermal field. 

In the presentation of the algorithms, we denote a grid-
like network by a set of lattice points in      
                                       . A node’s ID 
is defined by its coordinate      . 

A. Thermal Field 

In the discussed algorithms, the temperature  indicates 
the usage level of a peer’s incoming- and outgoing message 

buffer. The temperature of a node c is referred as c. The 

possible values of c are in the range from 0 to 1, where 0 
denotes an empty buffer and a value of 1 indicates that the 
buffer is full. 

c   =                 ,    0 ≤  c  ≤ 1       (1) 

To reduce complexity, each node only uses one message 
buffer, which is organized in a FIFO manner. Hence, the 
temperature of that buffer is equal to the temperature of the 
node. 

Since the routing decision strongly depends on c being 
up to date, the temperature is recalculated with every 
message that enters or leaves a buffer. Additionally, the 
messages themselves act as temperature-carriers, conveying 
a node’s temperature from one peer to another until they 
either reach their target or expire. This underlines the 
analogy to convectional processes in thermal physics, where 
temperature is conveyed by rapidly moving particles. 

Each node keeps account on the temperature of its 
neighbors. Let      be the set of neighbors of   and let k is 

the number of neighbors when 1  k  4 in degree of 
distribution mesh structure is 4. Let   be the index of each 

neighbor    in      where 1  i  k. Additionally, let i be 
the number of messages sent from Ni to c. Now, there are 
two cases to update a neighbor’s temperature       in     
dataset: 

(i) Whenever c receives a message from neighbor Ni, 

containing that node’s temperature i, the previously stored 
value, is overwritten:  

 (Ni) = i ,    if i > 0         (2) 

(ii) If no message is sent from Ni to c,  (Ni) is 
decreased exponentially over time with a configurable time 

constant of : 

 (Ni) =  (Ni)  e
-t

,    if i = 0        (3) 

The thermal field was used for all approaches analyzed in 
this article to enable decision making with only local 
knowledge. 

B. Adaptive Probability Function 

The basic concept of using an adaptive probability 
function is to base the decision on which path to select on a 
configurable parameter Pθ, which denotes the probability for 
selecting low-temperature routes in preference over the 
shortest path. Each node on the route randomly selects a low-
buffer route with a probability of Pθ, or a direct route with 

the probability of   –   . Higher values Pθ make each node 
prefer low buffer routes, which may lead to longer routing 
times. On the other hand, smaller values for Pθ let peers 
select a direct route more often, and hence may increase the 
number of message losses due to overloaded nodes along the 
shortest path. Thus, the challenge is to find values for Pθ 
which result in both optimal routes and a load balanced 
network. 

It is clear that suitable values for Pθ depend on the 
current distance that a message still has to bridge to reach its 
target. If the message is still close to its source, making a 
detour is acceptable, whereas if only few hops are left to the 
destination, direct paths should be preferred. Therefore, we 
propose to use adaptive probability functions (APθ) that 
provide values for Pθ depending on the relative remaining 
distance, which we denote as Ω. When a message is sent 
from a source node σ to a destination node ɸ, the distance 
between the two nodes is d(σ,ɸ). The distance from any node 
c along the path to the target is d(c,ɸ).The relative remaining 
distance Ω is now determined as follows: 

 Ω  =                 =            (4) 

In previous works [18] it came out that two adaptive 
probability functions of Ω showed good results for different 

scenarios, which we denoted as    
  and    

 . 

Adaptive Probability4 (   
 ): APθ

4
 is an exponential 

cumulative distribution function (cdf). The probability of 
using a low-temperature route has a co-domain of [0, 1). It 
results in strongly preferring low-temperature paths at the 
beginning of the routing process. The closer the message 
comes to the target, the more the direct route is preferred. 
When the target is only a few hops away, the thermal field is 
almost completely ignored.  

    
                            (5) 

 Adaptive Probability5     
   Whenever the low-

temperature path is preferred over the shortest path, the 
message could go astray, which results in higher probability 

of message losses. Therefore,    
  is designed to pull back 

the message onto the shortest path, whenever the current 
distance to target becomes larger than the overall distance 
between source and target. In such cases, the probability of 
using the path with the lowest temperature decreases.   

Messages in Buffer 

Buffer size 

Distance_current_to_target 

Distance_source_to_target 

d(c,ɸ) 

d(σ,ɸ) 
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APθ
5
 (Ω;) =          (6) 

Fig. 2 depicts both    
  and    

  as functions of the 
relative remaining distance Ω. 

 

 

Figure 2. Adaptive Probability Functions    
  and    

  

 

C. Weighted Decision Funtion 

In this approach, a weight is assigned to every neighbor 

that is based on the neighbor’s distance to target and 

temperature. The message is then routed to the neighbor 

with the lowest weight. Each weight is calculated as a linear 

combination, where the coefficients control the influence of 

each summand on the total weight. Although this approach 

seems similar to the adaptive probability function presented 

in the previous section, it is different in one important point: 

it always selects the path with the minimum weight, 

whereas the AP approach in some situations might select 

paths with higher temperature to explore them. 

Again, let all Ni with 1  i  4 be the neighbors of 

current node c and let ɸ be the target node of the message 

that is to be routed. Additionally, let d(Ni,ɸ) be the 

Euclidean distance from a neighbor to the target node and 

finally, let θ(Ni) be the temperature of neighbor Ni. The 

weight of the edge to the neighbor Ni is now calculated as 

follows: 

 

                                
(8) 

                               

The coefficient α defines the influence of the remaining 

distance to target and the load of the next hop on the total 

weight and therefore on the routing decision. Higher values 

for α let the node select a more direct path while taking the 

risk to lose the message due to buffer overflows. On the 

other hand, lower values for α result in selecting a low 

buffer route, which on the other hand may leading to long 

routing times. 

The pseudo-code of the weighted decision function 

approach is shown in Fig. 3. This code is executed on every 

node at each simultion timestep.  
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.. 

while (receiveMsg != null)  { 

  updateNeighborTemperature(); 

  if (currentIsTarget())    

    continue; 

  else if (queueBuffer !=MAX) 

    keepInQueue(); 

  else 

  lostMessage(); 

} 

while (queueBuffer != null && outBW != MAX){ 

  popMessageFromQueue(); 

  for (1 to sizeOfNeighbor)  { 

    d =  * (distanceToTarget); 

    t = (1-) * (Temperature); 

    WeightNeighbor = d + t; 

  } 

  nextNode = minWeightNeighbor();  

  forwardMsg( nextNode ); 

} 

spreadTemperature(); 

.. 

Figure 3. Pseudo-code of weighted decision function approach 

 

The algorithm consists of three parts. In lines 2 to 10, the 

node receives messages, brings its neighborhood 

temperature database up to date and decides, if the message 

needs to be routed or already received its target. If the 

message is to be routed further, the buffer is checked for 

remaining free space to handle the message. If no free space 

is available, the message is dropped. 

Lines 11 to 20 describe the forwarding process that is 

started, when the buffer contains any messages. In line 12, 

the message is taken from the FIFO buffer, in line 13-17, the 

weights for each neighbor are calculated. Then, the 

minimum weight is selected and the message is forwarded 

to the according neighbor (lines 18-19). The minimum value 

is found on line 18. Afterwards, line 19 is used to forward 

the message. Finally, the node recalculates its own buffer’s 

temperature.   

D. Fuzzy Logic Approach 

Fuzzy Logic was first introduced by Zadeh [21] in 1965. 

It allows a computer to take decisions the same way as 

humans do it: not always precise. People think and reason 

using linguistic terms such as “hot” and “fast”, rather than 

using precise numerical terms as “90 degrees” or “200 

km/hours”, respectively. The fuzzy set theory models the 

interpretation of imprecise and incomplete sensory 

information as perceived by the human brain. Thus, it 

represents and numerically manipulates such linguistic 

information in a natural way via membership functions and 

fuzzy rules. Some advantages of fuzzy logic are that it is 
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conceptually easy to understand, flexible, and tolerant 

towards imprecise data. It can model nonlinear functions of 

high complexity, and it also can be built on top of expert’s 

experience.  

A key feature of Fuzzy Logic is to handle uncertainties 

and non-linearity as they exist in physical systems, similar 

to reasoning conducted by human beings, which makes it 

very attractive for decision making systems. A fuzzy logic 

system comprises basically three elements: (i) Fuzzification, 

(ii) Knowledge base (rule and function), and (iii) 

Defuzzification. Fig. 4 shows the generalized block diagram 

of a fuzzy system.  

 

 

Figure 4. Block diagram of a generalized fuzzy system 

 

The function of fuzzification is to determine an input 

value’s degree of membership to the best corresponding 

value of a fuzzy set. The fuzzy rule base is used to present 

the fuzzy relationship between input- and output fuzzy 

variables. The output of the fuzzy rule base is determined 

based on the degree of membership specified by the 

fuzzifier. The defuzzification is used to convert outputs of 

the rules into so-called “crisp” values, like real numbers. 

In terms of temperature field routing, the inputs to the 

fuzzy controller are: (i) buffer usage status, (ii) current 

distance to target, and (iii) neighbor type. These three 

selection parameters make the route reflect the network 

status, the nodes’ ability to reliably deliver packets as well 

as the direction to the target. The buffer usage is calculated 

the same way as in (1), the current distance to target is the 

reciprocal value of Ω as calculated (4). The neighbor type is 

defined by the difference of the distances from current node 

to target and from the respective neighbor to target, d(Ni,ɸ)- 

d(c,ɸ). 

Those three input variables are now fuzzified. The 

neighbor’s temperature is now described as either “Cold”, 

“Tepid”, “Warm”, Hot” or “Torrid”, the neighbor type can 

either be “Closer” or “Farer”.  

Finally, the distance can either be “VeryFar”, “Far”, 

“StartPoint”, “Close” or “VeryClose”. Fig. 5 shows the 

respective membership functions to classify the input 

variables. Five terms are defined to describe the output of 

the evaluation of each neighbor: Using a neighbor as the 

next hop can either be rated “VeryBad”, “Bad”, “Fair”, 

“Good”, or “VeryGood” as shown in Fig. 6. 
 

 
(a)  Thermal 

 
(b)  Neighbor Type 

 
(c)  Distance 

Figure 5. Fuzzy Membership function of input variable 

 

 

Figure 6. Fuzzy Membership function of Neighbor Rating  
 

A rule set containing 50 atomic rules as shown in table 1 
is now used to evaluate the suitability of each neighbor for 
routing the message next. The rules assign a single rating 
value to every possible combination of input values. By 
merging of rules, the number of rules can be reduced to a 
total of 37. 

Table1. Fuzzy Rule Base  

 

Neighbor 

Rate 

Neighbor = Closer Neighbor = Farer 

Thermal Thermal 

Cold Tepid Warm Hot Torrid Cold Tepid Warm Hot Torrid 

D
is

ta
n

ce
 

VeryClose VeryGood VeryGood Good Fair Bad Good Good Fair Bad VeryBad 

Close VeryGood VeryGood Good Fair Bad Good Good Fair Bad VeryBad 

StartPoint VeryGood VeryGood Good Fair Bad Good Good Fair Bad VeryBad 

Far VeryGood Good Fair Bad Bad Fair Fair Bad VeryBad VeryBad 

VeryFar VeryGood Good Fair Bad Bad Fair Bad VeryBad VeryBad VeryBad 

 

Fuzzification Knowledge base Defuzzification Output

Rule Base

Input

Membership Function
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Some example rules are: 

 
R1: IF thermal IS Cold AND neighbor IS Closer THEN 

neighbor_rate IS VeryGood; 

R2: IF thermal IS Torrid AND neighbor IS Farer THEN 

neighbor_rate IS VeryBad;  

… 

R37: IF thermal IS Hot AND distance IS VeryFar AND neighbor 

IS Farer THEN neighbor_rate IS VeryBad; 

 

Rules R1 and R2 are combined rules that only depend on 

two input values, because the third value (distance in this 

case) has no influence on the result. 

The rating can now give guidance for which neighbor to 

use as the next hop. If more precision is needed, because 

several neighbors have the same rating, Defuzzification, i.e. 

the process of conversion of a fuzzy output set into a single 

number, can provide more clarity. In our simulations, 

Mamdani’s “Center of Gravity” (COG) method has been 

used: 

              
          
 
   

       
 
   

        (9) 

So, the center of gravity is calculated by multiplying each 
input value (     with the output of its corresponding 
membership function        , sum up all of those products 
and divide it by the sum of the membership function’s 
outputs. The COG method is the most widely used 
defuzzification strategy, which is reminiscent of the 
calculation of the expected value of probability distributions. 

IV. SIMULATIONS 

In this section, the simulation results for the three 
different decision making approaches based on thermal fields 
for buffer load propagation are discussed.  

A. Simulation Setup 

1) Simulation Tools – The simulation was analyzed 

using P2PNetSim, a simulation environment for large 

distributed P2P networks [22]. This flexible tool can be used 

to simulate, model, and analyze any kind of networks. It has 

been used for example to analyze distributed RFID-

processing as well as the spreading of infectious diseases. 

Due to the distributed nature of the simulation engine, it is 

able to handle simulations with millions of individuals.  

Peers are configured collectively but still individually using 

an open XML configuration format. for simulation setup. 

The peer-behavior can be implemented in the Java 

programming language.  

2) Network – In the simulations, the networks are 

organized into two-dimensional grid structures, each 

composed of 10,000 nodes (100x100). Nodes are connected 

to their neighbors in all four directions. The coordinate of a 

node is serves as its ID. The grids overlay a simulated IPv4 

network. The buffer sizes and outgoing bandwidths are 

limited for all the peers, both distributions following a 

power-law distribution. There are two types of messages: 

data packet and acknowledgements. The system handles data 

packet in First-In-First-Out (FIFO) manner, while the 

acknowledgements are handled with priority.  

3) Traffic pattern – Traffic is generated randomly by all 

network nodes. The sending probabilities and intensities are 

distributed exponentially for both a source node generates, as 

well as the number of messages that can be sent per 

simulation time-step. The constants       and         

therefore indicate the load (congestion) of the simulated 

network. All simulations run until 500,000 messages have 

been processed, 

4) Performance measurement – The metrics used to 

measure the performance using different decision methods 

are loss and success ratios, average hop-count, average 

delay time (time-steps), and average routing time. The total 

routing time includes both the routing steps and waiting 

times (delay) on busy nodes. Furthermore, load balancing 

performance was assessed by the number of heated nodes 

with a buffer usage ration of more than 0.7. For the three 

decision mechanisms described in section 3, Adaptive 

Probability Function (AP), Weighted Decision Function 

(WF), and Fuzzy Logic (FL), the performance is measured. 

For the weighted decision function, three configurations for 

α:1-α have been used: 0.1:0.9, 0.5:0.5, and 0.1:0.9. So, in the 

0.1:0.9-configuration, the decision function considers the 

distance to target with a weight of 0.1 and the temperature 

with 0.9, whereas in the 0.9:0.1-configuration, the distance 

to target is weighted with 0.9 and the temperature with 0.1.  
All three approaches are compared to a pure shortest path 

approach (SP), which does not take the current buffer level 
of the next hop on the route into account.  

B. Simulation Results 

The first scenario compares the performance of the 
decision mechanisms in a low congestion networks.  The 
time constant that defines the probability to generate 
messages on a specific node is            and each 
source node generates only one message per time at 
maximum. The average number of messages generated per 
simulation time step is approximately 800 messages. 

 

 

Figure 7. Success delivery ratios in low congestion networks. 
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Fig. 7 shows the success delivery ratio comparing all 
decision algorithms in such low congestion networks. The 
weighted functions as well as the fuzzy logic approach show 
the best results with 100% of successfully delivered 
messages, so there was no message expired or lost due to 
overloaded nodes. On the other hand, the adaptive 
probability functions show a message expiry ratio of 36%. 
Those losses occur, when the decision functions strongly 
prefer low-temperature routes over the shortest path. This 
way, messages can take remarkably longer routes, inevitably 
leading to a higher message expiry ratio. 

 

 

Figure 8. Average routing time is the summary of hop-count and 
waiting time in low congestion networks.  

 
The average routing time for low congested networks is 

shown in Fig. 8. Shortest path, weighted decision function 
and fuzzy logic approach all have similar performance 
results. In terms of hop-counts and delivery time, the shortest 
path approach generates the best results with an average of 
60.87 hops per message. During 3.83 time-steps, the average 
message is delayed in congested message buffers, so that the 
SP approach sums up to a total routing time of 64.70 time-
steps. The performance of the weighted decision functions in 
the configurations 0.1:0.9, 0.5:0.5, and 0.9:0.1, as well as the 
performance of the fuzzy logic approach are in the same 
range with only slightly increased values. The hop-counts are 
65.12, 63.28, 63.51, and 64.98, whereas the delay times are 
3.58, 3.45, 3.81, and 4.08 respectively. So, the average 
routing times are 68.71, 66.73, 67.32, and 69.06 in order. But 
the adaptive probability function results show remarkably 
higher number of hops and delay time. 

In Fig. 9, the load balance of networks is presented. The 
graphs represent number of nodes that have temperature or 
buffer utilization level higher than 0.7 or 70% of the buffer 
space. The shortest path method obviously shows many high 
temperature nodes comparing to others decision algorithms. 

The results of the first simulation scenario are that in low 
congestion networks, the shortest path approach delivers 
messages in the fastest possible manner and therefore shows 
the best performance. On the other hand, SP generates the 
highest amount of heated nodes, even though total load of 
the network is yet low. The weighted decision function and 
the fuzzy-logic approach accept short detours, resulting in 
slightly higher routing times, but utilize the network 
resources much better and therefore generate remarkably 

fewer heated nodes. The adaptive probability function 
approaches show considerably longer routing times. 

 

 

Figure 9. Number of nodes had higher buffer usage level than 70% 
of buffer size in low congestion networks. 

 
In the second scenario, medium congestion networks are 

analyzed. The time constants for the probability distribution 
functions are           for the number of messages per 
peer and            for the number messages per time-
step. The average number of messages that are launched per 
simulation time is approximately 1,000 messages. 

 

 

Figure 10. Success delivery ratios in medium congestion networks. 

 

 

Figure 11. Average routing times in medium congestion 
networks. 

 
Similar results can be seen when analyzing the routing 

times as shown in Fig. 11. Again, the 0.5:0.5 configuration 
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for the weighted decision function shows best performance 
with 66.73 time-steps of average total routing time, which 
consists of an average number of 63.28 hops and 3.45 time-
steps of delay. Again, the 0.1:0.9 configuration as well as the 
fuzzy-logic approach show similar performance. In contrast 
to the message loss ratio in Fig. 10, the 0.9:0.1 also shows 
good results, when it does not loose messages due to overfull 
buffers. The adaptive probability function again needs a lot 
more hops to route the message. 

 

 

Figure 12. Number of nodes had higher buffer usage level than 70% 
of buffer size in medium congestion networks. 

 
As expected, the shortest path approach tends to produce 

overfull buffers a lot more than all multi-constraint 
approaches, as can be seen in Fig. 12. 

In the final scenario, the traffic in a highly loaded 
network is analyzed. The time constants for the distribution 
functions now are           and             . The 
average number of messages per time-step is approximately 
3,200.  

 

 

Figure 13. Success delivery ratios in overloaded traffic networks. 

 
In this scenario, the shortest path approach can only 

deliver a little more than one third of the messages, because 
now a lot of highly loaded nodes exist and the shortest path 
approach puts even more load on these nodes. Both adaptive 
probability functions now perform a little better than SP with 
43% of successfully delivered messages (Fig. 13). It is 
remarkable that the AP approach does loose the most of the 
messages due to TTL expiries and not because of overloaded 

buffers. Again this is a direct result of this approaches 
tendency to make detours into network regions that are far 
away from the shortest path. So, in highly loaded networks, 
increasing the TTL could make the AP approach very 
successful. In terms of successful delivery, the 0.1:0.9 and 
0.5:0.5 configurations of the weighted decision function and 
the fuzzy-logic approach show the best performance with 
approximately 60%. 

If the shortest path algorithm is able to route a message to 
target, it does so in the fastest possible manner. The weighted 
decision functions and the fuzzy-logic approach take slightly 
longer routes, which directly results from avoiding highly 
loaded nodes. The adaptive probability functions need a lot 
more hops but on the other hand show the best values for 
message delays in congested buffers (Fig. 14).  

 

 

Figure 14. Average routing time is the summary of hop-count and 
waiting time in overloaded traffic networks.  

 

 

Figure 15. Number of nodes with higher buffer usage level than 
70% of buffer size in overloaded traffic networks. 

 
In highly congested networks, the fuzzy-logic approach 

distributes the load best over time and therefore does 
produce the lowest amount of heated nodes per time-step 
(Fig. 15). It is remarkable that the results of shortest path 
approach are similar to those of the weighted decision 
functions and even better than the adaptive probability 
functions. This is, because a lot of messages are dropped 
long before they are delivered or expire and therefore do no 
longer add on the network load. 
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Another part of the simulation results is the distribution 
of highly loaded nodes over the whole network, which is 
shown in Fig. 16. The snapshots refer to the high-congestion 
scenario. Each subfigure represents the 100x100 grid at the 
simulation time of highest load. Each pixel represents one 
node. The lighter the node is, the more load it has, i. e. the 
higher its buffer utilization and therefore its temperature is. 
To make the source and target nodes clearly visible, in this 
simulation only four nodes placed at the corners of the grid 
generate messages to the nodes on the opposite side of the 
network. 

It can be seen that the shortest path algorithm (Fig. 16a) 
generates a lot of overloaded nodes along the direct path 
from source to target, but only few load aside from that 
paths. On the contrary, the adaptive probability functions 
(Fig. 16 b,c) distribute the load over the whole network. One 
can see that this approach does not generate fewer loads than 
SP. This is, because the messages stay a lot longer in the 
network, until they are dropped due to TTL. 

In Fig. 16 d to f, the three configurations for the weighted 
decision function are shown. In general, the results for this 

approach show that it uses a balanced path between shortest 
distance and lowest temperature. So, the 0.1:0.9 
configuration allows for some detours from the direct path 
and therefore generates only few highly congested nodes 
along the direct path and more mildly congested nodes left 
and right from that path. In the 0.5:0.5 configuration, the 
shortest paths are taken stronger into account, so that more 
highly loaded nodes can be seen on that path. Finally, the 
0.9:0.1 configuration looks similar to the shortest path 
approach although it still balances the load better than SP. 

Finally, the fuzzy logic algorithm distributes the message 
paths over almost all possible routes and so takes most of the 
load from the highly stressed center of the network in Fig. 
16g. In terms of network balancing, this approach therefore 
generates the best results. 

Summarizing the simulation results, one can say that both 
the weighted decision function and the fuzzy-logic approach 
are able to handle high-traffic situations remarkably better 
and with an almost twice the success ratio as the shortest 
path approach does. While the weighted decision approaches 
show slightly better performance in terms of overall routing 

   

a) Shortest Path b) AP4 c) AP5 

   

d) WF 01:09 e) WF 05:05 f) WF 09:01 

Figure16. Heat nodes distribution in highly congested network 
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time, the fuzzy-logic approach balances the traffic much 
better over the whole network and therefore avoids creating 
overloaded regions. Although the adaptive probability 
functions also distribute the load over the whole network, 
they show poor performance in low-congestion situations. 

Additionally, fuzzy-logic has the advantage that it can 
take more constraints into account, as e.g. bandwidth, size, 
load prediction, etc., which makes this approach more 
flexible than all other approaches analyzed in this article. 

V. CONCLUSION AND FUTURE WORK 

We have presented and analyzed three general 
approaches for multi-criteria optimum path decision making 
in distributed systems. All approaches base their decision on 
both the distance to target as well as the current load of the 
possible next hop nodes. The load was distributed using a 
thermal field approach. Through simulations, we have shown 
that the weighted decision function and the fuzzy-logic 
approach show good performance in different network traffic 
scenarios. The flexible fuzzy-logic approach also is able to 
balance the network load over the whole network in a very 
good manner. 

Because both the weighted decision function and the 
fuzzy logic approach showed good performance in high-
congestion networks, both concepts shall be merged as part 
of our future works. The result shall be a dynamically 
generated weighted decision function that can take more than 
just two parameters into account and so be truly multi-
criteria. Additionally, the thermal filed approach can also be 
used to build a traffic dependent overlay network structures 
that can enable and disable links depending on the load of 
nodes or regions.  

Finally the outlook for the project is to implement and 
deploy the proposed algorithms using real tested data, as well 
as compare to existing similar approaches.  
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Abstract - The Internet Protocol is facing version change 
nowadays, IPv4 (the old version of IP) will be replaced by IPv6 
(the new version of IP) in the near future. This transition 
strongly affects also wireless and mobile architectures due to 
widespread application of IP-based mobile networking 
architectures, the continuously increasing number of mobile 
Internet users, and the emerging convergence of different 
communication services driven by the IP Multimedia 
Subsystem (IMS). However both IPv6 and IMS are deeply 
covered in the existing literature as self-possessed researches, 
the challenge of provisioning IPv6-based IMS services over 3rd 
Generation (3G) Universal Mobile Telecommunication System 
(UMTS) networks as well as related problems and 
performance issues were not considered so far. In this work, 
we try to fill this gap and raise attention on the current 
questions and challenges of the transition from IPv4 to IPv6 in 
all-IP 3G and beyond multimedia systems. We analyze eight 
state of the art methods providing IPv6 support in existing 
mobile telecommunication architectures and evaluate their 
impacts on the network and service/application performance. 
In order to achieve this, we designed and implemented a real-
life 3G UMTS-IMS testbed, and compared the characteristics 
of the selected transition techniques with native IPv6 and IPv4 
scenarios from an IMS-centric point of view. Our results 
expose the main benefits and drawbacks of the evaluated 
technologies and their actually available implementations. 

Keywords - IPv4, IPv6, L2TP, OpenVPN, 6to4, ISATAP, 
Teredo, NAT-PT, IMS, all-IP, 3G UMTS, performance 
evaluation, real-life testbed, measurements 

I.  INTRODUCTION 
IPv6 is the new version of the Internet Protocol and 

expected to be introduced for the wide audience in the next 
few years. IPv6 comes with a huge amount of improvements 
compared to IPv4; however it keeps the conceptual basics. 
For instance, IPv6 has built-in functionality for mobility 
management, while IPv4 has only an extension for this 
purpose (and it is usually not implemented). Thus, for mobile 
networks we believe that the appearance of IPv6 will extend 
provisioning systems, therefore evaluation of novel and 
advanced services over IPv6 is essential [1].  

IPv6 was built on the same fundaments as IPv4: both 
represent a best effort service over a packet switched 
network [2]. Since IPv6 cannot be a global replacement of 
IPv4 (they are not compatible), it is expected that IPv6 and 
IPv4 will live together for approximately twenty years. In the 
short run, devices and networks will be dual stack, having 
both IPv4 and IPv6 supported. Later, some terminals and 

network segments might appear to support IPv6 only, and 
finally IPv4 will be regarded obsolete. Obviously, it must be 
a very long process. Thus, it is very important to see how 
IPv6 behaves compared to IPv4 in mobile networks. This 
article wants to discover some performance metrics of IPv6 
in a mobile environment. 

As the world tends to apply IP as the sole networking 
protocol, the role of mobile operators may turn simply into 
internet service providers. There are three facts, which 
should not be forgotten: 1) mobile services yields more 
income than Internet services, 2) mobile networks/services 
are centralized compared to some distributed internet 
services (e.g., P2P), and finally 3) distributed services are 
difficult to charge. Mobile service providers do not want to 
take a loser position in the next version of mobile networks, 
so a new centralized entity has been defined: the IP 
Multimedia Subsystem (IMS) [3]. IMS plays a central role in 
the network: it provides multimedia services to users, so 
users must use the IMS to have these services 
available/operational. Thus, IMS keeps being the centralized 
entity of mobile networks, where charging can be solved 
easily. IMS assures the future of mobile operators: using the 
IMS as an efficient instrument in the work of combining the 
new all-IP multimedia features with the benefits of IPv6, 
mobility support and multihoming, it becomes possible to 
provide an almost unlimited range of advanced, interactive 
multimedia services even for future scenarios. 

One of the core aspects of the IP Multimedia Subsystem 
is the convergence on Internet protocols such becoming the 
main delivery platform for multimedia services throughout 
every kind of possible access networks. The technical 
background of this convergence is built upon two protocols, 
namely IP (v4 and v6) for data transport and Session 
Initiation Protocol (SIP) 0 for the negotiation and 
management of sessions. Since all users in an IMS enabled 
network must experience the performance metrics of key 
IMS operations, in this paper all the measurements are 
connected with basic IMS signaling and media delivery 
parameters. 

This paper is organized as follows. Section II is the 
introduction part and this is the longest section of this paper. 
First an overview of 3G UMTS and IMS is given in 
Section II-A. Then, Section II-B details the specifics of IPv6 
UMTS access: eight possible access methods (native IPv6, 
L2TP, OpenVPN over UDP/TCP, 6to4, ISATAP, Teredo 
and NAT-PT) are described in separate subsections. 
Section III introduces the performance metrics, which are 
used for comparison in the measurements. Section IV shows 
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the testbed where all the experiments have been done. There 
has not been any simulation, only real measurements with 
physical hardware have been applied. Section V describes 
the measured results. Finally, Section VI concludes the paper 
and shows some possible future work. 

II. BACKGROUND 
In this section we first introduce the basics of IMS and 

3G UMTS architectures, then we present the existing most 
well-known and most-widespread protocols to set up and 
maintain IPv6 connection for end users in all-IP 3G (and 
beyond) systems. Performance characteristic of IMS over 
IPv6-capable 3G networks will be analyzed using these 
methods as they provide IPv6-based connection for IMS 
applications in next generation mobile telecommunication 
systems. 

A. Overview of 3G UMTS and IMS 
The major innovation presented by the 3rd generation 

mobile networks during the pending evolution of mobile 
telecommunication architectures was the introduction of the 
Wideband Code Division Multiple Access (WCDMA) 
technology on the air interface and the all-IP paradigm of the 
core. As a result, significantly higher bandwidth became 
available compared to 2nd Generation (2G) Global System 
for Mobile telecommunications (GSM) and 2G+ Global 
Packet Radio Subsystem (GPRS) and Enhanced Data rates 
for GSM Evolution (EDGE) networks and also converged 
service provision became possible. The 3rd Generation 
Partnership Project (3GPP) 3G UMTS architecture can be 
divided into three main domains: Circuit Switched (CS), 
Packet Switched (PS) and Registration domain. In the next 
generation converged IP services, the most important one of 
the above listed items is the PS domain. The Packet 
Switched domain relies on the basics that were set in the 
GPRS principles but it uses the IP protocol in a more 
sophisticated way. In the core network the most important 
entities for the PS access are the RNC, SGSN and the GGSN 
[5]. The RNC (Radio Network Controller) manages the 
available radio resources by assigning appropriate radio 
bearer to user to maintain optimum performance. The SGSN 
(Serving GPRS Support Node) is responsible for routing and 
mobility management while also taking part in the 
authentication process. The GGSN (Gateway GPRS Support 
Node) provides the connections towards any exterior IPv4 
and/or IPv6 network as seen in Fig. 1. 

 When a subscriber wants to access PS services it needs 
to request a PDP (Packet Data Protocol) context that enables 
the subscriber to access the service based on the information 
stored in the HSS (Home Subscriber Service). The PDP 
context defines the APN (Access Point Name) where the 
user belongs to, which determines the IP address and QoS 
properties for that PDP context. In case the connection is 
successfully set up the traffic between the SGSN and the 
GGSN is transmitted in GTP (GPRS Tunneling Protocol) 
tunnels. Theses tunnels are used to differentiate the user 
traffic belonging to a PDP context until it reaches the GGSN. 

 
Figure 1.  Overview of the all-IP 3G UMTS/IMS architecture 

As the UMTS penetration has reached a critical level, 
research on advanced service provisioning standards was 
emerged to overcome the shortcomings of the already 
existing solutions. The core concept of IP Multimedia 
Subsystem (IMS) is to provide a comprehensive service 
provisioning framework for delivering IP multimedia to 
mobile users. As Fig. 1 shows, the IMS – one of the most 
important structural elements of all-IP systems in 3G and 
beyond – is an organic and integrated part of the 3G UMTS 
core network and also depends on the PS domain [6]. 
Initially designed for mobile networks by 3GPP, IMS has 
since evolved to also incorporate Next Generation Networks 
and the associated Fixed/Mobile Convergence vision: the 
Evolved Packet System (EPS). IMS enhances the basic IP 
connectivity of UMTS, provides flexible multimedia session 
management, media processing and control, and generally 
defines overlay architecture on the top of the packet switched 
core network incorporating the key converged, service and 
application oriented networks of the future [3]. All the above 
functions to control the multimedia sessions are implemented 
via different types of Call Session Control Functions (CSCF) 
using the Session Initiation Protocol (SIP) as a basis: 

- Serving-CSCF: the session controller of the UE in the 
home network (like a GGSN). 

- Proxy-CSCF: the local contact point of the UE in the 
visited network (like an SGSN). 

- Interrogating-CSCF: the router of sessions in case of 
multiple S-CSCFs. 

The flexibility of the above main architectural elements 
made IMS to be the common standard for next generation 
fixed (ETSI/TISPAN), cable (PacketCable) and mobile 
(3GPP, 3GPP2) networks, supporting the efficient delivery 
of multimedia data over any kind of access technologies 
(wired, wireless and mobile), and of course allowing 
operators and service providers to control the deployment, 
management and charging procedures of such convergent 
services.  
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B. IPv6 deployment and transition in 3G networks 
The integration of the next generation Internet Protocol 

in today telecommunication architectures is a work in 
progress: IPv6 is still at its early stage of deployment. While 
rock-solid implementations are available for the most of the 
core network entities, solutions for mobile users to connect 
to IPv6 networks are sparse in the access (or the “last mile”) 
segments of the networks. Besides 3G and beyond cellular 
networks these access architectures also include xDSL 
connection, cable connection and different heterogeneous 
access environments. Nowadays such systems usually 
provide the user with an IPv4-only connectivity, implying 
several drawbacks and incorporating different and often 
restrictive policies like limitation of possible mobility 
scenarios, restriction in the number of simultaneously active 
users, the application of private IPv4 addresses and NAT 
technologies, different firewall rules, etc. These 
disadvantages and drawbacks should be eliminated by 
serving the users with native IPv6 connection over existing 
access network technologies or by applying special solutions 
in order to provide IPv6 connectivity over IPv4. Only with 
doing this can IPv6 play its roles as the basis of new peer-to-
peer services requiring advanced IP reachability and as the 
enabler of future innovation in converged mobile and 
wireless systems.  

However, the transition from IPv4 to IPv6 and the 
regarding deployment questions are quite complex and affect 
many layers in the 3G UMTS/IMS architecture.  

Considering the networking layer it is obvious that the 
IPv6 reachability is one of the fundamental needs in this 
context. The IPv6 network connectivity of a 3G user 
equipment (UE) can be provided either natively (i.e., by 
introducing native IPv6 in the user plane) or by applying one 
of the existing transition technologies on IPv4 (i.e., dual 
stack IPv4/IPv6 support in the affected network elements, 
tunneling, or IPv4-IPv6 protocol translators). In the first 
phase of the v4-v6 network transition several IPv6 islands 
will be interconnected by the IPv4 Internet using tunneling 
mechanisms. IPv4 only or dual stack UEs will use mainly 
IPv4 services and the rare IPv6 services provided to the users 
in this phase will be reached by tunneling (e.g., 6to4 [7] and 
ISATAP [8]) or protocol translation (e.g., Network Address 
Translation – Protocol Translation, NAT-PT [9] and 
Transport Relay Translator [10]). In the second phase we 
presume that IPv6 will be widely deployed over the Internet 
and numerous services will be based on the next generation 
IP protocol. However the deployment of IPv6 will be global 
in this phase, the IPv4 reachability will still be needed as the 
IPv6 Internet will not have full connectivity: several services 
will still exist only on IPv4 requiring dual stack 
implementations for efficient networking support. In the last 
phase IPv6 will achieve the dominant position. Due to global 
IPv6 connectivity all services will work on the IPv6 platform 
thus no dual stack functionality or other transition technique 
will be needed in the 3G and beyond architectures: native 
IPv6 will simplify the network architecture and will make 
possible to assign a unique, globally routable address to each 
and every user equipment in the network. 

In the signaling layer two main aspects can be classified 
from the UE's point of view: IMS (i.e., SIP) signaling and 
Domain Name System (DNS) resolution. No issues of IMS 
signaling emerges in cases when the IMS callee (in the IMS 
context, callee refers to the called party) and caller are 
communicating over the same version of IP and the IMS 
itself supports the same version of Internet Protocol in the 
user plane. However, when an IPv6 user tries to call an IPv4 
user (or reverse), translation in SIP and session negotiation 
(SDP) is to be applied by using application-aware translators 
as NAT-PT interworking with IMS Application Layer 
Gateways (ALGs) and special proxy servers acting as Back-
To-Back User Agent (B2BUA). Regarding the DNS 
resolution the root of the problem lies on the fact that IMS 
procedures (e.g., registration, call-setup) strongly rely on the 
DNS database, as corresponding A/AAAA records provide 
the mappings of domain names of IMS entities to their IP 
addresses. In order to support this, a DNS ALG must be 
applied [11] or the DNS database has to be extended and 
modified with the appropriate AAAA entries and IPv6 
mechanisms [12]. 

In the media layer questions similar to the signaling layer 
are to be answered as the main challenge here is also to 
handle v4/v6 heterogeneous situations (i.e., when an IPv6 
user calls an IPv4 user or vice versa).  

In this paper we focus on the state of the art user plane 
transition techniques (L2TP, OpenVPN UDP, OpenVPN 
TCP, 6to4, ISATAP, Teredo, NAT-PT) both able to 
efficiently deal with IPv6 provision over existing IPv4 3G 
UMTS architectures. The performance characteristics of IMS 
signaling and media transport will be compared over the 
above techniques using Native IPv6 and IPv4 scenarios as 
the basis of our comparison. 

1) Native IPv4 / IPv6 3G UMTS 
When a mobile user wishes to use packet switched (e.g., 

Internet) services in a 3G UMTS architecture, it must first 
attach to the network and then activate a PDP context. The 
UE receives its IP address during the activation of the PDP 
context and then it will be able to start the packet switched 
data communication. After the UE has been attached to the 
SGSN and it has been successfully authorized (i.e., the UE’s 
identity has been checked and granted to access PS services), 
it must activate a PDP context (with appropriate IPv4 or 
IPv6 address) for commencing packet data communication. 
This is usually performed on application request (e.g., by 
starting a web-browser on the SmartPhone), but in some 
cases users may choose to be on-line for the whole time thus 
the packet data connection is established during or right after 
the boot sequence (e.g., registration into IMS). Users must 
specify on the UE the network service access point (i.e., the 
APN) of the Packed Data Network (PDN) they want to 
connect to and the PDP type (i.e., IPv4, IPv6, etc.) of the 
PDN they want to use. At the beginning of the PDP context 
activation, the UE puts the above parameters in an Activate 
PDP Context Request message and sends it to the SGSN. 
The SGSN uses the APN parameter to identify the 
corresponding GGSN for the requested PDN and makes it 
aware of the UE by the exchange of the Create PDP Context 
Request and Create PDP Context Response messages. As a 
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result, a two way point-to-point tunnel is established between 
the SGSN and the GGSN: activating a PDP address sets up a 
GTP association between the UE’s current SGSN and the 
GGSN that anchors the PDP address. A special data record is 
created regarding the associations maintained between the 
SGSN and GGSN. This record is called as PDP context and 
describes the main parameters of the connection (e.g., 
network type, and address type, APN, Quality of Service, 
billing information, etc.). After creating or updating the PDP 
context, the SGSN sends an Activate PDP Context Accept 
message to the UE in order to inform the mobile about the 
assigned PDP address and other context-related information. 
After finishing the PDP context activation procedure, the UE 
starts the appropriate v4/v6 address setup or allocation 
mechanism (e.g., DHCPv4/v6, IPv6 stateless 
autoconfiguration, etc.) depending on the requested PDP 
type and the received PDP address value. As a result, a 
native IPv6 or IPv4 connectivity will be produced where the 
GGSN plays the role of the default gateway for the UE. 
(More details on the IPv4/IPv6 address allocation 
mechanisms in 3G UMTS architectures can be found in [2], 
[13].) 

2) Layer Two Tunneling Protocol 
Layer Two Tunneling Protocol (L2TP) of RFC3931 [14] 

was designed to provide a dynamic and effective mechanism 
for tunneling Layer 2 “circuits” across datagram-oriented 
communication systems (like IP networks). L2TP was 
originally defined in RFC 2661 as a standard scheme for 
tunneling Point-to-Point Protocol (PPP) [15] sessions over 
IP. It was also designed to terminate these PPP sessions in a 
defined concentration point (i.e., L2TP Access Concentrator) 
of the network. Since the release of the first version of the 
protocol, L2TP has been adopted for tunneling a number of 
other layer two protocols like Ethernet, Frame Relay and 
Asynchronous Transfer Mode (ATM). L2TP merges the 
functionality of two former proprietary tunneling methods 
for PPP, which are Cisco’s L2F (Layer 2 Forwarding) and 
Microsoft’s PPTP (Point to Point Tunneling Protocol) and 
operates in the Session Layer of the OSI reference model. 
The latest version of the protocol also incorporates advanced 
security features (L2TP/IPSec VPN protection), improved 
encapsulation and the possibility to carry extended circuit 
status attributes (to communicate finer-grained error states).  

L2TP operates in two sublayers namely the control 
sublayer and the data sublayer. The control sublayer provides 
the reliability through packet numbering and 
acknowledgment system, while the data sublayer ensures the 
data transmission and detects any message loss using a 
sequence number. During its operation, L2TP simulates a 
specific data link layer and inserts every single data packet 
into a PPP frame before adding the L2TP encapsulation. 
Then the entire L2TP packet (including the payload and the 
L2TP header) is sent in a simple IP or in a UDP datagram. 
When L2TP operates directly over IP, L2TP packets cannot 
take advantage of the UDP checksum for checking packet 
integrity, which is important especially in case of L2TP 
control messages. Therefore L2TP usually applies UDP, in 
which messages will be transmitted using any IP network 
based on any data link connection between the two endpoints 

of the L2TP tunnel. These two endpoints are called the LAC 
(L2TP Access Concentrator) and the LNS (L2TP Network 
Server). The LAC plays the role of the initiator of the tunnel 
establishment while the LNS is the server continuously 
waiting for new tunnel requests. Every established L2TP 
tunnel between the peers is bidirectional and transmits 
higher-level protocols. In order to support this, an L2TP 
session (i.e., call) is established within the tunnel for each 
higher-level protocol such as PPP. Sessions inside an 
existing tunnel can be initiated either by the LAC or the 
LNS, and the traffic of each session is isolated by the L2TP. 
Note that this feature makes it possible to set up multiple 
virtual networks across a single tunnel. 

L2TP is often used as a tunneling mechanism in xDSL 
and Cable architectures as a solution for selling/reselling 
endpoint connectivity: an L2TP tunnel sits between the user 
and the ISP the connection is to be sold/resold to, so the 
selling/reselling ISP will not appear as dealing with the 
transport functionalities.  

In 3G UMTS architectures L2TP could be an effective 
way to provide IPv6 access over existing IPv4 technologies: 
the IPv4 PDP type traffic containing encapsulated IPv6 
packets from the UE is processed at the GGSN, where the 
IPv4 sessions are terminated, then the GGSN transports this 
traffic over L2TP and then routes over Gi to their IPv6 
destination. 

3) Virtual Private Networks 
Virtual Private Networking (VPN) is another method to 

provide IPv6 connection on an existing IPv4 only 3G UMTS 
architecture. In general, a Virtual Private Network is a 
special computer network that is implemented as 
supplemental software layer (i.e., overlay) on the top of an 
existing network infrastructure aiming to create an exclusive 
interconnection of communicating nodes or to provide a 
secure access to a private network by extending it into an 
insecure or shared/public architecture (like the Internet). 
Such overlay structures can be built by using different 
tunneling methods and by encrypting, decrypting and 
authenticating traffic inside the tunnels. OpenVPN is a well 
known and widespread VPN implementation also based on 
tunneling [16]. OpenVPN creates the secure tunnels using 
SSL (Secure Sockets Layer), which is a commonly-used 
protocol for securing Internet transactions in the application 
layer (HTTPS protocol also uses SSL for securing Internet 
transactions on the web). This protocol is one of the 
industrial standards for establishing VPNs, robust, quite easy 
to implement/manage by administrators and learn/understand 
by users. 

The implementation of OpenVPN is based on the 
OpenSSL library, which realizes encryption, authentication 
and certification features for the secure tunnel and manages 
the SSL connection over TLS (Transport Layer Security) 
protocol to transmit data [17]. OpenVPN tunnels can be 
established between a client and a server and can run both 
over UDP and TCP. During the operation IP packets that 
need to be sent in the tunnel are encrypted and encapsulated 
in a UDP or TCP message. Then this packet can be 
transmitted using any IP network based on any layer 2 
connection. The fact that OpenVPN is implemented as a 
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user-space daemon rather than a kernel module or a complex 
extension to the IP layer makes the method portable, easily 
deployable and configurable. 

As OpenVPN is a cost-effective and lightweight 
alternative to other VPN technologies, it is commonly 
applied at Small and Medium Enterprises (SMEs) and also 
well targeted in the enterprise markets. 

In order to provide IPv6 connectivity for UEs in an IPv4 
3G UMTS network, a secure OpenVPN tunnel can be used, 
which encapsulates the IPv6 traffic and relays it to the UE 
through the IPv4 networking segment. In such a scenario the 
dual stack UE operates in IPv4 mode (it opens an IPv4 type 
PDP context and receives an IPv4 address from the GGSN), 
but also an OpenVPN tunnel is spanned over this IPv4-only 
connection between the UE and the tunnel server. This 
tunnel is the gate to a VPN, which basically extends the IPv6 
connectivity into the IPv4 3G UMTS network. 

4) 6to4 
In RFC3056 [7] authors specify a scheme for IPv6 sites 

to communicate with each other over an existing IPv4 
network without explicitly given tunnel endpoint 
information. 6to4 does not use IPv4-compatible IPv6 
addresses (where the prefix ::/96 is separated for IPv4-
compatible addresses, and the rightmost 32 bits of the IPv6 
address stand for the IPv4 address of the destination) but it 
has a proper IPv6 address format that includes the IPv4 
address of the tunnel endpoint in the prefix such allowing 
automatic tunnel setup. In 6to4 the transport IPv4 network 
behaves as a unicast point-to-point link, and the 6to4 domain 
segments communicate via 6to4 routers (i.e., 6to4 gateways): 
IPv6 packets are encapsulated and decapsulated here 
requiring at least one globally unique IPv4 unicast address. 
Only the gateways need to be 6to4 compatible, therefore no 
other changes have to be made to the IPv6 nodes inside the 
6to4 network. The prefix for the 6to4 protocol assigned by 
the IANA organization is 2002::/16 providing 6to4 
addresses in the 2002:IPv4Adrr::/48 structure. It is 
important to notice, that if a host in a 6to4 network wants to 
exchange packets with a host in another 6to4 network, no 
tunnel configuration is needed: the tunnel entry point can 
take the IPv4 address of the tunnel exit point from the IPv6 
address of the destination. Besides the above, a 6to4 relay 
router is needed for a successful communication with an 
IPv6 node in a remote IPv6 network. The relay router is a 
router configured for 6to4 operation and also IPv6 
connection. The relay router connects 6to4 networks to the 
native IPv6 network as the 2002::/16 prefix is announced 
into the native IPv6 network by such relays.  

As an extension to the basic standard, RFC3068 [18] 
specifies a 6to4 relay router anycast address in order to 
optimize the configuration of 6to4 gateways, which require a 
default route towards a 6to4 relay router on the IPv6 Internet. 

The application of the 6to4 technique in mobile 
telecommunication architectures is twofold. On one hand 
sites offering IPv6 mobile access can be connected with each 
other and with the IPv6 world through IPv4 using 6to4. Here 
the operation of the transition technique is transparent to the 
IPv6 mobile UEs: they only have to be configured with at 
least one 6to4 IPv6 address in the 

2002:IPv4Adrr:SubnetID::/64 format. On the other hand 
6to4 tunnels can be spanned right between a 6to4-compatible 
dual-stack UE and the 6to4 relay router over the IPv4-only 
3G UMTS network, such providing encapsulation-based 
IPv6 support while still using IPv4 PDP contexts. In this case 
the 6to4 relay router resides inside the operator network on 
the v4/v6 domain boundary. 

5) ISATAP 
The Intra-Site Automatic Tunnel Addressing Protocol 

(ISATAP) is specified in RFC4214 [8] aiming to provide 
IPv6 connectivity for dual-stack hosts over an IPv4-based 
networking infrastructure. This technique also uses the 
existing IPv4 network as one large link-layer architecture 
and allows the dual-stack hosts to automatically create 
tunnels and exchange data between themselves. ISATAP can 
be used regardless of whether the hosts have global or 
private IPv4 addresses. Addresses of this automatic 
tunneling mechanism embed an IPv4 address in the EUI-64 
interface identifier in the following format: 

 
 64bitPrefix:16bitControl:5EFE:IPv4address.  
 
ISATAP interfaces form ISATAP interface identifiers 

using their IPv4 addresses and apply them to produce the 
ISATAP link-local addresses in order to make the technique 
able to perform standard IPv6 neighbor discovery 
mechanisms. Using this method, IPv6 nodes inside an IPv4 
intranet can communicate with each other. If hosts want to 
communicate with IPv6 hosts outside the intranet (e.g., 
6Bone hosts), a border router must be configured, which can 
be an ISATAP router or even a 6to4 gateway. An important 
issue of this method is that all hosts in an ISATAP network 
need to support the ISATAP protocol.  

ISATAP (together with 6to4) are considered as two 
really promising and already popular transition technologies 
evaluated and assessed within several real-life testbed 
experiments and projects like [19], [20] and [21]. In IPv4-
only 3G UMTS architectures ISATAP can be used as an 
automatic tunneling solution for dual-stack UEs that are 
multiple IPv4 hops away from the IPv6 network. Mobile 
terminals can build tunnels between each other and exchange 
IPv6 traffic using their link-local addresses: the packets are 
transmitted via ISATAP tunnels with endpoints that are 
derived from the interface ID segment of the link-local 
addresses. For outside (or offlink) IPv6 traffic UEs have a 
default route, pointing to the ISATAP address of the 
ISATAP router. 

6) Teredo 
Teredo is specified in RFC4380 [22] as an IPv6 transition 

technology providing address assignment and automatic 
host-to-host tunneling for unicast IPv6 traffic in cases when 
IPv6/IPv4 nodes are placed behind IPv4 network address 
translators (NATs). Comparing Teredo with 6to4 and 
ISATAP we can summary that 6to4 makes IPv6 available 
over an IPv4 network using public IPv4 addresses, ISATAP 
helps deployment of IPv6 nodes within a site regardless of 
whether it applies private or public IPv4 addresses, and 
Teredo makes IPv6 available to nodes through any number 
of NAT layers using UDP-based tunneling. The Teredo 
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architecture consists of a Teredo server (a well-known host, 
which is used for initial configuration of a Teredo tunnel 
helping clients to access IPv6 networks), several Teredo 
clients (running on an IPv4/IPv6 dual-stack terminal in an 
IPv4 network behind a NAT) and Teredo relays (the remote 
end of a Teredo tunnel forwarding IPv6 traffic between a 
Teredo client and a host in the IPv6 network). The technique 
introduces a special prefix called Teredo Service Prefix 
(2001:0000::/32), which is announced by the Teredo relays 
to the outside world using conventional IPv6 routing 
mechanisms. Based on this prefix each Teredo client assigns 
a public IPv6 address that is constructed as follows: 

 
2001:0000:ServerIPv4:Flags:UDPport:ClientIPv4. 
 
 A significant part of RFC4380 deals with how Teredo 

identifies the specific type of NAT deployed in the actual 
network and defines mechanisms for handling these various 
NAT types.  

During the protocol’s basic communication procedure 
first the Teredo client inside the IPv4-only domain starts the 
determination of the Teredo relay serving the IPv6-only host 
by sending out an IPv6 Echo Request message via the 
Teredo server. This request is forwarded to the IPv6-only 
host, which answers it with an IPv6 Echo Reply message 
destined to the Teredo client’s address and routed to the to 
the nearest Teredo relay. The Teredo relay tunnels the reply 
message to the client that now determines the relay IPv4 
address and starts sending packets to the IPv6-only host via 
the relay. The Teredo relay decapsulates the IPv6 packet and 
forwards it to the IPv6-only Host. 

Based on the above operation Teredo solves numerous 
problems of IPv4-IPv6 transition. However, the current 
version of the standard does not work with symmetric NATs. 
In order to support Teredo for symmetric NAT traversal, 
authors of [23] proposed SymTeredo, which imposes minor 
modifications on the Teredo relay and the Teredo client 
components but also keeps compatibility with the standard 
protocol. 

3G operators can rely on Teredo’s efficient and NAT 
friendly IPv4-IPv6 transition toolset by introducing the 
components of the Teredo architecture in the UMTS 
network. However, as Teredo can only provide a single IPv6 
address per tunnel endpoint, it is not possible to use a single 
Teredo tunnel to make connection with multiple nodes 
(contrary to 6to4), such creating significant tunneling 
overhead on the air interface in several common scenarios. 
The application of Teredo –similarly to the majority of the 
above schemes– still not transparent: it requires additional 
UE configuration and installation of supplementary software 
modules (i.e., Teredo implementation) on the UE. 
Nevertheless, the big number of Teredo implementations that 
are already available for the widest scale of operating 
systems (Linux, *BSD, Mac OS X, Windows XP SP2/Server 
2003/Vista and Windows 7) may assume that popular UE 
platforms will introduce Teredo functionality. 

7) NAT-PT 
RFC2766 [24] introduces the Network Address 

Translation - Protocol Translation (NAT-PT) transition 

scheme, which uses a pool of public IPv4 addresses for 
dynamic assignment to IPv6 hosts, and employs a stateful 
IPv4/IPv6 header translation on a special network device 
located at the boundary of the IPv4 and the IPv6 networks. 
This NAT device translates IPv6 packets into analogous 
IPv4 packets and vice versa, and such routes between an 
IPv6 network and an IPv4 network. NAT-PT reserves the 
pool of IPv4 addresses and translates the fields for IP Source 
addresses, IP, TCP, UDP, and ICMP header checksums. 
Note that in order to achieve this behavior, NAT-based v4/v6 
transition schemes usually apply IPv4/IPv6 header 
translation rules specified in RFC2765 (Stateless IP/ICMP 
Translation) [25]. 

An extension of NAT-PT is Network Address Port 
Translation - Protocol Translation (NAPT-PT), which further 
extends the original idea: in order to allow numerous IPv6 
hosts to share one single IPv4 address for multiplexing 
multiple sessions on one address, transport identifiers (such 
as TCP and UDP port numbers) are also translated in  this 
technique. 

The main benefit of NAT-PT and NAPT-PT is that no 
changes are required to end hosts because all the translation 
procedures are executed at the separate NAT device in the 
network. However the mechanisms defined in RFC2766 
seem to be convenient in several transition scenarios, serious 
issues exist with the standard. For example, NAT-based 
schemes cannot take full advantage of the enhancements 
offered by IPv6, and it is really hard to maintain the big 
number of Application Level Gateways (ALG) needed in 
NAT devices to keep the widest scale of applications 
working correctly through the gateway. The raised problems 
are summarized in RFC4966 [26] together with the 
conclusion that technical and operational difficulties 
resulting from these issues make it undesirable to 
recommend the usage of RFC2766 as a general purpose 
transition mechanism. However, the transparent nature of 
NAT-PT/NAPT-PT (i.e., the fact that clients don’t need to be 
modified for benefitting from the method’s IPv4-IPv6 
transition services) makes suitable the technique for 
application in mobile telecommunication systems. 

In 3G UMTS networks NAT-PT or NAPT-PT can be 
deployed by installing a NAT device and the appropriate 
ALGs at the boundary of the IPv4/IPv6 network segments. 
Configuration and modification on UEs is not required, only 
the suitable DNS server settings must be provided for the 
terminals. 

III. PERFORMANCE METRICS 
The main motivation of our work was to compare native 

IPv4 3G UMTS network performance with different IPv4-
IPv6 transition methods (including the native IPv6 
communication itself), using essential parameters of IMS 
operations as performance metrics. These measured 
parameters, which substantially affect the network 
performance in IMS based multimedia-centric user scenarios 
are the following: the round-trip time, the IMS registration 
time, the call setup time, and the downlink RTP delay. 
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A. Round-trip Time 
The round-trip time (RTT) is the time elapsed while a 

transmitted packet arrives back from the recipient, if the 
packet is forwarded back immediately. This parameter is 
useful to examine the minimum response delay between two 
communicating nodes. 

We used the ping application with 64byte packets to 
measure the round trip delay between the UE (sender) in the 
3G network and the CN (recipient) in the outside PDN. The 
results of RTT measurements are corresponding as the main 
performance metrics of the examined architectures in the 
four scenarios. 

B. IMS Registration Time 
Registration is one of the most important procedures in 

next generation IP multimedia systems since this mechanism 
makes possible to initiate sessions between users in the 
network and to receive data from media and application 
servers. 

 
Figure 2.  IMS Register Flow 

To measure the time required to register a user inside the 
IMS in a 3G UMTS architecture we used SIPp, which is a 
traffic generator tool for the Session Initiation Protocol (SIP) 
[27]. The simplified schematics of the message exchange of 
an IMS registration procedure is shown in Fig. 2. The 
registration starts with a REGISTER message sent by the 
UE. A 401 UNAUTHORIZED message reaches the UE after 
the IMS processed the initial REGISTER in order to 
challenge the UE to send the required authentication 
information. After that an extended REGISTER message is 
transmitted on the same path as the first one. This message 
now contains all the required data to authenticate the UE. 
The IMS indicates the successful registration with a 200 OK 
message. (Further details on the IMS registration procedure 
can be found in [28].) 

Appropriate SIPp scripts were executed on the UE in 
order to manage the REGISTER procedure and to control the 
flow of synthetically produced SIP packets between the UE 
and the IMS system. IPv4 or IPv6 addresses of IMS entities 
(e.g., P-CSCF) were provided by the DNS server.  

In this context we considered the registration time as the 
elapsed time between sending the first REGISTER message 
and receiving the 200 OK message in the UE side (see the 
red markings in Fig. 2). 

C. Call Setup Time 
Right after a successful registration, IMS subscribers of a 

3G UMTS system can initiate IMS calls to other subscribers 
or media providers. An outline of the IMS call setup flow is 
depicted in Fig. 3. (The detailed flowchart can be found in 
[28].) 

The caller UE starts the call setup procedure by sending 
an INVITE message to the P-CSCF with the CN’s user name 
and the SDP descriptors in it. This message is forwarded to 
the CN by several IMS mechanisms leading the CN to reply 
by sending a 183 SESSION IN PROGRESS message 
containing SDP descriptors. Also some informal messages 
are exchanged (100 TRYING, 180 RINGING) during the 
procedure, and finally a 200 OK arrives back to UE, which 
means that the callee (i.e., the CN) accepted the call. This 
fact is acknowledged by an ACK message, which is sent by 
the UE to the CN (and the S-CSCF) through the P-CSCF. 
When the CN receives the ACK message, the call setup is 
finished and the Real-time Protocol (RTP) [29] datagram 
exchange starts between the communicating peers. This 
metric can also be measured using SIPp on UE and CN 
entities in order to generate and manage IMS signaling in the 
context. 

 

 
Figure 3.  IMS Call Setup and RTP delivery 

As because the call setup time is the elapsed time 
between the first INVITE message (sent by the UE) and the 
ACK message (arrived at the CN) (see red markings in 
Fig. 3), there is a strong need to synchronize the clocks of the 
two nodes to get precise results. This time synchronization 
can be achieved by NTP (Network Time Protocol). In order 
to avoid NTP inaccuracy and undesirable drifting, we 
introduced a dedicated “shadow” network for the NTP 
signaling between a local NTP Server and the UE/CN nodes. 
Based on this scheme we achieved an approximated 
accuracy of ±30µs, which offers sufficient error margin for 
the measurements presented in the article. 

D. One-way RTP Delay 
When the call setup is finished, RTP packets are starting 

to be exchanged between the two communicating peers. 
Because of the nature of services, the RTP data flow is often 
unidirectional, usually in downlink direction (e.g., in case of 
a video or audio streaming). Therefore we measured the 
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downlink, one-way RTP delay as the most significant 
performance metric of the media plane. 

In our scenarios the CN played the role of the media 
server and the UE was the subscriber to an audio streaming 
service, which provided a 192kbps Constant Bit Rate (CBR) 
audio source. 

As in the case of the previous metric, here also a time 
interval between events occurring on two different nodes 
(see the blue markings in Fig. 3) have to be examined, so the 
dedicated NTP network must be introduced here too for 
accurate measurements. RTP packets can be captured by 
packet analyzers (e.g., tshark [30]), and the time stamps of 
the sent and received packets can be used for calculating the 
RTP delay. 

IV. MEASUREMENT ARCHITECTURE AND SCENARIOS 
In this section we introduce our testbed and the scenarios 

used to compare the main performance metrics of IMS 
operations over different IPv6 provision techniques in 3G 
UMTS networks. In the first subsection our native IPv4/IPv6 
3G UMTS network is described in details, followed by the 
eight measurement scenarios: native IPv4, native IPv6, L2TP 
IPv6, OpenVPN IPv6, 6to4, ISATAP, Teredo, and NAT-PT 
respectively. 

A. Overview of the Testbed 
In order to provide a testbed for advanced IPv6 mobility 

and multihoming researches and analyzing IPv6 deployment 
and v4-v6 cohabitation/transition issues in next generation 
multimedia-centric communication systems, we designed 
and implemented a native IPv6 UMTS/IMS architecture 
based on the existing hardware elements of Mobile 
Innovation Centre (MIK) located in Budapest, Hungary [31]. 
However almost all the relating hardware and software 
components were presented in MIK, one important item was 
missing: the laboratory did not possess any dedicated 
Gateway GPRS Support Node (GGSN) device for 
supporting native IPv6 UMTS access. Thus one of the main 
tasks during the implementation of our UMTS/IMS testbed 
was to design and develop a GGSN, prepared to be 
integratable with the other UMTS elements and adequate to 
handle also IPv6 type PDP (Packet Data Protocol) contexts 
besides IPv4. In order to achieve this, we used a software 
GGSN implementation called OpenGGSN [32] as a basis of 
our work. Our GPL licensed and publicly available 
OpenGGSN modification (OpenGGSN 0.84_v6_05 [33]) 
uses the same GTP library and the main architecture as 
version 0.84, but extends the original edition with the 
missing IPv6 routines and some other related components for 
setting up, maintain and tear down contexts of native IPv6 
UMTS communication. 

The integration of our IPv4/IPv6-compatible (i.e., dual-
stack) GGSN software into the UMTS/IMS testbed 
architecture for providing also native IPv6 packet exchange 
was a six-step procedure. First, we had to create a new, IPv6-
compatible APN in the SGSN, than we had to enable also 
IPv6 PDP contexts for the SIM cards of our devices in the 
Home Subscriber Server (HUAWEI HSS 9820). After that 
we compiled, configured and started all the required 

OpenGGSN 0.84_v6_05 components on a SunFire X4200 
(powered by AMD OpteronTM processors, 4GB RAM, and 
running Ubuntu 7.04 Feisty Fawn operating system with 
kernel 2.6.23). As the 4th step we deployed an open-source 
software IMS implementation called Fraunhofer OpenIMS 
[34], which realizes all the functional entities (HSS and all 
CSCFs) of IMS architecture and supports both IPv4 and 
IPv6. We used version 604 of OpenIMS with a Debian 5 
(Lenny) operating system and kernel 2.6.26 on a SunFire 
X4150 server comprising 2.83GHz IntelTM Dual Quad-Core 
Xeon E5440 processors and 8GB RAM. Step No. 5 was the 
configuration of end terminals, while the last step was setting 
up the appropriate IPv6 routing entries in the routers of the 
testbed in order to provide outside IPv6 PDN (i.e., GEANT) 
connection to the mobiles. Fig. 5 shows all the details of the 
native IPv6 UMTS/IMS architecture we used for our native 
IPv6 experiences, while Fig. 4 presents the details of the 
native IPv4 3G UMTS testbed. Note, that these two figures 
represent one, integrated, dual-stack tested system basically 
under the same architecture (with the same OpenGGSN 
0.84_v6_05): using our OpenGGSN modification both IPv4 
and IPv6 PDP contexts can be handled such creating a highly 
configurable all-IP 3G testing environment making possible 
to observe, measure and even modify every kind of IP-level 
function, traffic or operation. 

The core UMTS infrastructure in our laboratory consists 
of one Node B and one RNC linked to the SGSN, which is 
connected to the GGSN and the HSS using standard 
interfaces. As Fig. 4 and 5 show, the SGSN and the GGSN 
are still communicating over IPv4 (i.e., the GTP tunnels are 
set up on IPv4), but this fact has no effect on the UE’s 
context: either native IPv6 or native IPv4 UMTS connection 
can be provided, the mode of communication between the 
GSN nodes (i.e., the transport plane) does not have any 
impact on the type of user plane communication. The GGSN 
is connected to the outside (v4 or v6) network through its Gi 
interface. 

For accessing this UMTS/IMS architecture, a dual-stack 
UE has been constructed from conventional hardware 
building blocks and equipped with the appropriate software 
components. UE’s hardware is based on an ASUS V6800VA 
notebook with a Nokia N95 8Gb SmartPhone as an IPv6-
compatible, dual-stack 3G modem for UMTS connectivity. 
The UE’s operating system is a Ubuntu 8.04 LTS equipped 
with IPv6-capable Point-to-Point Protocol daemon (pppd 
v2.4.4) and SIPp v3.1 for managing the synthetic IMS 
signaling and media traffic.  The CN is a Fujitsu Siemens 
Scienic SE PC with 3GHz IntelTM Pentium 4 processor, 2GB 
RAM, double Ethernet LAN adapter and the same software 
components as on the UE. 

B. Measurement scenarios 
In the previous subsection we presented the general 

structure of our dual-stack 3G UMTS/IMS architecture. In 
order to implement different measurement scenarios we 
applied several modifications and added some new entities 
for dealing with scenario-specific functions. These 
modifications and architectural changes are described in the 
following paragraphs. 
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1) Native IPv4 
The testbed setup for the native IPv4 scenario is shown in 

Fig. 4. The UE uses the Nokia N95 8Gb smart phone as 3G 
wireless interface and connects through the 3G PS/IMS 
domain to the wired Correspondent Node (CN), which will 
be the communication partner of the UE during the 
measurements. An important node is not presented by Fig. 4 
although it has a significant task not only here but also in the 
further scenarios: the Network Time Protocol (NTP) Server 
providing time synchronization for nodes under 
measurement is connected to the UE and the CN by a wired 
“shadow” network. The NTP server itself is a desktop PC 
running Ubuntu 8.04 LTS with NTP v4.2.4p4. 

 

 
Figure 4.  Native IPv4 3G UMTS/IMS testbed architecture 

As introduced in the previous sections, the Packet Data 
Protocol (PDP) context offers a packet data connection over, 
which the UE and the network can exchange IP packets. In 
this scenario an IPv4 PDP context is used to build up native 
IPv4 user plane communication sessions between the UE and 
the PDN (i.e., the IPv4 Internet). The GGSN provides 
10.0.20.2 address from its pool to the UE for IPv4 PS 
communication. Due to this and the limited number of 
available IPv4 addresses we also turn on NAT functions in 
our edge router for assuring outside communication of User 
Equipments. 

The OpenIMS and the related DNS entries for the HSS 
and the CSCF sub-entities were configured to be reachable 
with IPv4 addresses. The used APN was test4, which 
identifies the IPv4 PDN in our testbed and the OpenGGSN 
software is responsible to implement its functions.  

2) Native IPv6 
The native IPv6 3G UMTS network is basically the same 

as the IPv4 version. The main difference is the usage of IPv6 
PDP contexts for the UE in order to establish and maintain 
native IPv6 user plane communication (Fig. 5). It can be 
achieved by specifying IPv6 for the type of PDP context to 
be created. The UE’s IPv6 compatible 3G modem interface 
can easily be instructed to do this using an appropriate AT 
command (that is AT+CGDCONT=1,"IPV6","test6",,0,0 in 
our testbed setup). As it can be seen, the requisited APN was 
also modified from test4 to test6 (belonging to the IPv6 
PDN). Thanks to this, the UE is aware of that an IPv6 PDP 
context is to be created and will send and Activate PDP 

Context Request message with PDP type=IPv6 towards the 
SGSN. The SGSN sends a Create PDP Context Request 
message to the GGSN, which answers it with a Create PDP 
Context Reply containing an IPv6 address in the 
PDP address field of the message. This address will be 
passed to the UE in an Activate PDP Context Reply by the 
SGSN. The UE extracts the interface identifier part from the 
received IPv6 address, creates its IPv6 link-local address 
(fe80::1234:1234:1234:1234) and sends an IPv6 Router 
Solicitation message to the GGSN. The GGSN replies with a 
Router Advertisement containing an appropriate IPv6 
networking prefix (2001:738:2001:20a9::/64). Using this 
advertisement and the previously get link-local identifier, the 
UE is able to generate its global IPv6 unicast address for the 
IPv6 communication. Note, that our native IPv6 3G UMTS 
testbed only supports the above mechanism (i.e., the IPv6 
stateless address autoconfiguration) and no DHCPv6 is 
supported at the moment.  

 

 
Figure 5.  Native IPv6 3G UMTS/IMS testbed architecture 

All the procedures shortly introduced above are taking 
part from the standard operations of a native IPv6 UMTS 
system, thus the implementation of these functions was 
mandatory for our OpenGGSN 0.84_v6_05 [33] 
implementation. However, we took advantages of some 
simplification possibilities during the design of our dual-
stack GGSN software in order to reduce the development 
time and the requested human resources. These 
simplifications are mainly connected to the address 
allocation procedures and the QoS-related functions. More 
details on our OpenGGSN development and on IPv6 PDP 
context management in 3G and beyond architectures can be 
found in [33] and [13], respectively. 

After the successful IPv6 context activation and address 
configuration, the UE is able to natively communicate with 
the IPv6 IMS domain, with other network entities or nodes in 
the IPv6 Internet (e.g., the IPv6 CN). Thanks to the 
tremendous number of available addresses and the nature of 
IPv6 in general, there is no need to apply NAT for outside 
communication in this scenario. 

The OpenIMS and the DNS entries for the HSS and 
CSCFs must be configured to use IPv6 addresses. It is not 
shown but the NTP server still provides time synchronization 
service over the dedicated “shadow” network for UE and CN 
nodes. 
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3) L2TP IPv6 
The Layer-2 Tunneling Protocol (L2TP) [14] scenario is 

built upon the native IPv4 scenario (Fig. 6). After initializing 
the native IPv4 3G UMTS user plane communication, the 
UE – configured as an L2TP Access Concentrator (LAC) in 
the l2tp.conf – searches for an L2TP Network Server 
(LNS) and sets up an unsecured L2TP tunnel over IPv4 in 
order to transport IPv6 packets on it. It means that on our 
Linux-based UE a novel Point-to-Point interface (ppp1) will 
be created besides the PPP interface used by the 3G UMTS 
connection (i.e., ppp0). The Router Advertisement Daemon 
(radvd-1.6) [35] running on the LNS will send periodic 
Router Advertisements through the PPP tunnel towards the 
UE, which will be able to configure its global address 
(2001:738:2001:20a9:2c4b:931f:144e:1478/64) with 
stateless autoconfiguration. The LNS in this scenario is the 
SunFire X4200 server, which also acts as the test4 GGSN for 
the IPv4 PDN and runs Roaring Penguin v0.4 user-space 
implementation of L2TP such as the UE [36].  

 

 
Figure 6.  L2TP IPv6 3G UMTS/IMS testbed architecture 

As shown in Fig. 6 the L2TP tunnel spanned in the 
session layer forms a virtual user plane where L2 data frames 
(Ethernet in our case) are accepted and forwarded. The L2TP 
tunnel uses UDP datagram to send the L2TP header and the 
payload to the two endpoints (LAC, LNS). The IPv6 packets 
are encased into this type of UDP packets and sent through 
the tunnel as IPv4 packets. Accordingly, the CN, the IMS 
and the DNS need to be reachable on IPv6 for the 
measurements. 

The “shadow” network for NTP is used again in this 
scenario in order to synchronize the UE/CN nodes.  

4) OpenVPN IPv6 
This scenario uses OpenVPN [16] to create an encrypted 

point-to-point tunnel between the UE and the gateway 
towards the IPv6 PDN and supports IPv6 communication 
over a built IPv4 3G UMTS user plane based on both TCP 
and UDP transport protocols. The scenario topology is 
almost the same as the previous one, but here OpenVPN 
(v2.1_rc11 both on the UE and the GGSN) is used to create 
an application level IPv6 on IPv4 tunnel (Fig. 7).  

After setting up our own Certificate Authority (CA) and 
generating certificates and keys for the OpenVPN server 
running on the same host as the GGSN and for the OpenVPN 

client of the UE, we created both the server and client 
configuration files (openvpn.conf). Here we specified the 
transport protocol (UDP or TCP) and the device (tun0) to be 
used, and edited the ca, cert, and key parameters. The 
upcoming step of constructing this measurement scenario 
was the startup of the VPN over the built IPv4 3G UMTS 
connection by running openvpn both on the UE and GGSN 
nodes. The assembled VPN connectivity makes possible to 
send radvd Router Advertisements from the GGSN to the UE 
over the tun0 interface. Eventually this enables the UE to 
configure its IPv6 address for global communication 
(2001:738:2001:20a9:d42d:d4ff:fe28:cb6b/64). 

 

 
Figure 7.  OpenVPN IPv6 3G UMTS/IMS testbed architecture 

We measured the performance of the key IMS operations 
over both TCP and UDP based OpenVPN tunnels. The 
measurements were supported by NTP using the same 
dedicated time synchronizer network as in the above 
scenarios. Since it is also an IPv6 scenario, the CN, the DNS 
and the IMS needs to comprise IPv6 reachability for the 
measurements. 

5) 6to4 
In this v4-v6 transition scenario the dual-stack UE was 

also a 6to4 router: it was configured to support the use of a 
6to4 tunnel interface and to forward 6to4-addressed traffic 
between itself and a 6to4 relay over the IPv4 3G UMTS 
connection. Since 6to4 routers require additional 
configuration and processing logic for encapsulation and 
decapsulation, the operation of such 6to4 compatible UE 
cannot be transparent. We used the Linux kernel 
implementation of the 6to4 protocol and our setup was based 
on the descriptions and guidance of [37].  

The UE’s 6to4 prefix was 2002:0A00:1402::/48 derived 
from the 2002::/16  IPv6 prefix and the IPv4 address 
10.0.20.2 acquired during its pure IPv4-type PDP context 
activation. We assigned the suffix ::1 to this entity, such 
creating the IPv6 address of the UE, which equals with the 
IPv6 address of the 6to4 tunnel spanned between the UE’s 
and the GGSN’s IPv4 address. 

As the GGSN is the IPv6/IPv4 entity that must forward 
6to4-addressed traffic between 6to4 routers (i.e., UEs) inside 
the 3G UMTS network and IPv6 hosts on the IPv6 Internet, 
it also applies 6to4 relay functions. 
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The created 6to4 tunnel maintained by the 6to4 router 
and relay (i.e., the UE and the GGSN respectively) provides 
the virtual user plane making able the UE to perform IPv6 
communication with the IMS core and the CN (Fig. 8). 

 

 
Figure 8.  Application of 6to4 in our 3G UMTS/IMS testbed 

The dedicated “shadow” NTP network for UE and CN 
time synchronization was implicitly applied also in this 
measurement scenario. 

6) ISATAP 
The ISATAP-based v4-v6 transition scheme was built 

upon the Linux in-kernel ISATAP support firstly introduced 
in kernel version 2.6.25. In order to make this 
implementation work, the GPLv2 licensed isatapd-0.9.6 [38] 
was installed on the client side (UE) and a static ISATAP 
tunnel device with radvd [35] support was configured on the 
ISATAP router. 

The isatapd module on UE creates and maintains 
ISATAP tunnels by taking care of the following tasks: 

 
– Constructing ISATAP tunnel device(s) based on IPv4 

interface(s) 
– Periodically querying and adding router addresses to 

the potential ISATAP router list 
– Periodically sending router solicitation messages to 

potential ISATAP routers to get on-demand router 
advertisements for maintaining IPv6 connectivity 

– Receiving and parsing incoming router 
advertisements in order to adjust the router 
solicitation interval 

– Detecting link changes and maintaining ISATAP 
tunnel(s) 

 
The configuration of the ISATAP router was performed 

on the GGSN with Linux command line tools: we had to 
statically set up an ISATAP tunnel device, then configure an 
ISATAP compatible address for it and start radvd on it for 
on demand advertisements.  

Applying the above steps in our testbed the dual-stack, 
ISATAP compatible UE with only IPv4 PDP context in the 
3G UMTS network was able to construct its ISATAP 
address (2001:738:2001:20a9::5efe:0a00:1402/64) and to 
bypass the IPv4-only segment by connecting to the ISATAP 

router using the isatapd module and mechanisms introduced 
above. 

The prepared measurement architecture for the ISATAP 
scenario can be seen on Fig. 9 (note that the separated NTP 
network is not shown here).  

 

 
Figure 9.  ISATAP-based v4-v6 transition in our 3G UMTS/IMS testbed 

7) Teredo 
This scenario uses Miredo [39] to provide Teredo 

client/server/relay functions in our 3G UMTS testbed. 
Miredo is an open-source Teredo IPv6 tunneling software for 
Linux and *BSD operating systems. It requires TUNTAP 
driver (CONFIG_TUN) and IPv6 stack support in the kernel, 
and realizes functional implementations of all components of 
the Teredo standard (client, relay and server). We installed 
miredo-1.1.3 on both the UE (with Teredo client functions) 
and the GGSN (for Teredo server and relay operations). See 
Fig. 10 for the detailed scheme of our Teredo-extended 3G 
UMTS testbed architecture. 

The installation of Miredo on the UE was performed 
from binary package. As client mode is the default Miredo 
behavior, we added only the ServerAddress directive in the 
UE’s miredo.conf. According to the Miredo implementation 
the UE first authenticates with the Teredo server (using the 
information given in ServerAddress), and if successful, it 
sets up the Teredo tunneling interface with the public Teredo 
address (2001:0000:9842:578d:100e:598a:0a00:1402) and 
the default IPv6 route constructed/calculated by the 
implementation. Hereafter, this virtual networking interface 
will be used to reach the IPv6 Internet and other Teredo 
clients. 

As the Teredo server needs two subsequent IPv4 
addresses for operation (it waits for UDP IPv4 packets on 
port 3544 on both addresses), we set up an additional public 
IPv4 address on the GGSN’s Gi interface besides the 
“normal” IPv4 address and the IPv6 connectivity. The 
miredo-server.conf was used to specify the primary and 
the secondary IPv4 addresses of the Teredo server while on 
the IPv6 side no special setting was needed. 

Miredo makes possible to run Teredo server (i.e., 
miredo-server) and Teredo relay (i.e., miredo) instances on 
the same host. Therefore the relay role was also played by 
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the GGSN and miredo.conf was used for specifying the 
relay type. We applied RelayType restricted for our 
measurements. The relay took care of adding required 
Teredo IPv6 routing and addressing on the host. However, 
“non-Teredo” IPv6 addressing/routing requires manual 
configuration or usage of dynamic routing. 

As in all of our measurement setups, a separated NTP 
network for UE and CN time synchronization was also 
applied here. 

 

 
Figure 10.  Architecture of Teredo tunneling in our 3G UMTS/IMS testbed 

8) NAT-PT 
This measurement scenario is to evaluate NAT-PT, 

which is the most widespread translation-based v4-v6 
transition scheme transparently applicable for User 
Equipments. Our analysis and testbed setup was built upon 
the NAT-PT implementation called naptd [40]. The naptd 
software loosely implements RFC2766 [9] in user space, 
runs on GNU/Linux operating systems and makes possible to 
easily setup and configure Network Address Translation - 
Protocol Translation between IPv6 (as internal) and IPv4 (as 
external) networks. It was designed to effectively utilize 
available system resources such to run even on low-end 
hardware with only one network interface card installed. 
According to the recommendations, naptd uses Address 
Resolution Protocol (ARP) on the IPv4 and Neighbor 
Discovery (ND) on the IPv6 network segments while also 
participates in dynamic routing for both IPv4 and IPv6 if 
needed.  

Usually, NAT-PT implementations cannot translate IP 
address and subsidiary information carried inside packet 
payloads. However, some protocols (e.g., DNS, FTP or SIP) 
require such intervention for proper translation between IP 
versions. This issue is also solved in naptd as different 
Application Level Gateways (ALGs) are implemented by 
loadable plugins of the main module.  

We applied naptd version 0.4 (naptd-0.4) in our testbed 
with some minor modifications to the software’s default 
usage scenario and ALG support: we made it possible to 
measure the translation use-case between internal IPv4 and 
external IPv6 networks, and introduced a simple way to 
provide SIP ALG operation for supporting IMS applications 
and services embodied by our SIPp scripts. This slightly 

modified naptd-0.4 architecture was installed and configured 
in our 3G UMTS testing environment (Fig. 11) by giving the 
roles of the NAT device and ALG functions to the GGSN 
(i.e., the boundary router situated between the IPv4 and IPv6 
network segments). Besides the setup of the dedicated 
“shadow” NTP network, UEs and CNs did not require 
additional configuration or modification of their basic 
software environment in this scenario. 

 

 
Figure 11.  NAT-PT-based v4-v6 transition in our 3G UMTS/IMS testbed 

V. PERFORMANCE RESULTS 
This section presents the results of our efforts to evaluate 

the performance of key IMS operations over the above 
introduced eight scenarios of 3G UMTS access: native IPv4, 
native IPv6, L2TP, OpenVPN UDP/TCP, 6to4, ISATAP, 
Teredo, and NAT-PT. The outcomes are presented in 
boxplots (i.e., box-and-whisker diagrams) to depict the 
collected numerical data groups through their six-number 
summaries. The used six representatives are as follows: the 
lowest sample value (lower line), the lower quartile called 
Q1 (the lower edge of the box), the mid-quartile or median 
called Q2 (the delimiter of the two distinctive colors of the 
box), the upper or third-quartile called Q3 (the upper edge of 
the box), the largest sample value (the upper line), and the 
mean of the collected data (red colored rhombus). In our 
diagrams the Q1-Q2 interval is indicated by grey color and 
the Q2-Q3 interval is colored with light blue. The height of 
boxes (i.e., the interquartile range) represents the middle fifty 
percent of the measured data.  

The test cycles for every performance parameter 
comprised a total of 1000 measured events in every scenario: 
1000 RTTs, 1000 IMS Registrations, 1000 Call Setups, and 
1000 RTP transmissions, respectively. 

The main motivation behind our measurements was to 
compare native IPv6 3G UMTS network performance with 
native IPv4, tunneled IPv6 solutions and the most 
widespread translation-based solution, using key parameters 
of IMS operations as performance metrics. The comparison 
based on the access modes (native IPv4, native IPv6, L2TP, 
OpenVPN UDP/TCP, 6to4, ISATAP, Teredo, NAT-PT) of 
all the examined v4-v6 transition scenarios revealed an 
explicit order, which is noticeable almost in all cases. The 
analyzed key IMS performance metrics show that the fastest 
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solutions are the native IPv4 and native IPv6 access modes 
as expected, and these are followed by the L2TP, 6to4, 
ISATAP, Teredo, OpenVPN UDP, NAT-PT and the 
OpenVPN TCP-based IPv6 solutions. 

The measurements regarding the native scenarios (IPv4 
and IPv6) reveal a slight advantage of IPv4, especially 
obvious if considering the IMS Registration Time. However, 
in some cases IPv6 outperforms IPv4 according to the mean 
values (e.g., Call Setup Time). Although this was sparse it 
must be mentioned that IPv6 was always very close to IPv4, 
and particularly observing the deviation we can say that IPv6 
showed quite a well balanced performance. The advantage of 
native IPv4 at the most of the evaluated IMS metrics could 
be explained with the smaller address space, and it is also a 
significant fact in this matter, that IPv4 is a full-fledged 
protocol – it has been developed for nearly forty years – 
while the IPv6 protocol stack implemented in the present 
devices is yet likely to face with some performance issues 
due to its immature nature. 

As also expected the tunneling-based access methods 
have the worst performance compared to the native solutions 
in all the scenarios and at all key IMS metrics. The 
explanation can be found in the general nature of tunneling 
mechanisms, in the characteristics of the used transport 
protocols and in the implementations. RP-L2TP uses only 
packet encapsulation over UDP without any encryption to 
transmit packets between the two end points of the tunnel, 
and that simplicity added to the session layer operation made 
possible to get close to the network (6to4, ISATAP) and 
transport-level (Teredo) tunneling schemes and to beat 
application-level (OpenVPN) tunneling solutions together 
with the also evaluated application-level translation-based 
method (NAT-PT). The operation of 6to4 and ISATAP 
requires a lower encapsulation overhead compared to L2TP, 
Teredo and OpenVPN that both apply UDP/IP or TCP/IP 
encapsulation. OpenVPN builds up tunnels in an encrypted 
way using the OpenSSL/TLS library by default thus the 
tunnel endpoints require more time and resources to process 
the packet encapsulations and decapsulations. In addition, if 
the solution uses TCP instead of UDP, the OpenVPN 
implementation expects acknowledgements after sent 
packets causing more delay and significant deviation among 
measurement data. It is generally noticeable that choosing 
more and more complex mechanisms will cause larger 
response time and thus worse performance. That is also the 
main reason of the outcomes of our NAT-PT measurements, 
which show that translation between different IP versions 
with application-layer gateway support can provide results 
only barely better than the most resource consuming 
OpenVPN TCP solution. However, NAT-PT does not 
require intervention in UE softwares, which could make the 
deployment of this transition scheme really fast. 

Depending on the observations two main conclusions can 
be stated. The first one is that nowadays native IPv6 is 
almost as fast as native IPv4 and in some circumstances it 
can even outperform its predecessor, although yet IPv6 is an 
immature protocol and further improvements are expected in 

the near future. However, no serious deducible difference 
can be observed between the analyzed IPv4 and IPv6 
protocol stacks. 

According to the second statement we can say that it is 
highly recommended to use native IPv6 instead of tunneling 
protocols in 3G UMTS and beyond, because currently 
available tunneling methods are much slower and worst 
balanced than their native counterpart. However we cannot 
determine significant differences between L2TP, 6to4 and 
ISATAP, we can say that these above tunneling methods 
outperform Teredo, OpenVPN UDP/TCP and even NAT-PT 
in most of the measurement scenarios. 

IPv6 will provide enough IP addresses for every piece of 
device also in an “Internet of Things” era, and the native 
accommodation of the next generation Internet Protocol also 
will remarkably simplify the network architecture of mobile 
and wireless communication systems. However, IPv6 in 
mobile and wireless networks can not appear in one night, 
IPv6 will not suddenly provide global coverage. This implies 
that tunneling-based, translation-centric or other kind of 
transition techniques need special care and explicit attention, 
despite the fact that they perform worse and show significant 
overhead compared to the native cases. 

VI. CONCLUSION AND FUTURE WORK 
The research presented in this paper mainly concerned 

the questions and challenges of the transition from IPv4 to 
IPv6 in all-IP 3G and beyond multimedia systems, and their 
impacts on the performance of IMS services and 
applications. In order to quantify the effects of different 
methods providing IPv6 support/transition techniques in 
existing mobile telecommunication architectures, we 
designed and implemented a 3G UMTS testbed (including 
the IMS core) and compared the performance characteristics 
of several selected transition techniques (L2TP, OpenVPN 
UDP, OpenVPN TCP, 6to4, ISATAP, Teredo, NAT-PT) 
with native IPv4 and IPv6 scenarios using key IMS 
operations as performance metrics. Our results exposed the 
main benefits and drawbacks of the examined technologies 
based on their actually available implementations, and 
highlighted some strict limitations concerning the non-native 
IPv6 support so we must stress the need for further studies 
aiming to help and urge the process towards the global native 
IPv6 coverage. 

As a part of our future work we are planning to extend 
the evaluation of heterogeneous scenarios (i.e., v4 caller 
communicates with a v6 callee and vice versa) using other 
translation-based transition mechanisms (e.g., BIS, BIA, 
TRT, SOCKS64), application layer gateways and proxies. 
We are also devoted to analyze some yet missed tunneling 
mechanisms (6over4, DSTM, Proto41, AYIYA/AICCU 
etc.). We also would like to extend our experimental 
approach with extensive and detailed overhead 
measurements of different IPv4/IPv6 transition techniques. 
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Figure 12.  Round-trip Time and IMS Registration Time 
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Figure 13.  Call Setup Time and One-way RTP Delay 
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Abstract— This paper presents several considerations that 
must be taken into account in the design of a QoS multipath 
routing protocol suitable for Smart Electricity Networks 
(SENs). The main goal is to analyze the routing requirements 
that will facilitate the future formal specification of a QoS-
aware multipath routing algorithm for the coming SEN’s data 
networks in the high voltage segment where long-distance 
mesh data networks will be a future challenge for engineering 
and research. In this paper, the study is focused on 
requirement specification regarding distance-vector routing 
algorithms that reduce the overall overhead of routing 
information needed in the network, thus preserving the 
scalability feature. In order to obtain a detailed study of the 
performance of these protocols, the proposal “Distributed path 
computation with Intermediate Variables” and several 
proposed improvements have been modeled using OPNET 
modeler in an aim to evaluate the performance of this protocol 
in different SEN domain-related situations. 

Keywords- Multipath routing; Quality of Service; Smart 
Electricity Networks. 

I.  INTRODUCTION 
The future of the utilities walks hand in hand with Smart 

Electricity Networks (SENs) and its advantages [1][2]. SENs 
saves energy and can cope better with the unpredictable 
supply from renewable energies [3][4]. Actually, utilities 
require to be prepared to face the upgraded needs of its 
telecommunications infrastructure. Although it is known that 
this is a long term process and the prediction is that smart 
grids will be implanted in 2030. 

One of the main challenges of SENs is to redesign its 
network architecture. Nowadays, a utility grid has been 
deployed according to a centralized scheme in which the 
different elements of the grid are logically and 
geographically located. This fact is due to the one-way 
power flow from the generation to dispersed loads. Current 
grid scheme is easy to operate but the SEN has an opposite 
point of view. The architecture is based on a decentralized 
scheme with elements logically identified but not 
geographically located. For example, the increment in 
renewable generators in the customer’s premises will change 
the way the energy is generated. All customers will be able 
to generate energy, to consume it and finally to give the 
remaining part to the SEN. Because of this, communications 
must be upgraded and meet new goals [3][4] such as the 
necessity of several application protocols, the specification 

of new data models needed by the applications, the 
exploitation of the currently deployed communications 
infrastructure and the adoption of robust and QoS-aware 
routing protocols to satisfy the requirements of the network. 

This paper presents and analyses a thorough study of the 
characteristics that must be considered in a QoS multipath 
distance-vector routing protocol, in the way to get a protocol 
that could be implemented in a SEN. In [1], authors have 
studied the issues on the design of a multipath protocol that 
could be implemented in a real smart grid. The first task of a 
QoS multipath routing protocol is to find several suitable 
loop-free paths from the source to the destination with the 
necessary available resources to meet the QoS requirements 
of the desired service. It has to take advantage of the 
topology of the utility network (partial mesh) by making the 
network resilient to failures. Moreover, the few requirements 
of bandwidth are another advantage of these protocols which 
allow to use the available bandwidth efficiently. There are a 
lot of implementations of multipath routing, for example: 
DASM [5], MDVA [6], MPDA [7], MPATH [8] or DIV [9]. 
These kind of protocols obtain the maximum redundancy of 
the network finding more than one path to a destination. All 
these protocols define the behavior of the algorithm but let 
undefined important aspects such as the routing metric or the 
load balancing method. These aspects must be defined in the 
final implementation of a routing protocol to operate 
properly. 

The remainder of this paper is organized as follows: 
Section II describes the fundamental topics involved with the 
domain of Smart Electricity Networks. Characteristics and 
QoS requirements of SENs are presented and the need for a 
better communication architecture is also explained. Section 
III briefly details the proposed network model suitable for 
further formal specification of a QoS-aware multipath 
routing algorithm for SENs. Section IV introduces the 
fundamental topics involved in our analysis needed to 
understand the principles of multipath routing. Section V 
discusses the routing considerations and covers all the 
important design issues. Section VI presents the second part 
of the study with the implementation of a routing protocol 
based on the theoretical study done in [1]. This 
implementation has been done over the OPNET MODELER 
12.0 simulator [10] and it allows to compare the results of 
some aspects defined in the theoretical study. Finally, in 
section VII, conclusions are outlined. 
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II. SMART ELECTRICITY NETWORK’S COMMUNICATION 
REQUIREMENTS 

Current power grid is defined as a system made up of 
electrical generators, transformers, transmission and 
distribution lines used for delivering electricity power to 
final users. Monitoring and smart grid network control are 
very important features in order to provide continuity, QoS 
and security. Nevertheless, at the time, most of these 
functions are only carried out in high voltage and, 
sometimes, in the medium voltage grid. The future SEN 
must be distinguished by self-healing and automation taking 
into account that should support thousands of clients and all 
the energy providers. Actually, international organizations, 
governments, utilities and standardization organisms are 
becoming aware that the grid needs a modernization.   

Many companies which belong to different sectors have 
seen a great business opportunity and are currently working 
to make themselves room in the SEN’s market. The change 
towards the so-called Smart Grid or SEN promises to be a 
change in the whole business model involving utilities, 
regulation entities, service providers, technology suppliers 
and electricity consumers. In fact, this transformation 
towards an intelligent network is possible by importing the 
philosophy, concepts and technologies from the Internet 
ambit. 

Nowadays, utility grid is used to transport energy from 
generators to end users. Currently, in most countries the grid 
is old and has several problems of inefficiencies and low 
robustness due to the lack of automation [11]. The grid could 
be improved to overcome these deficiencies by coordinating 
processes between Intelligent Electric Devices (IEDs). Thus, 
well-known problems such as those described in [11] could 
be avoided. SENs will manage lots of real-time information 
through a data network and they will collect information 
from established IEDs for the purpose of control. This kind 
of data networks is not exempt from the growing need of 
Quality of Service (QoS). SENs are expected to meet a 
drastic increasing demand of information, communication 
and miscellaneous data such as voice, data, image, video and 
multimedia communications, which can be accessed 
anywhere at any time. 

SENs need to communicate many different types of 
devices, with different needs for QoS over different physical 
media. Availability is also crucial for the correct operation of 
the network. The elements of a SEN, the so-called IEDs, can 
have very different QoS necessities. For example, real-time 
communications are required in the case of fault detection, 
service restoration or quality monitoring; periodic 
communications are used in Automatic Meter Reading 
systems (AMR); bulk data transfers are useful to read logs 
and energy quality information. SENs would not be possible 
without the existence of the IEDs which can play as sensors 
and/or actuators. There exist many types of IEDs depending 
on the function carried out. The IEDs involved in these 
functions can be situated in different locations due to the 
pursued decentralized architecture. For example, electrical 
substation elements are connected to the substation’s 
Ethernet network; sensors can be installed along electrical 

cables communicated through wireless standards. 
Communication from the control center to energy meters and 
between substations can be carried out via a high variety of 
technologies such as Power Line Communication (PLC) or 
WiMAX. 

Due to these circumstances, SEN will be supported by 
data network with strict constraints of QoS. Therefore, one 
of the most important needed specifications for the SEN are 
those regarding its communications. A framework for 
management of end-to-end QoS for all communications in 
the grid will be a must in the future [12][13]. In fact, a 
suitable communications infrastructure allows increasing the 
efficiency of the electric system further than what is possible 
with automation without communication capacities. 

Furthermore, automation of distributed generation 
requires new protections and supersedes the actual one way 
generation flow. The control and monitoring of these new 
flows could not be done with the same scheme used in the 
past, but can be done with the aid of a new and more flexible 
communication network. 

Some of the new communication goals faced by SENs 
are listed below:  

• New application protocols will be needed to meet 
the new network requirements. 

• New data models will be required by the 
applications. 

• It is essential to take full advantage of the 
communication infrastructure deployed. 

• To adopt robust and quality aware protocols to 
satisfy the restrictive QoS requirements of the 
network. 

III. NETWORK MODEL AND NOTATION 
In this section, the network model and the used notation 

for the routing algebra and policies are described. This 
notation is used to formally define the routing protocol 
behavior and it is based on Sobrinho’s routing algebra 
[14][15]. An algebraic approach is very useful for both 
understanding existing protocols and for exploring the design 
space of future Internet routing protocols. 

A. Routing policy 
The routing policy defines the elements used by the 

routing protocol to carry out the routing process. The routing 
policy is formed by [14][15]: 

 

  𝐴 =< Σ, ⨁, L, ≼>   (1) 

 
Each element of this array (1) is defined in Table I. In 

addition to this, two logical operators are necessary: AND (∧) and OR (∨) operators. In this paper, the following model 
of a cost computation based on [15] is used. It is outlined in 
Fig.1, where node j is the destination of the routing 
information and node v is the origin. 
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Figure 1.  Example of the routing algebra where (𝜆 ∈ 𝐿) ∧ (𝜎 ∈ Σ) 

TABLE I.  ELEMENTS OF THE ROUTING POLICY 

Element Description 
Σ It is the cost associated to a path and it is known 

as the signature. ⨁ It defines the way to add the cost of a link to a 
path and to calculate the total cost. It is known as 
the operator. L It represents the cost associated to a link and it is 
known as the label of the link. ≼ It is the precedence relationship and it is used to 
decide which path is the best one. 

 

B. Representation of the routing information 
In this section, it is described the proposed notation in 

order to define the information used and stored by the 
routing protocol. The objective is to avoid any confusion 
when different routing schemes and metrics will be 
explained. Actually, a routing protocol is an algebra together 
with a distribution mechanism (such as link-state or vector-
distance) for computing routing solutions. 
• i: It represents the origin node. 
• k: It represents a neighbor of node i, which has sent a 

routing advertisement to node i (k ∈ N୧). 
• j: It represents the advertised destination of the routing 

information received. 
• 𝜆௜௞: It is the cost of the link from node i to node k. 
• 𝜎௞௝: It is the cost of the path from node k to node j 

advertised by k. 
• 𝜎ො௞௝௜ : It stands for the estimated cost of the path from 

node k to node j stored on the routing table of node i. 
• 𝜎ො௜௞௝௜ : It stands for the estimated cost of the path from 

node i to node j through the neighbor k stored in the 
routing table of node i. 

• 𝜎ො௜௝௞: It is the cost estimated of the path from node i to 
node j that node i guesses that is known by node k. 

• 𝑆௜௝: It is a set of all the neighbor nodes of the node i that 
are feasible successors to node j. 

• 𝑁௜: It is a set of all the neighbor nodes of the node i. 
 
A node can store two cost values from its neighbors: the 

actual values and the estimated values. Estimated values are 
the information received from the neighbors that can be 
potentially outdated due to network changes which have not 
been notified yet as the routing protocol has not converged. 

IV. MULTIPATH ROUTING IN SENS 
The number of nodes in a SEN can range from a few 

hundred to thousands depending on the deployment. SENs 
with thousands of nodes can become common in the future. 
Therefore, the routing algorithm needs to be distributed, 
decentralized and scalable.  

Multipath routing can use disjoint paths or non disjoint 
paths. The problem with disjoint path is the dependence on 
the physical topology of the network and the difficulty in 
being allocated by the routing algorithm because any of the 
paths to a certain destination node can share any link [16]. 
For this reason, our study in this paper focuses on non 
disjoint path distance-vector multipath routing protocols. 

Multipath routing let obtain some benefits for the 
network performance, such as: reduction of the average 
delay [7], more security against network attacks [8] or 
reduction in the overall convergence time when a link fails. 
The latter benefit introduces two extra advantages, the 
reduction of the communication overhead in the network and 
a convergence time close to 0 s. in some cases. On the other 
hand, the routing loops can exist with higher probability than 
in shortest-path routing.  

A. Mechanisms for successors selection 
Multipath routing algorithms maintain a group of vectors 

to the same destination called successors ( 𝑆௜௝ ). These 
neighbor nodes are used to route the packets to a certain 
destination. The most difficult problem that must be solved is 
the selection of these successors avoiding loops in the 
network. This problem has different solutions: 

1) Using loop-free paths with the same cost: 
This is the simplest multipath mechanism based on 

selecting the paths with the same cost than the shortest path 
to a certain destination. An example of a protocol that uses 
this type of multipath is OSPF. 𝑆௜௝ = ቄ𝑘ቚ𝜎ෝ௜௞௝௜ = min 𝜎௜௝  , ∀ 𝑘 ∈ 𝑁௜ቅ  (2) 

The main advantage is the simplicity because it does not 
require modifying the baseline protocol behavior but it is 
pretty unlikely to find paths with the same cost. 

2) Using loop-free paths with a variation over the 
minimum: 

This mechanism is used, for example, by EIGRP. It is 
based on selecting the paths with a variance of 𝛾  in the 
shortest path. 𝑆௜௝ = ቄ𝑘ቚ𝜎ෝ௜௞௝௜ < ൫min 𝜎௜௝ ∙ 𝛾൯, ∀ 𝑘 ∈ 𝑁௜ቅ | 𝛾 > 1  (3) 

The main disadvantages are that the probability of using 
a path with a loop depends on 𝛾 parameter and the inability 
to avoid bouncing effects due to a bad configuration of this 
parameter. 

3) Using loop-free paths in a pseudostationary network: 
This mechanism is based on the Loop Free Invariance 

(LFI) conditions [17] with the difference that multipath 
routing pursues a group of successors greater than one. The 
condition that must be satisfied in order to avoid loops is the 
following: 
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𝑆௜௝ = ൛𝑘ห𝜎ො௞௝௜ < 𝜎௜௝ , ∀ 𝑘 ∈ 𝑁௜ൟ | 𝜎௜௝ = min൫𝜆௜௩⨁𝜎ො௩௝௜ ൯ , ∀ 𝑣 ∈ 𝑁௜             (4) 

If this condition is satisfied, it can be affirmed that there 
are no loops in the network when the routing protocol has 
converged. But during the convergence of the network it is 
possible that a loop is originated. To satisfy this condition 
even when the network is converging, it is necessary a 
synchronization mechanism. 

4) Using loop-free paths with second-to-last-hop 
information: 

This mechanism shares the information of the 
penultimate hop. With this information, the routing protocol 
knows all hops in the path and can calculate whether a new 
link added to a path is originating a loop or not. MPATH [8] 
is an example of this type of multipath routing protocol. 
Although this mechanism is robust, it also needs a 
synchronization mechanism to maintain the information 
updated on all nodes in the network. 

B. Synchronization mechanism 
LFIs can be used to avoid loops in a converged network 

but not during convergence time. The reason is the 
distributed nature of the distance-vector algorithms. This 
nature does not assure that the LFIs are accomplished by all 
the nodes in the network because each one maintains his own 
routing information and can make wrong decisions based on 
outdated routing information. For this reason, it is necessary 
a mechanism to state that the information is correct in all 
nodes of the network. This mechanism must update the 
routing information within a finite period of time and must 
have a beginning and an end. Moreover, it is necessary to 
bear in mind that only the metric’s increasing needs to be 
synchronized because it is critical. A decrease in the metric 
cannot create a loop. 

There are different methods of synchronization but most 
of them are based on the diffusing computations studied by 
Dijkstra [19]. The first multipath algorithm incorporating the 
diffusing computations was DASM [5], which uses a variant 
of the LFI used in the EIGRP’s Diffusing-Update Algorithm 
(DUAL). This variant only initiates the synchronization 
when the Loop-free Routing Condition (LRC) is violated. 
LRC is a relaxed condition of the LFI and it reduces 
convergence time of DUAL and also the number of routing 
messages needed. The evolution of DASM is MDVA [6] 
which accelerates the diffusing computations. 

The main problem of diffusing computations is the 
overhead and the delay needed in end to end 
synchronization. That is the reason why the synchronization 
proposed in MPDA [7] and MPATH [8] is only for a one 
hop scope. The advantage of this synchronization is that the 
originator of the update can receive an acknowledgement 
faster. DIV routing protocol [9] has been recently defined. 
This LFI-based protocol provides normal and alternate 
synchronization. Normal synchronization is similar to 
MDVA synchronization and alternate is similar to MPATH 
or MPDA synchronization. A difference in DIV is the 
treatment of a decrease in the cost metric. DIV produces a 
message that supersedes any increment process to the same 
destination and, thus, it can stop a diffusing computation that 

is taking place in the network. This difference, combined 
with the two possible synchronization mechanisms, gives 
more flexibility to the protocol. For these reasons, this 
protocol could be chosen for its use in SEN data networks.  

C. Constraint- based protocols 
The routing protocols based on constraints find one or 

more paths that satisfy a subset of QoS conditions imposed 
by the user. It is also necessary to define the QoS constraints 
scope. They can be applied to a single link or to the whole 
path [18]. The first problem solved was finding a path using 
two constraints, which is a NP-complete problem [18][20]. 
The problem with two constraints can be generalized to z 
constraints. MPOR routing protocol [20] is able to solve the 
Multiple Constraint Problem (MCP) over a group of z 
restrictions, furthermore this protocol uses an optimization 
function to select the path. The method applied to solve the 
problem is the limited path heuristic proposed in [21]. In 
order to avoid the loops, the algorithm uses LFIs with the 
synchronization mechanism proposed in DUAL. The 
disadvantage of this type of algorithms is the dependency on 
global parameters to solve the routing problems, thus 
limiting the possibilities of the algorithm. Moreover, the 
heuristic solution can fail to find the path even when this 
path exists. 

V. CONSIDERATIONS IN THE DESIGN FOR A QOS 
MULTIPATH ROUTING PROTOCOL FOR SENS  

The study from the different multipath algorithms, such 
as DASM, MDVA, MPDA, MPATH, MPOR or DIV among 
others has concluded that the most robust way to solve the 
multipath routing problem is applying a scheme based on the 
diffusing computations and use LFIs to avoid loops. Even 
though our initial studies were focused on solving the routing 
loops and bouncing problems using techniques such as split 
horizon, split horizon with poison reverse, triggered updates, 
hold down timers, the use of the second-to-last-hop 
information or legacy synchronization methods.  

On the other hand, there are other aspects that must be 
defined to obtain an algorithm that could be implemented in 
a real SEN. Some of these aspects are: the detection of 
neighbors, the hierarchy of the network, the definition of 
which synchronization mechanism is used, the addressable 
elements in the network or the address scheme used by the 
protocol to identify the nodes in the network. Furthermore, if 
the protocol is oriented to provide QoS, additional aspects 
have to be defined, such as the QoS metric, the specification 
of the protocol to minimize the amount of bandwidth needed 
and the load balancing scheme. These aspects are treated in 
each of the following parts. 

A. Neighbor detection 
The neighbor detection has two primary objectives in a 

routing protocol: establish neighbor adjacencies and detect 
the failure/recovery of a direct connected link. 

The distance-vector routing protocols do not need to 
establish adjacencies between neighbors, but the 
failure/recovery of a link is critical because it can force the 
synchronization of the routing algorithm which is crucial to 
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maintain the stability of the network. In case of 
synchronization need, the most critical event is the increment 
in the metric because it can create a loop in the network. If 
the failure of a link is not detected quickly, all the packets 
routed across the failed link will be discarded decreasing the 
performance of a SEN. A failure in the detection could 
compromise the detection of the end of a diffusing 
computation and it is known as Stuck In Active process or 
SIA. The cause of a failure in the neighbor detection could 
be the physical medium. For example, Ethernet or PLC is a 
shared medium and it is not always possible to detect a 
neighbor failure if a switch or bridge is in the middle. This 
behavior is likely to be usual in the future SENs’ PLC and 
wireless hybrid networks. 

The solution to that problem is to implement a keep-alive 
mechanism controlled by the routing protocol, consequently 
incrementing the message overhead of the routing protocol. 
On the other hand, the possibility of using BFD protocol [22] 
could be very interesting for our purposes. BFD, which is a 
much more efficient solution, establishes a connection with 
neighbors through a three way-handshake and it monitors 
them with hello messages. In case of failure, it is 
immediately notified to the routing protocol.  

B. Hierarchy of the network 
The network hierarchy is the distribution in areas of the 

nodes in the network. Some examples of hierarchic protocols 
are OSPF or IS-IS which are link-state protocols. Hierarchy 
mechanism is applied to solve the scalability problem of the 
link-state protocols, although it can be used on distance-
vector to reduce the amount of traffic inside an area. 

The information maintained by a node in the network is 
updated depending on the number of changes in the network. 
The routing table size of flat networks increases linearly by 
limiting the scalability of the protocol due to the amount of 
information that is needed to be shared. When the routing 
protocol uses hierarchy techniques, a group of nodes are 
treated as a unique addressable entity from the top of the 
hierarchy (e.g., OSPF areas). An example of hierarchic 
routing protocol is HIPR [23] which is based on the Loop-
free Path-finding Algorithm (LPA). The three most 
important advantages derived from this mechanism are the 
reduction in the number of routing messages needed to 
converge, the reduction of the size on the route table 
(reducing the memory needed by the node) and also the 
reduction of the convergence time. 

When a hierarchic protocol is used, it is necessary to 
define the hierarchy scheme used because it settles for the 
direction of the information flow. For example, OSPF forces 
all areas to be in contact with the backbone area by 
addressing all the traffic through it. On the other hand, it is 
the ALVA algorithm [24], which implements a more flexible 
scheme. 

C. Algorithms based on sequence numbers 
The sequence numbers are introduced in the routing 

messages in order to allow the routing protocol to identify 
the updates. For example, DIV numbers the increment 
updates for identifying to which diffusing computation 

belongs to. This number also let identify out of order 
messages or detect duplicated messages.  

An important issue that must be taken into account when 
sequence numbers are used is that they are part of a finite 
group of numbers. For this reason, it would be necessary to 
define the maximum possible value and the mechanism to 
synchronize them when that maximum is reached. Another 
aspect that must be defined is the scope of a sequence 
number, it can identify a local sequence number between two 
neighbors (this is the case of DIV) or it can be global to the 
entire network (this is the case of AODV [25]). The AODV’s 
option is the most difficult to synchronize because the 
sequence number must be synchronized across the entire 
network [26]. The last topic that must be defined is the 
behavior of a new node in the network because it would not 
be synchronized with the network. It is related with the 
neighbor detection mechanism that must also synchronize 
new nodes reached in the network. 

D. QoS metrics 
Several routing protocols are oriented to provide QoS. 

All of them provide the QoS based on the metric used by the 
routing protocol, which give much more information than the 
number of hops. This is the reason why the metric chosen is 
an important parameter when a routing protocol is designed. 
The metric is the value used to select which path is the best 
one. Moreover, it is necessary to define the optimization 
functions which define the objective of the routing policy.  

The metrics could be subdivided into two flavors: static 
and dynamic. Static metrics represent a stable vision of the 
network. The variation of these metrics is usually caused by 
disconnected links. On the other side, by using dynamic 
metrics, the stability of the network could be compromised 
depending on how frequently the metric is updated. Its main 
problem is that they can change frequently, making 
necessary to apply hysteresis cycles or the average of the 
metric value. In order to promote network stability, such 
metrics have been dismissed for SEN networks in this paper. 
A metric classification is depicted below. 

1) Single metrics 
These are the simplest ones and they only represent a 

single characteristic of a path. Examples of routing protocols 
that use these metrics are RIP or IS-IS, using the number of 
hops as a path metric. Another useful metric example for 
SENs is the Bandwidth-inversion Shortest Path (BSP) [27] 
or the Enhanced Bandwidth-inversion Shortest Path (EBSP) 
[28] with better performance in heterogeneous network (see 
Table II and Table III). 

2) Combined metrics 
These metrics also represent a characteristic of a link 

using one value. But this value is obtained from a 
combination of metrics by avoiding NP-complete problem 
[13]. The metric proposed in [29] is an example of a metric 
with a combination of bandwidth, delay and reliability of the 
link (Table IV). 

3) Multiple metrics 
This metric scheme represents a link with more than one 

cost value. The entire network exchanges this information 
and then the node could combine this information in order to 
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decide the best path to the destination. The most known 
examples of this type of metrics are de Widest Shortest Path 
(WSP) [30] and the Shortest Widest Path (SWP) [29]. Other 
examples are [31] and [32]. The former divides bandwidth 
between numbers of hops and the latter divides delay 
between bandwidth. The main difference between them is 
how they prioritize the importance among all metrics to 
obtain the preferred path. Another example is the metric 
proposed on [33], whose metric scheme uses the number of 
hops, link bandwidth and total bandwidth of the path. It 
establishes a hierarchy to evaluate all the metrics, first it is 
evaluated the number of hops; if both paths have the same 
metric, the minimum bandwidth is evaluated and so on. It is 
known as lexicographic order [14] (Table V). 

TABLE II.  BSP METRIC Σ 𝜎 ∈ 𝑅ା ⨁ 𝜆⨁σ = 𝜆 + σ L 𝜆 ∈ 𝑅ା , 𝜆 = 1𝐵𝑊 ≼ ≤
TABLE III.  EBSP METRIC Σ 𝜎 ∈ 𝑅ା ⨁ 𝜆⨁σ = 𝜆 + 2 ∙ σ L 𝜆 ∈ 𝑅ା, 𝜆 = 1𝐵𝑊 ≼ ≤

TABLE IV.  EXAMPLE OF COMBINED METRIC 

Σ 𝜎 ∈ 𝑅ା ⨁ 𝜆⨁σ = 𝜆 + σ L 𝜆 ∈ 𝑅ା, 𝜆 = 𝑏𝑎𝑛𝑑𝑤𝑖𝑡ℎ 𝑑𝑒𝑙𝑎𝑦 ∙ 𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦ൗ  ≼ ≤ 

TABLE V.  EXAMPLE OF MULTIPLE METRIC (LEXICOGRAPHIC ORDER) 

Σ Σ୦୭୮ × ΣBWౢ౟౤ౡ × ΣBW౪౥౪౗ౢ: < 𝜎௛, 𝜎௕௟, 𝜎௕௧ > 

⨁ 

 (𝜆௕௟, 𝜆௕௧)⨁(𝜎௛, 𝜎௕௟, 𝜎௕௧) =< 𝜎௛ + 1, 𝜆௕௟ + 𝜎௕௟, 𝜆௕௧ + 𝜎௕௧ > 
 

L 

 𝜆௕௟ ∈ 𝑅ା, 𝜆௕௟ = 𝑙𝑖𝑛𝑘 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝜆௕௧ ∈ 𝑅ା, 𝜆௕௟ = 𝑡𝑜𝑡𝑎𝑙 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 
 

≼ 

 (𝜎௛, 𝜎௕௟, 𝜎௕௧) ≼ (𝜎௛ᇱ , 𝜎௕௟ᇱ , 𝜎௕௧ᇱ )   𝑖𝑖𝑓  (𝜎௛ < 𝜎௛ᇱ )  ∨ (𝜎௛ = 𝜎௛ᇱ  ∧  𝜎௕௟ < 𝜎௕௟ᇱ ) ∨ (𝜎௛ = 𝜎௛ᇱ  ∧  𝜎௕௟ = 𝜎௕௟ᇱ ∧  𝜎௕௧ ≥ 𝜎௕௧ᇱ ) 
 

4) Metrics based on constraints 
This metric strategy also represents the cost value of a 

link with many different values [34]. The difference resides 

in the way to select the best path. This selection is based on a 
subset of constraints that defines a range of values. If the 
metric of a path is between these values, it is considered as a 
feasible path. Therefore, this strategy does not have the 
objective to minimize or maximize a path metric to a 
destination. An issue to be solved is the method used to 
manage n constraints. There are situations in which this 
method cannot find a correct path [35] even though it exists.  

E. Efficiency and routing overhead 
A routing protocol has to miss the minimum bandwidth 

by reducing the communication overhead. If this requisite is 
not accomplished, the traffic of the SEN could be affected by 
the routing updates causing the failure of the QoS 
agreements. Communication overhead could be caused by 
too large periodic updates or due to too frequent updates (for 
example when dynamic metrics are used). One possible 
solution is to apply a hierarchical routing protocol to reduce 
the information advertised inside an area. The best solution 
could be the use of triggered updates instead of periodic 
updates, if the network topology does not change frequently 
and it is almost stable. In this case, periodic updates are a 
waste of bandwidth because there is no change to announce. 
On the other hand, in case of a frequently changing network, 
the use of triggered updates can result in a misleading 
operation. If a node generates a lot of triggered updates it can 
saturate the network because of the domino effect. This can 
be avoided applying a timer when the triggered updates are 
received; the expected behavior is the reduction of the 
overhead by waiting enough time to receive and retransmit 
subsequent updates. 

Another solution is used, for example by EIGRP, by 
limiting the amount of bandwidth that can be used by the 
routing protocol. This approach is efficient but it can affect 
the performance of the routing protocol when more 
bandwidth than the assigned is needed and so leading some 
nodes to lose the connectivity with some destinations. 

F. Load balancing schemes 
A load balancing scheme is not a requisite of a routing 

protocol, but it is necessary to specify it when multipath 
routing protocol is used in order to take advantage of the 
multiple paths to a single destination. The efficiency of the 
load balancing scheme would rely partially on the metric 
used by the routing protocol because this information is used 
by some load balancing algorithms. Otherwise, if more than 
one path is used simultaneously, there is the possibility of 
introducing variable delays. This delay variation affects 
dramatically to transmissions based on TCP protocol, by 
activating the Fast-Retransmit method and wasting more 
bandwidth. This behavior could increase the number of lost 
packets thus reducing the actual throughput. 

Load balancing could be carried out in a flow-based or 
packet-based strategy. The flow-based mechanism is based 
on information such as IP address or a hash of the 
information of the flow. The advantage of this approach is 
that the packet reordering is not needed because a single flow 
uses a unique path. Obviously, its main disadvantage is 
inefficiency using the bandwidth of the network. For 
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example, an intensive flow can congest a single path whereas 
another data flow could be using a better uncongested path as 
the load balancing scheme cannot cope with this situation. 
When packet-based load balancing is used, the bandwidth of 
the network is efficiently allocated but reordering is needed 
in the destination. 

VI. MULTIPATH ROUTING PROTOCOL ANALYSIS 
BEHAVIOR 

A. Study groups for simulations 
In this section, DIVs behavior is defined and also a brief 

description of the random scenario used to run the 
simulations is given. Even though Distributed Bellman Ford 
(DBF) has been studied, the behavior of this protocol is not 
described in this section because it is a well-known protocol 
and is the base of a standard protocol (RIP). 

The modeled routing protocol is based on DIV [9] which 
is the most evolved distance vector routing protocol studied 
in [1]. DIV has two types of synchronization mechanism, 
one called local and another called alternate. Both 
mechanisms have been modeled in this paper. The local 
method only synchronizes the routing information with one 
hop when an increase in the metrics is detected. On the other 
hand, there is the alternate method: this type of 
synchronization is a common synchronization method that 
notifies all nodes affected by the metric increment (L). The 
local method is the fastest one but the stability of the 
network could be compromised because it could happen that 
a node cannot reach another node in the network when the 

routing is converging. The alternate method is more robust 
because the old path affected by the metric increment is 
maintained until all the nodes have been informed of the 
metric increment and have made the correct changes. 

In our approach, we have changed the addressing of the 
routing protocol to maintain a hierarchy of 16 SEN’s areas 
with a maximum of 256 nodes per area. This hierarchy was 
applied to limit the routing information exchanged inside an 
area, improving the efficiency of the protocol in terms of 
bandwidth. The other decision that has to be taken is the 
metric used in order to implement a QoS-aware protocol: this 
metric has been EBSP. EBSP metric has a better response 
than BSP [27] and fits correctly in heterogeneous networks 
which are typical in SENs. Another advantage of this metric 
is its representation with a single value, reducing the amount 
of bandwidth needed to distribute the routing information. 

To understand the model implemented in the simulator, 
we have represented the implementation with an activity 
diagram in UML. Fig. 2 represents the general behavior of 
the protocol. 

This protocol has been implemented in the OPNET 
simulator and it has been generated a subset of scenarios to 
study the protocol. These scenarios were randomly generated 
according to two criteria: 

 
• The average number of links per node. 
• The number of nodes in the network.  

 
Figure 2.  General behavior of the routing protocol [9] 
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For this study, 4 study groups of 5 scenarios have been 
generated. The average number of links per node for each 
study group is: 2 links for the study group number 1, 3 links 
for the study group number 2, 4 links for the study group 
number 3 and 5 links for the study group number 4. The 
number of nodes is 256 and this number is the same for each 
scenario. 

B. OPNET simulator 
The OPNET simulator [10] is an event oriented 

simulator. The language used to program a new node is a 
proto-C language specifically designed for this simulator. 
The behavior of the node is modeled through different 
phases. The first phase is the node model, which consists in 
designing the flows of information into the node. These 
flows are modeled among modules and each module 
contains processes. These processes are modeled in the 
second phase, which consists in specifying the Finite State 
Machine (FSM) that rules the behavior of the module. 
Finally, the third phase consists in programming the different 
states modeled into the FSM. 

This section describes the two parts of the model done 
over OPNET modeler. The first part is the design of the node 
to implement the two variants studied in this paper: DBF and 
DIV. The second part introduces the automatic scenario 
generation tool created specifically for this study. 

The node model designed is very simple. It contains 
sixteen transmitters and sixteen receivers, all connected to a 
simple queue module. The node has sixteen point-to-point 
receivers and transmitters because it is the maximum number 
of neighbors allowed in the design of the protocol. The 
module selected to interconnect all the transmitters and 
receivers was a queue because it can manage different 
queues and is easier to store, receive and transmit the 
messages. This queue contains the process model shown in 
Fig. 3. 

    

  
Figure 3.  FSM of the models to study the protocols DBF and DIV in the 

OPNET simulator 

The behavior of the machine state can be extracted from 
the UML diagram shown in Fig. 2. Nevertheless, the tasks 
done in each state of the finite state machine are briefly 
described. 

• The AUTO_ASSIGN state assigns an address to the 
node and also initializes some variables used in the 
INIT state. 

• The INIT state focuses on the initialization of all the 
variables used by the node including all the variables 
used by the routing protocol. 

• The WAIT state waits for the arrival of a packet or 
the disconnection of the lower level which means 
that a failure of the link or the node has taken place. 

• The RX_PQT is the main state of the process model. 
It processes all types of packets that can be received: 
metric increment, metric decrement or acknowledge. 
In this state is where all the actions derived from a 
metric increment or decrement are programmed (Fig. 
4-6). 

• The EXCEP_N2 state is a simple state to detect if 
the failure is from a link or from a node and initialize 
the variables according to the type of failure and 
send the corresponding messages of metric 
decrement or increment to the rest of the neighbors. 

The advantage of this design is the generic states, which 
allow to model different behaviors with the same FSM and 
reduce the time wasted to implement the DBF and DIV 
algorithms. 

C. Automatic scenario generation 
One of the objectives of the study done in this paper is to 

analyze a range of similar scenarios to extract the correct 
results which allow to support the conclusions over them. 
The scenario is characterized with two parameters: the 
number of nodes and the average number of interconnections 
per node. Nevertheless, the automatic scenario generation 
tool within OPNET does not allow creating a scenario only 
based on these two parameters. OPNET has a powerful 
automatic scenario generator which allows creating full-
mesh, partial-mesh, tree or bus topologies, but none of these 
topologies fit in our goal. 

For this reason, an application that generates an xml file 
which can be imported into OPNET with the designed 
scenarios has been created. The main found problem when 
programming the application was to find out how to write an 
xml file to import it into the OPNET simulator. The second 
problem was the type of topology, which must connect 
physically all the nodes in the same network, without any 
isolated node. The other point of the generated network is the 
average of interconnections. The number of interconnections 
cannot exceed the maximum specified to the application. 
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Figure 4.  Metric incrementation algorithm 

 

  
Figure 5.  Metric decrementation algorithm  
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Figure 6.  Acknowledgment process

Finally, the most relevant point of the automatic 
generated network by the simulator tool is the random 
interconnection of the nodes, which allows to generate five 
scenarios with the same specifications but with completely 
different physical interconnections among the nodes. This is 
the main advantage of this application, the possibility of 
generating a variety of scenarios with the same definition 
(number of nodes and average number of interconnections). 
This variety of scenarios gives the possibility of studying 
different physical topologies similar to those provided by 
SENs with the two implementations of the analyzed routing 
protocols. 

D. Simulations and analysis 
First of all, it is described the study on the number of 

found paths in the four groups of simulated scenarios (study 
groups), which depends on the average number of links in 
each scenario. Fig. 7 shows the number of paths found by the 
routing protocol where the x-axis represents the number of 
found paths and the y-axis represents the percentage of nodes 
with this number of paths to the destination. In Fig. 7, it can 
be seen that all nodes in the network find a minimum of one 
path to its destination, moreover, the scenario with an 
average of two links per node have a 10% of nodes with 2 
paths which is the maximum in the network. When the 
number of links per node is increased to an average of five 

links, the 50% of the nodes in the network has more than two 
paths. This behavior gives a lot of stability to the protocol 
because a node has an alternative path to the destination if 
the primary fails. 

 
Figure 7.  Number of paths found 

The second topic that must be analyzed is the delay of an 
IP packet when there is traffic in the network. To simulate 
this, the same traffic pattern in all the nodes in the network 
has been configured. The configured pattern transmits 510 
packets per node, which is enough to compare the delay in 
the network with 2, 3, 4 and 5 links per node. Each packet is 
transmitted to a different destination in the network and each 
node has 255 destinations configured, this makes two 
packets per destination. 

This study presents the performance of DBF, which is a 
basic implementation of a Bellman Ford algorithm based on 
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a hop count metric. In addition to this, in order to evaluate 
the performance of the multipath routing, DIV has been 
modeled with a limitation in the number of feasible shortest 
paths used to route the traffic. This limitation allows us to 
study the improvement introduced when multiple found 
paths for the protocol are used. 

 

 
Figure 8.  Delay vs. Hop count in the scenario with an average of 2 links 

per node 

  
Figure 9.  Delay vs. Hop count in the scenario with an average of 5 links 

per node 

Fig. 8 and Fig. 9 show the results of the delay with a 
confidence interval of 98%. The implementations shown are 
DBF and DIV with limitations of 1, 2, 3 or 4 feasible shortest 
paths. Fig. 8 shows the delay (y-axis) according to the hop 
count (x-axis). The graph presents the results in the 2-link 
per node scenario where the x-axis represents the number of 
hops done by the analyzed IP packets and the y-axis 
represents the delay of IP packets. Fig. 9 presents the results 
in the 5-link per node scenario where the x-axis represents 

the number of hops done by the analyzed IP packets and the 
y-axis represents the delay of IP packets. 

The results exposed in Fig. 8 and Fig. 9 show an 
interesting conclusion: when the scenario has 2 links per 
node, the best result is obtained by DBF with a metric of hop 
count; whereas the DIV implementation in the scenario with 
5 links per node, which is supposed to be more prone to 
multipath routing, can take advantage of the network 
topology by reducing the overall delay of the packets. 

When the difference between using 1, 2, 3 or 4 feasible 
shortest paths on DIV is evaluated, there is no much 
difference, the only conclusion is that the more paths are 
used, the more delay is introduced; but this delay is very low.  

 

 
Figure 10.  Packet delay vs. Hop count in the scenario with 5 data packets 

generated per node 

  
Figure 11.  Packet delay vs. Hop count in the scenario with 10 data packets 

generated per node 
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Figure 12.  Packet delay vs. Hop count in the scenario with 20 data packets 

generated per node 

The last study done is about the behavior of the routing 
protocol when the network is congested. The traffic pattern 
used to congest the network was slightly different. This new 
pattern configures the transmission of 2, 3, 5, 10 and 20 data 
packets per node and per destination. Again, the study is 
focused on the implementations of DBF and DIV, but in the 
case of DIV the study focuses only on the limitation of 1 and 
4 feasible shortest paths. The results obtained with the 
pattern of 5, 10 and 20 packets are shown in Fig. 10-12 with 
98% confidence interval. For example, Fig. 10 shows the 
average packet delay (y-axis) in function of the hop count 
metric of the path (x-axis). This graph presents the pattern 
with 5 packets per node.  

The results obtained show that DBF has a very bad 
performance, whereas DIV can take advantage of the 
multipath routing. It is, in this situation of congestion, when 
a protocol oriented to provide QoS must react better and this 
is the case of DIV. 

VII. CONCLUSION 
Multipath routing protocols based on distance-vector 

have emerged as the evolution of its predecessor (shortest-
path routing protocols). The study has concluded that these 
enhanced protocols improve a lot of aspects such as the 
increment of the network capacity and they improve the 
redundancy. The main advantage is the increment of the 
network efficiency, increasing the practicable bandwidth 
with the same resources and minimizing the delay of the 
packets. 

The design of a multipath protocol is more demanding 
than a shortest-path routing protocol. The reason is the 
increase in the number of usable paths. That increase is 
proportional to the potential loop problems. On the other 
hand, the amount of routing information to transmit is greater 
and the mechanism to synchronize all this information is 
harder to design. All the mechanisms applied on shortest-
path such as poison reverse, hold down timers and triggered 

updates do not fit enough multipath routing. The mechanism 
with better performance is the use of LFI in order to avoid 
loops and to synchronize the routing information. From our 
point of view, DIV-based routing algorithm is the best 
protocol to use as a baseline in the design of a multipath 
routing protocol for SENs. 

A correct metric must be selected if it is needed to focus 
the design on QoS providing. Avoiding combined metrics 
and metrics based on constraints seems to be a good practice, 
although the last one is a widespread practice to provide 
QoS-aware routing. Another aspect that the metric must 
accomplish is to have the enough granularity to find multiple 
paths, this is the case of the metric used in EBSP which 
effortlessly finds multiple paths easier than other metrics 
strategy.  

The OPNET simulator is a powerful tool to model a 
protocol from scratch, giving the possibility of customizing 
the node behavior. From the point of view of an 
implementation, it brings the possibility to test the feasibility 
of a design and study its performance. The practical study 
has shown that the multipath protocol can find more paths 
even when there are only two links per node. The increase in 
paths allows to reduce the overall delay in a transmission and 
allows to orient the protocol to provide QoS as well. To sum 
up, the protocol studied in generated scenarios (e.g., Fig. 13) 
together with the EBSP metric are a good option to 
implement a QoS-aware routing protocol for SENs. 

 

  
Figure 13.  Example of an automatic generated scenario 

Finally, an important conclusion is the relevance of the 
load balancing scheme. This scheme is not usually a part of 
the routing protocol but there exist different possible 
implementations that can take more advantage of the 
multiple paths found by the routing protocol. 
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Abstract—In wireless sensor networks (WSN) energy efficiency
of routing protocols is of primary importance. Embedded with
local load balancing mechanisms, the proposed L2RP protocol is
a link reliability based routing protocol which aims to help source
nodes to exploit the potential capabilities of their respective
neighbors. As it is a reliability-oriented protocol, L2RP discards
unreliable links to avoid the substantial energy cost of packet
losses. Simulation results show major efficiency benefits that stem
from load balancing which helps in lengthening the network
lifetime while minimizing packet losses.

In WSN, the choice of a routing protocol and its key parame-
ters depends on the nature of the application and on its primary
mission. Lot of works addressed routing issues with more or
less effectiveness, some of which pointed out the use of the link
quality indicator (LQI) as a route selection criterion (metric). In
a previous work, following an experimental study, we have shown,
under some conditions, the inefficiency of the LQI based routing.
In this paper, we propose through L2RP a simple way to improve
reliability and efficiency of the LQI based routing in WSN.
We also give a comparative study of several metrics including
new definitions of LQI based metrics. Simulation results show
that our adaptation of the LQI metric is among the best route
selection criteria regardless of the performance criterion under
consideration.

Index Terms—Wireless Sensors Networks (WSN); Load-
Balancing Routing; LQI; L2RP; Energy Efficiency.

I. INTRODUCTION

Designing a cold chain monitoring application requires

special focus on at least two main phases. In [2], we presented

an example of sensor network for cold chain monitoring where

sensors are inside pallets. We proposed energy efficient pro-

tocols for the transport phase in which the WSN is deployed

in trucks with no Base Station (BS) because it would be very

expensive to install and maintain Base Stations within each

truck. There are a few sensors in the truck.

The second phase concerns the product storage in a

warehouse where each pallet is handling temperature sensor.

This application specifically collects rare events (alarms)

to ensure the proper monitoring of the system. If the

temperature is over a threshold, an alarm will be generated;

this "interesting event" is then sent towards the BS. Due to

the size of a warehouse which hosts large number of pallets,

one upon the other, the WSN can reach several hundreds of

sensors which collaborate for sending data towards the BS.

So, in this environment, the link quality is a key parameter

which has many effects on the network performance.

In [3], we used up to 50 Moteiv Tmote Sky [4] sensors,

in a small experimental platform, including a 2.4GHz ZigBee

[5][6] wireless transceiver (chipcon′s CC2420) [7]. On each

packet reception, the CC2420 calculates the error rate, and

produces a LQI value. To conduct experiments, we used the

multiHopLQI1 routing algorithm along with the Sensornet

Protocol (SP) implementation [8]. In this algorithm, nodes

sense and send "interesting events" to the BS. Based on the

acknowledgement, a sensor decides to retransmit the data or

not. If the acknowledgement fails, the sensor selects another

node and routes data towards the BS. Under these conditions,

the experimental results pointed out that the LQI based routing

could have negative effects on the network performance [3].

After all, we think that the link quality might be a key

parameter which some routing protocols could rely on in

order to increase the network performance. The link quality

indicator (LQI) is defined in the IEEE 802.15.4 standard

[5][6] as a measurement of the quality of packet reception

between two nodes. The IEEE 802.15.4 standard does not

specify the implementation of LQI, which is up to the radio

manufacturer. Several works address WSN routing, but only

few papers are related to LQI based routing protocols. Sensors

are characterized by their low energy level. Thereby load

balancing traffic between different nodes, is also an essential

idea to increase the lifetime of nodes and thus the network.

This work addresses two challenges: improving LQI based

routing protocol by load balancing traffic over multiple paths.

When a sensor has to send data towards the Base Station,

the load balancing routing consists to elect several nodes

as next hop routers depending on the order of packet

transmissions and the nodes previously used as the next hop

routers. The idea is to involve several sensors in the routing

effort to minimize the overall energy consumption and then

extend the network lifetime.

1http://www.tinyos.net/tinyos-1.x/tos/lib/MultiHopLQI
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The metric is a property of a route in computer networking

consisting of any value used by routing algorithms to deter-

mine whether one route should perform better than another.

Commonly, the route with the lowest metric is the preferred

route. However, in this paper, a metric means the local value

associated with a node: for a source node, the highest value, in

its neighbourhood, may lead to the selection of such a node as

the next hop router. For instance, The remaining energy level

can be used as a metric to promote the selection of the highest

powered nodes as next hop routers.

In this paper, we propose WSN local load balancing routing

mechanisms using the Wait and See (WaS) protocol [2] by

comparing the following metrics: the remaining energy level,

the degree of connectivity (number of neighbors), the sensor

proximity with respect to the Base Station, the link quality

indicator (LQI), and a hybrid metric composed of any pairs

of these metrics.

The sensor networks are characterized by low energy

constituting their batteries. Then energy consumption and

some other performance criteria such as the load imbalance

factor (LIF), the average path lengths, the network lifetime

and the packet loss percentage are taken into consideration to

evaluate the effectiveness of routing mechanisms.

"Achtophorous Node" definition: we focus on

homogeneous WSN where all sensors are participating

together in the routing effort. Since all nodes are routers,

we prefer using the term "achtophorous node" derived from

Greek term aχθoϕoρεω which denotes "node handling heavy

load". For each node sending data, its achtophorous nodes are

its next hop sensors which handle the load due to the routing

of its packets towards the BS. Each sensor selects among its

neighbors one or more achtophorous nodes. We also examine

the influence of increasing the number of the achtophorous

nodes on the routing efficiency. The WSN deployed in a

warehouse is proned to some unreliabilities of wireless links.

Then, we present results pertaining to unreliable links impacts

on the network performance.

The rest of this paper is organized as follows. After pre-

sentation of a short background in the next part, the next

one gives some topics on studied metrics (Section III). Then,

we describe load balancing mechanisms (Section IV) and the

proposed routing protocol (Section V). Finally, the last two

sections present the simulation model and the results.

II. RELATED WORKS

Commonly used by the TinyOS community, MultihopLQI

is a routing protocol which employs the cost-based paradigm

defined in [9]. Link estimation is viewed as an essential tool

for the computation of reliability-oriented route selection

metrics. In MultiHopLQI, the link metric is the Link Quality

Indicator (LQI) which is used additively to obtain the cost

of a given route. MultihopLQI avoids routing tables by only

keeping state for the best parent at a given time, drastically

reducing memory usage and control overhead. A new parent

is adopted if it advertises a lower cost than the current parent.

Many experimental studies related to WSN, some of which

are based on MultiHopLQI, [3][10][11][12][13][14][15][16]

have shown that high unreliability of wireless links must

be explicitly taken into account when designing routing

protocols. [11][12] address load balancing embedded in

reliability-oriented routing protocols and are also using

MultiHopLQI.

In [17][18] authors address the problem of minimizing

the total consumed energy to reach the destination. The

performance objective of maximizing the network lifetime

was considered in [19][20].

Several works are related to WSN and ad hoc networks load

balancing routing schemes [21][22][23][24][25][26]. In [21],

authors show that distributing the traffic generated by each

sensor node through multiple paths instead of using a single

path allows energy savings. Paper [22] defines a network

optimization problem used for performing the load balancing

in wireless networks with a single type of traffic. In [23],

authors study wireless network routing algorithms that use

only short paths, for minimizing the latency, and achieve the

load balance. In [24], authors introduce a collision awareness

in multipath routing; while [25] propose a multipath routing

protocol to address the congestion control issue in WSN.

In [26], the challenge of maximizing the network lifetime

by load balancing the traffic is covered. In order to balance

the energy consumption among sensor nodes, they deploy

multiple sinks simultaneously, which are connected through

wired or wireless infrastructure. [27][28] and [29] are also

related to load balancing routing protocols.

The paper [30] presents a resource-aware and link quality

based (RLQ) routing metric. Based on both energy efficiency

and link quality statistics, the RLQ metric in [30] is intended

to adapt to varying wireless channel conditions, while

exploiting the heterogeneous capabilities. This protocol does

not include load balancing features.

Some works are taken into account the round-robin cluster

based routing [31][32] and [33], where clusterheads are

selected on a round-robin fashion. In [34] authors propose a

source count (packets) based weighted round-robin forwarding

algorithm.

Although all these studies provide a valuable and strong

contribution in WSN routing, the problems of load balancing

routing mechanisms based on local metrics, with special inter-

est on the LQI based metrics, are yet to be addressed. This is

the goal of this paper. To save energy, we exploit the broadcast

nature of wireless links, and the fact that the weights, in

our proposed L2RP protocol, are built upon the achtophorous

nodes capabilities instead of the ones of the source node. This
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allows L2RP to avoid doing a per packet load-balancing by

the source, as done in [34], where the source node sends its

data without being sure that the achtophorous node is able

or not to sustain the load assigned. Thus, L2RP hleps in

reducing packet losses. Moreover, in most of papers addressing

the load balancing routing, both experimental studies and

simulation models are validated for only small sized networks

(few tens of nodes), whereas our work addresses large sized

networks (several hundreds of sensors). The comparative study

of different metrics in L2RP is also a contribution of this paper.

III. ROUTES SELECTION CRITERIA

In this paper, "metric" is used to refer to local route

selection criterion. As defined in introduction, each time we

use "Achtophorous Node" it means next hop router with

respect to a specific node having data to transmit towards the

BS.

A. Remaining Energy Level

The remaining energy of sensors could be a metric for

selecting routes since a node with better battery life seems to

be a better candidate for the packet routing from its neighbors.

Conversely, if a sensor with low power is selected as an

achtophorous node, this can lead to packet losses because it

might not have enough batteries to forward packets. In this

paper, we consider that each node knows its energy level.

B. Sensor Proximity with respect to the Base Station

(Proximity-BS)

Fig. 1. Pallets arrangement inside a warehouse

Fig. 2. Sensor plugged inside a Pallet

Fig. 3. Location of a pallet: lane, location and level

In a warehouse (see Figure 1), depending on the nature of

their respective contents (frozen foods, fresh produce, etc.), the

pallets provided each with a sensor (see Figure 2) are arranged

in fixed locations (see Figure 3) designated by the Warehouse

Management Software (WMS). Thus, during the warehouse

WSN initialization, sensors could be initialized with their

respective positions without using the GPS technology.

So, we consider a WSN deployed with a Base Station where

each node knows its exact position and that of the BS. As the

main goal of the application is to send data towards the BS,

it seems natural to look at the metric defined as follows:

ProximityBS(Si, BS) = 1/d(Si, BS) (1)

where d(Si, BS) is the distance separating the sensor Si from

the BS. We choose inverse of the distance to promote the

election of the closest sensor to the BS.

C. Degree of Connectivity

The degree of connectivity of a node, i.e., the number of

its neighbors, is also a metric that seems interesting to study

because, intuitively, the more neighbors a sensor has, the more

it seems to be an appropriate candidate as an achtophorous

node since a sensor with a low degree of connectivity might

have little information, from its neighbourhood, to forward to

the BS. In the initial phase, each sensor is involved in the

neighbourhood information exchanges (hello protocol), which

allows it to determine its degree of connectivity and the BS

position.

D. LQI: Link Quality Indicator

In Zigbee standard [5][6], the LQI measurement is defined

as a characterization of the strength and/or quality reception

of a packet. The use of the LQI result by the network or

the application layers is not specified in [5][6]. The LQI

measurement is performed for each received packet, and the

result is reported to the MAC sublayer as an integer ranging

from 0 to 255. The minimum and maximum LQI values (0 and

255) are associated with the lowest and the highest quality

IEEE 802.15.4 reception detectable by the receiver, and the

LQI values in between are distributed between these two limits

[5][6].

For moteiv′s Tmote Sky [4] sensors equipped with

chipcon′s CC2420 [7], the LQI values range from 50 to 110.

Even so, we stick with the ZigBee standard [5][6] because

some manufacturers, such as SUN-SPOT [35] and WiEye

[36], are still using the standard LQI values. Then, we use
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Fig. 4. Example of a WSN with Asymetrical Links

TABLE I
LQI METRIC VALUES RELATED TO THE WSN IN FIGURE 4

Sensor ID 1 2 3 4 5 6 7 8

AvgLQI 150 120 107.5 120 125 140 80 140

MaxLQI 150 120 140 140 160 180 80 140

MinLQI 150 120 110 100 120 100 80 140

the standard values (i.e., [0, 255]), instead of those of CC2420.

In this paper, we define three LQI based metrics: AvgLQI,

MaxLQI and MinLQI. The AvgLQI metric is the average

calculated from the LQI values of all the links between the

node and its neighbors. AvgLQI values give a characterization

of sensors throughout their respective coverage quality. This

metric might be useful in the context of the WSN deployed in a

warehouse which hosts a large number of pallets, one upon the

other. Such an environment is proned to high unreliability of

wireless links. the MaxLQI metric is the maximum LQI value

which matches to the standard definition of the LQI used in the

MultiHopLQI routing algorithm [3][8]. As for the MinLQI, it

is the minimum value beyond the given LQI threshold. For

example (see Figure 4), assuming that the LQI threshold for

an acceptable link quality is 100, the MinLQI for node 5 is

120 (LQI of link 5-8) instead of 90 (LQI of link 5-7). Thus,

Table I gives LQI metrics values for the WSN in Figure 4.

E. Composite or Hybrid Metric

In this paper, we define the composite metric (hybrid) as

follows:

Hybrid(LQI,Mi) = ρ ∗ LQI + (1− ρ) ∗ Sc(Mi) (2)

Hybrid(Mi,Mj) = ρ ∗ Sc(Mi) + (1− ρ) ∗ Sc(Mj) (3)

where Sc(Mi) is a scale function, which returns remaining

energy values comparable to LQI values. This help avoiding

the composite metric to be strongly influenced by the Mi

component in (2):

Sc(Mi) = α+
β ∗ log(1 + (Mi −Mi,min))

log(1 +Mi,max)
(4)

Where Mi is a metric, Mi,min (resp. Mi,max) is the minimum

(resp. maximum) value of Mi. If Mi is the remaining energy

of the node, Mi,min represents the value under which, the

sensor is considered dead (battery depletion); while Mi,max

is the initial energy value of a new battery. α = 50, β = 255.

Like the LQI metrics definition, we can also define

AvgHybrid, MaxHybrid and MinHybrid metrics depending on

whether, we are respectively considering AvgLQI, MaxLQI

and MinLQI as defined in Table I.

IV. ROUTING MECHANISMS

A. Simple Routing

Fig. 5. Simple Routing: Nodes with their Metric Values

In the simple routing mechanism, each sensor Si selects an

achtophorous node which matches the highest metric in its

vicinity and located between the sensor Si and the BS. For

each given sensor, a unique achtophorous node plays the next

hop role for all its packets until the next election (see Figure

5).

B. Round-Robin Routing

Fig. 6. Round-Robin Routing: Multiple routes from each source

In the round-robin routing, each source node has to elect two

or more achtophorous nodes. The source node sends data in

round-robin fashion, simply taking turns which achtophorous

node it routes each packet out (see Figure 6). This routing

mechanism is a per-packet load balancing routing which

gives most even distribution across next achtophorous nodes.
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This per-packet load balancing method means that packets

in a particular connection or flow arrive at their destination

out of sequence. This does not cause a problem for most

applications, but it can cause problems for the increasingly

popular streaming media, both video and audio. In this paper,

only data packets are concerned within cold chain monitoring

application for which the packet sequence order is not an issue.

C. Weighted Round-Robin Routing (W2R routing)

Fig. 7. Weighted round-robin routing (W2R routing)

TABLE II
WEIGHT OF ACHTOPHOROUS NODES IN FIGURE 7

Achtophorous Node Metric Weight Load handled

AN1 250 0.5 50%

AN2 150 0.3 30%

AN3 100 0.2 20%

The weighted round-robin routing (W2R routing) is a load

balancing mechanism that involves assigning a weight to each

achtophorous node. Weights are proportional to metric values.

In the W2R routing, each achtophorous node is assigned

a value that signifies, relative to the other achtophorous

nodes in the routing table, how the source node performs.

The weight determines how many more (or less) packets

are sent to that achtophorous node, compared to the other

achtophorous nodes (see Figure 7). The W2R routing is

one way addressing some shortcomings. In particular, it

provides a clean and effective way by focusing on fairly

distributing the load amongst available achtophorous nodes,

versus attempting to equally distribute data packets.

For example, in Figure 7, the source node routes 50% of its

packets through AN1, 30% through AN2 and 20% through

AN3. If the BS is not located within the transmission range

of an achtophorous node, this one should apply the same

mechanism to retransmit the packet towards the BS.

The weighted round-robin routing mechanism is computed

as described in the simple Algorithm 1 which is computed each

time a source node has to send a packet. The achtophorous

nodes, each with its respective weight, are listed in the routing

Algorithm 1 : Weighted Round Robin (W2R) Routing

Require: packet_idx, window, AN, weight, use
1: if packet_idx < window then

2: if use(AN) < weight(AN) then

3: Send_packet_to(AN)
4: use(AN)← use(AN) + 1
5: packet_idx← packet_idx+ 1
6: else

7: use(AN)← 0
8: AN ← Next().achtophorous_node
9: # The next() of the last AN is the first AN

10: Send_packet_to(AN)
11: use(AN)← 1
12: packet_idx← packet_idx+ 1
13: end if

14: else

15: for each achtophorous_node AN do

16: use(AN)← 0
17: end for

18: AN ← First().achtophorous_node
19: Send_packet_to(AN)
20: use(AN)← 1
21: packet_idx← 1
22: end if

23: return packet_idx, AN, use

table of each source node in an ordered manner such that the

first achtophorous node matches the highest weight as shown

in Figure 7. For each source node, the window interval is

the constant length of each stream of consecutive packets to

transmit. The weight of each achtophorous node is converted

as an integer value based on the window interval parameter.

For example, in Figure 7, window = 10 consecutive packets,

and weight(AN1) = 5. The use(AN) function returns the

number of times the current achtophorous node AN is used

during the window interval whereas packet_idx is the index

of the current packet during the window interval.

V. L2RP: THE LINK RELIABILITY BASED ROUTING

PROTOCOL

The proposed (L2RP) routing protocol (see Figure 8)

consists for a sensor having an empty routing table to

elect one next hop router (case of simple routing) or more

achtophorous nodes (load balancing routings) amongst its

neighbors according to the following:

• Initial step : all sensors empty their routing tables.

• The sensors located in the vicinity (transmission range)

of the BS send their data directly to it.

• A sensor, located outside of the vicinity of the BS,

inspects its routing table:

– If its routing table is not empty, it checks if the link

with the next hop is reliable or not. If the link is

unreliable, based on the LQI value, then :
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∗ Case of simple routing mechanism: it sends a

"ROUTE REQUEST" to its neighbors.

∗ Case of load-balancing routing: it chooses an

alternate route and then checks again if the link

with this next hop is reliable or not. If no link with

achtophorous nodes listed in its routing table is re-

liable, then it erases the routing table and it sends

a new "ROUTE REQUEST" to its neighbors.

– If its routing table is empty, it also sends a "ROUTE

REQUEST" to its neighbors.

– Each neighbor, located between the BS and the sen-

sor having sent the "ROUTE REQUEST", computes

its own waiting time which is inversely proportional

to its metric value. We use the Wait and See protocol

(WaS), as in [2], where the only sensor having the

highest metric sends a "ROUTE REPLY" to the

requester node. The other neighbors simply ignore

the "ROUTE REQUEST" avoiding useless "ROUTE

REPLY" packets. In the case of a load balancing

routing, the number (ANs) of achtophorous nodes is

a known parameter in the initialization phase of the

network. This parameter is used by the WaS protocol

that allows ANs sensors having highest metrics in

succession to answer to the requester node, and then

be elected, for this node, as achtophorous nodes.

– Upon reception of the "ROUTE REPLY" packet,

the requester node updates its routing table, which

remains valid until the next election. In the case of

weighted round-robin routing, each "ROUTE RE-

PLY" packet contains the metric value of the an-

swering node, which allows the requester node to

calculate weights associated with each achtophorous

nodes.

– At the end of the current cycle, sensors reset their

routing tables and go back to the initial step of the

next cycle.

Upon receipt of a "ROUTE REQUEST" packet, a sensor

Si computes its own waiting time according to the following

formula:

T imer(Si) = τ +
ζ

1 + log(1 +Mi +
id(Si)

Γ ∗Mi)
(5)

where Mi is the metric value of the sensor Si. τ and ζ are

nonzero positive constants. Γ is a constant which is more

large than the network size (Γ = 106, for example). This

timer function avoids collisions between nodes having the

same metric value. Since Mi ≥ 0, if Mi = 0 then the sensor

Si can not be an achatophorous node.

As we can see, in this protocol the source node uses the

link quality indicator (LQI) to check if the link it forms with

the nominated achtophorous node is reliable or not. This helps

avoiding to send the packet to an achtophorous with which it

forms a link of poor quality which could lead to packet loss.

Fig. 8. The Link Reliability based Routing Protocol (L2RP) flowchart

VI. PERFORMANCE CRITERIA

A. Average Ratio of the Remaining Energy

The average ratio of the remaining energy is the ratio of

the average remaining energy on the average of initial energy.

Multiplied by hundred, this value represents the average bat-

tery life of sensors, in terms of percentage. The higher this

value is, the more energy-efficient the routing protocol is.

B. Average Path Lengths

The average path lengths are calculated in terms of the

number of hops traversed by packets before reaching the BS. A

large value reflects participation of many sensors in the effort

due to the routing, which may increase the overall energy

consumption. A good routing protocol is recognized in this

performance criterion by a relatively low value. Conversely,

too small path length may lead to bad quality link.

C. LIF: Load Imbalance Factor

The load imbalance factor (LIF) is defined as the root of

the squared coefficient of variation of the relative remaining

energy. This shows the energy spent by communications:

LIF =

√

V ar(Ei
R)

ER
2 (6)

where Ei
R is the ratio of the remaining energy of sensor Si;

and ER is the average ratio of the remaining energy.

D. Network Lifetime

In this paper, we define the network lifetime as the average

number of packets routed until the first time a sensor run out of

battery. This could also result in network capacity. We focus on

the first battery depletion, which means the instant the network

stops fulfilling totally its role, because it leads to packet losses.

An ideal network is a network where all packets sent by source

nodes are actually transmitted to the recipient (BS). The earlier

the first packet loss happened, the more ineffective the routing

protocol is.
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E. Average Percentage of Lost Packets

Beyond the first time a battery depletion is experienced by

the network, a high percentage of packet losses might reflect

an unreliable network whose routing protocol is less effective.

VII. SIMULATION MODEL

A. Energy Consumption Model

Let ETx(k, d) the energy [37][38] consumed to transmit k

bits message over a distance d :

ETx(k, d) = Eelec ∗ k + εamp ∗ k ∗ d
2 (7)

Let ERx the energy consumed to receive a k bits message:

ERx(k, d) = ERx−elec(k) = Eelec ∗ k (8)

Eelec = 50nJ/bit and ε = 100pJ/bit/m2

B. Network Deployment and simulation parameters
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Fig. 9. Netwrok Deployment of N=300 sensors (100m x 100m)

TABLE III
L2RP SIMULATION PARAMETERS

Parameter Value

Deployment

Area Length L = 100m
Area Width l = 100m
Base Station Location position(SB) = (0, 0)
Radio range R = 20m
Network Size N = {100, 200, ...,500}

Poisson Parameter

Packet sent by each sensor λ = 10

Packet Sizes (bits)

Alarms kdata = 128
L2RP "ROUTE REQUEST" krr = 24
L2RP "ROUTE REPLY" krr = 24

L2RP Achtophorous Nodes

Number of Achtophorous Nodes AN = 3
Window interval for W2R window = 10

LQI parameters

Treshold for MinLQI LQI ≥ 100
Link Reliability (L2RP) LQI ≥ 70

Energy

Initiale Energy Level E0 = (1.404 ∗ 105 − ε)µJ

ε = random(0, 1) ∗ 102µJ
Minimum Energy Level Emin = E0 ∗ 0.05

In the simulation model N nodes are randomly (according

to a uniform distribution) deployed over an area of length

L=100m, and width l=100m (see Figure 9). The BS is located

at the (0,0) position. Each node generates a sequence of "in-

teresting events", which are sensed data over the temperature

threshold Tmin, following the Poisson process of parameter

λ = 10. For simulation scenarios, the size of each data packet

is set to kdata = 128bits, and the "ROUTE REQUEST"

and "ROUTE REPLY" packets of the L2RP protocol have a

size of krr = 24bits. Each node knows its position and its

energy level. The initial energy amount of each node is set to

E0 = (1.5 ∗ 105− ε)µJ , ε = rand(0, 1)∗ 102. A node battery

exhaustion is experienced when the remaining energy level of

the node is under the given treshold Emin = E0 ∗ 0.05. All

nodes, including the BS, have same transmission range (R =

20m). The main simulation parameters are listed in Table III.

C. LQI Model for Simulation Purposes

The WSN can be modelled as a graph G = (V,E), where

two nodes are connected by an edge if they can communicate

with each other. Let x ∈ V be a node in the WSN. N1(x)
is the neighbourhood of the node x. At each given time t, a

node x forms with each y ∈ N1(x) a link of which the link

quality indicator (LQI) value is denoted by ℓ(x, y, t) > 0. For

all other nodes z ∈ V \ N1(x), ℓ(x, z, t) = 0. Let ν be a

bijective function defined in V which is a totally ordered set.

The ν function is defined as follows:

∀ x ∈ V, ν(x) = (f(x), id(x)) (9)

where f(x) is the function which returns the metric value of x,

and id(x) returns the address of the node x. The total ordering

in V is defined as follows:

∀x ∈ V, ν(x) > ν(y)⇐⇒ (f(x) > f(y))
or (f(x) = f(y) and id(x) > id(y)) (10)

After the WSN deployment in the warehouse, the BS initially

broadcasts a message containing its position. This information

is then retransmitted to all sensors in the network. In this

phase, each node knows its degree of connectivity. At each

given time t, the LQI value of the link formed by any pair

(x, y) of nodes is calculated by using the ℓ(x, y, t) function

defined below:

ℓ(x, y, t) = f(x, y, t) ∗ g(x, y) (11)

f(x, y, t) = 1− Pr [ℓink(x, y, t) = Unreliable] (12)

g(x, y) = α+
β ∗ log(1 + (γ(x, y)− γmin(x)))

log(1 + γmax(x))
(13)

γ(x, y) =
1

d(x, y)
(14)

γmin(x) = min
y∈N 1(x)

γ(x, y) (15)
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γmax(x) = max
y∈N 1(x)

γ(x, y) (16)

where α = 50, β = 255 and d(x, y) is the distance separating

y from x.

In the context of a cold chain monitoring application, the

warehouse hosts hundreds of pallets, one upon the other.

Each pallets is provided with a temperature sensor. This

environment is subjected to some unreliabilities of the wireless

links. So, in the formula (12), Pr [ℓink(x, y, t) = Unreliable]
denotes the probability that the link ℓink(x, y, t) becomes

unreliable at time t. This probability is used in some

simulation scenarios, in order to evaluate the behaviour of

our L2RP protocol with respect to the unrelibility aspect of

the wireless links.

The choice of this model, formula (13) similarly to the scale

function Sc defined in the composite metric, is guided by

experimental results shown in [39] and [10] which stated that

the LQI decreases when the distance between nodes increases

in Zigbee-based WSN.

As we can see, ℓ(x, y, t) 6= ℓ(y, x, t), because of the

formulas (15) and (16). Hence, the model allows to take into

account asymetrical aspects of the wireless links.

For moteiv′s Tmote Sky [4] sensors equipped with chipcon′s

CC2420 [7], the LQI values range from 50 to 110. Even

so, we stick with the ZigBee standard [5][6] because some

manufacturers, such as Sun-SPOT [35] and WiEye [36], are

still using the standard LQI values. Then, we use the standard

values (i.e. [0, 255]) increased by α = 50, instead of those of

CC2420. The use of α = 50 allows to keep the null value,

ℓ(x, y, t) = 0, only for the two cases where the node y is not in

the transmission range of the node x, or when the ℓink(x, y, t)
becomes unreliable i.e. Pr [ℓink(x, y, t) = Unreliable] = 1.

This LQI model is only used for simulation purposes, so

sensor nodes do not compute these above formulas.

VIII. SIMULATION RESULTS

Simulations, using Matlab, are run for a network size

ranging from 100 to 500 nodes. The performance results

presented here are obtained by averaging the results for 50

different simulations for each scenario comparing the route

selection criteria. In each scenario where the three routing

mechanisms are compared, 25 different simulations were run.

For each simulation, a new random node layout is used.

In all simulation results presented below, ρ = 0.5 for the

composite metric as defined in formulas (2) and (3). If it’s not

specified, the number ANs of Achtophorous Nodes is set to

ANs = 3 for each load balancing mechanism.

In all simulation scenarios, except those in Section VIII-H,

links are considered reliable, i.e.:

∀t, ∀x ∈ V, Pr [ℓink(x, y, t) = Unreliable] = 0 , ∀y ∈
N1(x).

For some results, the related confidence intervals for a

confidence coefficient of 95% are computed as detailed in the

section 3.3 of [40].

A. Average Path Length
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Fig. 10. Average path length: Comparison of metrics in simple routing
mechanism (a); and the related confidence interval for a confidence coefficient
of 95% (b)

The Figure 10(a) shows the average path length for the

simple routing; while the Figure 11(a) compares the average

path length related to the "Proximity with respect to the

BS" metric when it is used in the simple and load balancing

mechanisms.

This result shows that routes are longer for MaxLQI and de-

gree of connectivity metrics. The remaining energy, AvgLQI,

MinLQI and "Proximity with respect to the BS" metrics have

better average path lengths.

The Figure 10(a) shows, in the case of simple routing

mechanism, the average path lengths in terms of the average

number of hops obtained with the different studied metrics

when the node density is increasing in the deployment area.

This result shows that routes are longer for the MaxLQI

and degree of connectivity metrics. The remaining energy,

AvgLQI, MinLQI and "Proximity with respect to the BS"

metrics have better average path lengths. The gap is more

important for the MaxLQI metric with respect to the other

metrics. Moreover, for MaxLQI, the average number of hops

is a monotonically increasing function of the network density.

This reflects the fact that the routing according to the metric
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Fig. 11. Average path length: Comparison of the three routing mechanisms
with the Proximity-BS (a) and MaxLQI (b) metrics

MaxLQI consists of choosing as an achtophorous node the

node having the best link quality with the source node. In the

absence of obstacles and other phenomena like interferences,

the best link quality is determined by the shortest distance

separating a node from the source node. So, routing according

to the MaxLQI metric is equivalent to a multihop "step by

step" routing which is characterized by a great number of

hops due to small distances separating each source node and

its achtophorous node.

When the network density is increasing, the distances

separating sensors decrease. Thus, the distances separating

each source node and its achtophorous node also decrease,

as well. So, from any source node towards the base station,

the number of hops of each sent packet become increasingly

high when the MaxLQI is used. By multiplying the number

of hops, in this manner, the sensor network could not claim

to have a good performance. This result explains the low

performance of the MultiHopLQI routing algorithm which is

used today in many TinyOS based empirical WSN analysis.

Indeed, MultiHopLQI uses the LQI metric as defined in the

ZigBee standard [5][6], that is to say the MaxLQI metric.

Conversely, the Proximity-BS and MinLQI metric have the

lowest average path lengths (see Figure. 10(a)). For any given

source node, the selected Proximity-BS based achtophorous

node matches the farthest neighboring node towards the Base

Station. Therefore, the routing according to the Proximity-BS

metric is equivalent to the shortest geographical path routing.

Accordingly, packets are transmitted from the source node to

the base station requiring the minimum number of hops. This

result (see Figure. 10(a)) is also interesting for the MinLQI

metric. Indeed, this metric promotes the use of the links of

intermediate quality. Links of good quality are synonymous

with the nearest nodes multiplying the number of hops,

whereas the links of poor quality stand for lot of packet

losses. This explain why MinLQI is a good metric.

For the Proximity-BS metric, the load balancing

mechanisms have the effect of increasing the average

path lengths which is almost the same average for the

weighted round robin routing and the round robin one (see

Figure 11(a)). In the case of load balancing mechanisms, each

sensor has in its routing table several achtophorous nodes of

which only one exactly corresponds to the achtophorous node

used by the simple routing. The other achtophorous nodes are

necessarily more distant from the base station. So, the average

path lengths slightly increase for load balancing mechanisms

with respect to the simple routing using the Proximity-BS

metric (see Figure 11(a)). For any given source node, the

selected achtophorous nodes are identical for both load

balancing mechanisms, their use only differs by the weight

introduced in the weighted round robin routing. This leads to

an average number of hops almost identical (see Figure 11(a)).

Unlike the Proximity-BS and MinLQI metrics , the MaxLQI

one has an average path lengths which is reduced by the

load balancing mechanisms (see Figure 11(b)). In this case,

the weighted round robin routing mechanism has an average

number of hops closer to the one of the simple routing

mechanism than the round-robin one. Indeed in the case of

W2R, the achtophorous node which forms the better link

quality (MaxLQI) is also the one which has the highest weight.

Thus, depending on the weight value, the sensors choose to

send their packets more frequently to that achtophorous node.

Therefore, W2R leads to an average number of hops closer to

the one of the simple routing mechanism (see Figure 11(b)).

B. LIF: Load Imbalance Factor

The Figure 12(a) shows the LIF when the "Proximity with

respect to the BS" is used as metric. It displays results for the

simple routing and load balancing mechanisms. The Figure

12(b) for MaxLQI and the Figure 12(c) for MinLQI also

display the LIF for the three routing mechanisms.

The lowest LIF value indicates the best evenly distribution

of the energy consumption between nodes. It would be

redundant to say that the load balancing mechanisms (round

robin and W2R) help evenly balancing the load. That is to

say that the average LIF values are lower for load balancing

mechanisms compared to the simple routing, whatever the

chosen metric (see Figure 12(a), 12(b) and 12(c)). But

the gap is more important for MaxLQI than other metrics.
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Fig. 12. Load Imbalance Factor: Proximity-BS (a), MaxLQI (b) and MinLQI
(c)
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Fig. 13. Load Imbalance Factor: Comparison of different metrics in the
Weighted Round Robin Routing, i.e. W2R Routing, mechanism

Moreover, when the network density is increasing, the

difference between round robin and W2R tend to vanish

for the Proximity-BS and for the MinLQI (see Figure 12(a)

and 12(c)). For these two metrics, it would be more suitable

in dense wireless sensor networks to use the round robin

mechanism than the W2R one. Therefore, in doing so, one

saves the power required, mainly by the processor, for the

achtophorous weight computations (see Figure 7 and Table II).

These results confirm that load balancing mechanisms

help in the distribution of the load across the nodes, because

whatever the metric used: the W2R routing produces lower

LIF than the round-robin routing which is followed by the

simple routing (see Figure 12(a),12(b),12(c)).

As for the Figure 13, it compares the average LIF of

different metrics in the W2R routing. The "Proximity with

respect to the BS" and MinLQI metrics produce lower LIF

values (see Figure 13). The remaining energy metric has

an intermediate LIF, while the degree of connectivity and

MaxLQI metrics tend to imbalance the energy consumption

on the network: some sensors exhaust their batteries while

others have a little participation in packet routings towards

the BS. This negative phenomenon is much more important

for the MaxLQI metric when the network size is increasing

(see Figure 12(b) and Figure 13).

This reflects the fact that the degree of connectivity and

MaxLQI metrics are the ones for which packets arrive at the

Base Station by routes using the largest number of hops as

shown in Figure 10(a) and explained in the last section. Thus,

along each route, the WSN experiences more retransmissions

and then more energy wastage due to the effects of overhead,

latency and overhearing phenomena which are more important

when the average number of hops is increasing.

C. Average Percentage of Packet Losses
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Fig. 14. Average percentage of lost packets: Comparison of the different
metrics in the Simple Routing mechanism

The Figure 14 displays, for each metric, the average per-

centage of packet losses experienced by the network when

the simple routing is run. The three routing mechanisms are
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Fig. 15. Average percentage of lost packets: Comparison of the three routing
mechanisms with the Degree of connectivity metric

compared (see Figure 15) using the degree of connectivity

metric.

Generally, the loss percentage is quite low. This reflects the

fact that, in L2RP, losses are mainly due to the node battery

exhaustion. The first result (see Figure 14) compares the

different criteria in the mechanism of simple routing. Here

again, best results are produced by MinLQI and "Proximity

with respect to the BS" metrics. MaxLQI has an intermediate

average percentage of packet losses, while the remaining

energy and degree of connectivity metrics have higher

percentages. For the Proximity-BS metric this result is easy to

understand, because according to the previous results (Figure.

10(a)), Proximity-BS is the metric which produces the shortest

path lengths. Accordingly, as the overhearing phenomenon

and the overhead induced by routing are reduced when the

number of hops is minimal, then the node battery exhaustion

occurs later (in time) leading to a low loss percentage for the

metric Proximity-BS.

Conversely, the degree of connectivity metric has the

highest percentage of packet losses (see Figure 14). By

choosing to route packets according to this metric, any given

sensor which has data to transmit chooses its achtophorous

node, in simple routing, as its neighbor which has the highest

number of neighbors. Therefore whenever an achtophorous

node is requested to route a packet, the overhearing

phenomenon causes more energy consumption which leads

to a greater packet loss percentage.

For all metrics, load balancing significantly reduces the

average percentage of packet losses (see Figure 15). Load

balancing mechanisms produce lower packet losses than the

simple routing; differences are more important when load

balancing is run with the degree of connectivity metric, the

remaining energy metric or the MaxLQI metric.

Indeed, for the degree of connectivity metric of which the

overhearing phenomenon is the most important, Load balanc-

ing requires the selection of different achtophorous nodes for

each source node. So, in the routing table there is exactly one

node which has the highest number of neighbors: this the one

used by the simple routing mechanism. Then, in load balancing

when the other achtophorous nodes with less neighbors are

used, this helps reducing the overhearing phenomenon. This

justifies why load balancing reduces the percentage of packet

losses compared to simple routing which always requires

the highest degree of connectivity as achtophorous node (see

Figure 15).

D. Composite or Hybrid Metric
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Fig. 16. Average percentage of lost packets: Comparison of different metrics
including the hybrid metric (remaining energy level + Proximity-BS) in
Simple routing (a) and W2R Routing (b)

The Figure 16(a) (simple routing) and the Figure 16(b)

(W2R routing) display the average percentage of packet

losses including the hybrid metric which is a combination of

the remaining energy metric and the "Proximity with respect

to the BS" metric.

These results show that the hybrid metric composed of 50%
of the remaining energy and 50% of "Proximity with respect

to the BS" (i.e. ρ = 0.5 in Formula (3)) is a very good metric.

It has a percentage of packet losses which is relatively low,

especially when it is used with load balancing mechanisms.

As we can see, there are fewer lost packets when the simple

routing is run with the MinLQI metric than the W2R routing

run with the remaining energy metric, MaxLQI or the degree

of connectivity metric (see Figure 16(a) and Figure 16(b)).

These results show that compared to the "remaining energy

level" metric, the hybrid metric helps mitigating losses
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particularly in load balancing (W2R Routing) where the

average packet loss percentage is less than 0.1% for this

metric.

This kind of metric is very interesting to consider because

depending on the specific WSN application purposes, it may

be useful to consider several criteria for selecting routes

by computing a single hybrid metric. In this result, it is

more beneficial to route jointly depending on the distance

and the remaining energy than to route only along with the

remaining energy criterion. This reflects the fact that the

"remaining energy level" criterion is not a good metric for

route selection. Because in our simulation scenario (see Table

III) each node is deployed with an initial energy level E0

which is randomly and slightly lower than a reference value

E0 = (1.404 ∗ 105 − ε)µJ with ε = random(0, 1) ∗ 102µJ .

This scenario is very realistic, because even if the AA

batteries powering the sensors are new, they also have slightly

different energy levels in real world scenario.

Although the average percentage of packet losses is gener-

ally too low, the load balancing helps reducing the packet loss

percentage for the hybrid metric similarly to all other studied

metrics.

E. Average Network Lifetime
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(a) Average network lifetime (Simple Routing)
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Fig. 17. Average network lifetime: Comparison of different metrics in
the simple routing mechanism (a); and the related confidence interval for
a confidence coefficient of 95% (b)
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(a) Average network lifetime (MinLQI)

50 100 150 200 250 300 350 400 450 500 550
0

1

2

3

4

5

6

7

8

Network Size (N−nodes)

C
o

n
fi

d
e
n

c
e
 I
n

te
rv

a
l

MinLQI

Round Robin Ruting

Simple Routing

(b) Confidence Interval for simple and round robin routings

Fig. 18. Average network lifetime: Comparison of the three routing
mechanisms using the MinLQI metric (a); and the related confidence interval
for a confidence coefficient of 95% (b)

The Figure 17(a) displays the average network lifetime

for the simple routing. The Figure 18(a) shows the average

network lifetime when MinLQI is used in each routing

mechanism.

Firstly, these results show that more dense networks have

better lifetime. The MinLQI and "Proximity with respect to

the BS" metrics produce better network lifetime. MaxLQI is

better than the remaining energy metric which is followed

by the degree of connectivity metric (see Figure 17(a)).

Load balancing mechanisms significantly increase the average

network lifetime which is more large than the one of the simple

routing with more differences for MinLQI (see Figure 18(a))

and "Proximity with respect to the BS" metrics.

The time of first packet loss occurs earlier for the degree

of connectivity metric. As we explained in the previous

sections, this result is also caused by the overhearing

phenomenon of which effects are more important for the

degree of connectivity metric with respect to other metrics.

The Proximity-BS metric improves the network lifetime by

minimizing the number of hops (see Figure 17(a)).

Compared to the simple routing, the load balancing mech-

anisms (see Figure 18(a)) significantly increase the WSN

lifetime. However, even if the weighted round robin routing

leads to a better WSN lifetime than the round robin routing,
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the gap between the two load balancing mechanisms is not

significant for the MinLQI metric (see Figure 18(a)).

By rotating the achtophorous node this helps splitting

the load among different sensors. So, load balancing helps

delaying the moment of the first node battery depletion of

and therefore extending the lifetime of the network: Load

balancing adds lifetime benefits to the WSN.

F. Average Ratio of the Remaining Energy
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Fig. 19. The average ratio of the remaining energy: Comparison of the
different metrics in the Simple Routing mechanism, after one cycle of which
all sensors had sent their alarms towards the Base Station.
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Fig. 20. The average ratio of the remaining energy: Comparison of the three
routing mechanism with the MaxLQI metric, after one cycle of which all
sensors had sent their alarms towards the Base Station.

The figures (see Figure 19 and Figure 20) show, depending

on network density, the evolution of the average remaining

energy after a complete cycle. The cycle is constituted by:

the network deployment, the detection of alarms and the data

routing towards the base station where each source node uses

L2RP to build its routing table. The cycle ends when all

nodes have sent their alarms.

The degree of connectivity and MaxLQI metrics are the

least energy efficient metrics (see Figure 19). In contrast,

Proximity-BS and MinLQI are the metrics that ensure better

energy efficiency.

The weighted round-robin routing (W2R) leads to less

energy consumption than the round-robin routing which is

better than the simple routing whatever the metrics used. The

Figure 20 shows the result for the MaxLQI metric.

In summary, these results are natural consequences of the

previous ones. Indeed, for the MaxLQI metric of which the

average number of hops (average path length) is high, the

energy consumption is also large because of the increasingly

overhearing, latency, and overhead phenomena.

G. Impacts of Increasing the Number of Achtophorous Nodes
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Fig. 21. Impacts of increasing the number of achtophorous nodes on the
average network lifetime for the round-robin routing mechanism.
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Fig. 22. Impacts of increasing the number of achtophorous nodes on the
average percentage of packet losses for the W2R Routing mechanism

The Figure 21 shows the influence of the number (ANs) of

the achtophorous nodes on the network lifetime performance

criterion by comparing the results for ANs = 3 and ANs = 5,

when the remaining energy and MinLQI metrics are combined

with the round-robin routing.

The Figure 22 shows the influence of increasing the number

(ANs) of the achtophorous nodes on the average percentage

of lost packets by comparing results for ANs = 3 and ANs =

5, when the W2R routing is run with the remaining energy

and MinLQI metrics.

These two results (see Figure 21 and Figure 22) show

that the average percentage of lost packets decreases for

the MinLQI metric. The network lifetime increases for both

metrics when the number of achtophorous nodes varies from
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3 to 5. This is not obvious to predict, because increasing the

number of achtophorous nodes might increase the risk of using

low-energy sensors in routing process, which could cause more

packet losses.

From a given number of achtophorous nodes, the result

should be reversed. Nevertheless, until the value AN = 5, it

remains within reasonable limits for a cold chain monitoring

application.

H. Impacts of the Unreliability of Wireless Links

In the context of our application, the warehouse hosts hun-

dreds of pallets, one upon the other. Each pallets is provided

with a temperature sensor. This environment is subjected to

some unreliabilities of the wireless links. In this section we

take into account such a phenomenon. At any given time t, for

a sensor Si, its unreliable links (Pr [ℓ(i, j, t) = Unreliable] =
1 in Formula (12)) with some neighbors are modeled by the

Poisson process of parameter γ(Si, t) calculated as follows:

γ(Si, t) =
µ

δ(Si)
(17)

where δ(Si) is the number of nodes located between the node

Si and the BS. If δ(Si) = 0, then the node Si has no elligible

achtophorous node.

At any given time t, for each sensor Si, γ(Si, t) is too

small, then the Poisson process returns a series Ti of integers

Ti, in which nonzero values Ti[j] denote the unreliable

links formed by Si with some of its neighbours Sj , i.e.

Pr [ℓ(i, j, t) = Unreliable] = 1 in Formula (12).
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Fig. 23. Impacts of the unreliability of the wireless links on the average
network lifetime (MinLQI, µ = 0.01 and µ = 0.1) for both simple and
round robin routing mechanisms

The Figure 23 shows the effect of the unreliabilities of the

wireless links on the WSN lifetime by comparing results for

µ = 0.01 (low unreliability) and µ = 0.1 (high unreliability),

when the MinLQI metric is used in the simple routing and

in the round-robin routing. The Figure 24 (resp. the Figure

25) shows impacts on the average path length (resp. on the

LIF) by comparing results for µ = 0.1 (high unreliability),

when MinLQI metric is used in the three routing mechanisms.

The first result in Figure 23, shows that the network

lifetime is smaller in high unreliable WSN (µ = 0.1). In this
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Fig. 24. Impacts of the unreliability of the wireless links on the average
path length (MinLQI, µ = 0.1) for the three routing mechanisms
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Fig. 25. Impacts of the unreliability of the wireless links on the Load
Imbalance Factor (MinLQI, µ = 0.1) for both simple and load balancing
routings.

case, the load balancing also increases the network lifetime.

Indeed, the round-robin routing in high unreliable WSN

(µ = 0.1) is much better than the simple routing in low

unreliable links environment (µ = 0.01), even if the simple

routing produces lower average path length (see Figure 24)

than load balancing mechanisms. Even in the context of high

unreliable links, the load balancing routing produces better

LIF than the simple routing (see Figure 25), which means

that the load is more evenly shared between nodes.

This result pertained to the MinLQI metric, clearly shows

that the unreliabilities of the wireless links phenomena reduce

the WSN lifetime because of more retransmissions needed

in such an environment. But the key point of this result

relies on the fact that load balancing mechanisms also add

lifetime benefits in high unreliable environment. Indeed, in

the case of simple routing, a weak link between a sensor

and its achtophorous node involves the sending of a new

"ROUTE REQUEST" message. In contrast, for load balancing

mechanisms, each sensor has several achtophorous nodes in its

routing table. If a link between a sensor and its achtophorous

node were to be unreliable, the source node first examines the

quality of the link it forms with the next achtophorous node

listed in its routing table. So, if this link is reliable, it simply

sends the packet without having to request a new route.
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Therefore, in load balancing mechanisms, a source node has

to send a new "ROUTE REQUEST" message, if and only if

all the links it forms with all the achtophorous nodes listed

in its routing table were to become unreliable at the same time.

In the scenarios which do not take into account the

unreliabilities of the wireless links, the L2RP protocol leads

to identical routes for the two load balancing mechanisms

(see Figure 11(a)). The Figure 24 shows the impacts of

the unreliabilities of the wireless links on the average path

lengths (number of hops) in an environment subjected to high

unreliable links (µ = 0.1). In this result, we observe that the

routes obtained with the round robin mechanism are now

different from those obtained with the weighted round robin

routing (W2R) (see Figure 24). This is due by the fact that

link quality parameters are very fickle and time variant and

are greatly dependent on the poisson parameter γ(Si, t) (see

Formula 17).

The Figure 25 plots, for µ = 0.1, the impacts of high

unreliabilities of the wireless links on the LIF criterion per-

formance. This still confirms the effectiveness of the load

balancing mechanisms in unreliable environments. Indeed, the

load imbalance factor (LIF) is lower for the round robin and

W2R routing compared to the simple routing. Contrary to the

previous result (see Figure 12(c)), this one (see Figure 25)

shows that the gap between the average LIF of the simple

routing mechanism and those obtained via the load balancing

routings decreases as the network density is increasing. Indeed,

the unreliabilities of the wireless links become more and

more important when the density of the WSN is increasing.

Consequently, load balancing mechanisms gradually begin to

loose some of their interest.

IX. CONCLUSION

In this paper, we have proposed the L2RP routing protocol

(Link Reliability based Routing Protocol) which takes into ac-

count the quality of the links formed by any source node with

the achtophorous nodes listed in its routing table. This avoids

sending data over a link disrupted, unreliable or unstable.

The L2RP protocol also includes load balancing mecha-

nisms where the source node, based on "ROUTE REPLY"

packets, is able to estimate the load sustainable by each of

its achtophorous node. This property allows L2RP to avoid

doing a per packet load-balancing by the source, as done in

[34], where the source node sends its data without being sure

of the capacity of the achtophorous node to sustain the load

assigned. Thus, by doing so, L2RP helps to reduce packet

losses.

Applications often have their specific objectives and

constraints, so it is essential to have the choice between

several possible settings when deploying a wireless sensor

networks. Thus, in its design, the L2RP protocol can use

any chosen metric. This allows L2RP to be able to support

different applications by offering the choice of the metric

which ensures the best performance in the specific context of

each application.

We therefore evaluated the L2RP performance based on

routing mechanisms (simple or load balancing) and then

presented a comparative study of the different metrics in each

routing mechanisms. This work has shown that:

• The degree of connectivity metric is the metric that leads

to the highest percentage of packet losses. This metric

also has the lowest network lifetime. Indeed, it is the

metric which is the most sensitive to the overhearing

phenomenon.

• The Proximity-BS metric provides better energy

efficiency. With this metric, the alarms sent by any

sensor reach the Base Station in less hops. By

minimizing the number of hops, it helps in reducing

energy wastefulness due to overhearing, overhead and

latency.

• The LQI used as a metric by considering the best link

quality (the MaxLQI metric) leads to an inefficient

routing regardless of the performance criterion

considered. This confirms our previous experimental

results obtained in [3]. The MaxLQI metric matches the

standard definition of the LQI used in the MultiHopLQI

routing algorithm [8]. Indeed, this metric is characterized

by a relatively high average number of hops. In the

absence of obstacles and any interferences, the best link

quality is often observed for the nodes which are located

relatively close to each other. By multiplying the number

of hops, the MaxLQI metric has the effect to increase

energy wastefulness due to overhearing, overhead and

latency.

• Accordingly, despite its popularity in WSN empirical

analysis based on TinyOS platforms, the MultiHopLQI

routing algorithm is not suitable for WSN applications,

because it uses the MaxLQI metric for route selection.

• By setting a given LQI threshold, i.e. a value of

acceptable LQI, and considering the lowest LQI value

beyond this threshold (the MinLQI metric), we obtain

an optimal LQI based metric which highly enhances

the energy efficiency. As the LQI decreases when the

distance between the nodes increases, the average path

length is larger for MaxLQI than for MinLQI: this

explains why MinLQI is more energy-efficient than

MaxLQI. Then, the average percentage of packet losses

is larger for MaxLQI. There is a trade-off between routes

consisting of good links quality and small average path

length (i.e without too many retransmissions).

• This interesting result shows that it is better for LQI based

routing algorithm to promote links of intermediate quality

444

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



(such as MinLQI metric) to avoid:

– better links which are synonymous of nodes located

relatively close to each other and also synonymous

of higher number of hops which are responsible for

excessive energy consumption;

– bad links (low quality) which are synonymous of

higher percentage of packet losses.

• The load balancing mechanisms significantly improve

the routing efficiency by extending the network lifetime,

while minimizing the average percentage of packet

losses. The load balancing also helps evenly splitting the

load on all nodes in the WSN.

• Increasing the number of achtophorous nodes improves

the network performance: a low average of packet losses

and a longer network lifetime.

• The composite metric, resulting of the remaining energy

metric combined with the Proximity-BS metric, offers

good routing performance. This metric is interesting, as

each node ignores the settings of its neighbors (such as

the remaining energy, the position) when selecting its

achtophorous nodes.

• Since it is LQI based routing algorithm, the question that

naturally arises is how L2RP behave in an environment

subjected to high unrelibilities of the wireless links.

Simulation results has shown that, such an environment

slightly impacts the L2RP efficiency. Generally, packet

loss percentage is relatively low because in L2RP a

source node avoids sending data to an achtophorous node

with which it forms an unreliable link at the moment it

has data to transmit.

Embedded with load balancing mechanisms, L2RP adds

lifetime benefits to the wireless sensor network. Nevertheless,

it would be more profitable to combine L2RP with aggregation

techniques like cluster formation and data aggregation in order

to gain more scalability and lifetime. So, in [41] we used L2RP

in a cold chain monitoring application where regular sensors

send alarms to their respective clusterheads which aggregate

received alarms and then forward the aggregated data towards

the BS using the L2RP routing protocol. In this application

L2RP is run with the weighted round robin load balancing

mechanism using the "MinLQI" metric.
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Abstract— Even mobile Web Services are still provided using 

servers that usually reside in the core networks. Main reason 

for not providing large and complex Web Services from 

resource limited mobile devices is not only the volatility of 

wireless connections and mobility of mobile hosts, but also, the 

often limited processing power.  Offloading of some of the 

processing tasks is one step towards achieving optimal mobile 

Web Service provision. This paper presents two frameworks 

for providing distributed mobile Web Services: One mobile 

service provision framework is built on Simple Object Access 

Protocol (SOAP), while the other implements Representational 

State Transfer (REST) architecture. Both frameworks have 

been extended with offloading functionality and different types 

of resource intensive operations, i.e., process intensive and 

bandwidth intensive services, have been tested. The results 

show that using a REST-based framework leads of a better 

performing offloading behaviour, compared to SOAP-based 

mobile services. Distributed mobile services based on REST 

consume fewer resources and achieve better performance 

compared to SOAP based mobile services. The paper describes 

the approach, evaluation method and findings.  

Keywords-Mobile Web Services; REST; SOAP; Service 

Distribution.   

I. INTRODUCTION AND MOTIVATION 

Mobile Web services are self-contained modular 
applications that are defined, published and accessed across 
the Internet using standard protocols in a mobile 
communications environment. This technology has evolved 
from advances in the mobile device technology, rapid growth 
of Web Services development and progression of wireless 
communication in parallel with widespread use of Internet 
applications. However, it is still in its early stages and there 
are many challenges to overcome. Those challenges result 
from constraints in mobile resources, mobility issues and 
intermittent wireless network. 

In literature, three different types of Mobile Web-

services have been explored; they are characterized by the 

role acted by the mobile device when providing or 

consuming Web Services (see Fig. 1). These types include: 

(Mobile) consumer, provider, and P2P Web Services. In 

the mobile  

           
Figure 1: Classification of Mobile Web Services 

 
Web-service consumer case, mobile devices act as clients 

and request a service. In the provider case, mobile devices 

act as servers and provide them to any type of client.  In the  

P2P case, mobile devices are connected in Ad hoc manner 

and each node may act as client or server, or both. 

Most research into mobile Web Services has focused on 

consuming standard Web Services from mobile devices. 

However, the ubiquitous availability of mobile devices and 

their capability to provide information (e.g., Sensing 

information), or to provide complete/integrated services is a 

viable proposition. Hence, there is a need of exploring the 

provisioning of Web Services from mobile hosts. Our 

previous work  [1] has investigated providing Web Services 

from mobile devices.  

Hosting Web Services from mobile devices has an 

enormous number of useful real life applications. Location-

based applications are an example of these useful 

applications. Location-based Web Services can be provided 

from mobile devices and have shown performance 

enhancement to companies who have employees deployed 

in the field. For example, a Mobile Host (MH) with a built-

in Global Positioning System (GPS) receiver allows 

tracking of products and goods [2]. Health care applications 

are further evidence of the kind of applications provided by 

hosting Web Services from mobile devices. They might be 

useful for both doctors as well as patients. For example, 

deploying an appropriate service on a doctor’s mobile 

allows tracking professionals’ location and context to handle 

 

 
Mobile WS 

Provider 

Mobile WS 

Consumer 

Mobile P2P WS  
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emergency cases. Health care services can also be extended 

and provided from patients’ mobile devices. This takes 

place by exposing a remote tele-monitoring service on the 

patient’s MH [3] that allows monitoring their conditions 

using log files with the aid of some measurement devices 

such as a Body Area Network (BAN) sensor suite [4]. Not 

all location-based applications can be provided from the 

conventional fixed servers. This is because providing any 

location-based service is highly dependent on the actual 

current location of the service provider. For instance, 

providing the latest updated news and scene snapshots for a 

specific location in a predefined format requires portable 

devices with built-in GPS and cameras that are capable to 

move to the actual location of the event. Furthermore, it 

requires MHs that are aware of their location to publish the 

event as a live feed and takes latest information gathered at 

the current location. MHs allow processing of the gathered 

information and can then make it available, instantly to 

clients.  Consequently, for the server, it may be more 

efficient in terms of cost and performance since it eliminates 

the need to upload the gathered location dependent 

information to static web server. Mobile devices are 

ubiquitous; they have small form factors, portable and 

almost anywhere accessible. As such, managing and 

maintaining handheld mobile hosts is easier, faster and more 

portable than static terminals. Moreover, mobile Web 

Services can be useful in polling-based applications that 

require using and triggering the most recent data, which is 

changing dynamically. Since checking an updated Really 

Simple Syndication (RSS) feeds through polling scheme 

requires exchanging a significant amount of information 

between each client and the standard fixed server. However, 

if the web server is a mobile device then the polling scheme 

is eliminated and substituted by sending a message from 

mobile host to all mobile clients when an update occurs. 

Context-based applications constitute another application 

discipline that benefits from hosting Web Services from 

mobile devices. Accessing the user profile of the mobile 

host and sharing the contents with others could be a useful 

application that allows clients to access the mobile host data 

contents, pictures and share the profile or modify it. The 

owner can also use web user interface of his mobile using 

standard desktop or laptop to get messages, information 

about incoming phone calls and phone book log when 

mobile host is currently unavailable or a better interface is 

required for accessing mobile contents.  However, there are 

some issues related to the internal and external resource 

limitations of mobile hosts see Table1 that act as a barrier 

against the easy development of this area.  

The motivation that leads towards this research is the 

large number of useful applications that can be provided 

from hosting services on resource constrained mobile 

devices. However, there are clear limitations in terms of 

complexity and size of the services that may be executed on 

mobile host. 

 

TABLE 1.     Internal and External mobile Constraints 

 
Internal Constraints External Constraints 

 Memory capacity, 

processing power 

and short battery life  

 Some data types that 

are defined with web 

services are not 

supported by the 

mobile devices 

 Most mobile devices 

support only short 

range wireless 

communication.  

 Heterogeneity of the 

wireless environment  

 Limited bandwidth and 

large communication 

delay.  

 Frequent context and 

location change of 

mobile host  

 Mobile devices 

continuously need static 

IP address  

 

Our goal is to allow providing large and complex 

mobile Web Services continuously and without interfering 

with the main functionality of the mobile host that is making 

phone calls. Thus, lightweight processing and provisioning 

of mobile Web Services is needed to compensate for the 

limited resources of mobile hosts. This can be achieved 

through supporting automatic and autonomous self 

configuring distributed systems. 

The technology used for developing Web Services can 

be classified into two main categories: Representational 

State Transfer (RESTful) and Simple Object Access 

Protocol (SOAP) Web Services. This classification is based 

on the architectural style used in the implementation 

technology. SOAP is an object-oriented technology that 

defines a standard protocol used for exchanging XML-based 

messages. It is defined as protocol specification for 

exchanging structured information in the implementation of 

Web Services in computer networks [5]. The specification 

defines an XML-based envelope for exchanging messages 

and the protocol defines a set of rules for converting 

platform specific data types into XML representations. 

REST is a resource oriented technology and it is defined by  

Fielding in [6] as an architectural style that consists of a set 

of design criteria that define the proper way for using web 

standards such as HTTP and URIs. Although REST is 

originally defined in the context of the Web, it is becoming 

a common implementation technology for developing Web 

Services. RESTful Web Services are implemented with 

Web standards (HTTP, XML and URI) and REST 

principles. REST principles include addressability, 

uniformity, connectivity and stateless. RESTful Web 

Services are based on uniform interface used to define 

specific operations that are operated on URL resources. 

Both SOAP and REST are used for implementing Web 

Services. However, each has its own distinct features and 
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shortcomings that make it more or less suitable for certain 

types of applications as shown in Table 2. 

This paper is an extended version of [1] . It focuses on 

investigating mechanisms that facilitate distribution of 

provisioning and executing mobile Web Services. This can 

be accomplished through extending our previous SOAP- 

and REST-based Mobile Host Web Service Frameworks 

(MHWFs) that were implemented to deploy, execute and 

provide mobile Web Services. Our original implementation 

is extended in this paper to allow offloading of services and 

service fragments. In addition, this paper evaluates the 

performance and offloading overhead for both SOAP- and 

RESTful-based frameworks. This evaluation assists in 

selecting the framework that best suits mobile environment 

capabilities and fulfils our goal to provide mobile Web 

Services continuously with a light-weight processing 

requirement.    

 
TABLE 2.       Comparison of SOAP/ RESTful-based Web Services 

 

The rest of the paper is organized as follows: Section II 

presents a short introduction to the current state of art for 

providing Web Services from mobile devices and highlights 

the main issues encountered when distributing mobile Web 

Services. Section III describes the main modules that are 

used for building standard SOAP and RESTful mobile 

services. Section IV presents an evaluation between SOAP 

and RESTful MHWFs in non-offloading environment. 

Section V explores some distribution mechanisms that allow 

reliable and light weight provisioning of complex mobile 

Web Services and outlines different types of offloading 

mechanism. Section VI describes our architecture and 

implementation that supports provisioning of distributed 

mobile services. Section VII introduces a critical analysis 

between the two extended frameworks (i.e., the SOAP and 

REST MHWFs) in handling offloading strategies for 

different types of resource intensive applications. Some of 

their features and issues are also addressed in this section. 

Finally, conclusions from this work are presented in the last 

section along with recommendations for some future work.     

II. STATE OF THE ART 

There has been extensive research into the development 

of MHWFs. Most of the implemented frameworks allow 

deploying and providing SOAP-based mobile Web Services 

either in a client / server environment [7-9] or in a P2P 

network [10-11]. Some researchers have focused on 

applying mechanisms that allow adaptation and 

compensation for the lack of resources. For example [12] 

proposed a partitioning technique to the layered MHWF 

approach [13] that allows the execution of complex large 

Web Services on mobile hosts. However, in this approach 

clients send requests first to a stationary intermediate node, 

which contradicts an essential mobility requirement of 

mobile Web Service hosts.  

Furthermore, this approach relies only on SOAP-based 

Web Services that require heavy weight parsers and large 

message payloads. Consequently the overall MH 

performance is degraded. The Modular Hosting Web 

Services architecture [14] contains built-in modules to 

support continuous provisioning of mobile Web Services in 

P2P network environment. This is accomplished through 

migrating services to another surrogate mobile node when 

the mobile host becomes inaccessible due to location 

changes or drained battery power. However, this framework 

provides only SOAP-based simple Web Services and does 

not allow light weight processing of complex services. 

Recent research studies focus on building resource aware 

mobile Web Service provisioning architecture that supports 

RESTful-based mobile Web Services. An evaluation of 

RESTful Web Services that are consumed from mobile 

devices is presented in [15], however, this evaluation is 

constrained to mobile Web Service consumers and does not 

include mobile Web Service providers. The concept of 

REST-based Mobile Web Services (MobWS) is introduced 

in [16] and a comparison with SOAP architecture in terms 

Criteria SOAP-based WS RESTful-based WS 

Server/ Client Tightly coupled Loosely coupled 

URI 
One URI representing 

the service endpoint 

URI for each 

resource 

Transport Layer Support All Only HTTP 

Caching Not Supported Supported 

Interface 
Non Uniform 

Interface (WSDL) 
Uniform Interface 

Context aware 
Client context aware 

of WS behaviour 

Implicit Web Service 

behaviour 

Data Types 

Binary requires 

attachment 
parsing 

Supports all data 

types directly 

Method Information Body Entity of HTTP HTTP Method 

Data Information Body Entity of HTTP HTTP URI 

Describing Web Services WSDL WADL 

Expandability 
Not Expandable (No 

hyperlinks) 

Expandable without 
creating new WS 

(using xlink) 

Standards used 

SOAP specific 

standards (WSDL 

,UDDI, WS-Security) 

Web standards ( 

URL, HTTP 
methods, XML, 

MIME Types) 

Security/Confidentiality 
WS-security standard 

specification 
HTTP Security 
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of HTTP payload is carried out in [17] but the 

implementation of a mobile host that provides RESTful 

Web Service is not addressed. Providing adaptive mobile 

Web Services and testing REST for distributed environment 

are also not tackled. RESTful-based mobile Web Service 

framework is proposed for the first time in [1] and a detailed 

comparison  is carried out between SOAP- and RESTful-

based MHWFs and analyzed. The evaluation involves 

performance, resource consumptions and scalability. The 

analyzed preliminary results showed that RESTful-based 

MHWF is a promising technology that is more suitable for 

limited resource mobile network environments. However, 

the proposed frameworks have not address the provisioning 

of complex mobile Web Services. Mobile Web Service 

distribution is acquired for executing complex and large 

applications to lessen the burden on mobile host and 

preserve its resources and energy consumption [18].  

In contrast to the approaches described above for 

providing mobile Web Services from mobile hosts, we aim 

to allow light weight provisioning of mobile Web Services, 

reduce mobile host energy usage and increase scalability 

and throughput. This aim can be achieved through 

distributing the execution of mobile Web Services for both 

SOAP and RESTful-based MHWFs and comparing them to 

each other. This comparison is needed to allow us to define 

the most suitable framework for distributing the execution 

of complex mobile Web Services. The selection criteria 

used for comparison are based on minimizing the offloading 

overheads and increasing overall performance. 

 

III. SYSTEM ARCHITECTURE 

  Web Services are not explicitly defined for the mobile 

wireless environment. The current standard Web Service 

frameworks are developed for static servers. In addition, 

these standard frameworks are too large to be deployed on 

resource constraint mobile devices and they require a 

running time environment that is not available on mobile 

devices. Also providing Web Services from mobile hosts 

consumes a large amount of resources and drains the 

batteries within a short period of time. Thus, providing Web 

Services from mobile devices requires building a dedicated 

framework for deploying, providing and executing Web 

Services. In our previous work [1] we developed two 

different frameworks. One supports RESTful-based mobile 

Web Services that is built for the first time up to our extent 

knowledge and the other supports SOAP-based mobile Web 

Services. In implementing our framework, Java for Mobile 

Edition JME is used as the best language for launching 

applications on limited resource mobile devices. JME 

defines two configurations: the Connected Device 

Configuration (CDC) and the Connected Limited Device 

Configuration (CLDC). In this research CLDC has been 

selected because it is a low-level specification, suitable for 

wide range of mobile devices with limited memory capacity. 

Thus, CLDC achieves scalability and generality. APIs and 

libraries are added to support more features through Mobile 

Information Device Profile (MIDP). In this research MIDP 

2.0 is chosen because it supports devices with limited 

network communication resources and device internal 

resources. Also it provides more networking functionality 

and it supports HTTP protocol. In addition, it supports the 

Server Socket connection that is required for implementing 

mobile server. In general the execution model and the 

architecture of the two frameworks are identical MHWF. 

The architecture is presented in Fig. 2.  

The model consists of five main building blocks:  

1. Web ServiceServlet  

2. HTTP Listener 

3. Request Handler 

4. Parser Module 

5. Response Composer 

 

Although the overall architecture of SOAP and 

RESTful-based MHWF is similar, they differ in the details 

for handling and parsing the request. For example, in 

SOAP-based MHWF the Request Handler will un-wrap the 

incoming HTTP POST request to extract the hidden SOAP 

envelope then it will dispatch the envelope to the message 

parser. On the other hand the request handler for RESTful-

based MHWF will extract the HTTP request directly and 

send it to the Message Parser Module. The main function for 

the Parser Module is to get the needed information for 

invoking a Web Service such as the name of the service, 

service URL and some parameters. Then the extracted 

information is sent to the Service Servlet. However, the way 

this is performed is different between the two frameworks. 

In SOAP-based MHWF, the SOAP parser de-serializes the 

SOAP object and maps the data types into Java objects 

using kSOAP2 and kXML2 that are open source APIs for 

SOAP parsing. However, in RESTful MHWF we have 

created our own String Manipulator -based parser. This 

parser will extract the server name and the parameters that 

are required for executing this service. 
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Figure 2: Architecture of Mobile Web Service Framework  
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The next section introduces an analytical and 

experimental analysis between the two SOAP and RESTful 

architectures in non-offloading environment. 

IV. NON-OFFLOADING EXPERIMENTS AND RESULTS 

On a first claim the difference between the two 

previously implemented architectures are fairly similar and 

there is no apparent difference in complexity but the major 

different comes when we have tested the architectures’ 

performance, scalability and amount of resource 

consumption.  

The evaluation is conducted using a small test-bed that 

consists of a mobile host developed on N80 Nokia mobile 

device running Symbian OS, MIDP 2.0 profile. It is 

connected in a wireless network through built-in IEEE 

802.11b interface and it provides services to a client that is 

simulated using Sun Wireless Toolkits 2.5.2 emulator. The 

evaluation involves three different scenarios. The first set of 

experiments is done to test the performance of the mobile 

host. Performance is analyzed through measuring the effect 

of varying the request message size on the average 

processing time. Results in Fig. 3 and Fig. 4 show that the 

average processing time increases when the request message 

size increases.  

Moreover, the average processing time for SOAP-based 

MHWF is larger than the average processing time for 

RESTful-based MHWF for the same message request. This 

is because processing SOAP requests requires heavy weight 

parsers to un-wrap the SOAP envelope from the incoming 
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Figure 3: Effect of message size on process time of SOAP-based MHWF 
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Figure 4: Effect of message size on process time of RESTful-based MHWF 

 

HTTP POST request, then de-serialize the SOAP object and 

map the data types of the XML-based message into Java 

objects. This is done to extract the hidden information 

needed for invoking the required Web Service. However, 

processing RESTful requests uses light weight parser that is 

created by us to extract the information required for 

invoking the designated Web Service. Moreover, the 

required information resides explicitly on the HTTP request. 

Thus, RESTful-based MHWF has better performance than 

SOAP-based framework. 

The second scenario evaluates reliability and scalability 

of the frameworks. This evaluation is carried out by testing 

concurrency where a number of clients send requests to the 

same host simultaneously. Concurrency is accomplished 

through initiating threads and loops on the client emulator. 

Then the average process time for each concurrent request is 

calculated. Results Fig. 5 and Fig. 6 show that as the 

number of concurrent requests increases, the average 

process time also increases. This increase is more obvious in 

SOAP-based framework where more time is consumed to 

parse the SOAP envelope and to manage the threads. 

However, we observe that the increase in RESTful-based 

MHWF is almost steady. This is because RESTful Web 

Services support caching and demand light processes power. 

Hence, RESTful-based MHWF is more rigid and robust to 

changes in the number of concurrent requests.  
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Figure 5: Effect of Concurrent requests on process time for SOAP-based 

MHWF 
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Figure 6: Effect of Concurrent requests on process time for RESTful-based 

MHWF 

 

After that, the two MHs are stressed by adding more 

concurrent requests to measure the threshold value. The 

threshold value is defined as the maximum number of 

concurrent requests that can be handled without failure. It is 

observed that in Table 3 SOAP-based MHWF starts to 

reject requests earlier when the threshold is beyond 60 but 

RESTful-based MHWF starts to reject requests when the 

threshold is beyond 80. This is expected because processing 

SOAP-based requests requires more time. Consequently, the 

consumed response time is larger and the server queue of 

the SOAP-based framework will be occupied and filled 

within a short period of time. As a result, there will be no 

more resources to accept new connections. Thus, RESTful-

based MHWF is more scalable and reliable than SOAP-

based MHWF.  

The last scenario is for testing resource consumption 

and measuring memory footprints. Results in Fig. 7 

illustrate that the amount of consumed memory during 

processing Web Service requests is increased as the 

message size increases. As shown in the graph the amount 

of consumed memory in SOAP-based framework is larger 

than the amount of consumed memory in RESTful-based 

framework for the same message size. The reason for this is 

that SOAP-based framework demands more memory 

footprint during processing. This consumed memory 

footprint is used to store general temporary parsed objects 

and to load the classes, kSOAP and kXML libraries.  
 

TABLE3.    Comparison of rejected requests between SOAP-based and 
RESTful-based MHWFs 

 

No of 

Requests 
Average rejected requests 

(SOAP) 

Average rejected requests 

(REST) 

60 10 0 

80 59 4 

100 64 9 

120 86 14 
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Figure 7: Comparison of consumed amount of memory between SOAP and 

RESTful-based MHWFs 

 

V. MOBILE WEB SERVICE DISTRIBUTION 

The purpose of this research as mentioned before is to 

investigate, define and provide mechanisms that will 

facilitate continuous provisioning of complex services in a 

light-weight processing power with efficient levels of 

performance. This is achieved through distribution of 

mobile Web Services. There are some factors that 

necessitate Web Service distribution in mobile 

environments. An important issue relates to the enormous 

spreading of distributed computing systems in a Peer to 

Peer (P2P) network. In P2P networks, nodes are both 

providers and consumers. P2P networks have some 

advantages that make it outperform its corresponding typical 

client/server networks. Avoiding single point of failure and 

increasing system capacity are some of these advantages. 

Since P2P is increasingly evolving, therefore, the 

application of distributed mobile Web Services executed 

and deployed in a distributed network environment is an 

important direction for future research.  

Moreover, distributing Web Services is done to lighten 

the processing weight on limited resource mobile web 

servers. In spite of the fact that these constraints may be 

eliminated in the future and the resource capabilities might 

advance, the ideal performance and the minimum latency 

will always be the dominant requirements. In addition, 

resource limitations will still exist as user demands increase. 

For example, the memory capacity of mobile devices will 

continue to increase but memory limitation occurs when 

user wants to run multiple services or multiple instances of 

the same service on the MH. Furthermore, battery life will, 

for the foreseeable future, remain a bottleneck. Hence, the 

distribution of mobile Web Services results in preserving 

energy resources, scalability increase and an overall 

performance enhancement.   It should also be noted that 

running complex large Web Services on an overloaded MH 

requires large processing power and might affect its core 

functionality.The first step for distributing Web Services is 

to define criteria for triggering distribution, in our case this 

has been done using Fuzzy Logic, however, this and the 
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resource monitoring system are beyond the scope of this 

paper. The next step is to partition the execution tasks of a 

Web Service and execute partitions on different remote 

machines. This mechanism is called offloading. 

We have defined different schemes for applying the 

offloading mechanism in mobile network environment. The 

main difference between these schemes is the methodology 

used by the mobile host for handling requests and responses. 

The first scheme is called Forward-Offload and shown in 

Fig. 8. In Forward-Offload a client sends a request to the 

MH then it forwards the request to an AMH for processing. 

After that, the AMH sends its response to the MH, which 

forwards the response to the client. This type of 

communication relies on the MH to partially process the 

request, select the AMH and to maintain communication 

subsystem TCP. However, it supports ubiquitous computing 

through distributing the execution autonomously without the 

client being aware.  

The second case is called Bounce-Offload. Fig. 9 

illustrates Bounce-Offload where the client sends a request 

to the MH, which then bounces the request back to the 

client, redirecting the request to another host for processing.  

This type of communication lessens the load on MH, 

preserves its resources and reduces the signaling exchanges 

(compared to Forward-Offloading). Thus, it increases the 

capability for the mobile host to handle more requests 

concurrently and increases scalability. However, these 

benefits are gained at the expense of putting a greater 

burden on the client to tackle the task of contacting another 

host. The critical analysis between the two offloading 

strategies has been carried out by us and will be published in 

another paper. 

 

 
 

Figure 8: Forward-Offload 

 
 

Figure 9: Bounce-Offload 

 

In this publication, Forward-Offload is examined to 

support ubiquity and autonomy. However, this scheme 

consumes more resources than Bounce-Offload. Thus, our 

aim is to minimize resource consumption as much as 

possible. This goal can be achieved through a coherent 

study of the signaling and processing overheads for both 

extended SOAP- and REST- based MHWFs. The next 

section explains and illustrates the architecture of the 

aforementioned extended MHWFs. 

 

VI. MOBILE WEB SERVICE DISTRIBUTION 

ARCHITECTURE 

The MHWFs architecture that has been implemented 

previously [1] for providing, deploying and executing 

SOAP and RESTful- based mobile Web Services is 

extended to allow distribution and offloading functionality. 

This is accomplished by using the previously implemented 

architecture for developing the AMH. The AMH will take 

the role of a mobile host temporary and performs its typical 

tasks such as handling the forwarded requests, invoking the 

required service, executing it and sending the result back to 

the MH. However, the architecture of the mobile host is an 

augmentation of the basic built MHWFs. The augmentation 

is taken place through adding an Offloading Module as 

shown in Fig. 10. The main task of the Offloading Module 

is to transform the role acted by the MH from server to 

client temporary. This is carried out to allow MH to forward 

incoming requests to AMH. MH partially processes 

incoming requests to extract the name of the requested Web 

Service and its associated parameters. Another important 

task for MH is to select the appropriate AMH that satisfies 

some predefined conditions. The following section 

introduces the prototype that is used for testing and 

examining the validity of distributing SOAP and RESTful- 

based Web Services in mobile environments. 
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Figure 10: Architecture of MHWF with offloading functionality 

 

VII. EXPERIMENTAL RESULTS AND EVALUATION  

As aforementioned, the main objective is to investigate 

the offloading mechanisms and to examine the feasibility 

and validity of distributing SOAP and RESTful based-Web 

Services in mobile environments. Another objective is to 

test and compare two different architectures to assist in 

selecting an architecture that is most suitable for distributing 

mobile Web Services with fewer overheads and less 

resource consumption.      

The experimental approach we followed evaluates 

functional and non functional properties in two different 

environments: offloading and non-offloading environments. 

It also applies two different resource intensive applications 

for each environment: processing and bandwidth intensive 

application types. Tests for non-offloading environment 

have been carried out in the previous section. Following is a 

description of the test taken for offloading environment. 

A. Offloading Experimental Environment 

A small prototype is proposed to carry out the 

experiments needed to address the validity of offloading 

mobile Web Services and distributing the execution tasks of 

a large complex Web Service between different mobile 

hosts. We have extended the two architectures for the main 

MH by adding an Offloading Module and using the same 

previous MHWF architectures for the AMH. The evaluation 

was conducted using a prototype compromising three 

mobile devices as shown in Fig. 11: The MH is executed on 

a mobile device (Nokia N97m) running MIDP 2.1 over 

Symbian OS. The other device, implementing the auxiliary 

AMH that acts as mobile host when the original MH is  

 
Figure 11: Prototype for offloading mobile Web Services 

 

overloaded, was executed also on an N97m. The client was 

executed on a Laptop using the Sun Wireless Toolkit and 

emulator. The devices were connected via a wireless 

network. In this experiment Forward-Offload strategy has 

been applied. Since the MH is assumed to be overloaded it 

processes part of the incoming requests and forwards it to 

AMH. The MH elects an AMH.  

The election is carried out using probe requests sent to 

all mobile devices that satisfy set of predefined criteria. 

However, this is beyond the scope of this paper. The 

evaluation has been accomplished for two different services. 

The first Web Service represents processing intensive 

application. The example used for this type of applications 

was a simple PI calculation service. In this service the 

accuracy for calculating PI depends on the number of terms 

that are added together.  The number of terms is controlled 

by a client using an integer parameter. The other type of 

services represents bandwidth intensive application. The 

service used for bandwidth intensive applications was a 

simple String-Concatenation. In this service, the number of 

times constant is merged and concatenated depends on a 

parameter (i.e., an integer value) set by the client.  

The evaluation for both services is carried out using 

three different scenarios. In the first set of experiments the 

level of internal resource consumption is examined 

including both memory and processor resources.  In the 

second set of experiments the level of external resource 

consumption is estimated by calculating the total amount of 

interactions between the three connected mobile devices. In 

the third set of experiments the overall performance is 

evaluated by measuring total elapsed response time for 

execution of each request. After that, the offloading 

overhead is analyzed. Finally, the performance 

improvement is evaluated for both (SOAP and REST) 

architectures in the last set of experiments.  
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B. Results for Offloading Process Intensive Web Service  

The first application scenario demands intensive 

processing power. The application represents a simple 

mathematical service called PI Web Service used to 

calculate the constant π whose value can be approximated 

using Gregory-Leibniz series [19]:  
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We used different values of k in our experiments to 

vary the computational intensity of the Web Service sample. 

PI is a suitable service for accomplishing the required tests. 

This is because it represents intensive power applications 

where the amount of consumed power can be controlled via 

k parameter, which determines the number of accumulated 

terms. First, the amount of internal resources consumption is 

examined for different values of k to investigate the effect of 

varying application process complexity level on the MH 

resources. These internal resources include both MH 

memory and MH processing power that are required during 

executing and offloading incoming Web Service requests. 

Tests run for both architectures RESTful and SOAP-based 

MHWF. The memory consumption is averaged for 50 

requests for different values of k. Memory is estimated by 

calculating the difference between the total available 

amount of memory on MH before processing incoming 

requests and the available memory after processing requests 

before sending them to clients. However, since the heap 

memory size of mobile devices is variable, then a technique 

for controlling the variation of mobile host memory is 

applied. This is done by releasing the unused objects then 

freeing the memory heap by running garbage collection 

before measuring the total available memory amount. 

Results presented in Fig. 12 show that with offloading, 

changing the application processing complexity has no 

effect on the memory consumption amount for the main 

mobile host. This is because the real processing and 

memory allocation are delegated to another auxiliary mobile 

host. Moreover, RESTful-based architecture saves more 

memory resources than the conventional SOAP-based 

architecture. The average amount of CPU processing power 

is also tested for different values of k. In general the amount 

of CPU processing power can be estimated by measuring 

the processing time required to execute a predefined task by 

the CPU. In the offloading process the MH processing time 

includes two parameters they are: the time required to 

process incoming requests from clients and the time 

required to process incoming responses from the AMH. 

Thus, the average processing time is the summation of the 

average time spent for client requests in MH before it being 

forwarded to the AMH plus the average time spent for 

responses that are delivered from AMH to MH before it 

being forwarded to designated client. This average process  
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Figure 12: Memory Consumption of SOAP and REST mobile hosts 
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Figure 13: Processing time for SOAP and REST mobile hosts 

 

time is measured for different k values.  Fig. 13 illustrates 

that the average processing time required by MH is constant 

since it compromises the process of parsing requests and 

responses that have invariable payload length. On the other 

hand invoking and executing the required service that has 

variable complexity takes place remotely on AMH.  

Moreover, SOAP-based MHWF demands larger processing 

power than its corresponding RESTful-based MHWF. This 

is because processing SOAP requests requires heavy weight 

parsers to un-wrap the SOAP envelope from the incoming 

HTTP POST request. However, processing RESTful 

requests uses a light-weight String-based parser that is 

created by us to extract the information, which resides 

explicitly on the HTTP request. Thus, RESTful-based 

MHWF consumes fewer amounts of internal resources than 

SOAP-based framework. This preserves more resources for 

the MH to allow it to handle more requests and deploy more 

active Web Services. Consequently RESTful-based MHWF 

increases scalability and throughput in distributed mobile 

Web Service environment. 

Second, the level of external resource consumption is 

tested for different values of k. Bandwidth consumption is 

one of the most critical external resources in mobile wireless 

environment. This resource is predicted through computing 

the total amount of data transferred in a predetermined 

amount of time, which mainly depends on the size of both 

request and its corresponding response.  
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Figure 14: Bandwidth Consumption for SOAP and REST-based MHWF 

 

For simplicity we used the average total amount of 

interactions between the three mobile nodes (client, MH and 

AMH).  With respect to Fig. 14, it is shown that RESTful-

based MHWF outperforms the standard SOAP-based 

MHWF and contains approximately 50% less amount of 

data exchanged.  This result is expected because SOAP 

messages are verbose XML and they require an envelope to 

hide the service name and parameters in the body of the 

HTTP request. However, RESTful-based messages are 

based on the standard HTTP and the service name with its 

associated parameters are explicitly reside in the HTTP 

URL. Hence, RESTful-based MHWF requires less 

bandwidth than SOAP-based MHWF. 

     Finally the average response time is measured for 

different k values and for both architectures. Response time 

is defined as the time that a client spends waiting to receive 

the result from the MH. This is measured by calculating the 

difference between the time when a response is received by 

the client from the MH and the time when a request is sent 

by the client to the MH. Results presented in Fig. 15 show 

that the average response time is directly proportional to the 

complexity degree of the application being processed. The 

proportional relation refers to the two parameters that 

dominate the response time value: communication delay and 

the processing time on both MH and AMH. Although the 

processing time on MH is constant and does not change 

with different k values, the processing time on AMH as 

shown in Fig. 16 is variable and it increases for larger 

values of k. Moreover, SOAP-based MHWF requires more 

response time than RESTful MHWF for the same k value. 

This is because SOAP-based MHWF requires more 

communication delay and processing time on MH than 

RESTful-based MHWF. 
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Figure 15: Total response time for SOAP and RESTful-based Web 

Services 
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Figure 16: Processing time on Auxiliary Mobile Host for SOAP and 

    RESTful-based MHWF 

 

C. Results for Offloading Bandwidth Intensive Web 

Service 

The second application scenario is aimed to carry out 

tests for applications requiring intensive bandwidth. The 

String-Concatenation service used to evaluate the 

architectures consumes network bandwidth and demands 

CPU processing power depending on the size of the 

concatenated string. The request contains an integer 

parameter value l. l determines the number of iterations for 

concatenating a specific string. The output of this service (a 

concatenated string) is then returned to the client. The size 

of the concatenated string is controlled by varying the value 

of l. Consequently the size of response message payload is 

increased by increasing the input value l. 

The first set of experiments is conducted to examine the 

amount of internal resources consumption for different 

values of l. These resources include both MH memory and 

MH processing power that are required during executing 

and offloading incoming Web Service requests. Tests run 

for both architectures. The memory consumption is 

averaged over 50 requests. Memory is estimated by 

calculating the difference between the total available 
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amount of memory on MH before processing incoming 

requests and the available memory after processing requests 

before sending them to clients. However, since the heap 

memory size of mobile devices is variable, then a technique 

for controlling the variation of mobile host memory is 

applied. This is done by releasing the unused objects freeing 

the memory heap before measuring the total available 

memory. Results presented in Fig. 17 show that with 

offloading, the memory consumed on the MH increases as 

the response message size increases.  MH allocates more 

memory for storing the increased response before it is 

forwarded to the corresponding client. Another observation 

is that the REST implementation uses less memory than the 

SOAP based architecture. This is due to the smaller 

overhead of REST messages compared to the corresponding 

SOAP messages. Then, the second examined resource is the 

CPU load consumed by the MH. This is determined by 

measuring the average process time on MH (averaged over 

50 requests). Fig. 18 presents the effect of varying response 

message lengths on the average processing time for the 

SOAP- and REST implementations.  The results show that 

the MH spends more time receiving and reading responses 

with larger payloads than those with smaller payloads. 

Moreover, the average processing time needed by the SOAP 

implementation to run a service is larger than the average 

processing time needed by the REST implementation. 

SOAP requests require comparatively heavy weight parsers 

to un-wrap the SOAP envelope from the incoming HTTP 

POST request while requests in REST use light weight 

string-based parsers. Thus, the REST implementation 

consumes overall fewer resources than the SOAP 

implementation.  

The second set of experiments designed to evaluate the 

bandwidth required to offload and distribute the execution 

of mobile Web Services between several mobile nodes. This 

was accomplished through measuring the total amount of 

information that is transferred between client, MH and 

AMH. String-Concatenation service is used again, and as 

the input value l increases, the size of the concatenated 

string increases as well, which results in an increase of the 

response message size. This is clearly shown in Fig. 19. 

In this case SOAP needs more information than REST by 

approximately 482 bytes to store the Web Service 

parameters and method names inside the body of the HTTP 

request. Therefore, SOAP messages require more wireless 

bandwidth than REST messages.  

      The third set of experiments measured the average 

response time for different input values of l for both 

architectures. Response time includes the processing time 

spent on both MH and AMH for handling client request, 

invoking the required Web Service, executing it, composing 

the result and sending it back to the client. In addition, it 

involves the transmission delay for messages to transfer 

between the designated mobile nodes through socket 

connections. 
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Figure 17: Memory Consumption of SOAP and REST mobile hosts 
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Figure 18: Processing time for SOAP and REST mobile hosts 
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Figure 19: Bandwidth consumption of SOAP- and RESTful-based MHWF 

during offloading 

 

The results of this experiment are presented in Fig. 20. As 

the size of the response message increases, the average 

response increases. This is expected because for this 

experiment, the response time is composed of the MH 

processing time, which increases with increasing message 

size as shown in Fig. 6. AMH processing time is another 

component for the response time that also increases with 

increasing message size as shown in Fig. 18.  
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Figure 20: Total response time for SOAP- and RESTful-based Web 

Services 
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Figure 21: Response time for SOAP/RESTful-based MHWF during 

offloading 

 

D. Offloading overhead Experimental Results 

The overhead of distributing the execution of 

conventional SOAP-based MHWF and the new RESTful- 

based MHWF is examined in this section. The overhead is 

caused by the coordination and management of the task 

partitioning. The overheads include memory, processing, 

response time and signaling/messaging. Moreover, this is 

measured in for both implementations (as fore described). In 

this set of experiments we implemented prototypes for both 

architectures based on the typical original MHWF. Each of 

these prototypes consists of a client simulated using Sun 

Wireless Toolkits 3.0 emulator and n97 Nokia mobile host. 

The mobile host and client are connected in a wireless 

network. The test is carried out using the two 

aforementioned resource intensive applications. (i.e., PI and 

String-Concatenation)  

In all experiments only one parameter is measured at a 

time. Each client operates cyclically and sends one request 

waits until it receives the response back then repeats the 

cycle and sends the same request again. This cycle is 

repeated 50 times for each experiment and the average of 

these 50 measurements is calculated. Then the measured 

parameters are compared with its corresponding parameters 

that are measured during applying offloading mechanism. 

As mentioned above these parameters include memory and 

processing consumption on the MH that indicate the amount 

of resource consumption overheads. Other parameters are 

the amount of interaction and response time that indicate the 

amount of communication/signalling overheads. RESTful-

based MHWF framework shows an inferior performance in 

comparison to SOAP-based MHWF framework regarding 

distribution of mobile Web Services. Fig. 22 and Fig. 23 

emphasize this fact and prove that RESTful MHWF shows 

smaller resource consumption and signalling overheads than 

SOAP- based MHWF. RESTful MHWF is also preserve 

approximately 42% more amount of memory than SOAP 

MHWF for k=10 in PI application. Moreover, the difference 

in overhead is more obvious for applications with more 

processing and bandwidth intensity. For example, in String-

Concatenation test case REST-based implementation 

requires approximately 70% less processing cycles, 68% 

reduced delay and 59% fewer messages to provide the same 

service in SOAP-based implementation. 
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Figure 22: Offloading and Communication overhead for SOAP and 

RESTful-based MHWF (N=10) for PI Web Service 
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Figure 23: Offloading and Communication overhead for SOAP and 

RESTful-based MHWF (N=10) for String-Concatenation Web Service 
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E. Performance Improvement Experimental Results 

The performance of distributing the execution of 

conventional SOAP-based MHWF and the new RESTful- 

based MHWF has been further analyzed and examined in 

this section. This analysis is carried out to critically measure 

the amount of REST over SOAP performance improvement 

gained from offloading. The parameters that are used for 

measuring performance improvement include amount of 

memory, response time and total message length 

enhancement. These parameters are evaluated for both Web 

Service samples (PI and String-Concatenation). Results in 

Fig. 24 and Fig. 25 show that offloading and distributing 

RESTful Web Services can achieve more performance 

improvement over its corresponding SOAP Web Services 

compared to the improvement that can be achieved in non 

distributed environments. In addition, the amount of 

processing power enhancement is slightly more for 

computational intensive. On the other hand, the amount of 

communication delay enhancement is more for bandwidth 

intensive applications.  
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Figure 24: REST/SOAP performance improvement for offloading and non-

offloading Web Services (PI Web Service) 
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Figure 25: REST/SOAP performance improvement for offloading and non-

offloading Web Services (String-Concatenation Web Service) 
 

VIII. DISCUSSION 

 RESTful- versus SOAP-based mobile Web Service 

distribution are evaluated based on four main parameters. 

These parameters constitute an essential infrastructure used 

for selecting the most appropriate WS provisioning 

framework for providing distributed mobile Web Services.  

One of the most vital parameters is performance, which 

always forms the main goal for building efficient 

frameworks  

     Performance is measured by testing the average 

processing time on the main mobile host in addition to the 

average response time for Web Service requests. Results 

meet our expectations and show that RESTful-based MHWF 

provides improved processing time and response time over 

its corresponding SOAP-based Web Services. This is 

because SOAP-based Web Services require heavy weight 

parsers to un-wrap incoming request and extract the hidden 

SOAP envelope from the body of HTTP request. But 

RESTful Web Services require light-weight parsers based on 

string manipulator. This String-based parser is needed to 

extract the information required for invoking Web Services. 

This information resides explicitly on HTTP request. 

     Moreover, the improvement achieved in the average 

processing time is more for offloading case than non-

offloading case. This is due to the distribution of Web 

Services and partial execution of Web Services on MH. 

Results have also shown that the processing time for Web 

Services with fixed length message payloads is almost steady 

state in the offloading environment and does not vary with 

increasing the processing power complexity. This is because 

processing time on MH consisted of reading the incoming 

request, identifying the parameters required for invoking a 

Web Service such as method name, service name and related 

parameters, forwarding these parameters to AMH, reading 

incoming responses from AMH, comparing the response and 

sending it to client. Thus, processing Web Service on MH 

depends mainly on the size of the incoming and outgoing 

respective requests and responses. Processing time on MH 

does not depend on the complexity of the Web Service logic 

that will be executed remotely on AMH. Similarly, RESTful-

based MHWF provides better average response time than 

SOAP-based MHWF due to support for caching. In addition, 

response time involves processing time on MH, processing 

time on AMH and communication delay.  

      As illustrated earlier processing SOAP requires 

comparatively heavy-weight parsers and consumes more 

time. Furthermore, communication delay is directly 

proportional to the size of transferred message, which is 

larger for SOAP than REST. The second dominant parameter 

is scalability and reliability of the developed framework. 

Since RESTful Web Services are idempotent, therefore, 

sending repeated request to compensate for reliability is safe 

and simple. On the other hand, reliability of SOAP is 

achieved by using a WS- reliability standard that encounters 
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some implementation complexity and augments the size of 

the original SOAP message. Results present more scalability 

with RESTful-based MHWF and more requests can be 

executed concurrently than the conventional SOAP-based 

MHWF. This is because REST requests are stateful and 

reduce the need for the MH to maintain communication 

state. RESTful-based MHWF is also more scalable, because 

its corresponding requests are smaller in size and occupy less 

space waiting in the server queue than SOAP requests. 

Another parameter that is addressed by that evaluation is the 

amount of consumed resources: internal and external 

constrained mobile resources. Results have proved that 

RESTful-based MHWF preserves more processing power, 

memory storage space and network bandwidth than SOAP-

based MHWF. This is because processing SOAP requests 

requires more extensive processing power for parsing and 

serializing SOAP object. More memory is also needed to 

load parser libraries and to store temporary parsed objects.  

     Furthermore, in comparing SOAP and REST requests we 

can easily notice a significant reduction in requests payload. 

Hence, RESTful-based MHWF consumes less network 

bandwidth during transmission of smaller REST message 

payloads. This result is more trivial with bandwidth intensive 

applications where the amount of interaction reduction 

increases approximately from 54%-97%. 

The last parameter is the overhead caused by adding 

offloading module to the existing framework. Results have 

shown that RESTful-based MHWF intercepts less overhead 

than SOAP-based MHWF. This is due to less total amount of 

interactions, processing time, response time and memory 

requirement. 
However, there are some limitations with RESTful Web 

Services. First they are only used for HTTP transport layer. 
In addition, transaction and federation are not supported by 
REST. SOAP is more suitable for complex Web Services 
that require a contract in advance between client and                  
Web Service provider.   

 

IX. CONCLUSION AND FUTURE WORK 

Mobile Web Services are provided from resource 
constrained mobile hosts in an intermittent wireless network. 
Thus, so far there were clear limitations in terms of 
complexity and size of the services that may be executed on 
mobile hosts. Providing adaptive mobile Web Services is 
vital to allow reliable provision of complex Web Services 
from resource limited mobile devices to overcome resource 
constraints.  

This paper has explored one of the mechanisms used to 
facilitate the provisioning of adaptive mobile Web Services.  
The explored mechanism is known as offloading.  This is 
accomplished by extending the two frameworks SOAP-
based MHWF and RESTful-based MHWF developed in [1]. 
The novelty of this work to the best of our knowledge is that 
it is the first work that investigates provisioning of RESTful-
based distributed Web Services from mobile devices. 

The two frameworks are extensively tested and analyzed 
using two types of applications, process intensive application 
and bandwidth intensive application.This analysis is needed 
to select the most appropriate implementation technology 
that suits adaptive and distributive mobile Web Services. 

Our preliminary work shows that extended RESTful-
based MHWFs outperform SOAP-based MHWFs. 
Moreover, RESTful-based MHWF has less offloading and 
interaction overhead. In addition, it has more performance 
improvement over SOAP-based MHWF and less resource 
consumption in offloading environment than in non-
offloading environment.  

The level of resources consumption improvement 
depends on the type of application.  Performance 
enhancement is obvious for resource intensive applications. 

 In addition, RESTful-based MHWF supports caching; 
this saves the limited network bandwidth and increases 
reliability and scalability. It also reduces consumption of 
mobile resources. Another feature of RESTful Web Services 
is the loosely coupled relation between the server and client 
because of the uniform interface that adds a balance towards 
using it for distributed mobile Web Services.  

Regarding future work, the first area of interest is to 
investigate other schemes for offloading Web Services such 
as the Bounce-offload strategy. Another interesting issue is 
to define a general structure for implementing Web Service 
logic to facilitate partitioning it and build an interface for 
orchestrating the services [20]. Moreover, distributing and 
offloading Web Services in dynamic mobile environment 
must consider multiple, possibly contradictory, issues. For 
example, executing a code component on a remote AMH 
might reduce MH energy usage at the cost of increasing 
execution time. Moreover, due to the variable nature of the 
environment, it is not feasible to use static policies to 
determine when and where to remotely offload services as 
the current resource situation may make any statically chosen 
policy obsolete. 
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Abstract—This paper presents a new architecture that en-
ables a set of clients to enforce traffic shaping policies among
them through the delegation of congestion signals. When
congestion-aware Internet flows share a bottleneck link, they
compete for bandwidth and must respond to congestion signals
promptly by decreasing their throughput. For clients running
real-time applications (e.g., gaming, streaming), this may im-
pose strict limitation on their achievable throughput over short
time-scales. To that end, this paper presents an architecture,
whereby a set of TCP connections (we refer to them as the
Stunts) sacrifice/trade their performance on behalf of another
TCP connection (we refer to it as the Free) by picking up
a delegated subset of the congestion signals and reacting to
them in lieu of the Free connection. This gives the Free
connection just enough freedom to meet specific throughput
requirements as requested by the application running on top,
without affecting the level of congestion in the network. We
present numerical model and analysis, which we validate by
extensive simulation as well as through a pluggable module
implementation for the Linux kernel.

Keywords-Service-oriented architecture; TCP; Congestion
Control; Traffic Shaping; Control Theory;

I. I NTRODUCTION

Motivation: Certain classes of applications (e.g., gaming,
audio and video streaming) need to acquire/maintain certain
guarantees in order to perform adequately. Due to the “best-
effort” nature of the Internet, it is very difficult to ensure that
these guarantees are met or even to predict what possible
guarantees could be provided. Hence, these applications
are often left with unspecified guarantees on their quality
of service. Research efforts have addressed this problem
and proposed two major architectures, Integrated Services
(IntServ) and Differentiated Services (DiffServ). IntServ
architectures requireeveryrouter to maintain per-flow state.
Applications make reservations based on their needs. The
main problem with IntServ is that it does not scale to a
size that is as large as the Internet. Thus, it is limited
to small-scale deployments. DiffServ, on the other hand,
push traffic management towards the edges of the network,
while keeping its core simple. Edge routers maintain and
classify flows based on classes. Core routers still need to
maintain brief information on how to treat each class. In
both architectures, some modifications had to be made to
some routers.

The “Free and Stunts” Architecture: In this paper, we
propose a new end-host service architecture that provides
an application withsoft throughput guaranteesover a best-
effort network, withoutany modification to routers. More-
over, this is achieved in a completely friendly manner to
the network through strictly adhering to the Transmission
Control Protocol (TCP) rules. In particular, we envision a
set of TCP connections (we refer to them as the Stunts con-
nections) that are willing to sacrifice their own performance
on behalf of another TCP connection (we refer to it as the
Free connection). This would enable the Free connection
to match its throughput to the target throughput from the
application. In [1], we have demonstrated the feasibility
of this idea through simulations only. In this paper, we
extend this work by introducing a dynamic model (along
with numerical solutions) as well as real implementation of
this architecture in the Linux kernel.

TCP employs congestion control mainly via the Additive
Increase Multiplicative Decrease (AIMD) mechanism that
seeks to constantly probe for available capacity while re-
maining fair to other TCP flows [2], [3]. Congestion signals
(as in dropped/ marked packets) signal TCP senders to slow
down, by halving their congestion windows. The quantity
and the timing of these congestion signals may prevent the
Free connection from achieving any throughput guarantees.
The main idea behind our architecture is to allow the Free
connection to delegate a subset of those congestion signals to
the Stunt connections. Thus, the Stunt connections would be
the ones that decrease their sending rates instead of the Free
connection, which would be liberated (to a larger extent) to
match the guarantees requested from the application above.
It is important to note that this architecturedoes notincrease
network congestion at the bottleneck link because it ensures
that the total decrease in throughput from all the Stunt
connections is at least as large as what the Free connection
would have decreased, if it were to observe those delegated
losses. For example, it is possible for a single packet loss
delegated from the Free connection to cause more than one
Stunt connection to back-off, in order to have the same
equivalent effect on the bottleneck link.

The choice of Stunt connections is important due the
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dynamic nature of Internet traffic. It has been evident
through many measurement studies that TCP connections
can be characterized into long-lived and short-lived flows,
also known as elephants and mice, respectively [4], [5],
[6], [7]. Elephant flows, while there are few of them, they
account for around 80% of the traffic. These are long-lived
stable TCP flows. Mice, on the other hand, while there are
plenty of them, they account for only around 20% of the
traffic. These are short-lived flows (simple HTTP requests
and they typically finish before leaving the slow-start phase
of TCP [8], [9]). In our proposed architecture, we limit the
choice of Stunt connections to elephants as they are more
stable and control the majority of Internet traffic. Moreover,
delegating losses to mice would hurt their performance
significantly, if they were chosen to act as Stunts.

Free (1)


Cross-traffic

(N)


Stunts (S)


Internet
 R


S


S


S


Server


C


Client


C


C


Bottleneck link


Capacity C


Figure 1. The Free and the Stunts setup. The proposed architecture is
implemented at the End-host at the server’s side.

Deployment Scenarios:This architecture is proposed to
be used by Internet Service Providers (ISPs) to enforce
differentiated service among its clients, by having some
behave as the Free connections, while others play the Stunt
roles. For example, by dropping appropriate packets (or
marking them if the use of the ECN bit is enabled), an ISP
(e.g., the first-hop router) can delegate losses between the
Free and the Stunts. Such delegations could be based on a
marketplace in which clients’ agents agree upon what is fair
and efficient for each one [10].

This architecture is also envisioned to be used by Internet
servers that serve different forms of media content to
different clients. With this architecture, a server can give
a particular flow (say a media stream) the freedom to
achieve requested guarantees, while making other flows
(say long bulky file transfers, i.e., “elephants”) behave as
Stunts. In this scenario, the architecture is implemented at
the end-host and thus the server can accurately identify
the elephant flows based on the requested content (e.g.,
large files) from the clients. Figure 1 shows an example of
such deployment where the server implements the proposed
architecture to manage its first-hop to the Internet (which is
the one that is typically prone to congestion).

Paper Organization: Section II puts this work in contrast
to other related work. Section III describes our proposed
architecture in more detail with all its components and

logistics. Section IV captures the dynamics involved through
numerical results based on a non-linear fluid model. We
evaluate the performance of our proposed architecture with
extensive simulation experiments in Section V. In Section
VI we present results from our Linux implementation. We
conclude the paper in Section VII.

II. RELATED WORK

As hinted in the introduction, many Quality of Service
(QoS) mechanisms have been proposed that belong to the
general IntServ [11] or DiffServ [12] architectures. Due to
their reliance on modifying some in-network components
(whether core routers or edge routers), their acceptance for
deployment is difficult. Moreover, some of them do require
the participation of all entities, which imposes a significant
scaling and implementation issues.

The work in [13] focused on managing the end-to-end
behavior of TCP connections through sharing congestion
information among them. A congestion manager module
is used to regulate the transmission rates of the TCP con-
nections in order to achieve an overall better performance.
This method, however, does not aim to provide specific
guarantees to the TCP connections. In [14] a coordination
protocol (CP) is proposed which seeks to optimize cluster-to-
cluster communication of computing devices across a bottle-
neck aggregation point. Their proposal entails, among other
aspects, giving the flows across the aggregation point the
ability to sense the network state and adapt at the end-points.
The authors in [15] propose a Rate Management Protocol
(RMP) that controls the rates of the flows passing through
an aggregation point based on their QoS requirements. Once
the fair share of the flows are decided by the RMP, a new
TCP sliding window is used to realize that fair share. This
method, however, requires the modification of the current
architecture (aggregation and end points) to be realized. In
[16], the authors divide the problem of managing QoS into
two components; the first one utilizes a probing scheme at
the IP layer and the other policies the rates at the edge
routers. This method also requires the modification of edge
routers.

In [17] an elastic tunnel is created using a number of
regular TCP connections to provide soft bandwidth guaran-
tees. The number of connections that form the elastic tunnel
is adjusted dynamically in tandem with cross-traffic, so
their aggregate throughput ensures the QoS guarantees. This
work only considered constant QoS guarantees. Moreover, it
required modifications to edge routes to manage the elastic
tunnels.

The authors in [18] present an adaptive Forward Error
Correction (FEC) scheme that aims to ensure a specific
end-to-end rate for video streaming applications using TCP
connections. The idea is to adjust the degree of redundancy
in packets based on the difference between the achievable
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throughput and the required rate, without wasting network
bandwidth.

In addition to the above related work, we refer the readers
to [19], [20] that provide surveys on bandwidth adaptation
and control mechanisms for managing Internet traffic.

III. T HE ARCHITECTURE

In this section, we describe the main components and the
operation of our proposed service architecture.

A. The Components

We envision a setup composed of a single Free TCP
connection ands Stunt TCP connections. Thoses + 1
TCP connections traverse a bottleneck link along withn
other TCP connections representing normal cross-traffic.
Thus a total of(1 + s + n) TCP connections traverse that
bottleneck link. Figure 1 depicts this setup. The application
running on top of the Free connection requests its throughput
requirements through a trace file. This trace file is first
checked by a preprocessor for feasibility. If any of the checks
fail, another feasible trace is created that is closest to the
original trace file; otherwise, the trace file is passed directly
to the controller. The controller compares the achievable
throughput to the requested throughput over every time
instant. Based on the difference, the controller adjusts the
ratio of congestion signals to be delegated from the Free
connection to the Stunts in order to match the achievable
throughput to the requested throughput. A monitor measures
the throughput achieved by the Free connection and reports
this value back to the controller. Figure 2 represents the
different components in the architecture.

Figure 2. The Components of the proposed architecture.

The trace file: An application specifies its requirements
via a trace file. A trace file describes theshape of the
throughput over time. It is composed of two-tuple entries
in the form of time and throughput. An entry in the form
< i, Ti > indicates a request ofTi throughput at time
instanti.

The preprocessor:The main goal of the preprocessor is to
check the feasibility of the trace file and to create another
feasible trace, if any of the checks fail. It performs two
checks, a slope check and a region check. The slope check

ensures that the requested throughput can be attained from
one time instant to the next based on the round-trip time
(RTT) of the Free connection. For any two successive time
instants,i andj, the requested throughputTj at time instant
j, is bounded by:

Tj ≤ Ti +
j − i

RTT 2
(1)

Since TCP increases its congestion window by 1 packet
every RTT, the congestion window at timej, cannot be more
than j−i

RTT of the congestion window at timei. Dividing by
RTT to obtain the throughput leads to the above equation.
The region check prevents the Stunts from achieving zero
throughput. Thus for any time instanti, the requested
throughput is bounded by:

Tj ≤ s× x̄s (2)

where x̄s is the average expected throughput per Stunt
connection. This is a preliminary check and a more strict
check is enforced online.

The controller: The controller decides which losses are
picked up by the Free connection versus those delegated
to the Stunts. The decision is based on the error signal be-
tween the current throughput and the requested throughput.
We have experimented with two difference controllers. An
On/Off controller and a Proportional Integral (PI) controller.
An On/Off controller, decides the delegation percentagegi,
at time i according to the following equation:

gi =
{

0 xi > 1.33̄Ti

1 otherwise
(3)

wherexi is the instantaneous throughput of the Free con-
nection at time instanti. An On/Off controller will try to
delegate all the losses to the Stunts, whenever the current
throughput is not matching the requested throughput. Oth-
erwise, the Free connection will pick up its own losses
and react to them. Notice that we comparexi to 1.33̄Ti as
opposed toTi directly. This is due to the AIMD mechanism
and the operation of the controller at short time-scales. A
packet loss at1.33̄Ti will cause the throughput to drop to
0.66̄, leading to the correct average value ofTi, assuming
that the RTT is kept constant.

The above controller may lead to oscillations, thus we
experiment with a PI controller that adjusts the delegation
percentage based on the following equation:

gi = gi−1 + K × (xi − 1.33̄Ti) (4)

where K is a constant the decides the aggressiveness of
the controller in reaction to the error signal between the
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current throughput and the requested throughput. The higher
the value ofK is, the more aggressive the controller would
react.

B. Delegation of Congestion Signals

The Free and the Stunts architecture capitalizes on the
fact that a delegation of a congestion signal from the
Free connection to the Stunts will both (1) allow the Free
connection to achieve a higher target data rate, and (2) it
will not violate any TCP congestion control rules.

Since the Free connection can delegate congestion signals,
it can continue sending as dictated by the Additive Increase
component of the AIMD mechanism, by increasing its con-
gestion window by 1 packet every RTT. Since the requested
throughput is slope-checked by the preprocessor, then it
should be able to achieve the requested target. However,
in some conditions (explained below), the Free connection
may not be able to delegate a congestion signal and thus it
would have to cut its congestion window in half.

It is very important to realize that the impact of a
congestion signal is not the same – as far as the network
is concerned – whenever it gets delegated, since one con-
nection may have a different congestion window size than
the other. Thus, the reduction in the sending rate will not be
equivalent.

In our particular case, to make sure that the network
sees an equivalent reduction, we first check to see if the
total congestion windows (of all the Stunts) is larger than
that of the Free connection. If so, then we go through the
Stunts, one by one in a round robin fashion, and we halve
each one’s congestion window, until the total reduction is
at least as large as half the Free connection’s congestion
window size. If not, then we cannot delegate this loss and
the Free connection has to react to it in the normal way,
since we can only cause each Stunt connection to back-off
one time for a given loss. Note that the round robin algorithm
may cause the last Stunt connection to decrease its rate by
a bit more of what is actually required, since we do not
optimize to find the best fit among the Stunt connection’s
congestion window sizes that would sum to exactly the
Free connection’s congestion window size. This is wasted
bandwidth that is essentially given up by the Stunts to be
acquired by all connections. The effect of this is diminished
over time as all connections grab more throughput.

The reason we go in round robin fashion is to provide
some notion of fairness across the Stunts without hurting
any one or group of Stunt connection. Notice that TCP
fairness in our case is considered globally across the group
of Free and the Stunt connections, as they can be abstractly
considered as a single entity. The group of Free and
Stunt connections should not together be more aggressive
than an equivalent number of ordinary TCP flows when

increasing their data flow rate through the normal TCP rules.

Paying back the Stunts: In some situations, the Free
connection may not need a higher data rate. Either because
the requested throughput at some point in time may go under
its fair share or its data rate has increased to a point that
is above the requested target rate. In both cases the Free
connection can easily give up this bandwidth by having the
application send less data. However, this slack of bandwidth
will be naturally acquired by all connections (Stunts and
cross-traffic). We have modified both controllers described
above to allow for the reverse loss delegation from the Stunts
to the Free connection. Reverse delegation helps the group
of Free and Stunt flows to retain bandwidth as a whole,
as apposed to releasing it to the network. Furthermore,
it allows the Free connection to closely match its target
when the target is low (typically below its fair-share). Also,
as discussed above, delegation in this case would ensure
that the Free connection would have a larger congestion
window than the Stunt that is delegating. Otherwise, the
Stunt connection cannot delegate a loss and would have to
react to it.

We have chosen to delegate losses during the AIMD
behavior, since we focus in this paper on longer data
transfers with TCP. It is possible to delegate other behaviors
such as timeouts and slow-start, but we do not consider those
in this work for reasons having to do mostly with complexity
and rareness of those particular events, in comparison to the
AIMD behavior, on a well provisioned network.

IV. T HE MODEL

We extended a nonlinear fluid model, similar to those
proposed in [21], [22], [23], [24], to capture the performance
of m TCP flows traversing a bottleneck of capacityC, where
m is equal to(1 + s + n) as depicted in Figure 1.

A. Model Derivations

The round trip timeri(t) at time t for connectioni is
equal to the round-trip propagation delayDi between the
sender and the receiver for connectioni, plus the queuing
delay at the bottleneck router. Thusri(t) can be expressed
by:

ri(t) = Di +
b(t)
C

(5)

where b(t) is the backlog buffer size at timet at the
bottleneck router. We denote the propagation delay from
senderi to the bottleneck byDsib, which is a fractionαi

of the total propagation delay.

Dsib = αiDi (6)

The backlog bufferb(t) evolves according to the equation:

ḃ(t) =
m∑

i=1

xi(t−Dsib)− C (7)
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which is equal to the input ratexi(.) from them connections
minus the output link rate. Notice that the input rates are
delayed by the propagation delay from the senders to the
bottleneckDsib.

We assume RED, as proposed in [25], is employed at
the bottleneck link as an active queue management scheme.
Thus, the congestion loss probabilitypc(t) is given by:

pc(t) =





0 v(t) ≤ Bmin

σ(v(t)− ς) Bmin < v(t) < Bmax

1 v(t) ≥ Bmax

(8)

whereσ andς are the RED parameters given by Pmax

Bmax−Bmin

andBmin, respectively, andv(t) is the average queue size,
which evolves according to the equation:

v̇(t) = −βC(v(t)− b(t)), 0 < β < 1 (9)

Notice that in the above relationship, we multiplyβ by C
since RED updates the average queue length at every packet
arrival, whereas our model is a fluid model as indicated in
[21], [23].

The loss delegation between the Free and the Stunts
causes them to pick up different congestion signals than
those set by RED. In particular, the Free connection, upon
delegatingg(t) of its congestion signals, would pick up:

q(t) = pc(t)− g(t) (10)

Each Stunt connection would pick up:

q(t) = pc(t) +
g(t)
s

(11)

The normal cross-traffic are not affected and will simply
pick up:

q(t) = pc(t) (12)

The throughput of TCP,xi(t) is given by

xi(t) =
wi(t)
ri(t)

(13)

wherewi(t) is the size of the TCP congestion window for
senderi .

According to the TCP Additive-Increase Multiplicative-
Decrease (AIMD) rule, the dynamics of TCP throughput for
each of them connections can be described by the following
differential equations:

ẋi(t) =
xi(t− ri(t))
r2
i (t)xi(t)

(1− q(t−Dbsi(t)))

− xi(t)xi(t− ri(t))
2

(q(t−Dbsi(t)))

i = 1, 2, .., m (14)

where q(.) is the congestion signals observed by each
connection based on its type. The first term represents the

additive increase rule, whereas the second term represents
the multiplicative decrease rule. Both sides are multiplied by
the rate of the acknowledgments coming back due to the last
window of packetsxi(t−ri(t)). In the above equations, the
time delay from the bottleneck to senderi, passing through
the receiveri, is given by

Dbsi(t) = ri(t)−Dsib (15)

Mode Assumptions:The model above makes the following
assumptions: (1) It ignores the effect of slow-start and
timeout mechanisms of TCP, since our main focus is on
the AIMD. (2) The delegation of some losses can be dis-
tributed in a linear fashion among the Stunts (as indicated in
Equation 11). In general, this does not hold except for small
value of losses, since the throughput is inversely proportional
to the square-root of the loss probability. Despite these
assumptions, however, the model above still captures the
main dynamics as we illustrate below.

B. Numerical Results

We instantiate the model above with specific parameters
and we solve it iteratively. We assume there is 1 Free
connection, 4 Stunts and 15 cross-traffic, for a total of 20
connections. The bottleneck has a capacity 2000 packets/sec.
The RTT for each connection is chosen at random around
100 msec.
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Figure 3. Numerical Results.

Figure 3 illustrates the performance of the Free connection
in matching a target trace that starts with constant throughput
at 200 packets/sec and then follows a sin wave. The figure
also shows the average throughput across the stunts as well
as the average throughput across the cross-traffic connec-
tions. One can observe how the Stunt connections make
room for the Free connection to match the target throughput.
Notice also, how little the normal cross-traffic is affected,
except for the initial startup time (the first 3 seconds) where
the whole system is still in a transient behavior. One can
also see the impact of reverse delegation around time 6000.

466

International Journal on Advances in Networks and Services, vol 3 no 3 & 4, year 2010, http://www.iariajournals.org/networks_and_services/

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0  50  100  150  200  250  300  350  400

M
B

 / 
se

c

Time

Stunt Avg
Free

Trace

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0  50  100  150  200  250  300

M
B

 / 
se

c

Time

Stunt Avg
Free

Trace

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  50  100  150  200  250  300

M
B

 / 
se

c

Time

Stunt Avg
Free

Trace

Figure 4. Three simulation traces to assess the Free connection’s throughput in matching the target throughput.

Since the target throughput drops below the fair-share (100
packets/sec), the Stunts can delegate congestion signals to
the Free connection and thus they are able to increase their
throughput a bit above their fair-share.

V. SIMULATION EXPERIMENTS

We have implemented our proposed architecture in
NS-2 [26]. In this section, we study the performance of
our proposed architecture under differing environments
(topologies and trace files) and parameters.

The Setup: Figure 1 depicts the general topology of the
simulated network. It is composed of a single bottleneck
link that is traversed by the Free, Stunts, and cross-traffic
connections. We assume all connections have an infinite
supply of data to transmit. However, to study the impact
of different dynamics that arise in practice, a number of the
cross-traffic connections are turned on and off at varying
times during a given simulation run. We also vary the
number of Stunt connections to demonstrate and examine
the behavior of our proposed architecture under different
congestion levels.

The bottleneck link is configured with RED [25]. The
queue size at the bottleneck link is chosen to beRTT×C√

m
as

advocated in [27], whereC is the bottleneck link capacity
and m is the total number of connections traversing the
bottleneck. This is because on fully utilized simulation
networks, those composed of only long lived TCP flows,
the justification for dividing by the square root ofm breaks
down due to synchronization of network flows [27] [28];
however, when randomized cross traffic flows are added
the premise is regained for the reduction in the buffer size.
The RED parameterBmin is set to 0.25 the size of the
queue resulting in the distance betweenBmin and Bmax

being three timesBmin. Other parameters were chosen to
encourage the stability of the average queue size.

Performance Metrics: To measure the effectiveness of our
proposed architecture in matching the achievable throughput
to the requested throughput, we propose a weighted variant
of the standard ”sum-of-squared errors” method. The main

problem with the standard ”sum-of squared errors” is that it
does not differentiate between the case where the achieved
throughput is above the target, versus the case where the
achieved throughput is below the target (since in both cases
we may get the same value). So we define the positive
varianceV + to be:

V + =
∑

(xi − Ti)2

C+
∀ xi > Ti (16)

where C+ is the number of times (sample points) the
achieved throughput is above target. Similarly, we define
the negative varianceV − to be:

V − =
∑

(xi − Ti)2

C−
∀ xi < Ti (17)

where C− is the number of times (sample points) the
achieved throughput is below target. To capture the overall
performance we use a weighted variance, defined by:

V ∗ = δ ×
∑

(xi − Ti)2

C+ + C−
(18)

whereδ is a ratio that is given by:

δ =
max(V +, V −)
min(V +, V −)

(19)

whereδ is always greater than or equal to 1. If the matching
is achieved ideally, thenδ would be 1. A larger value ofδ
indicates a bias in the matching, either above or below the
target, and this would increase the weighted variance in turn.
The above metrics are computed over an entire simulation
experiment.

A. Matching the Target Throughput

This set of experiments assess the ability of the Free
connection in matching its throughput to different target
trace files.

Figure 4 shows representative results using three different
trace files with three different parameters. All results were
obtained using a PI controller and with 10 Stunt connections.
In each one, we plot the target trace, the throughput of the
Free connection and the average throughput across all Stunts.
Figure 4 (left) was obtained using a topology with 40 Mbps
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bottleneck link capacity. In order to provide some variability,
8 of the cross-traffic connections through the bottleneck
were randomized at ten second on/off intervals with the
exception of 2 cross-traffic flows, which were continuous.
This experimentation ensured that the flows through the
bottleneck did not experience many timeouts.

Figure 4 (middle and right) were obtained using a topol-
ogy with 80 Mbps bottleneck link capacity. The number of
cross-traffic links was kept constant at 20 connections. Over-
all, one can see that the Free connection does a fairly good
job in matching the target throughput while the throughput
achieved by the Stunts changes in tandem. Notice the larger
oscillations at higher data rates; these are expected due to
the normal behavior of the AIMD mechanism. We see the
opposite effect at lower data rates, due to a smaller decrease
in bandwidth.

Notice also that the reverse delegation of losses from the
Stunts to the Free connection allows the Stunts to achieve
higher rates than they would have achieved otherwise. The
slack of bandwidth given up by the Free connection goes
directly to the Stunts as opposed to going to the Stunts
and the cross-traffic. This is evident from Figure 4 (right)
from time 150 until around 235 seconds. During this time
interval, the Stunts are achieving higher throughput than
their fair share, since the Free connection does not need
that throughput. This also confirms our numerical results in
Figure 3.

This experiment makes it clear that the Free flow can
acquire a variety of target waveforms. Experimentation
showed that the limiting factors were virtually all related
to network latency and congestion. We understand this to
be due to the fact that the architecture is designed around
TCP congestion signals. Naturally, the ability of the Free
flow to achieve a requested target rate is dependent on the
ability of the network to support that link utilization. As was
mentioned earlier, Figure 4 (left) is an example of the Free
flow simulated in a well provisioned network with moderate
cross-traffic dynamics and link utilization. That figure also
shows very good fitness with regard to the target waveform.

B. Impact of the Number of Stunt Connections

To study the impact of the number of Stunt connections on
the performance of the Free connection, we vary the number
of Stunts while holding all other parameters constant and we
plot the weighted variance (as given in Equation 18) versus
the number of Stunts. As mentioned in Section I, these Stunt
connections already exist due to the normal operation of
the server. We do not advocate creating them to make this
architecture work.

Figure 5 shows the results obtained (the non-random
cross-traffic plot), where each point represent an independent
simulation run. One can observe that there is an optimal
number of Stunts (around 5 or 6) that minimizes the
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Figure 5. Impact of the number of Stunts on the weighted variance for
non-random cross traffic and randomized cross-traffic.

weighted variance. Increasing the number of Stunts further,
not only shows diminishing returns but also harms the
performance of the Free connection as indicated by a slight
increase in the weighted variance towards the higher number
of Stunts.

Figure 6 shows the exact performances with 2, 10 and
20 Stunts, respectively. These plots were generated on
topology of an 80 Mbps bottleneck link with 20 cross-traffic
connections. Clearly, a very small number of Stunts (2) has a
noticeable degrading effect on the performance of the Free
connection, which improves with an increased number of
Stunts up to a point where is starts decreasing again.

The number of Stunts affects the overall efficiency of this
method because Stunts act more than just being a reservoir
of bandwidth for the Free connection. In particular, they
adjust the level of congestion in the network for the Free
connection to better match the target throughput. If their
number is very low, the Free connection would not be able to
delegate losses (since we strictly enforce the same reduction
in congestion windows from all Stunts). If their number is
very large, the network would be more congested and all
flows would go into timeouts/slow-start, which may prevent
the Free connection to match the target throughput. One
approach to handle this case would be to delegate timeouts,
however, our focus in this paper was mainly on the AIMD
mechanism as explained earlier.

C. Impact of Cross-traffic Dynamics

To study the impact of dynamics that arise in practice,
we allow a number of the cross-traffic connections to be
turned on and off at random times during a given simulation
run. The cross-traffic flows are turned on and off every 10
seconds randomized with a uniform distribution.

Figure 7 shows the impact of varying the number of the
cross-traffic connections, while keeping the number of Stunts
steady at 10. We plot the positive variance, the negative
variance, and the weighted variance to better explain a
unique behavior observed in this experiment.
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Figure 6. Impact of the number of Stunt connections on the performance. Left plot with 2 Stunts, middle plot with 10 Stunts and right plot with 20
Stunts.
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It is clear that the higher the dynamics from the random-
ized cross-traffic, the harder it is for the Free connection to
match the target. However, when we examined the exact
performance of the Free connection, we found that its
shape was rather intact than deformed, but it was above
the requested target. This was confirmed visually in each
simulation run and is easy to see by examining the positive
and negative variance metrics. Notice how the positive
variance grows larger as the negative variance grows smaller.
Such divergence increases the weighted variance due to a
higherδ. The throughput of the Free connection was above
the target because with a larger number of randomized cross-
traffic, their combined throughput decreased the utilization
at the bottleneck. This caused the Free connection to acquire
more than the target because the lower link utilization also
resulted in a lower packet loss probability.

Figure 5 (the randomized cross-traffic plot) shows the
impact of the number of Stunts when most of the cross-
traffic connections (19 out 20) were randomized on a 10-
second on/off intervals. The presence of dynamics, coupled
by an increase in the Stunts lead to a degraded matching
between the the throughput of the Free connection and the
target throughput.

D. On the Feasibility of the Free and the Stunts Architecture

As hinted in Section I, Internet measurement studies have
indicated that around 80% of the traffic is controlled by a

small number of connections (elephants) while the majority
of connections (mice) control only around 20% of the traffic
[4], [5], [6]. This is a direct effect of the heavy-tailed nature
of file sizes on the Internet.

To study the execution of our proposed architecture in
an environment with such traffic properties, we used a
simulation network that is composed of 1 Free flow and 3
Stunt flows, all are elephant flows. In addition, the cross-
traffic connections consisted of 4 elephant flows and 24
mice flows. Although, we initially classified flows as being
elephants versus mice, such classification can be achieved
dynamically as indicated in [29]. The bottleneck link is
10 Mbit with 10 ms latency. All links into and out of
the bottleneck are 100 Mbit with 2 ms latencies. All the
flows have an on/off state with a Pareto distribution with
shape 1.5. The elephants have a mean burst time of 120
seconds and idle time of 5 seconds. The mice have a mean
burst time of 1 second and idle time of 5 seconds. The
parameters were chosen to produce a close distribution of
traffic between elephants and mice that is close to the 80%-
20% rule observed on the Internet. We limit the choice of
Stunts to elephant flows.

Figure 8 (left) shows the results of an experiment run
using the above parameters. We observe that, even with
the presence of dynamics across all flows, utilizing the
elephants as Stunts achieves a good matching between the
Free connection’s throughput and the target trace. That is
because they control a large percentage of the capacity and
are able to accept congestion signals delegations from the
Free connection. Figure 8 (right) shows the results of a
different experiment where the Free flow is turned on and off
(we show the trace only in the on period of the Free flow).
The elephant flows have a mean burst time of 10 seconds
and idle time of 5 seconds. The mice flows have a mean
burst time of 300 msec and 13 seconds. In this experiment,
there were 10 elephant connections (only 4 were used as
Stunts) and 50 mice connections. Again the parameters were
chosen to produce the 80%-20% rule between elephant and
mice. Utilizing few elephant flows as Stunts results in a good
matching.
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Figure 8. Simulation results with Pareto distribution. Elephants and mice consume around 80% and 20% of the bottleneck’s capacity, respectively. Right
plot considers the Free connection turning on and off as well.

VI. I MPLEMENTATION EXPERIMENTS

We have implemented the Free and the Stunts architecture
as a pluggable module for the2.6.20 Linux kernel. We
have chosen to experiment with the On/Off controller since
the Linux kernel does not natively support floating point
operations (implementing the PI controller is harder since it
requires changing all math operations to fixed-point ones).

Client (C)


100 Mbps Router


Client (X)


(cross-traffic)


10 Mbps Hub
 Server (S)


Internet


Free (1)


Cross-traffic


Stunts (7)


Figure 9. The experimental setup used in our implementation experiments.

The Setup: Figure 9 shows the experimental setup used
in our implementation experiments. It is composed of a
Server (S) and two Clients (C and X). The Server runs Linux
and implements the Free and Stunts pluggable module. The
server runs an application that accepts TCP connections from
clients and serves them continuous flows of data. We have
created a bottleneck link of 10 Mbps at the Server’s first
hop. All other links are 100 Mbps. All experiments were
composed of 1 Free connection and 7 Stunt connections,
from Client (C) to the Server. To simulate cross-traffic on
the bottleneck link, we have manually opened and closed
connections between Client (X) and different Internet web-
servers.

A. Matching the Target Throughput

Our first set of experiments illustrates the performance of
the free connection in matching the requested target. Figure
10 shows two different traces. Each plot shows the average
throughput over four independent runs. We also plot the

requested target as well as the adjusted target (1.33 of the
requested target). One can observe that on average there
is a very close matching between the throughput and the
requested target.
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Figure 11. Free connection Performance with cross traffic introduced at
time 330.

Figure 11 shows the performance of a single Free connec-
tion in matching the target throughput. One can see that the
implementation does relatively well in matching the target.
At around 330, we manually opened several connections
from Client (X) to www.youtube.com over a period of 50
seconds and downloaded some videos in order to introduce
cross traffic on the bottleneck link. One can see the effect
of those cross-traffic connections on the performance on the
Free connection as indicated by few misses in matching the
target throughput.

B. Improving the Reverse Delegation

To improve the matching between the throughput of the
Free connection and the target rate, we have modified the
“reverse” delegation so that the Free connection does not
drop its congestion window more than necessary. Recall that
delegating a loss from a stunt connection to the free connec-
tion would cause the free connection to drop is congestion
window by half. Here we modified such adjustment so that
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Figure 10. Implementation results for target matching.

the free connection would drop its congestion window bythe
exact value the delegating stunt would have experienced, if
it were to pick up this congestion signal.
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Figure 12. Improving the reverse delegation.

Figure 12 depicts the trending behaviors of the modified
reverse delegation method versus the usual method, on the
error signal obtained as the difference between throughput
achieved and the target. The plotted lines are the average
error values over several runs.

One can observe from Figure 12 that the trending of the
targeting error is higher in certain areas of the plot. These
areas are predictably located where reverse delegation has a
higher probability of occurring (for example, the throughput
of the Free flow needs to be reduced to meet the target).
The increased error means that the Free flows throughput
is trending closer to the adjusted target, rather than the
requested target. We have experimented with different target
traces and they show the same types of trends. This behavior
was expected since the 1.33 target adjustment was computed
based on the exact halving of the congestion window, due to
normal TCP Congestion Control AIMD behavior. One can
mitigate this effect by having a closer adjusted target to the
requested target.

VII. C ONCLUSION

This paper describes an architecture that enables a set
of clients to delegate and trade congestion signals between
them in order to shape traffic based on demands from the
applications. The architecture strictly adheres to TCP rules
and does not affect network congestion on the bottleneck
links. Moreover, no modifications is required to any devices
along the communication path (unless an ISP decides to
implement this architecture to manage flows). We have
shown that this service architecture is capable of providing
a reasonably accurate targeting between the achieved rate
and the target rate with a small number of Stunts. We
have assessed the performance of our proposed architecture
through new metrics, using numerical solutions, extensive
simulation experiments and real implementation in the Linux
kernel.
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Abstract—During the last few years, BitTorrent has become a 
popular way of transferring large files over the Internet. 
However, the original out-of-order nature of the BitTorrent 
protocol has made it difficult to enable playback of media files 
that have not yet been fully transferred. In this paper we 
describe a piece selection method which we believe will enable 
simultaneous playback of the transferred media file without 
impacting on the speed and quality of the transfer. The 
distance-availability weighted method compromises between 
selecting rare pieces and pieces which are soon to be played 
back, making playback possible before the transfer is 
complete. In our simulations, we have compared our piece 
selection method with other proposals for on-demand 
streaming media using a BitTorrent-like setup, with our 
method giving similar or better results. 

Keywords-media, on-demand, peer-to-peer, streaming, 
BitTorrent, simulation 

I.  INTRODUCTION 
In [1], we presented the distance-availability weighted 

method; a BitTorrent piece selection method for on-demand 
streaming. BitTorrent is originally a peer-to-peer file sharing 
protocol and an application, designed by Bram Cohen and 
first released in July 2001 [2]. During the following years 
BitTorrent evolved into one of the most popular peer-to-peer 
protocols [3][4]. Unlike earlier popular peer-to-peer file 
sharing applications such as Napster and Kazaa, the use of 
BitTorrent usually starts by clicking a link in a web browser, 
and Cohen suggests that “ease of use has contributed greatly 
to BitTorrent's adoption, and may even be more important 
than [...] the performance and cost redistribution features” 
[5]. Another major difference between the earlier peer-to-
peer file sharing applications and BitTorrent is the lack of 
central server in the latter, in the sense that BitTorrent users 
are not all connected to each other through one server. 

While BitTorrent is popular, there are also other reasons 
for choosing it as the basis for a peer-to-peer based media 
streaming system such as the one we have in mind. Several 
applications using the protocol, as well as the protocol itself, 
are open, which makes understanding and modifying more 
easily possible than if the staring point was a proprietary 
product. For our purposes an even more important aspect is 
that all the logic involved in the file transfer is contained on 

the client side, which makes it possible, at least in theory, to 
have an on-demand content streaming BitTorrent client 
participate in content transfer with regular, non-streaming, 
BitTorrent clients. 

While the original BitTorrent protocol was not designed 
for streaming, it has already been argued [6] that with some 
modifications, it would be possible to create a streaming 
media solution based on BitTorrent. Indeed, there are 
proprietary and commercial efforts to create exactly such a 
thing, for instance “to turn BitTorrent into a point-click-
watch experience much more similar to YouTube” [7], and 
in [1] we described our proposal for a solution that would 
enable file sharing in such a way that content could be 
played back while downloading. In this paper we will further 
describe our proposal and show that it is a modification to 
the BitTorrent protocol, which would allow it to function as 
an on-demand media streaming solution. 

The rest of this paper is organised as follows: in 
Section II, we describe BitTorrent and its terminology, as 
used throughout this paper. Section III consists of the 
requirements of an on-demand streaming media application 
in general, and what assumptions we will make for a 
BitTorrent streaming application to be feasible. In Section IV 
we present our proposed piece selection method, and in 
Section V, we compare it to existing piece selection methods 
that could be used for on-demand streaming. In Section VI, 
we list a selection of related works. The paper is concluded 
in section VII with a discussion about our findings and 
possible future work on this subject. 

II. BITTORRENT 
Since BitTorrent was introduced by Bram Cohen in 2001 

it has evolved. While the terminology used in [5] could be 
seen as a standard, the terminology used in this paper will be 
based on that of [8]. This terminology is close to that of the 
application Vuze, formerly known as Azureus, a BitTorrent 
client often used as a basis for research applications 
[9][10][11]. 

A. BitTorrent Terminology 
• Torrent. A torrent consists of a single file, or a 

collection of files, to be shared, and the associated 
metadata. The metadata, and therefore the torrent 
itself, is uniquely identified by its info-hash [12]. 
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• Tracker. A tracker is a piece of software that is 
involved in keeping track of which peers are 
involved in the transfer of a particular torrent, using 
the info-hash of the torrent. Each torrent can be 
associated with many trackers. Additions to the 
BitTorrent protocol have enabled peer discovery 
through other means, such as distributed hash tables 
and peer exchange, and thus the use of trackers is no 
longer required. Whether a tracker is used or not 
does not affect the file transfer, and this is of little 
importance to us. 

• Pieces and blocks. The data of a torrent is divided 
into pieces, and each piece is divided into blocks, 
also called sub-pieces. A piece is typically 256 
kilobytes in size [8][13] while a block is typically 16 
kilobytes in size [5][8]. A piece must be complete, 
that is, all blocks of it must have been downloaded, 
before the piece can be transferred to another peer. 

• Torrent index file. Also known as a “.torrent” [5], a 
torrent index file contains information about the 
torrent, such as the universal resource locator (URL) 
of the tracker (or trackers, if any), piece size of the 
torrent, names and sizes of the files in the torrent, as 
well as SHA-1 hashes of all the pieces. This file is 
generally hosted on a web server and downloading 
of a torrent starts by opening the file with a 
BitTorrent application. 

• Interested and to choke.  If peer B has pieces, 
which peer A does not have, peer A is interested in 
peer B, otherwise peer A is uninterested in peer B. If 
peer B decides not to send data to peer A, peer B 
chokes peer A, and if peer B decides to send data to 
peer A, peer B unchokes peer A. 

• Peer set and active peer set. A peer set consists of 
all the other peers one peer is connected to, and the 
active peer set consists of those peers it is currently 
sending data to, i.e., its unchoked peers. 

• Seed. A peer that has all pieces of a torrent and 
therefore only sends data is called a seed. 

• Availability. We define availability of a piece as the 
number of peers in the peer set who have that 
specific piece. 

B. How BitTorrent Data Transfer Works 
When transferring data, BitTorrent needs to decide what 

data to request (piece selection) and which peers to choke or 
unchoke (peer selection). The reference BitTorrent 
implementation begins by selecting pieces to download at 
random, until one complete piece has been downloaded. 
BitTorrent then switches to a rarest-first piece selection 
method. The rarest-first selection method selects the piece 
that the fewest peers have, i.e., the piece with the lowest 
availability, as the first piece to request. This has the effect of 
reducing the possibility that one piece may become 
unavailable, as a lower number of peers having a piece 
makes other peers more likely to request that particular 
piece, thereby increasing the number of peers that will have 
that piece. When a single block from a piece has been 
downloaded, other blocks from that piece are given highest 

priority, in order to have as few incomplete pieces 
transferred as possible. BitTorrent then keeps selecting the 
rarest pieces first, until all remaining blocks in all remaining 
pieces have been requested, at which time all remaining 
blocks are requested from all peers in the active peer set. 
This is done so that one slow peer cannot prevent the whole 
download from completing. 

To create an incentive for peers to upload as well as 
download, the reference BitTorrent implementation uses a 
tit-for-tat (TFT) peer selection strategy. Every ten seconds, 
which peers to unchoke is evaluated based on the rate of data 
sent, with the fastest peers chosen as the peers to unchoke. 
Additionally, there is also one interested peer unchoked at 
random, re-evaluated every thirty seconds. This randomly 
chosen peer is called the optimistic unchoke [5][8] and exists 
for two reasons: to allow new peers a chance to enter the 
TFT game, and to potentially discover faster peers that could 
become regular, non-optimistic, unchokes [8][9]. This 
approach is not necessarily the optimal way of peer selection, 
and alternative approaches have been suggested, such as [9]. 
However, the basic TFT strategy remains an essential part of 
the BitTorrent protocol as used today.  

After a download is finished, the peer may continue to 
participate in sending data to other peers, and in many cases 
the peer is actually encouraged to do so. In this case 
choosing peers based on how much they send is of course 
not possible, and thus the reference BitTorrent 
implementation then switches to sending to the peers that can 
receive data the fastest [5]. However, this feature could be 
exploited, and later clients have switched to choosing peers 
to send to randomly [9]. 

 

III.  REQUIREMENTS FOR STREAMING 
We define streaming as the transport of data in a 

continuous flow, in which the data can be used before it has 
been received in its entirety. In this context, on-demand 
streaming is essentially playback, as a stream, of pre-
recorded content, at the request of a user. This is in contrast 
to live streaming, which is playback, as a stream, of content, 
which is not pre-recorded but rather created and transmitted 
practically simultaneously. Concerning an on-demand peer-
to-peer media streaming system, we make the following 
initial observations: 

Each peer must have a download bandwidth at least as 
large as the playback bit rate of the media. Unlike a peer-to-
peer file sharing system, the media is played while being 
received, and therefore cannot be received slower than it 
should be played back. Furthermore, if the media is to be 
received faster than real-time, it must also be sent faster than 
real-time. Therefore, the average upload bandwidth of all 
peers must be larger than the playback bit rate of the media, 
although an individual peer may have an upload bandwidth 
smaller than that.  

We will make the following assumptions regarding a 
BitTorrent-based on-demand media streaming system: The 
torrent will consist of only one complete media file, unlike in 
file sharing where several files can be combined in one 
torrent. Additionally, in a file sharing system the time an 
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individual peer participates is difficult to estimate and not 
dependent on the content received. In an on-demand peer-to-
peer streaming system it can be estimated more easily, and 
although peers may of course leave the system at any time, 
our assumption is that a typical peer will enter the system 
when starting playback and leave the system some time after 
playback is complete, which means some time after all 
pieces of the content have been received. We will also 
assume that for each piece there will always be at least one 
peer holding it, that is, we assume that we do not encounter 
the situation where the availability of any piece is zero, 
because that would lead to a situation where complete 
playback is not possible. 

Internet connections are typically symmetric, with the 
same bandwidth available for sending and receiving data, or 
asymmetric with a higher download bandwidth than upload 
bandwidth. Therefore, a typical peer will be able to receive 
data at least as fast as it can send data. Additionally, all 
pieces must be requested, resulting in a complete file once 
the transfer is complete, unless the peer leaves before 
finishing playback. Furthermore, each peer will keep and 
make available all the pieces it has received, for as long as 
the peer is participating. Each peer must therefore have 
enough space to store the entire media file. 

Ideally, the piece selection algorithm in our BitTorrent-
based streaming system should comprise the following 
behaviours: When the ratio of seeds to peers is high, our 
piece selection method should prefer pieces close to being 
played back rather than rare pieces, because with a large 
number of complete sources there is no need for 
downloading rare pieces to ensure the future availability of 
all pieces. In the extreme case, where our client has the only 
incomplete copy of the content, there is no obvious downside 
to requesting pieces sequentially. On the other hand, when 
the ratio of seeds to other peers is low, our piece selection 
method should also choose rare pieces to improve the overall 
availability of the pieces, while still requesting enough 
pieces in sequence to make continuous playback possible. 

Although we specified earlier that peers should be able to 
download faster than the playback rate of the media, there 
will be variations in how much faster the peers will be able 
to receive data. Ideally, our piece selection method will be 
able to adapt to these kinds of differing conditions. For 
instance, if a peer can download data only slightly faster than 
the playback rate, our piece selection method should ensure 
that the peer requests data mostly sequentially, while a peer 
that can download the media much faster than its playback 
speed should also frequently request rare pieces in order to 
improve the overall availability of the pieces. With that in 
mind, we present our proposal for a piece selection method 
for on-demand streaming. 

IV. THE DISTANCE-AVAILABILITY WEIGHTED METHOD 
 
The idea behind the distance-availability weighted 

method for piece selection (DAW) is to strike a balance 
between lots of consecutive pieces, which is good for 
playback, and requesting rarest pieces first, which is good for 
piece availability. In other words, we want to balance 

requesting between distance (in the sequence of pieces) and 
availability. 

We start by having a small, fixed buffer of size k. The 
priority for requesting the pieces in the buffer will be the 
highest, here represented as 1. Outside the buffer we will 
calculate the priority for each not yet requested piece as 

 
Priority = 1/((Pr - Pc) * mr) 

 
where Pr is the sequence number of a particular piece, mr 

is the number of peers who hold that piece, and Pc is the 
sequence number of the current last piece in the buffer. In 
other words, Pr - Pc is the distance to a particular piece and 
mr is the availability of that piece. The priority for a piece 
outside the buffer is therefore never more than 1, with a 
priority of 1 occurring only in the rare situation that the piece 
immediately outside the buffer is held by exactly one peer. 
Pieces that are further from being played back or held by 
more peers are given lower priorities, while a short distance 
from the buffer or a low availability increases the priority. 

The availability of a particular piece and its distance from 
the last piece in the buffer are here equally weighted when 
determining the priority. However, we do not claim that 
giving equal weights to distance and availability is in any 
way the optimal solution. We have not extensively tested 
different weights, but it seems likely that factors such as the 
total number of pieces, the number of peers, and the network 
speed of the peers, will have an effect on how the distance 
and availability should be weighted for optimal performance. 
As it would not be possible to test all different combinations 
of weights under all circumstances, we choose here to weigh 
them equally for the sake of simplicity. 

It should be noted that when we talk about availability of 
a piece we do not mean how many peers in total are involved 
in the torrent and hold that particular piece. What we actually 
look at is how many peers in one peer's active peer set hold 
that particular piece. As one peer need not necessarily be 
connected to all other peers, especially if the total number of 
peers is very large, we must by necessity look at the system 
from one peer's point of view. Another point worth 
mentioning is that the above priority calculation holds even 
if we allow playback to start somewhere else than from the 
beginning. Not yet requested pieces earlier in sequence than 
the last piece of our playback buffer will get negative 
priorities, and therefore will not be requested until all pieces 
higher in sequence have been requested. 

V. COMPARISON WITH OTHER PIECE SELECTION 
METHODS 

 
We have done two separate sets of simulations. The first 

set, the results of which also appeared in [1], is less 
exhaustive and compares our DAW piece selection method 
to two others: 

• Sequential Method. This represents how a 
straightforward streaming would work, by always 
requesting pieces in the same order as they appear in 
the torrent. 
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• Rarest-First Method with Buffer (RFB). This is 
the original BitTorrent piece selection method, 
slightly modified to better support streaming media. 
This is done as follows: we add a small buffer of 
fixed size, so that k pieces after the currently playing 
one are requested with the highest priority. If all k 
buffer pieces have been requested, we use the rarest-
first method on the remaining part of the media. 
Another small modification is that if more than one 
piece have the same availability the original rarest-
first method chooses between them randomly [12], 
while we always choose the one closest to being 
played back, as in the rarest-first method mentioned 
in [6]. 
 

In our second set of simulations, we add another piece 
selection method to the comparison:  

• BitTorrent Streaming (BiToS). This piece 
selection method is described in [6]. Pieces not yet 
downloaded are divided between a small high-
priority set, with pieces close to being played back, 
and a larger remaining pieces set, with lower 
priority. The probability of choosing a piece from 
the high-priority set is p and the probability of 
choosing a piece from the remaining pieces set is 
similarly 1-p. Within each set, pieces are chosen 
rarest-first, with the aforementioned modification 
that if there is more than one piece with equal 
availability, the one closest to being played back is 
chosen. In [6], p was chosen to be 0.8 and we have 
used the same number here. 

 

A. Our First Set of Simulations 
In these simulations, we have focused on the piece 

selection algorithms, and the results therefore do not reflect 
real-world performance of applications. Our main focus has 
been on two things: the percent of requests going to the 
original source over time, and the availability of the last 
piece (which is also the rarest piece, in these cases) over 
logical time. The first one of these we want to be as low as 
possible, because a good peer-to-peer system should 
distribute the load equally over as many peers as possible 
and therefore not have a proportionally high amount of 
requests directed to the original source. The second one we 
want to be high, as we want the availability of the rarest 
piece to increase, as that signifies redundancy and robustness 
of the system. In these simulations we also assume that peers 
have the ability to send data to as many other peers as 
necessary, effectively creating a situation where a peer will 
always get the piece it requests. 

The number of pieces was chosen to be 1000; large 
enough to study the behaviour of different piece selection 
methods over long periods of time. The buffer size for both 
DAW and RFB was set to 8 pieces; large enough for smooth 
playback but small enough that filling the buffer should not 
impact n overall performance. All simulations were done up 
to 800 logical time units; at the rate of one request per time 
unit we therefore never reach the situation that any peers 

have finished downloading, instead focusing on what 
happens from the start onwards. 

In the first simulation, to stress the system we chose to 
have one seed and 100 regular peers, the latter arriving at 
regular intervals (one new peer every two logical time units). 
Fig. 1 shows that DAW here results in a lesser burden for the 
seed than RFB, although it is not as good as the sequential 
method. However, as Fig. 2 shows, the DAW does not 
increase the availability of the last piece as much as RFB. 
With RFB many rare pieces are requested early. These 
pieces are only available from the seed, and as seen in Fig. 1 
the burden on the seed drops only after 100 logical time 
units. This corresponds to the point where there is no piece 
left where the seed is the only source, as can be seen in Fig. 
2. The same drop can be seen, less dramatically, for DAW 
around logical time 170, with the same explanation.  

The second simulation is identical to the first one, except 
that all regular peers join simultaneously. As can be seen in 
Fig. 3, the sequential method does not work in this 
theoretical situation, while DAW is the better suited one of 
the other two. Fig. 4 shows the situation as very similar to 
the one in Fig. 2, except that with more peers from the start it 
takes less time to increase the availability of the last (rarest) 
piece with DAW and RFB. 

For our third simulation, we chose a similar setup to the 
first one, but with ten seeds instead of one. Fig. 5 shows the 
average percentage of requests over logical time to each one 
of the ten seeds, and DAW is again a less taxing choice than 
RFB. A possible reason for this can be seen in Fig. 6; 

Figure 1. Seed requests as percentage of total requests over logical 
time, with peers joining at regular intervals. 

 

Figure 2. Availability of last piece over logical time, with peers joining 
at regular intervals. 
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compared to DAW, RFB spends a lot of time requesting rare 
pieces although there is no immediate reason for doing so. 

Our fourth simulation is a combination of the second and 
third ones, with ten seeds and all the regular peers starting at 
the same time. In Fig. 7 we see that the DAW piece selection 
method is again less demanding on the seeds than the RFB 
method, with the sequential method making on average a 
constant ten percent of the requests to each seed in this 
theoretical case. Fig. 8 is very much like Fig. 6, showing that 
the distance-availability weighted method does not spend a 
lot of time requesting the rarest piece until fairly late. 

B. Our Second Set of Simulations 
Compared to our first set of simulations, our second set is 

a step or two closer to reality. Unlike our first set of 
simulations, where a peer would always get the piece it 
requested, we have here introduced limits to how many other 
peers the seeds and regular peers can send to. This introduces 
the possibility that a peer will not have the piece that it is 
supposed to be playing back. In our simulations we have 
dealt with that situation in three different ways: 

• Skip. We ignore the piece we should be playing 
back and just note that that piece has been skipped. 
This is the method favoured by BiToS [6], and it 
should be noted that for this to work in practise the 
format of the media content must be tolerant of 
missing data. 

• Stop. If we are missing the piece that should be 
played back, we stop playback until we have been 
able to receive all pieces in our buffer (or high-
priority set), after which we resume playback. From 
an end user point of view this is similar to how many 
current on-demand streaming media systems work, 

Figure 3. Seed requests as percentage of total requests over logical 
time, with peers joining simultaneously. 

Figure 4. Availability of last piece over logical time, with peers joining 
simultaneously. 

 

Figure 5. Average requests to a seed as percentage of total requests 
over logical time, with peers joining at regular intervals. 

 

Figure 6. Availability of last piece over logical time, with peers joining 
at regular intervals. 

 

Figure 8. Availability of last piece over logical time, with peers joining 
simultaneously. 

Figure 7. Average requests to a seed as percentage of total requests 
over logical time, with peers joining simultaneously. 
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in that not receiving data fast enough means that 
playback is paused until an amount of consecutive 
data has been received. 

• Skip and stop. If we are missing the piece we are 
supposed to play back we skip it, but if our buffer (or 
high-priority set) is completely empty we stop 
playback until we have received all pieces in it. This 
should in theory generate less complete stops than 
by always stopping, and possibly also less skips than 
by just skipping. 
 

What we actually measure in these simulations is three 
things: firstly, the playback position of the peers after a 
certain time; secondly, the number of skips and/or stops 
encountered before that time; and thirdly, the percentage of 
pieces that should have been transferred that were actually 
skipped and/or the number of stops per 100 pieces played 
back, respectively. What we are looking for is thereby a high 
number for the playback position, but low numbers for the 
amount of skips and stops. 

In all these simulations, we have 10 seeds and 90 regular 
peers. The seeds can upload to 8 peers simultaneously and 
the regular peers to 2 peers simultaneously, at the rate of half 
the playback speed for each peer. The regular peers request 
new pieces twice as fast as the playback speed. In all the 
following figures we look at the situation after a logical time 
of 800. In simulations 5, 6 and 7 the regular peers join 
simultaneously, while in simulations 8, 9 and 10 they join at 
regular intervals; similarly to simulations 1 and 3. All 
simulations were run multiple times and the maximum 
reported here is the maximum for any peer during any run, 
the minimum reported is the minimum for any one peer 
duing any run, and the average reported is the average for all 
peers over all runs. 

Our simulation number five concerns the situation where 
any pieces not transferred are skipped completely. Fig. 9 
shows the maximum, average and minimum playback 
positions of peers using the BiToS, DAW, RFB and 
sequential piece selection methods. BiToS seems worse than 
the others in this case, but it must be pointed out that in 
BiToS we always spend about 20% of our time downloading 
pieces not close to being played back, and therefore it is 
reasonable to expect it to take longer for playback to start. In 
a best-case scenario this would lead to a lower number of 
pieces skipped later on, but as we see in Fig. 10, there is not 
a significant difference in the absolute number of skipped 
pieces, and if we look at the relative numbers, i.e., the 
percentage of pieces that should have been played back that 
were skipped, as in Fig. 11, we find that arguably BiToS is 
worse than the other three, although the differences are 
small. 

Our simulation number six concerns the situation where 
the piece to be played back not being available leads to a 
complete stop of the playback. Fig. 12 shows that the 
distance-availability weighted method here leads to the 
furthest playback position. In Fig. 13 we see that despite the 
good results for the playback position, DAW also does pretty 
well in the absolute number of stops by coming in second. 
Fig. 14 shows the relative number of stops, i.e., the number 

of stops per 100 pieces played back, and there is not a big 
difference between the four piece selection methods. 

Simulation number seven seems to be the one with the 
most diverse results so far. Here we have the situation that if 
the piece to be played back is not received, we skip it, but if 
we do not have any of the pieces in our buffer or high-
priority set, we stop. Fig. 15 shows the playback positions of 
the peers, and the situation is not very different from in the 
two preceding simulations, with DAW slightly ahead of the 
others and BiToS slightly behind. However, in Fig. 16 we 
notice that BiToS seems to skip a lot more than the others, 
and in Fig. 17 we notice that BiToS stops a lot less often. 

 
Figure 9. Playback positions of peers when playback stops for missing 

pieces, with peers joining simultaneously. 
 

 
Figure 10. Number of playback stops for each peer when playback 

stops for missing pieces, with peers joining simultaneously. 
 

 
Figure 11. Playback stops per 100 pieces when playback stops for 

missing pieces, with peers joining simultaneously. 
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This can be explained by how these piece selection methods 
work. BiToS always requests pieces in a rarest-first, out-of-
order fashion, and therefore it is likely that even if the piece 
to be played back is missing, the high-priority set is not 
empty, and therefore we just skip. DAW and RFB as 
described in this paper both have a small buffer in which 
pieces are requested in-order, and therefore it is likely that if 
the piece to be played back is missing, the whole buffer is 
empty, and therefore we stop. In the case of the sequential 
method, we always request sequentially, and therefore if the 
piece to be played back is missing, the following k pieces are 
also missing and we stop. 

The following three simulations are similar to the 
previous ones, except that the regular peers do not join 
simultaneously. Figures 18, 19 and 20 show the result of 
simulation 8, where playback stops if the piece to be played 
back is not available, and the regular peers join at intervals. 
Because peers do not join at once, the difference between the 
maximum playback position and the minimum playback 
position is larger than in simulation 5 (compare Figures 9 
and 18). Fig. 19 shows the absolute number of playback 
stops and Fig. 20 the number of playback stops per 100 
pieces, and we see that the DAW and sequential piece 
selection methods are almost equal in this case, with both 

 
Figure 12. Playback positions of peers when playback skips missing 

pieces, with peers joining simultaneously. 
 

 
Figure 13. Number of pieces skipped for each peer when playback 

skips missing pieces, with peers joining simultaneously. 
 

 
Figure 14. Percent of pieces skipped for each peer when playback 

skips missing pieces, with peers joining simultaneously. 
 

 
Figure 15. Playback positions of peers when playback skips and stops, 

with peers joining simultaneously. 
 

 
Figure 16. Number of pieces skipped for each peer when playback 

skips and stops, with peers joining simultaneously. 
 

 
Figure 17. Number of  playback stops for each peer when playback 

skips and stops, with peers joining simultaneously. 
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being better than the RFB method and in the relative case 
also better on average than BiToS. 

Fig. 21 is comparable to Fig. 12, and again the larger 
difference between the maximum and minimum playback 
positions is caused by peers joining at intervals, instead of 
simultaneously. Comparing Fig. 22 and Fig. 13 we notice 
that not having all peers joining at once improves the result 
for the piece selection method utilising some form of 
sequential requests, leaving BiToS behind. This is 
emphasised in Fig. 23 where we see the percent of skipped 
pieces instead of the absolute amount. 

Simulation 10 is comparable to simulation 7, and 
comparing Fig. 24 with Fig. 15 shows that also in this case 
the peers joining at intervals has the effect of putting BiToS 
further behind when it comes to playback position. Fig. 25 
and Fig. 26 show that as in simulation 7, the nature of BiToS 
makes it skip more often than stop, while the sequential 
buffer used in the DAW and RFB piece selection methods 
make them behave more like the sequential method. 

So far, we have only compared the piece selection 
methods to each other but not discussed the actual figures. 
While this is of course a very theoretical simulation, the 
bandwidth figures we have used suggest that playback 

 
Figure 18. Playback positions of peers when playback stops for 

missing pieces, with peers joining at regular intervals. 
 

 
Figure 19. Number of playback stops for each peer when playback 

stops for missing pieces, with peers joining at regular intervals. 
 

 
Figure 20. Playback stops per 100 pieces when playback stops for 

missing pieces, with peers joining at regular intervals. 
 

 
Figure 21. Playback positions of peers when playback skips missing 

pieces, with peers joining at regular intervals. 
 

 
Figure 22. Number of pieces skipped for each peer when playback 

skips missing pieces, with peers joining at regular intervals. 
 

 
Figure 23. Percent of pieces skipped for each peer when playback 

skips missing pieces, with peers joining at regular intervals. 
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should theoretically be possible for all peers without 
interruption. Instead, we get figures up to above 40% of all 
pieces skipped (for instance in Fig. 10) with average levels 
of more than 1/8 of all pieces skipped (for instance in Fig. 10 
and 16). The situation for stops is not very good either, with 
an average of at least one stop for every 100 pieces played 
back (Fig. 14). Neither of these results is very good from an 
end-user point of view. The conclusion we can draw from 
this is that we need a better way of determining when to 
start, or restart, playback, as the methods we have used here 
do not seem to work in that regard. As for comparing the 
performance of DAW to the others, we note that in there 

three simulations DAW always comes up as the method that 
gives the best results with regard to playback position, 
without ever being the worst in any other regard. 

One major concern regarding piece selection methods is 
whether they work well with the peer selection methods, in 
other words, whether the method of selecting pieces to 
request is compatible in practise with the methods used to 
determine which peers to send data to. The original tit-for-tat 
method from BitTorrent requires that data is exchanged both 
ways between peers in order to function well, and therefore 
is not a good solution when combined with the sequential 
method, where data is received from peers with more pieces 
and sent to peers with fewer pieces, exclusively. RFB would 
obviously work rather well in this fashion also, and the 
division of pieces into a high-priority set and a remaining 
pieces set as in BiToS is because the acquisition of pieces 
from the latter is “beneficial due to the Tit-for-Tat policy” 
[6]. We have not done any testing of the distance-availability 
weighted method on this subject, but our estimate is that it 
would be compatible. When the ratio of seeds to regular 
peers is low, the availability of pieces is important and the 
distance-availability weighted method selects pieces in a 
manner reminiscent of the rarest-first method, where the tit-
for-tat policy has been proved as working. Conversely, when 
the ratio of seeds to regular peers is high, the distance-
availability weighted method behaves similarly to the 
sequential method, but as the seeds do not require data to be 
sent to them, the need for out-of-order transfers in order to 
get the tit-for-tat policy working diminishes. We therefore 
believe our method would work in such a case as well. 

VI. RELATED WORK 
This paper is an extended version of [1], which is a 

further development of a concept introduced in [14]. 
Whether due to its popularity or some other factor, such as 
its lack proprietarity, BitTorrent has been the subject of 
several other research projects during the last few years; 
some of which are directly relevant to ours. 

The BitTorrent protocol has been analysed in real-world 
usage and found to be an efficient and viable solution for file 
sharing [8][15]. When it comes to the idea of on-demand 
streaming with BitTorrent as a basis, one of the more 
interesting propositions is the previously mentioned BiToS 
[6]. The main difference between BiToS and our distance-
availability weighted method is that BiToS seems designed 
to maximise the amount of received pieces in a situation 
where the media bit rate is the same as the download rate of 
the client, while our solution is designed for a situation 
where the download bit rate is higher than the media bit rate, 
and all pieces should be received is such a way that playback 
is possible before all of the file has been transferred.  

The approach used in BiToS is further expanded in [16], 
which also adds modifications to how the peers choose 
which peers to send data to, effectively replacing the tit-for-
tat peer selection method used in BitTorrent with a method 
called Give-to-Get. The application Tribler uses Give-to-Get 
[17], while its protocol also contains other additions such as 
social networking. Another project combining social 
networking with BitTorrent and media streaming is 

 
Figure 24. Playback positions of peers when playback skips and stops, 

with peers joining at regular intervals. 
 

 
Figure 25. Number of pieces skipped for each peer when playback 

skips and stops, with peers joining at regular intervals. 
 

 
Figure 26. Number of  playback stops for each peer when playback 

skips and stops, with peers joining at regular intervals. 
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OneSwarm [10], adding “friend-to-friend” file sharing and, 
as of version 0.6 and later, the ability to choose between 
“streaming” media files (downloading sequentially) or not 
(downloading using rarest-first) [18]. As mentioned in 
Section I, there is also a project underway to “turn BitTorrent 
into a point-click-watch experience much more similar to 
YouTube”, based on the popular, closed source BitTorrent 
application µTorrent [7]. 

Another BitTorrent-based service is LiveBT [19], which 
replaces the rarest-first method with Most-wanted-Block-
Download-First (MBDF). In MBDF, a peer has a set of most 
wanted blocks (pieces), which is a fixed number of 
undownloaded pieces. Each peer also knows the most 
wanted blocks of its peers. With a probability p the peer’s 
own most wanted piece is selected, and with probability 1-p 
the most wanted piece of its peers. 

The idea of using a weighted priority is not unique to the 
DAW method. Wu et al [20] propose a weighted piece 
selection method, but for downloading instead of streaming. 
Their idea is that peers which hold many pieces are given 
greater weight than peers with few pieces when computing 
priorities. Whether this could improve performance also in 
streaming remains to be seen. 

Besides BitTorrent-based solutions, there are also other 
projects underway to use peer-to-peer networks for on-
demand streaming. Peer-to-peer networks serve as the 
backbone of both Spotify [21] and Voddler [22], the former a 
platform for on-demand streaming music, while the latter 
enables on-demand movies. Both these services distribute 
commercial content and therefore have limitations on usage 
as well as do not provide technical details on how their 
networks function. 

VII. CONCLUSION AND FUTURE WORK 
In our first set of simulations, the distance-availability 

weighted piece selection method seems to be a better 
solution for on-demand streaming than either a 
straightforward sequential method or a modified version of 
the rarest-first method. Our second set of simulations, where 
in addition to the previously mentioned piece selection 
methods we also include the one presented in [6], do not 
show results contradicting the first set of simulations. 
However, the differences seem to be smaller than we 
previously thought, and none of the piece selection methods 
simulated seemed to be sufficiently good to work perfectly in 
the conditions given. However, as we have still only 
simulated the theoretical performance of the piece selection 
methods, we cannot comment on how they would work in a 
real-life environment. Future work on the subject could 
include practical implementation and real-world testing of 
the distance-availability weighted piece selection method, as 
well as comparison to other piece selection methods for 
streaming than the ones used for comparison here.  
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