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Introduction to Practical Deployments on Wireless Sensor Networks

Jaime Lloret
Department of Communications, Polytechnic University of Valencia
Camino Vera s/n, 46022, Valencia, Spain
jlloret@dcom.upv.es

Abstract—In the recent years there have been many published
papers related on sensors. We can say that it is one of the hot
topics of the last decades. But, the more we read, the more we
realize that almost all are theoretical proposals or new
theories. Very few works show real sensor networks
deployments. While sensor network surveys show their benefits
and the fields where they can be applied, they don't show who,
how and where they have been deployed. In this paper, we are
going to explain which motivation has roused us to create this
special issue, and we will provide the main steps that a
practical deployment should follow to be implemented. Then,
we will introduce all the papers that have been selected to be
published in this issue.

Keywords-Wireless Sensor Networks, Practical Deployments,
Real-world Implementations.

l. INTRODUCTION

Sensor has been a hot topic since the 90's [1]. The more
parameters are needed to be measured from the environment,
the more sensors have been deployed. Wireless Sensor
Networks (WSNs) provide a self-configured and a self-
powered wireless infrastructure for any type of environment.
In order to build a WSN, the technology to join many of
these sensors must be provided. In the late 90's, many
theories and protocols were proposed for WSNs [2][3][4].
The main issues discussed in those works were the first three
network layers. In the first layer, the physical layer,
researchers proposed new wireless technologies for the
sensors with the main objective of providing communication
with low power consumption. In the second layer, where the
medium access control protocols are placed, many
researchers proposed new methods about how the wireless
sensor devices have to see each other and establish a network
topology [5][6]. In the third layer, many researchers focused
their efforts on designing and developing new routing
algorithms to route the information inside the wireless sensor
network in an efficient manner and saving energy.

In all research fields related with WSNs, the main issues
taken into account have been the low processing capacity,
few computing resources and their energy limitation. Many
more new theories appeared in the beginning of the 2000
[71[8]. Moreover, many researchers improved the WSN
protocols and systems in existence. During the 2000, the
technology advanced enough to create small devices with
enough computing capacity and with low power
consumption while being able to sense the environment
[9][10]. We can see how WSN can benefit developing
countries [11]. Moreover, the last researches have been

focused on developing upper layer protocols for WSNs such
as multimedia [12], transport layer protocols [13], etc.

Many articles show the wide range of application
environments of the WSNs [14], but very few were about
real implementations, compared to the amount of theoretic
published works.

WSN lifecycle is formed by different differentiated steps.
The first step is to know what the application of the WSN is.
The second step is to design (or choose the appropriate) the
hardware of the sensor node, its operative system, the system
architecture, the wireless technology used by the nodes, the
medium access protocol for all nodes and the routing
protocol used in the sensor network. The third step is to
implement the WSN in a testbench. WSN test is the fourth
step. It should be performed in order to check its proper
operation and its performance. The fifth step us the
deployment of the WSN in the real world. Once, the WSN is
running, its maintenance and continuous monitoring should
be taken into account. Figure 1 shows the steps followed in
the WSN. The peculiarity of the WSN lifecycle versus others
is the number of disperses topics taken into account during
the design step and the difficulty of the deployment step
because of the number of devices and topics tackled.

In the beginning, there were some works published
proposing algorithms and strategies for practical WSN
deployment in terms of sensing coverage area [15][16],
better detection and sensing range [17], the radio coverage
[18][19], the optimal deployment based on the physical layer
[20], the cost and lifetime [21], the topology control [22],
energy saving issues [23], probability of target detection
[24], and the scalability [25]. Later, some authors published a
work with a theoretic analysis for the WSN deployment [26]
and there was another work published about how to check
the quality of the WSN deployments [27]. But, all of these
papers are theoretic works.

We can also find in the literature some papers whose
authors discuss the design and deployment issues [28], others
that explain the WSN deployment procedure [29], and
surveys about the steps that it should be made for a proper
deployment [30]. Nowadays, there are studies about how the
wireless technology affects to the deployment [31]. Others
use the real world to test and validate their proposals [32],
and even propose a deployment time validation consisting of
techniques and procedures for WSN status assessment and
verification [33]. Some authors state that the Self-Monitoring
and Self-Configuration are the main keys for the WSN
deployment success [34]. There is also a work that shows the
development of robots to put the sensor nodes carefully in
the appropriated place [35].

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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Figure 1. WSN lifecycle.

Finally, some software applications have been developed
for designing WSNSs, such as the one presented in [36], and
for monitoring and control the WSN once it has been
deployed [37][38].

The remainder of the paper is structured as follows.
Section 1l shows some related work and explains our
motivation to create this special issue. The papers selected
for this special issue are described in Section Ill. Finally,
Section IV provides the conclusions.

Il.  RELATED WORK AND MOTIVATION

Along the years, there have been many conferences
where one of the topics has been the deployment of the
WSN. But, very few papers related with WSN deployments
can be found between the papers published in their
proceedings. Some examples of WSNs deployments found in
some conferences are: for the agriculture [39], for a
petroleum environment [40], for a Semiconductor Plant [41],
for Coastal Marine Environments [42], for bridge monitoring
[43], and for monitoring heritage buildings [44]. Although
we can find one paper about the deployments performed by a
research centre (in this case CSEM [45]), it is very rare to
find such type of papers between the published papers. But,
the Sensor-specialized conferences that have been
differentiated because of the amount of papers published
about practical deployments along the years, up to 2010,
have been RealWSN (its first event is referenced in [46])
and, one of the biggest ones, SENSORCOMM (its first event
is referenced in [47]), both having four past events. Others
have disappeared or focused on more topics.

When we search for research books related with WSN
deployments, we can see that there is no book focused

exclusively on it, and, moreover, very few works about WSN
deployments are published in books.

When we have a look at the research journals, we can
find some sporadic paper publications. Some examples are: a
deployment for structural monitoring [48], a deployment for
management of irrigation [49] and a deployment of rural and
forest fire detection system [50]. We have not seen any topic
related with WSN deployments or real WSN experiences in
any international journal. In the recent months, some call for
papers for Special Issues of international journals have
appeared with the topic WSN deployments such as the one
called "Special Issue on Mobility in Wireless Sensor
Networks" in [51], but it will be published in mid 2011.
Moreover, we have found a Special Issue focused on with
the main topic WSN Real-World Deployments and
Deployment Experiences, but it will be published at the end
of 2010. To the extent of our knowledge, there is not any
Special Issue related with WSN deployments before the
publication of this issue.

IIl.  PAPERS SELECTED

This section describes the papers published in this special
issue. We have selected 15" papers. They can be ordered in 4
parts. The first part shows WSN deployments in agricultural,
rural and forest environments. Four papers have been
selected to cover it. The second part shows four WSN
deployments for healthcare and human assistance. The third
part is formed by 2 papers about WSN deployments in
oceanography and marine zones. The last part is formed by
several types of WSN deployments. This part is ended by a
survey of WSN deployments found in the related literature.
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A. Part 1: Deployments in agricultural, rural and forest
environments

In the first paper of this special issue, C. Anand et al.
present "Wireless multi-sensor embedded system for Agro-
industrial monitoring and control”. The paper shows the
development of a low cost multi sensor embedded system for
measuring up to eight input analog sensor parameters along
with reconfigurable automation, and communicating with
host (wired and wireless), optimized by appropriate
algorithms. The developed system has been deployed with
resistance temperature detector (RTD) sensors, for
temperature measurement, decision-making and their control
in order to reduce the false alarms and unwanted process shut
downs. Moreover, a mobile robotic platform is developed to
test the multi-sensor embedded system for Agro-Industrial
Applications (such as grain and fruit storage, vegetable
storage smart pond automation for fresh aquaculture and so
on). It has been also successfully tested to monitor the soil
parameters in the farm and transmit the data to the central
system using wireless protocol for precision agriculture. The
data sent using wireless communication allows the system to
be efficient and effective. It also allows making intelligent
decisions based on the processed data. Furthermore, the
average loss in signal is measured and received power is
calculated and compared. The authors observed that for
better transmission of signals via wireless communication,
the low frequency along with low baud rate and line of sight
range is required to minimize the signal loss.

The second paper, "Distributed Monitoring Systems for
Agriculture based on Wireless Sensor Network Technology",
authored by D. Di Palma et al., presents the design,
optimization and development of an application to the
agrofood chain monitoring and control. The authors try to
reach the best architectural solutions with particular focus on
hardware implementation and communication protocol
design. The overall system was addressed in terms of the
experienced platform, network issues related both to
communication protocols between nodes and gateway
operations up to the suitable remote user interface. They
show the results given by several pilot sites in different
vineyards throughout Italy and France. Finally, they present
the commercial system "VineSense", based on WSN
technology and oriented towards market and user
applications. It was born from their previous experiments. At
last, some important agronomic results achieved by the use
of VineSense in different scenarios were sketched out, thus
emphasizing the positive effects of the WSN technology in
the agricultural environment.

The third paper is titled "Evaluation of Environmental
Wireless Sensor Network - Case Foxhouse" and is authored
by 1. Hakala et al. This paper describes the implementation
of an environmental monitoring system in a Foxhouse. They
use a WSN in order to collect real-time data (luminosity,
temperature and humidity) in hard outdoors conditions over
a period of one year. In this paper they evaluate the
communication over IEEE802.15.4, by providing and
analyzing the throughput and the link quality statistics. They

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

also present the power consumption measurements and
discuss the observations performed.

The paper "Infrared wireless network sensors for
imminent forest fire detection”, authored by I. Bosch and L.
Vergara, is the fourth paper. It presents an automatic forest
fire surveillance ground system applied to early fire detection
based on several sensors strategically located to render a
required coverage. The images obtained from an infrared
sensor network are processed by advanced thermal image
processing techniques with the purpose of determining the
presence of fire. The sensor wireless network supervises
remotely the wide-forest area in order to detect immediately
any fire threat. It provides total control of a tolerable level of
false alarms and has maximum sensitivity to the presence of
an uncontrolled fire for the defined false-alarm rate. The
authors present some results obtained from a real
environment in order to corroborate the control of the
probability of false alarm and to evaluate the probability of
detection dependence on signal to noise ratio. The delays of
the system for alarm detection of controlled fire are also
evaluated in order to show the performance of the system in
the real environment.

B. Part 2: Deployments for healthcare and human
assistance

P. Bustamante et al. present the fifth paper "A new
Wireless Sensor for Intravenous Dripping Detection”. This
paper presents a WSN deployment for Intravenous Dripping
System, which can detect when an intravenous liquid,
provided to patients in hospitals, run out, as well as detecting
obstructions in the catheter. The system allows more
efficient and immediate attention in sanitary centers because
the observation of the state of the container will not need
human supervision. They paid attention to the reduction in
consumption in comparison to other wireless devices with
the same characteristics, the low cost of the wireless devices,
the size of the devices, the flexibility forming the network,
and the scalability of the system.

The sixth paper is authored by K. F. Navarro et al. with
title "A Distributed Network Management Approach to
WSN in Personal Healthcare Applications”. It describes the
development of a WSN for personal health monitoring
system called Medical MoteCare. It uses a combination of
medical and environmental sensors in an inherent network
management distributed environment for the handling of
medical data for patients. The use of SNMP and CodeBlue
agents and a tailored MIB enhanced the scalability,
modularity and flexibility of the system by potentially
bringing the freedom of selecting from a vast range of
existing SNMP based network management tools (such as
the network management software Jaguar SX, iReasoning
MIB Browser, and SysUpTime Network Monitor) to fit their
specific  WSN  application  requirements.  Network
management tools provide data storage correlation and
dissemination as well as timely alerts when parameters are
breached. They implemented JaguarSX in order to add
intelligence to the system by utilizing network management
correlation techniques that interpret the collected events
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automatically and react, or sometimes even anticipate from
the collected statistical data, to harmful health conditions.

The paper "Design and Implementation of Multi-User
Wireless Body Sensor Networks", by J. A. Afonso et al. is
the seventh paper. It describes the design and development of
two multi-user low power wireless body sensor network
(BSN) that allow the real-time monitoring of wearable
sensors data of several users with a single central monitoring
unit (base station). They use inertial sensors that allow the
monitoring of users’ posture, goniometric development,
movement as well as heart rate and respiratory rate sensors.
Both BSNs present differences in the architecture, wireless
network hardware and implemented protocols. They took
into account the requirements of quality of service
provisioning and low energy consumption. Their results
show that their system provides good bandwidth efficiency
and decreases the delivery error rate without significant
increase in the energy consumption. The system can be used
for the monitoring of teams of athletes in a gymnasium for
sports with the goal of providing detailed information in
order to enhance the performance of both the athletes
individually and the team as a whole, and it can also be used
for the medical field, namely in physiotherapy sessions,
where such a system can benefit both the patient, by
increasing his levels of confidence, and the therapist, by
providing detailed information about the patient evolution.

In the eighth paper, "Human-Assisted Calibration of an
Angulation based Location Indoor System with Preselection
of Measurements”, J. Kemper et al. present a software aided
approach for the calibration of a triangulation-based indoor
location system. The aim of their approach is to significantly
reduce the calibration effort of the system by automating the
process of node localization. The system estimates the
localization of the sensor nodes using an algorithm based on
the Newton-Raphson method for solving non-linear equation
systems. It uses a passive sensor technology. The sensor
nodes are equipped with infrared sensors only. As infrared
radiation does not penetrate walls, the location system is
limited to one room and the number of required sensors is
small. Node localization is realized without any prior
knowledge of sensor positions, orientations or the location of
the moving person. The system has been implemented using
a location system that exploits the thermal radiation of
humans for localization. The algorithm works fine under the
influence of noise. Moreover, an increased number of source
locations improve the node localization accuracy.

C. Part 3: Deployments in oceanography and marine
zones

O. Bondarenko et al. authored the ninth paper:
"Deployment of Wireless Sensor Network to Study
Oceanography of Coral Reefs". They deployed a WSN for in
situ monitoring the Coral Sea and upwelled on the reef. The
array of underwater sensors was deployed at various depths
on the coral reef in Nelly Bay, Magnetic Island, Great
Barrier Reef Australia (GBR). They used the temperature
and 3D dense spatial data to correctly describe upwelling and
their impact on plankton abundance (they collect the
plankton data in real time synchronized to the temperature
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changes). The temperature data are sent in real time via the
ad hoc network using RF signal to the on-shore base station.
They also deployed dataloggers to collect temperature data
from the same location. They used the WSN to demonstrate
that short term stratification can occur in shallow tropical
waters and influence the distribution of plankton.

The tenth paper is "Target Tracking in Marine Wireless
Sensor Networks", by A. M. Mahdy and J. M. Groenke.
They describe the main underwater tracking algorithms and
thoroughly present a perspective on target tracking in marine
WSNs. They also show the major challenges and
applications about the deployment of underwater WSNSs.
Then, they present a two-layer broadband wireless
infrastructure for marine/terrestrial sensor networks with
military, inhabit monitoring, and homeland security
applications. This paper has been included in this special
issue because of the practical point of view provided in this
work.

D. Part 4: Several types of deployments

The paper "An Integrating Platform for Environmental
Monitoring in Museums Based on Wireless Sensor
Networks", by L. M. Rodriguez and L. M. Pestana, is the
eleventh paper. They present a WSN deployment for
automatically and continuously monitoring the environment
(temperature, humidity and light, throughout the day and
night) of a Contemporary Art Museum located in Madeira
Island, Portugal. They developed a new wireless sensor node
that allow to automatically control real-time the
dehumidifying, maintaining the humidity at more constant
levels. They found some problems related with the signal
propagation (because of the building walls where the WSN is
being deployed), and with the hardware characteristics and
resource limitations of the sensor nodes.

D. Bri et al. authored the twelfth paper: "A Wireless IP
Multisensor Deployment”. They present the deployment of a
Wireless IP multisensor that uses IEEE 802.11b/g standard.
It is able to gather several types of data from the
environment and transmit the result of their combination. It
is flexible and it could be adapted to any type of environment
and to any type of physical sensor with a serial output. They
took into consideration its development costs, its expansion
capacity, the possibilities provided by the operating system,
and its flexibility to add more features to the sensor node.
Finally, they compared it with other existing sensors in the
market.

The thirteenth paper is authored by F. Kerasiotis et al. In
their work "Evaluation of Outdoor RSS-Based Tracking for
WSNs Aiming at Topology Parameter Ranges Selection"
they use the received signal strength (RSS), of the exchanged
messages, for outdoor localization and tracking application
under well defined topology constraints. They combine
target tracking considerations by means of tracking
techniques, topology parameters and factors influencing the
tracking accuracy. Their study was focused on identifying
the most crucial RSS-based tracking problems and to
determine and evaluate the topology parameters that can
guarantee successful tracking. The real outdoor tracking test
demonstrates that the RSS can be used for outdoor
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localization and tracking applications under well-defined
topology constraints and only after the proper calibration.

The paper "Deployment Considerations for Reliable
Communication in Wireless Sensor Networks", authored by
T. Stoyanova et al., is the fourteenth paper selected for this
special issue. In this work, the authors study the deployment
factors and requirements, which can ensure reliable
communication links among the sensor network nodes. They
used a RF signal propagation-based connectivity algorithm
(RFCA), which utilizes an outdoor RF signal propagation
model for predicting the RSS in the positions (based on the
RF frequency, transmission power, transmitter—receiver
distance, height from the ground and antenna’s
characteristics such as gain, polarization and orientation,
etc.), where sensor nodes are supposed to be deployed. The
RFCA is able to find the most appropriate, from the
communication point of view, deployment parameters
(height from the ground, T-R distance, and transmission
power) for positioning the sensor nodes in outdoor
environment in order to guarantee reliable connectivity level
and minimize the interference from non-neighbor nodes.
Finally, real outdoor measurements are compared with the
simulation results for the verification of their RF propagation
models.

Finally, the fifteenth paper selected has been "Practical
Deployments of Wireless Sensor Networks: a Survey", by
M. Garcia et al. The paper is focused on classifying
applications of WSNs and describing real implementations.
The goal of the authors is to complement the existing
surveys, by presenting details of real implementations and
practical deployments in order to understand how these
networks run, and how they are designed, maintained and
operated. Finally, the authors compare them in terms of
network size, technology used, the communication type,
single/multiple use and the domain where they are applied.

IV. CONCLUSION

In this special issue, we have seen a great variety of
WSN deployments. We observed that the problems found in
the real world could make the wireless sensor network
deployment a difficult task. The WSN must be adapted to the
environment in order to take the most advantage of them.

We hope the reader enjoys the papers published in this
special issue and learns from the experiences provided by the
authors in these papers.
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Abstract— The paper presents a development of the multi
sensor embedded system for measuring up to eight nser
parameters optimized by appropriate algorithms. Site most
of the industrial applications use the analog sens® with
transmitters for sensing the process parameters pécularly in
harsh environment because of their strong mechanita
packaging and ruggedness. Then the benefits of digi
technology in the vast world of analog sensors catbe
implemented by development of appropriate multi sesor
embedded system. The developed system has most bkt
features of smart sensing and communicating to othe
embedded/Host PC through a wireless interface. The
developed prototype system has been tested with RTD
temperature sensors for temperature measurement ovea
wireless connectivity for various distances. From m
application point of view, a mobile robotic platform is
developed to test the multi-sensor embedded systeor Agro-
Industrial Applications. Further, the average lossin signal is
measured and received power is calculated and coneal.
Finally, the effect of obstacles at indoor and outdor range for
wireless transmission has been presented. It is sdrved that
for better transmission of signals via wireless comunication,
the low frequency along with low baud rate and lineof sight
range is required to minimize the signal loss.

Keywords- Embedded System; Sensors and Actuators; Wireless
Mobile Robots; Zighee Wireless Connectivity

. INTRODUCTION

information and communication technologies leadiiog
higher yields and lower costs in the running ofytascale
commercial agricultural fields. Further, the embedid
sensing technologies allow the identification oftgein the
crops, increased moisture or drought at a real-fimerval

with automated actuation devices to control iriigat

fertigation and pest control in order to offset thdverse
conditions. The Precision farming system incorpesat a)

Sensing agricultural parameters b) Identificatidrs@nsing

location and data gathering c) Transferring datenficrop

field to control station for decision making andAttuation

and Control decision based on sensed data.

Over the last few years, the advancement in sensing
embedded technology and wireless communication
technologies has significantly brought down thetcof
deployment and running of a feasible precision cadtire
framework. Emerging wireless technologies with lpawer
needs and low data rate capabilities, which pdyfextites
precision agriculture, have been developed [2,
Agricultural Sensors, positioning systems for ditgc
location of sensors, actuators like sprinklersgferg, valve-
controlled irrigation system, etc. are also repbrie the
literature. However, very limited work has been el@o far
on the wireless multi-sensing system to be usetlatusfer
sensor data wirelessly from crop field to the reencentral
PC.

In this paper development of a low cost multi senso
system for sensing eight input analog sensors alwitly

3],

A "smart sensor’ is a transducer (or actuator) thafeconfigurable automation, and communicating withsth

provides functions beyond what is necessary to rgémea
correct representation of a sensed or controlleshtify. The
"smart sensor" functionality will typically simpjif the
integration of the transducer into applicationginetworked
environment [1]. Embedded with a microcontrolleritua
smart sensor has much more built in intelligenceroa

(wired and wireless) is presented. The proposeattsmulti
sensor system is an attempt to develop a geneatfoph
with  ‘plug-and-play’ capability to support hardware
interface, communication, needs of multiple sensard
actuators. The system has been implemented usingvau
developed eight potentiometer based kit and testid

traditional sensor. So, it can perform more powerfu esistance temperature detector (RTD) sensorseiosing,

functions such as self-identification, self-caltia,
converting the raw sensor signal into a digitahfar Multi

decision-making and their control in order to realtiwe false
alarms and unwanted process shut downs. The data se

sensor systems are now used in many applicatioasare sing wireless communication makes system efficient

including environment and habitat monitoring, hecdtre,
home automation, and traffic control especiallyagro and

effective and intelligent decisions based on preedsdata
that is accurate and analyzed. Wireless communitdias

food applications like Reverse Osmosis (RO) planiis own advantages like Ease of installation; ntkyouables

automation, fish pond management systems, envirotahe
monitoring, precision agriculture, machine and pss
control, building and facility automation. Wirelesmsed
Smart sensor module has drawn attention of thesingon
account of low cost, low power consumption, flekij and
use in remote areas.

are needed and simplify design of systems. Inpghjser, we
introduce the new smart sensor device with proogsand
communication as well as various sensing abilities
industrial and agro — based monitoring applications
Further, considering the potential applicationto$ field,
the present extended work details on the developrogén

Precision farming is the conjunction of a newjreless mobile robotic platform for farm sensirgy dlso
management perspective with the new and emerging
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the data wirelessly to a PC through an infrareé dlak [9,

presented [4]. The organization of this paper idodlsws.
Section 2 covers related work on wireless commiioica

10, 11].

based smart sensors related to agro, food and other In precision agriculture, the most important stepthe

applications. Section 3 gives the system descriptiginally,
Section 4 covers experimental
implementation and Section 5 includes conclusiahfature
work.

. RELATED WORK

generation of maps of the soil with its charactess These

results of the currenincluded grid soil sampling, yield monitoring andop
RS (remote sensing) coupled with GPS,
coordinates and produce accurate maps and modetse of

scouting.

agricultural fields. The sampling was typically dhgh
electronic sensors such as soil probes and renmtieab

There are many projects undertaken and many résemarc scanners from satellites. The collection of suctada the
proposed the development of smart sensors and thdRrm of electronic computer databases gave birtéoGIS.
networking. The design and implementation of homeStatistical analyses were then conducted on the aled the

network based on smart sensor devices focuses @n
development of system for home purposes wherenitbea
implemented for door lock system, gas detectingesys
controls TV, refrigerator, and outlets, and applyiRFID
into home networks [5]. The development of smartsees
for pollutant gas detection like CO and LPG whe@@ gas
detector is developed and controlled by smart setosgive
alarm if gas generation is above the set limit asdd in
home, institutions and industries [6, 7]. The Maied Smart

tMariability of agricultural land with respect tesiproperties

was charted. The technologies used are expenskee
satellite sensing and was labor intensive where niaps
charting the agricultural fields were mostly mahuaone.
Blackmore et al., in 1994 [12] reported a comprehen
system designed to optimize agricultural production
carefully tailoring soil and crop management torespond
to the unique condition found in each field whilaintaining
environmental quality. Further, only large farmsildoafford

the high initial investment in the form of election

micro-sensors, with emphasis on the developmesen$ors equipment for sensing and communicating. The telcigines

and an embedded operating system, Tiny OS . Rgcéimd  proposed at this point comprised of three aspégyfemote
wireless sensor networking is used for life scienceSensing (RS), (b) Geosynchronous Positioning System
automation where they propose a wireless sensevorlet  (GPS) and (c) Geographical Information System (GIS)
(WSN) especially dedicated to the field of lifeieswe The system we have developed is useful becauseusari
automation (LSA), which can be used for multiplegmses ~ physical parameters can be sensed and manuallyotedt

[8]. This area provides a bulk of process and emvirental On automatic false detection, as well as eightrpaters can
parameters, which have to be controlled. PasseDamter ~be manage precisely via single micro controllendfig the
developed a portable, mobile instrument to measurBetter location and minimum loss in signal for Jess
temperature, relative humidity, noise, brightnesed a communication to device, makes the system more
ammonia content in the air within the house andsfierred ~ challenging and applicable [13].

Dust project at UC, Berkeley focused on creating-tmst

Actuator PWM
Drive control RS232
(st m
D/A UART Wireless J
Cs p
: Conv- RAM &
: erter MCU Flash Serial
&> Menory | [ " EEPROM
St t 1/0O port SPU
epper motor ¢ ports 2
for sslll)sing probe = re On board
1 Jy Temperature
LCD Relay Drive Sensor
Keypad Display Unit
- - v
Left motor Right Buzzer Lamp for fault
drive motor drive indication

Figure 1. General Architecture of developed system.
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Hl.  SYSTEM DESCRIPTION pressed, it escapes from set point routine andijt.oally
) ) ) o compares set point and parameter value to givemalar
The generic architecture of system is shown inredli It jndication if sensor parameter value is greaten thet point
consists of eight sensors with transmitters. To enthe  yalues and parameter value can be adjusted, ifedeed

system more compact MICROCHIP'’s 8 bit PIC18f452 hassimilarly, using second potentiometer, parameteo t&
been used which has most of the peripherals on #hias  tested and set point value can be set for secoraneter. If
low power consumption, fast executing speed an¢top  another parameter has to be set among eight pamentte
1536 bytes of flash and 256 bytes of data EEPROMh@ng.  processor can switch to them periodically in simitnner

It can operate up to 10MIPS (DC to 40MHz). The® B by pressing key RB1. Alarm acquisition is done pem
interrupt sources, two-timer modules, two captamnhpare /  collector source ULN2003 (transistor array).

PWM mOdUIeS, 8X8 hardware mUIthIler and master In between all process, the processor CO”tinuMykS
synchronous serial port module having SPI and 12Gf character “** has been received from keyboaddert it
interface. On Chlp serial communication Supportsthbo transmits all parameters and set point values mhyper
RS232 and RS485. The system can work up to 40 MHgrminal as shown in figure 3 and come back to rtfagn
clock frequency. But response time of many senisoo§the  program. All measured data is stored in on chipstland
order of 100us or more [12]. So, a processor spEed az|so serial EEPROM has been interfaced via 12C tous
10MHz to 15MHz should be adequate. Considering thjtjlize the non — volatile memory. All values arartsmitted
optimum performance and cost of the overall systethdue  to | CD unit using the LCD interface. The parametaiues
to easy availability of crystal oscillators up t6MHz, the  and their set - point values can be transmit vi23RSor
system clock of 10 MHz is selected for current &aplon.  wireless module (DIGI's X-Bee — PRO 802.15.4 trager)
There is 10 bits, 8 analog input channels A/D caevavith  which has capability to transmit data up to 1.6 lime of
acquisition time 12.8s. The eight input sensor nodes sight at frequency 2.4 GHz. In general, a loweqtency
operate under stored program control [14]. The anicr allows a longer transmission range and strongeatubiy to
controller A/D converter performs periodic scanstiiése penetrate through walls and glasses [3]. However,GHz
sensors. The scan rate is programmable and caddpéivee  bands of 2.400-2.4835 are worldwide acceptable. The
based on the rate of change of sensor readings@&hsors microcontroller apart from the measurement of apalo
data are compared with set-point values storedeimaony. parameters [5] also performs all the required hiesging
tasks and interacts with the other peripherals. ateby
supply monitoring circuit generates an interruptdatection
of a battery fail condition and initiates an emerge
measurement backup. There are two main time irltethat
need to be maintained. The sensors with their mnétess are
carefully timed using software timers. Assembly a@d
language programming is done using MPLAB IDE tool
along with PICDEM-2PLUS debugger and programmer for
implementation of developed algorithms, monitoriagd
display of parameters and set point values.

[ Tonykab 192 AT S Hiyper Term
Fie  Edn  wiowe call  Transfor el
O == =% Fm uwO &=
DRATE=1c/sa29. 85
/ PARAL -GBS 7PPM
Figure 2. Eight potentiometer based kit. FHEAZ=Aa34FPFH
poRnz-gsserEn
For testing of eight channels, an eight potentieme =
based kit has geen degvelo ed in laborat v hpvﬁ ine 2 PARAS- 08 SAEEH
! P nila ora orys o) _gure . FPARAS=1BBHFPEM
The parameters are firstly checked with eight pidereter PARA7—B234FPFM
kit and then module has been checked by RTD seriEbes PARAS=8B117FFM
. . . SE L= B
eight potentiometers are connected at PortA, anaipgt e ey T T
channels of microcontroller. Voltage (0-5V) is cened into sSPa—acos
corresponding engineering units for different paztars. ggé:gggg
The control of system can be done by two switcR&0(and SP&E=A9GA
RB1) connected on port B of microcontroller. Thdugaof Eﬁg_gggg
parameter one (0 - 1000PPM) can be adjusted by firs —
potentiometer and when switch RBO is pressed itesoto Figure 3. Data transmission at hyper terminal.
the set point value for first parameter which izatly stored
in flash memory. The set point value can be increnue The developed multi-sensing system performs batksta

decrement (0-1000PPM at span of 100PPM) by pushingiz. sensing of parameters as well as controllig t
switch RBO according to user's need. If switth RB1 movements of the mobile robot using left and rigit
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motors [14]. The summary of hardware configuration of the dry and wet bulb sensors, the maintenance of

mobile multi-sensor embedded system is as follows:

e Central PC: Data acquisition
communication and analysis

minimum ventilation speed, and a clean wick arerttagor
factors that affect the measurement of the reldtivmidity.

using wirelessWhen the wick of the psychrometer becomes hardbttie

will not be thoroughly wet and inaccurate readingd

« PIC18F452 — 4 MHz, RAM 1.5kbytes, flash programresult. Care should be taken to keep the wick cliahould
memory — 32kbytes, 8 channel - 10-bit A/D converternot be handled unless the fingers are perfectiyancle

for sensor and motor control

Distilled water should be used for keeping the wiekt.

+  Soil temperature and humidity measurement using\ccuracy with the fixed position psychrometers dae

sensor s LM335 and RDT respectively

obtained only by creating free circulation of anmbieir

+ ZigBee/802.15.4 RS232 RF Modem -— wirelessaround the bulbs. Since relative humidity depenusnore

connectivity between mobile robot and central PC

e Two DC motors: Supply voltage 12V, 6mm sha

diameter, 30 RPM

e One stepper motor: for mobile robot arm for sensof

assembly
e  Stepper motor driver: 1 L293. Battery: 12volt, 3t6A

The temperature sensors LM335 and RTD are mounte
on the robotic arm assembly. The sensors -caliloratio

circuitry is also included in the design. The seriaterface
circuit to PIC18f452 is composed of unity gain aifigus
followed by a filter circuit to reduce the loadiedfect and
noise respectively. The filtered signal is giventbe A/D
converter for sensor signal digitization.

The motor driver circuit is designed to drive DCtoro
and stepper motor. The stepper motor for arm igedrin
half stepping mode, so that the effective step eangl1.8
degrees. IC L293 is used to drive the DC and steqmoéors,
which limits the current up to 600mA.

A. Temperature measurement

The temperature measurement is implemented using th

PT100 Resistance Temperature Detector (RTD) sefisofs

than one parameter, multiple regression methodsésl uo

ft derive the relationship. Again by dividing the optérg

range into three zones, viz.°@- I0°C, 1I°C - 20°C and
1°C — 50°C and then by using the MATLAB and Simkili
software package, second order equations are gedklor
the entire range of temperaturRCO- 50°C to get the desired
accuracy of about + % in the RH measurement. Theatém
f&>r the temperature range di®to 10°C is :

RH = 97.4056 - 15.48984F 16.2592 },+ 0.2317 F*-
0.2972 T,2 (1)

The equation for range the 11°C to 20°C is:

RH = 93.0129 - 12.64914F 13.4314 |, + 0.1229 T2 -
0.1485 T, (2)

The equation for the temperature range of 21°CG58?

RH = 91.0058 - 9.0872 4T+ 9.5597 T+ 0.0471 T -
0.0540 T,2 3

where, § — dry bulb temperature and, =~ wet bulb
temperature.

2) Dry and wet bulb temperature transmitter

The transmitter circuit takes RTD as input z_;md [wes 4- The dry and wet bulb temperature transmitter is
20mA output corresponding to the measuring rang®-of implemented using the PT100 Resistance Temperature
50°C. The XTR-103 has built-in provisions for RTDrent  Detector (RTD) sensors [17]. A mechanism of a water

excitation, signal amplification and liberalization a single
integrated circuit. The zero and span adjustmemntcarried
out to get 4-20mA output signals for a working temgiure

container for keeping the wet bulb wet, by coverihg
corresponding RTD with one end of a wick and kegpire
other end of the wick in the water tank is incogied. At

range of 0-50°C. These 4-20mA current signals argeast half of the length of the wick remains dipprdthe

interfaced to the ADC input port of the micro catir for

further processing. First, temperature transmitiecuit is

calibrated by connecting a standard resistance Biwe
resistance is set to 190 corresponding to °C, and then
ZERO adjustment is done to get 4mA at the outputil&ly

it is set to 119.2, corresponding to 5C, and SPAN
adjustment is done to get 20mA at the output. @iryilthe
other temperature transmitter circuits are caldmrat

B. Relative humidity measurement

Measurement of relative humidity in the field plags
important role during the harvesting of the sedd§.[So this
facility is also included in the designed system.

1) Measurement Technique
Psychrometry is the best-suited technique for méasu
relative humidity particularly in process indusgiewhich
call for rugged and continuous operation [16]. Bleeuracy

water. Similarly a fan mechanism is provided fottigg the
required airflow around the wet RTD. Circuits usiK@R
103 are implemented for measuring the two tempestu
Each circuit takes RTD as input and provides 4-2@ufout
corresponding to the measuring range of 0-50°C. XHie-
103 has built-in provisions for RTD current exditat signal
amplification and liberalization on a single intetgd circuit.
Two similar circuits, based on XTR-103, are impletee
for measuring the dry and wet temperatures. The aed
span adjustment are carried out to get 4-20mA dusgignals
for a working temperature range of 0-50°C. These #w
20mA current signals are interfaced to the ADC trjpart of
the micro controller card for further processing.

C. Wireless communication

For wireless communication RS 232 based DIGI's X-
Bee—-PRO 802.15.4 transceiver module having OQPSK
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based modulation is used. The operating temper&uré0

P=(RGG A)/((41)2c L) ()

°C to 85C and the power down current is less than 6maA. It

can transmit data up to 1 mile for outdoors rahgeS) and
100m in indoor range at frequency 2.4GHz .The xexei
sensitivity is - 100dBm. For every 6dB gain in THvger or
RX sensitivity the range of wireless link doubldSor
wireless communication, location is also an impariasue.
Therefore, the module has been tested at diffefistances
and different baud rates inside and outside otficanalyze
the effect of obstacles in line of sight (LOS) o B00m. The

baud rate error was 0.16%, which is obtained frdma t

calculated and desired baud values at 16MHz [183eAal
RS-232 and wireless interface is provided to coninate
with a host system for remote/ automated monitoriFige

signal loss and power received have been calculated

different distances by using (4) and (5). We apepring the
portable RF power meter from Keithley (Model 3500)
measurement of actual power loss.

The signal loss is given by-

L (dB) = -20 logso (M 4Md). 4)

where — L = signal loss in free space (dB) and distance
(meters)
The power received at receiver is given by-

where — Pt = transmitted power = 100mW and&GG; =
antenna gain at receiver and transmitter = 2.1dB.

D. Distance measurement

For testing of information loss at different place®
wireless modules are used. One module is connéctéte
system through RS232 port placed in a test roormaanther
wireless module is connected with a laptop to chbekioss
at different places. To calculate line of sighttalices
between two places, help has been taken from Gdtaylid.
Google Earth maps the Earth by superimpositiomafges
obtained from satellite imagery, aerial photographyg GIS
3D globe which can be downloaded free. It provifdedity
to calculate distance between two selected objeudsr the
Tool option by selecting the ruler. Thus we haweated our
CEERI office area at Pilani, Rajasthan through Ge&grth
and then calculated approximate distance in métefseen
two locations in outdoor ranges. For indoor ranges
distance between two rooms are calculated appragiyna
using Pythagoras theorem on first floor and grofloat.

Initialize on chip peripherals of MICTU -ADC,

Timers, PWNML, Usart and 'O ports
P

Set the set point values for each parameters using on
board switches and store in on chip flash

ADC
¥

o Get the parameters from the transmitters through [*

Store eight parameter values in memory

v

Is command received
from kevboard to allow
transmission through

serial interface?

¥

Yes

Transmit all parameter and

&

set point values to host

its set point values

Compare the parameter values to

v

v

Is parameter values
greater than set point
values?

Is command

received from
kevboard to stop
transmission?

Yes

| Give false alarm

Control parameter values

Figure 4. Software Flow of Multi-Sensor Embedded System.
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verified and found to be +/- 1% as tabulated inetalover a
IV.  SYSTEM SOFTWARE span of 100 to 12C. The variation of calculated signal loss

The embedded software to operate the wireless -multend received power against distance for testingless
sensor system is implemented. Subroutine modules fdnodules are shown in figure 7 and figure 8 measwated
sensor signal digitization, motor control, LCD, key, various aerial distances with different baud rates.
wireless data acquisition and transmission & fitltking The RH is calculated from measured dry and wet bulb
algorithm are developed in C language and compilgd ~ temperatures and the (1) - (3), and is compareti tie
MP-LAB C18 cross compiler. The hex file is thentedrto ~ €xpected value from the psychometric chart. Theltesre
the flash memory of the PIC18F452 using PIC prognam  given in the following tables II, Iil and IV resgaely.

The operation of the software for multi-sensor edatsel Since, wireless communication works by creating
system is shown in the flowchart in figure 4. electromagnetic waves at a source and being algekoup
those electromagnetic waves at a particular dastm§l4].
V. EXPERIMENTAL RESULTS During the propagation, some attenuation of thaeaitakes

Figure 5 shows the experimental setup for testingpe ~ Place due to properties of the transmission medain and
developed system. The developed module is inteifagth ~ obstacles and power density decreases at recewuml
temperature sensors through transmitters giving 20mA Figure 7 shows this attenuation as a function efdistance
current outputs. The wireless module is connedtedugh between the transmitter and receiver and figurbdvs the

RS232 interface. The device is programmed using ABPL Power received at receiver end decreases withasurg the
IDE programmer. Figure 6 shows the results of ihdistance between transmitter and receiver locatidiie

temperature measurement conducted by keeping tfaformation loss in wireless data communicationngsthe
temperature sensors in the environmental chamberevh £/GBEE wireless modules is shown in table V andetald

programmable temperature setting is done for specif at outdoor and indoor distance range with and witho
temperature. The temperature measurement resulis dPbstacles.

G0 q
U
¥ 50 4
=
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[
E 20
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Figure 6. Experimental setup. Figure 5. Temperature measurement.
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Figure 7. Signal loss. Figure 8. Received power.
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TABLE . TEMPERATUREMEASUREMENT
Resistance (Ohms) Temperature from Chart(Deg Cen.) Measured Temperature (Deg Cen)
102.0 5 5.2
103.9 10 10.1
105.8 15 15.0
107.8 20 20.0
109.7 25 25.1
111.6 30 30.1
113.6 35 35.0
115.5 40 40.2
117.4 45 45.1
119.4 50 50.1
TABLE II. COMPARISON BETWEEN MEASURED AND HCARTRH VALUES FOR0-10PC RANGE
Dry Blub Wet Bulb Measure RH %}:%?llr%%fé?r? I\/I:I)elfaflzﬁggeaﬁzngﬁg?t Percentage
Temperature Temperature value Chart values Error
2 15 91.0728 92 -0.9272 -1.0078
2 1 83.3147 83 0.3147 0.3792
4 35 92.4198 93 0.5802 -0.6239
4 3 85.2560 85 0.0256 0.3012
6 5.5 93.2426 94 -0.7574 -0.8057
6 3 58.9099 60 -1.0901 -1.8168
8 7.5 93.5412 94 -0.4588 -0.4881
8 5 62.1805 62 0.1805 0.2911
10 9.5 93.3157 94 -0.0684 -0.7280
10 6.5 58.8034 60 -1.1966 -1.9943
TABLE Il COMPARISON BETWEEN MEASURED AND CHARRH VALUES FORIO-20°CRANGE
Dry Blub Wet Bulb Measure RH RH Value from Difference between Percentage
Tem);/)erature Temperature value Psychrometry Measured and Chart Error X
Chart Values
10 9.5 93.0144 94 -0.9856 -1.0485
10 6.5 59.8460 60 -0.1540 -0.2567
12 115 93.7525 94 -0.2475 -0.2633
12 11.0 88.7069 89 -0.2931 -0.3293
14 135 94.2862 95 -0.7138 -0.7514
14 13.0 89.5375 90 -0.4625 -0.5139
16 125 66.7915 67 -0.2085 -0.3112
16 12.0 61.8943 62 -0.1057 -0.1705
18 17.5 94.7409 95 -0.2591 -0.2727
18 17.0 90.5860 90 0.5860 0.6511
20 16.0 66.0971 66 0.0971 0.1471
20 15.5 61.7195 62 -0.2805 -0.4524
TABLE IV. COMPARISON BETWEEN MEASURED AND CHARRH VALUES FOR20-50°CRANGE
Dry Blub Wet Bulb Measure RH %2%?}'%%1?3 I\/I:I)elfaflzﬁggeaﬁzngﬁg?t Percentage
Temperature Temperature value Chart values Error
20 19.50 93.9807 96 -2.0193 -2.1034
20 15.50 63.3039 62 1.3039 2.1031
22 21.50 94.4538 96 -1.5462 -1.6106
24 19.00 62.1831 63 -0.8169 -1.2967
26 25.50 95.2343 96 -0.7657 -0.7976
28 26.00 85.5367 85 0.5367 0.6314
30 29.50 95.7938 96 -0.2062 -0.2148
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32 30.00 86.6340 86 0.6340 0.7372
34 32.00 87.0997 87 0.0997 0.1146
36 30.00 63.0991 64 -0.9009 -1.4077
38 31.00 58.1618 60 -1.8382 -3.0637
40 39.50 96.2262 97 -0.7738 -0.7977
40 33.00 59.5422 61 -1.4578 -2.3898
42 41.50 96.1469 97 -0.8531 -0.8795
44 37.00 62.1372 63 -0.8628 -1.3695
46 45.50 95.8228 97 -1.1772 -1.2136
46 45.00 93.4871 94 -0.5129 -0.5456
48 47.50 95.5779 97 -1.4221 -1.4661
50 42.00 60.6471 62 -1.3529 -2.1821
TABLE V. INFORMATION LOSS— INDOOR RANGE
S.N. Baud rate Baud rate Distance (m) Distance (m) Information loss
(bps) error (%) with obstacles | without obstacles (Yes/No)
1 1200 0.16 - <50 No
57 - Yes
64 -
- 227 No
2 9600 0.16 - <50 No
57 - Yes
64 -
- 227 No
3 19200 0.16 57 Yes
64
227 No
TABLE VI. INFORMATION LOSS— OUTDOOR RANGE
S.N. Baud rate (bps) Baud rate error (%) Distance Information loss (Yes/No)
(m)
1 1200 +0.16 <20 No
33 Yes
57
61
2 9600 +0.16 <20 No
33 Yes
57
61
3 19200 +0.16 <20 No
33 Yes
57
61

The developed multi-sensor embedded system is aldoansmission of signals via wireless communicattoe, low
tested on the mobile robotic platform in the fieldan area frequency range along with low baud rate and lihsight
5m x 5m. The system is tested with LM 335 and RTDrange is required to minimize the signal loss. d@beeloped
temperature sensors for temperature and humiditgystem is cost effective, versatile, and based emerc
measurement of soil in the farm over a wirelesqeativity.  platform. Currently, efforts are going on to ingea
The observed trajectory of the wireless robot ie thsted measurements up to 16 sensors channels, whictuitabls

field of 5mx5m area is as shown in figure 9. for most of our current applications like RO water
purification Plant automation and Smart pond fish
V1. CONCLUSION AND FUTURE WORK management system, where in up to 15 parametets &e

A development of the multi sensor embedded system f monitored. Also implementation of appropriate wess
measuring up to eight sensor parameters optimized beconfigurable sensor network for future perspecto as to
appropriate algorithms with its various featurese ar make the developed embedded system more appligable
presented. The test results of the developed puratystem Agro based Industrial applications such as graid foit,
with RTD temperature sensors for temperature measemt ~ Storage, vegetable storage smart pond automatiofrefsh
over a wireless connectivity for various distancase aquaculture and so on.
presented. From the results it can be concludeddahaetter
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The developed multi-sensor embedded system on enobiproposed system is low power and cost effectivédn \ats
robot is also successfully tested to monitor thel sonumber of sensors and wireless nodes. Although the
parameters in the farm and transmit the data tocémgral experimental conditions were limited, but the prétiary
system using wireless protocol for precision adtice. results are promising and shows that the wireles#ti-m
Considering the high cost and complexity of numbér sensing system can be utilized for farm applicatiaon
wireless sensing network systems in agriculturee thprecision agriculture.

> Troral <
Robot start at Tintervar » 1 |
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Deadend ol :
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® - Soil parameters are sensed here and sent to the

central PC using wireless connectivity in the field
area of Smx5m

Figure 9. Trajectory of the Wireless Mobile Robetsing soil parameter.
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Abstract—The adoption of Wireless Sensor Networks (WSN)
for wide area environmental monitoring is currently considered
one of the most challenging application scenarios for this
emerging technology. The promise of an unmanaged, self-
configuring and self-powered wireless infrastructure, with a
continuously decreasing cost per unit, attracts the attention of
both final users and system integrators, replacing previously de-
ployed wired solutions and opening new business opportunities.
Agricultural scenarios seem to be one of the most promising
application areas for WSN due to the necessity of improving the
agro-food production chain in terms of precision and quality.
This involves a careful system design, since a rural scenario
consists of an extensive area devoid of an electrical power
supply and availabile wired connections. This paper shows and
describes a practical case study, starting from a real problem
and reaching the best architectural solutions with particular
focus on hardware implementation and communication proto-
col design. Moreover, encouraging and unprecedented results
are shown, achieved with this approach and supported by
several pilot sites in different vineyards throughout Italy and
France. Finally, the commercial system ”’VineSense”, born from
previous experimental solutions, and its agronomic results are
also presented.

Keywords-Wireless Sensor Network, Distributed Agricultural
Monitoring, Hardware and Protocol Design, Physiology and
Pathogens Control, Pilot Sites.

I. INTRODUCTION

Agriculture is one of the most ancient activities of man in
which innovation and technology are usually accepted with
difficultly, unless real and immediate solutions are found for
specific problems or for improving production and quality.
Nevertheless, a new approach, of gathering information from
the environment, could represent an important step towards
high quality and ecosustainable agriculture.

Nowadays, irrigation, fertilization and pesticides manage-
ment are often left to the farmer and agronomist’s discretion:
common criteria used to guarantee safe culture and plant
growth is often giving a greater amount of chemicals and wa-
ter than necessary. There is no direct feedback between the
decision of treating or irrigating plants and the real effects in
the field. Plant conditions are usually committed to sporadic

Antonio Manes
Netsens S.r.l.
Via Tevere 70, 50019 Florence Italy
antonio.manes @netsens.it

and faraway weather stations which cannot provide accurate
and local measurements of the fundamental parameters in
each zone of the field. Also, agronomic models, based on
these monitored data, cannot provide reliable information.
On the contrary, agriculture needs detailed monitoring in
order to obtain real time feedback between plants, local
climate conditions and man’s decisions.

The most suitable technology to fit an invasive method of
monitoring the environment is a Wireless Sensor Network
(WSN) system [2].

The requirements that adopting a WSN are expected to
satisfy in effective agricultural monitoring concern both
system level issues (i.e., unattended operation, maximum net-
work life time, adaptability or even self-reconfigurability of
functionalities and protocols) and final user needs (i.e., com-
munication reliability and robustness, user friendly, versatile
and powerful graphical user interfaces). The most relevant
mainly concerns the supply of stand-alone operations. To
this end, the system must be able to run unattended for
a long period, as nodes are expected to be deployed in
zones that are difficult to maintain. This calls for optimal
energy management. An additional requirement is robust
operative conditions, which needs fault management since a
node may fail for several reasons. Other important properties
are scalability and adaptability of the network’s topology, in
terms of the number of nodes and their density in unexpected
events with a higher degree of responsiveness and reconfig-
urability. Finally, several user-oriented attributes, including
fairness, latency, throughput and enhanced data querying
schemes [3] need to be taken into account even if they could
be considered secondary with respect to our application
purposes because the WSN’s cost/performance trade-off [4].

The before mentioned requirements call for a carefully
designed and optimized overall system for the case study
under consideration.

In this paper an end-to-end monitoring solution is pre-
sented [1], joining hardware optimization with communica-
tions protocols design and a suitable interface. In particular,
Section II provides an overview of the related works. Sec-

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

18



Article part of a special issue on Wireless Sensor Networks

tion III presents the overall system in terms of hardware,
protocol and software design. Section IV describes the
real experiences, focusing on several case studies analyses
for highlighting the effectiveness and accurateness of the
developed system. Section V and Section VI describe respec-
tively the commercial system “VineSense”, born from the
experimental solution, and some agronomic results. Finally,
in Section VII some conclusions are drawn in order to
explain the future direction of the current research study.

II. RELATED WORKS

The concept of precision agriculture has been around for
some time now.

Starting from 1994, Blackmore et al. [5] defined it as
a comprehensive system designed to optimize agricultural
production by carefully tailoring soil and crop management
to correspond to the unique condition found in each field
while maintaining environmental quality. The early adopters
during that time found precision agriculture to be unprof-
itable. Moreover they found the instances of implementation
of precision agriculture were few and far between. Further,
the high initial investment in the form of electronic equip-
ment for sensing and communication meant that only large
farms could afford it. The technologies proposed at that point
comprised of three aspects: Remote Sensing (RS), Global
Positioning System (GPS) and Geographical Information
System (GIS). RS coupled with GPS coordinates produced
accurate maps and models of the agricultural fields. The
sampling was typically through electronic sensors such as
soil probes and remote optical scanners from satellites. The
collection of such data in the form of electronic computer
databases gave birth to the GIS. Statistical analyses were
then conducted on the data and the variability of agricul-
tural land with respect to its properties was charted. The
technology apart from being non real-time, involved the use
of expensive technologies like satellite sensing and was labor
intensive where the maps charting the agricultural fields
were mostly manually done.

Over the last seven years, the advancement in sensing and
communication technologies has significantly brought down
the cost of deployment and running of a feasible precision
agriculture framework. Emerging wireless technologies with
low power needs and low data rate capabilities, which per-
fectly suites precision agriculture, have been developed [6].

The sensing and communication can now be done on a
real-time basis leading to better response times. The wireless
sensors are cheap enough for wide spread deployment in the
form of a mesh network and offers robust communication
through redundant propagation paths [7]. Wireless sensor
networks allow faster deployment and installation of various
types of sensors because many of these networks provide
self-organizing, self-configuring, self-diagnosing and self-
healing capabilities to the sensor nodes.
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The applications using wireless sensor technology for
precision agriculture are briefly explored below.

Cugati et al. [8] developed an automated fertilizer applica-
tor for tree crops. The system consisted of an input module
for GPS and real-time sensor data acquisition, a decision
module for calculating the optimal quantity and spread
pattern for a fertilizer, and an output module to regulate
the fertilizer application rate. Data communications among
the modules were established using a Bluetooth network.

Evans and Bergman [9] are leading a USDA research
group to study precision irrigation control of self-propelled,
linear-move and center-pivot irrigation systems. Wireless
sensors were used in the system to assist irrigation schedul-
ing using combined on-site weather data, remotely sensed
data and grower preferences.

The US Department of Agriculture (USDA) [10] con-
ducted a research in Mississippi to develop a high-speed
wireless networking system to help farmers download aerial
images via WLAN to their PCs, laptops or PDAs. The
images were mainly used for precision farming applications.

Mahan and Wanjura [11] cooperated with a private com-
pany to develop a wireless, infrared thermometer system
for in-field data collection. The system consisted of infrared
sensors, programmable logic controllers and low power radio
transceivers to collect data in the field and transmit it to a
remote receiver outside the field.

The Institut Fiir Chemie und Dynamik der Geosphére [12]
developed a soil moisture sensor network for monitoring soil
water content changes at high spatial and temporal scale.

III. OVERALL SYSTEM CHARACTERIZATION

The overall system is shown in Figure 1. It is comprised
of a self-organizing WSN endowed with sensing capabilities,
a GPRS Gateway which gathers data and provides a TCP-
IP based connection toward a Remote Server and a Web
Application which manages information and makes the
final user capable of monitoring and interacting with the
instrumented environment.

In the following subsections, an end-to-end system de-
scription of the hardware, protocol and software design is
presented.

A. Hardware Design

Focusing on an end-to-end system architecture, every
constitutive element has to be selected according to the
application requirements and scenario issues, especially the
hardware platform. Many details have to be considered,
involving the energetic consumption of the sensor readings,
the power-on and power-save states management and a good
trade-off between the maximum radio coverage and the
transmitted power. After an accurate investigation of the
out-of-the-shelf solutions, accordingly to these constraints
and to the reference scenarios, 868 M H z Mica2 motes [13]
were adopted. The Tiny Operative System (TinyOS), running
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Wireless Sensor
Network

Figure 1. Wireless Sensor Network System.

on this platform, ensures a full control of mote communi-
cation capabilities to attain optimized power management
and provides necessary system portability towards future
hardware advancements or changes. Nevertheless, Mica2
motes are far from perfection especially in the RF sec-
tion, since the power provided by the transceiver (Chipcon
CC1000) is not completely available for transmission, but it
is lost to imperfect coupling with the antenna, thus reducing
the radio coverage area. An improvement of this section
was performed, using more suitable antennas and coupling
circuits and increasing the transmitting power with a power
amplifier, thus increasing the output power up to 15 dBm,
respecting international restrictions and standards. These op-
timizations allow for a larger radio coverage (about 200 m)
and better power management. In order to manage different
kinds of sensors, a compliant sensor board was adopted,
allowing up to 16 sensor plugs on the same node, this
makes a single mote capable of sensing many environmental
parameters at a time [14]. Sensor boards recognize the
sensors and send Transducer Electronic Datasheets (TEDS)
through the network up to the server, making an automatic
sensor recognition possible by the system. The overall node
stack architecture is shown in Figure 2.

Overall size: 58x32x25 mm

Sensor Board —p
Power Board —p» =5

Communication Board —p 4

Figure 2. Node Stack Architecture.

The GPRS embedded Gateway [15], shown in Figure 3, is
a stand-alone communication platform designed to provide
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transparent bi-directional wireless TCP-IP connectivity for
remote monitoring in conjunction with Remote Data Acqui-
sition (RDA) equipment, such as WSN where it acts when
connected with a Master node or when directly connected
to sensors and transducers (i.e., Stand-Alone weather sta-
tion, Stand-Alone monitoring camera). The Gateway can be

Figure 3.

GPRS Gateway.

configured to operate in several ways like “always on”, on
demand”, or “periodically connected”. The Gateway sub-
system has been designed to operate unattended, in outdoor
environments, since there is usually no access to a power
supply infrastructure. Therefore, the hardware design has
been oriented to implement low power operating modalities,
using a 12 V rechargeable battery and a 20 W solar panel.
Data between the Gateway and Protocol Handler are carried
out over TCP-IP communication and encapsulated in a
custom protocol; from both local and remote interfaces it is
also possible to access part of the Gateway’s configuration
settings.

B. Protocol Design

The most relevant system requirements, which lead the
design of an efficient Medium Access Control (MAC) and
Routing protocol for an environmental monitoring WSN,
mainly concern power consumption issues and the possiblity
of a quick set-up and end-to-end communication infras-
tructure that supports both synchronous and asynchronous
queries. The most relevant challenge is to make a system
capable of running unattended for a long period, as nodes
are expected to be deployed in zones that are difficult to
maintain. This calls for optimal energy management since a
limited resource and node failure may compromise WSN
connectivity. Therefore, the MAC and the network layer
must be perfected ensuring that the energy used is directly
related to the amount of handled traffic and not to the overall
working time.

Other important properties are scalability and adaptability
of network topology, in terms of number of nodes and their
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density. As a matter of fact, some nodes may either be turned
off may join the network afterward.

Taking these requirements into account, a MAC protocol
and a routing protocol were implemented.

1) MAC Layer Protocol: Taking the IEEE 802.11 Dis-
tributed Coordination Function (DCF) [16] as a starting
point, several more energy efficient techniques have been
proposed in literature to avoid excessive power waste due to
so called idle listening. They are based on periodical pream-
ble sampling performed at the receiver side in order to leave
a low power state and receive the incoming messages, as
in the WiseMAC protocol [17]. Deriving from the classical
contention-based scheme, several protocols (S-MAC [18], T-
MAC [19] and DMAC [20]) have been proposed to address
the overhead idle listening by synchronizing the nodes and
implementing a duty cycle within each slot.

Resorting to the above considerations, a class of MAC
protocols was derived, named Synchronous Transmission
Asynchronous Reception (STAR) which is particularly suited
for a flat network topology and benefits from both WiseMAC
and S-MAC schemes. More specifically, due to the intro-
duction of a duty-cycle, it joins the power saving capability
together with the advantages provided by the offset schedul-
ing, without excessive overhead signaling. According to the
STAR MAC protocol, each node might be either in an idle
mode, in which it remains for a time interval 7 (listening
time), or in an energy saving sleeping state for a T (sleeping
time). The transitions between states are synchronous with
a period frame equal to Ty = T; + T partitioned in two
sub-intervals; as a consequence, a duty-cycle function can
also be introduced:

T

1= T, + T, M
To provide the network with full communication capabilities,
all the nodes need to be weakly synchronized, meaning
that they are aware at least of the awaking time of all
their neighbors. To this end, as Figure 4 shows, a node
sends a synchronization message (SYNC) frame by frame
to each of its neighbor nodes known to be in the listening
mode (Synchronous Transmission), whereas, during the set-
up phase in which each node discovers the network topology,
the control messages are asynchronously broadcasted. On
the other hand, its neighbors periodically awake and enter
the listening state independently (Asynchronous Reception).
The header of the synchronization message contains the fol-
lowing fields: a unique node identifier, the message sequence
number and the phase, or the time interval after which the
sender claims to be in the listening status waiting for both
synchronization and data messages from its neighbors. The
phase ¢ is evaluated according to the following rule:

o1 =711 @

if the node is in the sleeping mode, where 7 is the time
remaining to the next frame beginning. Conversely, if the
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Figure 4.

STAR MAC Protocol Synchronization Messages Exchange.

Table 1
POWER CONSUMPTION PARAMETERS FOR THE CONSIDERED
PLATFORM.

Cra 12 mA
Csleep 0.01 mA

Ciz 30 mAh

Ctx 0.001 mA

mote is in the listening status, ¢ is computed as:
G2 =7 +T;s 3)

In order to fully characterize the STAR MAC approach,
the related energy cost normalized can be evaluated as it
follows:

C = ¢rodTf + CsleepT§(1 —d) — NTppe)| + NCiy  [mAR]

where c;jeep and ¢, represent the sleeping and the receiving
costs [mA] and Cy, is the single packet transmission costs
[mAh], while T,, and T, are the receiving and sleeping
times [s], Tpk; is the synchronization packet time length
[s] and finally N is the number of neighbors. When the
following inequality is hold:

NTpkt < Tf
then:

C >~ ¢, pdTf + CsleepTs(1 — d) + NCiy  [mAR]

The protocol cost normalized to the synchronization time is
finally:

C NCiy

T; Crad + Csleep(1l — d) + T
As highlighted in Table I, it usually happens that ¢;, <
Csleep K Cry » Where Cip = Cyy/Tpiy and Ty is the packet
transmission time [s] assumed equal to 100 ms as worst
case. This means that the major contribution to the overall
cost is represented by the listening period that the STAR
MAC protocol tries to suitably minimize.

In Figure 5(a) the normalized cost versus the number
of neighbor nodes is shown for the S-MAC and STAR
MAC schemes. It is worth noticing that the performance of
the proposed protocol is better with respect to the existing

[mA] (4
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Table II
ROUTING TABLE GENERAL STRUCTURE.

[ Target [ NH | HC [ PH [ LQ | BL

Smk1 ]| A | Na | 6a | 7a | Ba | Ca
B | Ng | ¢ | nB | B | CB
Sink 2 C | No | ¢¢ | nc | Be | Cc
D | Np | ¢p | np | Bp | Cp

approach for a number of neighbor nodes greater than 7.
Finally, in Figure 5(b) the normalized costs of S-MAC and
STAR MAC approaches are compared with respect to the
duty cycle duration for a number of neighbor nodes equal
to 8. It is possible to notice that for d < 3.5% the proposed
protocol provide a significant gain.

2) Network Layer Protocol: In order to evaluate the
capability of the proposed MAC scheme in establishing ef-
fective end-to-end communications within a WSN, a routing
protocol was introduced and integrated according to the
cross layer design principle [21]. In particular, we refer
to a proactive algorithm belonging to the class link-state
protocol that enhance the capabilities of the Link Estimation
Parent Selection (LEPS) protocol. It is based on periodically
information needed for building and maintaining the local
routing table, depicted in Table II. However, our approach
resorts both to the signaling introduced by the MAC layer
(i.e., synchronization message) and by the Network layer
(i.e., ping message), with the aim of minimizing the over-
head and make the system more adaptive in a cross layer
fashion. In particular, the parameters transmitted along a
MAC synchronization message, with period T, are the
following:

o next hop (NH) to reach the gateway, that is, the MAC
address of the one hop neighbor;

o distance (HC) to the gateway in terms of number of
needed hops;

o phase (PH) that is the schedule time at which the
neighbor enter in listening mode according to (2) and
(3

o link quality (LQ) estimation as the ratio of correctly
received and the expected synchronization messages
from a certain neighbor.

On the other hand, the parameters related to long-term
phenomena are carried out by the ping messages, with period
T, > T, in order to avoid unnecessary control traffics and,
thus, reducing congestion. Particularly, they are:

e battery level (BL) (i.e., an estimation of the energy
available at that node);

o congestion level (CL) in terms of the ratio between the
number of packets present in the local buffer and the
maximum number of packets to be stored in.

Once, the routing table has been filled with these parameters,
it is possible to derive the proper metric by means of a
weighted summation of them. It is worth mentioning that

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

the routing table might indicate more than one destination
(sink) thanks to the ping messages that keep trace of the
intermediate nodes within the message header.

C. Software and End User Interface Design

The software implementation was developed, considering
a node as both a single element in charge of accomplishing
prearranged tasks and as a part of a complex network in
which each component plays a crucial role in the network’s
maintenance. As far as the former aspect is concerned,
several TinyOS modules were implemented for managing
high and low power states and for realizing a finite state
machine, querying sensors at fixed intervals and achieving
anti-blocking procedures, in order to avoid software failure
or deadlocks and provide a robust stand alone system. On
the other hand, the node has to interact with neighbors and
provide adequate connectivity to carry the messages through
the network, regardless of the destination. Consequently,
additional modules were developed according to a cross
layer approach that are in charge of managing STAR MAC
and multihop protocols. Furthermore, other modules are
responsible for handling and forwarding messages, coming
from other nodes or from the gateway itself. Messages
are not only sensing (i.e., measures, battery level) but also
control and management messages (i.e., synchronization,
node reset). As a result, a full interaction between the final
user and the WSN is guaranteed.

The final user may check the system status through
graphical user interface (GUI) accessible via web. After
the log-in phase, the user can select the proper pilot site.
For each site the deployed WSN together with the gateway
is schematically represented through an interactive map. In
addition to this, the related sensors display individual or ag-
gregate time diagrams for each node with an adjustable time
interval (Start/Stop) for the observation. System monitoring
could be performed both at a high level with a user friendly
GUI and at a low level by means of message logging.

Figure 6 shows some friendly Flash Player applications
that, based on mathematical models, analyze the entire
amount of data in a selectable period and provide ready-to-
use information. Figure 6(a) specifically shows the aggregate
data models for three macro-parameters, such as vineyard
water management, plant physiological activity and pest
management. The application, using cross light colors for
each parameter, points out normal (green), mild (yellow) or
heavy (red) stress conditions and provides suggestions to
the farmer on how to apply pesticides or water in a certain
part of the vineyard. Figure 6(b) shows a graphical repre-
sentation of the soil moisture measurement. Soil moisture
sensors positioned at different depths in the vineyard make
it possible to verify whether a summer rain runs off on the
soil surface or seeps into the earth and provokes beneficial
effects on the plants: this can be appreciated with a rapid
look at the soil moisture aggregate report which, shows the
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Figure 5.

moisture sensors at two depths with the moisture differences
colore in green tones. Finally, Figure 6(c) highlights stress
conditions on plants, due to dry soil and/or to hot weather
thanks to the accurate trunk diametric growth sensor that can
follow each minimal variation in the trunk giving important
information on plant living activity.

IV. REAL WORLD EXPERIENCES

The WSN system described above was developed and
deployed in three pilot sites and in a greenhouse. Since 2005,
an amount of 198 sensors and 50 nodes have continuously
sent data to a remote server. The collected data represents a
unique database of information on grape growth useful for
investigating the differences between cultivation procedures,
environments and treatments.

A. Pilot Sites Description

The first pilot site was deployed in November 2005 on
a sloped vineyard of the Montepaldi farm in Chianti Area
(Tuscany - Italy). The vineyard is a wide area where 13
nodes (including the master node) with 24 sensors, running
STAR MAC and dynamic routing protocols were success-
fully deployed. The deployment took place in two different
steps: during the first one, 6 nodes (nodes 9,10,14,15,16,17)
were placed to perform an exhaustive one week test. The
most important result regards the multi-hop routing effi-
ciency, estimated as:

Mgy

NMHop = M )]

where narr0p 1S the efficiency, Mgy are the messages cor-
rectly received by the remote user and M., are the expected
transmitted messages. For the gateway neighbors, 1y mop
is very high, over 90%. However, even nodes far from
the gateway (i.e., concerning an end-to-end multihop path)
show a message delivery rate (MDR) of over 80%. This
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Table IIT
MESSAGE DELIVERY RATE FOR THE MONTEPALDI FARM PILOT SITE

Location | MDR |

Node 9 72.2
Node 10 73.7
Node 11 88.5
Node 12 71.4
Node 13 60.4
Node 14 57.2
Node 15 45.6
Node 16 454
Node 17 92.1
Node 18 87.5
Node 19 84.1

means that the implemented routing protocol does not affect
communication reliability. After the second deployment, in
which nodes 11,12,13,18,19,20 were arranged, the increased
number of collisions changed the global efficiency, thus de-
creasing the messages that arrived to the end user, except for
nodes 18,19,20, in which an upgraded firmware release was
implemented. The related results are detailed in Table III.
This confirms the robustness of the network installed and
the reliability of the adopted communications solution, also
considering the power consumption issues: batteries were
replaced on March 11" 2006 in order to face the entire
farming season. After that, eleven months passed before
the first battery replacement occurred on February 11*%
2007, confirming our expectations and fully matching the
user requirements. The overall Montepaldi system has been
running unattended for one year and a half and is going to be
a permanent pilot site. So far, nearly 2 million samples from
the Montepaldi vineyard have been collected and stored in
the server at the University of Florence Information Services
Centre (CSIAF), helping agronomist experts improve wine
quality through deeper insight on physical phenomena (such
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Figure 6. Flash Player User Interface

as weather and soil) and the relationship with grape growth.

The second pilot site was deployed on a farm in the
Chianti Classico with 10 nodes and 50 sensors at about
500 m above sea level on a stony hill area of 2.5 hectares.
The environmental variations of the the “terroir” have been
monitored since July 2007, producing one of the most
appreciated wines in the world.

Finally, the third WSN was installed in Southern France
in the vineyard of Peach Rouge at Gruissan. High sensor
density was established to guarantee measurement redun-
dancy and to provide a deeper knowledge of the phenomena
variation in an experimental vineyard where micro-zonation
has been applied and where water management experiments
have been performed for studying plant reactions and grape
quality.

B. Greenhouse

An additional deployment at the University of Florence
Greenhouse was performed to let the agronomist experts
conduct experiments even in seasons like Fall and Winter,
where plants are quiescent, thus breaking free from the nat-
ural growth trend. This habitat also creates the opportunity
to run several experiments on the test plants, in order to
evaluate their responses under different stimuli using in situ
Sensors.

The greenhouse environmental features are completely
different from those of the vineyard: as a matter of fact, the
multipath propagation effects become relevant, due to the
indoor scenario and the presence of a metal infrastructure.
A highly dense node deployment, in terms of both nodes
and sensors, might imply an increased network traffic load.
Nevertheless, the same node firmware and hardware used in
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the vineyard are herein adopted; this leads to a resulting
star topology as far as end-to-end communications are
concerned.

Furthermore, 6 nodes have been in the greenhouse since
June 2005, and 30 sensors have constantly monitored air
temperature and humidity, plants soil moisture and tem-
perature, differential leaf temperature and trunk diametric
growth. The sensing period is equal to 10 minutes, less than
the climate/plant parameter variations, providing redundant
data storage. The WSN message delivery rate is extremely
high: the efficiency is over 95%, showing that a low number
of messages are lost.

V. VINESENSE

The fruitful experience of the three pilot sites was gath-
ered by a new Italian company, Netsens, founded as a spin
off of the University of Florence. Netsens has designed a
new monitoring system called VineSense based on WSN
technology and oriented towards market and user applica-
tions.

VineSense exalts the positive characteristics of the exper-
imental system and overcomes the problems encountered in
past experiences, thus achieving an important position in the
wireless monitoring market.

The first important outcome of the experimental system,
enhanced by VineSense is the idea of an end-to-end sys-
tem. Sensors deployed in the field constantly monitor and
send measurements to a remote server throught the WSN.
Data can be queried and analyzed by final users thanks to
the professional and user-friendly VineSense web interface.
Qualified mathematic models are applied to monitoring
parameters and provide predictions on diseases and plant
growth, increasing agronomists’ knowledge, reducing costs,
while paving the road for new vineyard management.

VineSense improves many aspects of the experimental
system, both in electronics and telecommunications.

The new wireless nodes are smaller, more economical,
more robust and suited for vineyard operations with ma-
chines and tractors. The electronics is more fault tolerant,
easier to install and more energy efficient: only a 2200 mAh
lithium battery for 2-3 years of continuous running without
human intervation. Radio coverage has been improved up to
350 m and nodes deployment can be easily performed by
end users who can rely on a smart installation system with
instantaneous radio coverage recognition. Sensors used in
the VineSense system are low-cost, state-of-the-art devices
designed by Netsens in order to guarantee the best accuracy-
reliability-price ratio.

The VineSense wireless-sensor unit is shown in Figure 7.

Recovery strategies and communication capabilities of the
stand-alone GPRS gateway have been improved: in fact,
data received by wireless nodes are both forwarded in real
time to a remote server and temporarily stored on board
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Figure 7. VineSense Wireless Unit.

in case of abrupt disconnections; moreover, automatic reset
and restart procedures avoid possible software deadlocks
or GPRS network failures; finally, a high gain antenna
guarantees a good GPRS coverage almost everywhere. The
GPRS gateway firmware has been implemented to allow
the remote management of the acquisition settings, relieving
users from the necessity of field maintenance.

In Figure 8 the GPRS gateway with weather sensors is
shown.

Figure 8. VineSense GPRS Gateway with Weather Sensors.

The web interface is the last part of VineSense’s end-to-
end: the great amount of data gathered by the sensors and
stored in the database needs a smart analysis tool to become
useful and usable. For this reason different instruments are
at the disposal of various kinds of users: on one hand,
some innovative tools such as control panels for real time
monitoring or 2D chromatic maps create a quick and easy
approach to the interface; on the other hand, professional
plots and data filtering options allow experts or agronomists
to study them more closely.

VI. AGRONOMIC RESULTS

The use of VineSense in different scenarios with different
agronomic aims has brought a large amount of important
results.
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When VineSense is adopted to monitor soil moisture
positive effects can be obtained for plants and saving water,
thus optimizing irrigation schedules. Some examples of
this application can be found in systems installed in the
Egyptian desert where agriculture is successful only through
wise irrigation management. In such a terroir, plants suffer
continuous hydric stress during daylight due to high air
temperature, low air humidity and hot sandy soils with a low
water retention capacity. Water is essential for plant survival
and growth, an irrigation delay can be fatal for the seasonal
harvest therefore, a reliable monitoring system is necessary.
The adoption of VineSense in this scenario immediately
resulted in continuous monitoring of the irrigating system,
providing an early warning whenever pump failure occurred.
On the other hand, the possibility to measure soil moisture
at different depths allows agronomists to decide on the right
amount of water to provide plants; depending on different
day temperatures and soil moisture, pipe schedules can be
changed in order to reduce water waste and increase water
available for plants.

An example of different pipe schedules is shown in
Figure 9 . Originally, the irrigation system was opened
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Figure 9.
Levels.

Different Pipe Schedules in Accordance with Soil Moisture

once a day for 5 hours giving 20 liters per day (schedule
1); since sandy soils reach saturation very rapidly most
of this water was wasted in deeper soil layers; afterwards
irrigation schedules were changed (schedule 2), giving the
same amount of water in two or more times per day; the
water remained in upper soil layers at plant root level,
reducing wastes and increasing the amount of available water
for plants, as highlighted by soil moisture at 60 c¢m (blue
plot).

Another important application of the VineSense system
uses the dendrometer to monitor plant physiology. The trunk
diametric sensor is a mechanical sensor with 4+/— 5 microns
of accuracy; such an accurate sensor can appreciate stem
micro variations occurring during day and night, due to the
xilematic flux inside the plant. Wireless nodes measure plant
diameter every 15 minutes, an appropriate time interval for
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following these changes and for creating a plot showing this
trend. In normal weather conditions, common physiologic
activity can be recognized by agronomists the same as
a doctor can do reading an electrocardiogram; when air
temperature increases and air humidity falls in combining
low soil moisture levels, plants change their activity in order
to face water stress, preserve their grapes and especially
themselves. This changed behavior can be registered by the
dendrometer and plotted in the VineSense interface, warning
agronomists about incoming risks; as a consequence, new
irrigation schedules can be carried into effect.

Figure 10 shows an example of a plant diametric trend
versus air temperature. The blue plot represents the air
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[ Power board -> Charge status O ®E |4
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& Unita 4> Temp. Aria ® BHE 1%

Figure 10. Plant Diametric Trend vs. Air Temperature.

temperature in 10 days, from 13*" August until the 227¢
August 2009 in Italy; the blue line becomes red when the
temperature goes over a 35 degree threshold. During the
period in which the temperature is so high, plant stem
variations are reduced due to the lower amount of xilematic
flux flowing in its vessels, a symptom of water leakage.

WSN in agriculture are also useful for creating new
databases with historical data: storing information high-
lighting peculiarities and differences of vineyards provides
agronomists an important archive for better understanding
variations in plant production capabilities and grape ripen-
ing. Deploying wireless nodes on plants in interesting areas
increases the knowledge about a specific vineyard or a
specific terroir, thus recording and proving the specificity
of a certain wine. LE., the quality of important wines such
CRU, coming from only one specific vineyard, can be easily
related to “grape history”: data on air temperature and
humidity, plant stress, irrigation and rain occurring during
the farming season can assess a quality growing process,
that can be declared to buyers.

Finally, VineSense can be used to reduce environmental
impact thanks to a more optimized management of pesticides
in order to reach a sustainable viticulture. Since many of the
most virulent vine diseases can grow in wet leaf conditions,
it is very important to monitor leaf wetness in a continuous
and distributed way. Sensors deployed in different parts of
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vineyards are a key element for agronomists in monitoring
risky conditions: since wetness can change very rapidly
during the night in a vineyard and it is not homogeneous in
a field, a real time distributed system is the right solution for
identifying risky conditions and deciding when and where
to apply chemical treatments. As a result, chemicals can
be used only when they are strictly necessary and only in
small parts of the vineyard where they are really needed, thus
reducing the number of treatments per year and decreasing
the amount of active substances sprayed in the field and in
the environment. In some tests performed in 2009 in Chianti,
the amount of pesticides was reduced by 65% compared to
the 2008 season.

Figure 11 shows a vineyard map: the green spots are
wireless units, distributed in a vineyard of one hectare. Leaf

Figure 11. Distributed Wireless Nodes in a Vineyard.

wetness sensors on nodes 2 and 3 measure different wetness
conditions as shown in Figure 12. The upper part of the

Perc.| Perc.

-
15 5|
o _"N

C HEHEN I

O Nodo 1 -> Bagnatura Fogliare

[ Nodo 2 -> Bagnatura Fogliare @® = | I 4
[ Nodo 3 -> Bagnatura Fogliare o HE 1 x
Figure 12. Different Leaf Wetness Conditions in a Small Vineyard.

vineyard is usually wetter (brown plot) than the lower part
(blue plot) and sometimes leaf wetness persists for many
hours, increasing the risk of attacks on plants.
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VII. CONCLUSION

This paper deals with the design, optimization and devel-
opment of a practical solution for application to the agro-
food chain monitoring and control. The overall system was
addressed in terms of the experienced platform, network
issues related both to communication protocols between
nodes and gateway operations up to the suitable remote user
interface. Every constitutive element of the system chain was
described in detail in order to point out the features and the
remarkable advantages in terms of complexity reduction and
usability.

To highlight the effectiveness and accurateness of the de-
veloped system, several case studies were presented. More-
over, the encouraging and unprecedented results achieved
by this approach and supported by several pilot sites into
different vineyard in Italy and France were shown.

The fruitful experience of some pilot sites was gathered
by a new Italian company, Netsens, founded as a spin
off of the University of Florence. Netsens has designed a
new monitoring system called VineSense based on WSN
technology and oriented towards market and user applica-
tions. In order to point out the improvements of the new
solution respect to the experimental one, the main features
of VineSense were described. Moreover, some important
agronomic results achieved by the use of VineSense in
different scenarios were sketched out, thus emphasizing the
positive effects of the WSN technology in the agricultural
environment.

Nowadays, the application of the solution described in
this paper is under investigation to the more general field of
environmental monitoring, due to its flexibility, scalability,
adaptability and self-reconfigurability.

ACKNOWLEDGMENT

The authors would like to thank the "GoodFood™ project
partners and Netsens S.r.l. for their supporting in this re-
search.

REFERENCES

[1] L. Bencini, F. Chiti, G. Collodi, D. Di Palma, R. Fantacci,
A. Manes, and G. Manes, Agricultural Monitoring based on
Wireless Sensor Network Technology: Real Long Life De-
ployments for Physiology and Pathogens Control, in Proc. of
SENSORCOMM 2009, pp. 372-377, June 2009.

[2] L. Akyldiz, S. Weilian, Y. Sankarasubramaniam, and E. Cayirci,
A Survey on Sensor Networks, IEEE Comm. Mag., vol. 40, pp.
102-114, August 2002.

[3] J. Al-Karaki and A. Kamal, Routing Techniques in Wireless
Sensor Networks: a Survey, IEEE Comm. Mag, vol. 11, pp.
6-28, May 2004.

[4] K. Langendoen and G. Halkes, Energy-Efficient Medium Ac-
cess Control, Delft University of Technology.

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

27



International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/
Article part of a special issue on Wireless Sensor Networks

28

[5] S. Blackmore, Precision Farming: An Introduction, Outlook [21] S. Shakkottai, T. Rappaport, and P. Karlsson, Cross-Layer
on Agriculture Journal, vol. 23, pp. 275-280, February 1994. Design for Wireless Networks, IEEE Comm. Mag., vol. 41,

pp- 74-80, October 2003.
[6] N. Wang, N. Zhang, and M. Wang, Wireless sensors in agri-

culture and food industry - Recent development and future
perspective, Computers and Electronics in Agriculture Journal,
vol.50, pp. 114, January 2006.

[71 LE. Akyildiz and W. Xudong, A Survey on Wireless Mesh
Networks, IEEE Comm. Mag., vol. 43, pp. S23-S30, Settembre
2005.

[8] S. Cugati, W. Miller, and J. Schueller, Automation concepts
for the variable rate fertilizer applicator for tree farming, in
Proc. of 4*" European Conference in Precision Agriculture,
June 2003.

[9] R. Evans and J. Bergman, Relationships Between Cropping
Sequences and Irrigation Frequency under Self-Propelled Ir-
rigation Systems in the Northern Great Plains (Ngp), USDA
Annual Report, December 2007.

[10] A. Flores, Speeding up data delivery for precision agriculture,
Agriculture Research Magazine, June 2003.

[11] J. Mahan and D. Wanjura, 2004. Upchurch, Design and Con-
struction of a Wireless Infrared Thermometry System, USDA
Annual Report, May 2004.

[12] Institute Of Chemistry And Dynamics Of The Geosphere
(ICG), SoilNet: A Zigbee based soil moisture sensor network,
[avaiable: http://www.fz-juelich.de/icg/icg-4/index.php?index=
739].

[13] Mica2 Series, Avaiable on: http://www.xbow.com

[14] V. Mattoli, A. Mondini, K.M. Razeeb, B. Oflynn, F. Murphy,
S. Bellis, G. Collodi, A. Manes, P. Pennacchia, B. Mazzolai,
and P. Dario, Development of a Programmable Sensor Inter-
face for Wireless Network Nodes for Intelligent Agricultural
Applications, in Proc. of IE 2005, pp. 1-6, June 2005.

[15] F. Chiti, M. Ciabatti, G. Collodi, D. Di Palma, and A. Manes,
An Embedded GPRS Gateway for Environmental Monitoring
Wireless Sensor Networks, in Proc. of EWSN 2006, February
2006.

[16] Wireless LAN Medium Access Control (MAC) and Physical
Layer (PHY) Specifications, IEEE Standard 802.11, 1999.

[17] A. El-Hoiydi, J. Decotignie, C. Enz, and E. Le Roux,
WiseMAC, an Ultra Low Power MAC Protocol for the WiseNET
Wireless Sensor Network, in Proc. of SENSYS 2003, vol. 1,
pp. 244-251, November 2003.

[18] W. Ye, J. Heidemann, and D. Estrin, An Energy-Efficient MAC
Protocol for Wireless Sensor Networks, in Proc. of INFOCOM
2002, vol. 3, pp. 1567-1576 June 2002.

[19] T. Dam and K. Langendoen, An Adaptive Energy-Efficient
MAC Protocol for Wireless Sensor Networks, in Proc. of
SENSYS 2003, pp. 171-180, November 2003.

[20] G. Lu, B. Krishnamachari, and C. Raghavendra, Adaptive
Energy-Efficient and Low-Latency MAC for Data Gathering
in Sensor Networks, in Proc. of WMAN 2004, pp. 2440-2443,
April 2004.

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Article part of a special issue on Wireless Sensor Networks

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

Evaluation of Environmental Wireless Sensor
Network - Case Foxhouse

Ismo Hakala, Jukka Ihalainen, Ilkka Kiveld

University Of Jyviskyld

Kokkola University Consortium Chydenius

P.O.Box 567, FI-67701, Kokkola, Finland

Merja Tikkakoski
Veteli, Finland
merja.tikkakoski @pp.inet.fi

{ismo.hakala, jukka.ihalainen, ilkka.kivela}@chydenius.fi

Abstract—Environmental monitoring in agriculture is an in-
teresting and promising area of application for wireless sensor
networks. Wireless sensor networks can deliver valuable infor-
mation about environment, animals and their habitat. This paper
describes a case where such sensing application was implemented
by the authors together with biologists. The wireless sensor
network collected data in hard outdoors conditions over a period
of one year, during which luminosity, temperature and humidity
were measured in a foxhouse. Evaluation of IEEE802.15.4 based
communication used was one of the main subjects of the study.
The throughput and the link quality statistics are presented and
some factors related to link quality are analysed. In addition
to reliability analysis, this paper describes the Foxhouse Case
implementation, reports on its results, presents the power-
consumption measurements and discusses the observations made
during project.

Index Terms—wsn implementation; environmental monitoring;
reliability; link quality; power-consumption

I. INTRODUCTION

Environmental monitoring, both indoors and outdoors, is
one of the most promising application areas for wireless sensor
networks. Compared to traditional sensing methods wireless
sensor network (WSN) technology offers some important
benefits: wide areas can be covered with inexpensive nodes,
battery-powered devices with a self-configuration ability en-
able quick and easy system installation, the energy-efficiency
of battery-powered devices makes long-term monitoring pos-
sible, and typically there is also a real time access to data.
In addition, when monitoring animals, for example, human
presence is unwanted and can distort the results or even
cause damage to the subjects of monitoring. By using WSNs,
measurements can be done without any other disturbance
except that caused by the deployment of the network. Thus
the results would also be free from any external impact.

In spite of the improvements in WSN technology there are
not too many cases reported where WSN has been used in
environmental monitoring. One such experiment was the Fox-
house case implemented by The Kokkola University Consor-
tium Chydenius (later Chydenius) [1]. The other environmental
wireless sensor networks have been built also, and valuable
information about hardware and software has been obtained,
see, e.g., [2], [3], [4], [5], [6], [7], and [8].

The Foxhouse project was undertaken jointly with the
MTT Agrifood Research Finland. The wireless sensor network

for environmental monitoring was implemented in the Fur
Farming Research Station at Kannus. The reason for the WSN
implementation was the need to get real time information
about the habitat of foxes in a foxhouse. The amount of light
received is presumed to be the key factor in stimulating repro-
duction of foxes, so measuring light intensity in different parts
of the foxhouse was the focal point of interest. Measurement
data for luminosity as well as temperature and humidity were
gathered outdoors over a period of one year. We also observed
the functionality and usability of the network, and some tools
for network maintenance were developed during the project.

In addition to habitat monitoring we also wanted long-
term information about WSNs in environmental monitoring
as well as about the performance of wireless communication
due to the IEEE802.15.4 standard. The amount of collected
data was large in the Foxhouse project. A total of 1 707 758
received packets were stored in the database over a period
of one year. This large database enabled us to evaluate the
wireless sensor network’s IEEE802.15.4 based communica-
tion. The performance of wireless communication is studied
by analysing the throughput and the quality of links. The link
quality is evaluated by using received signal strength indicator
(RSSI) which indicates the strength of the radio signal at
the receiver’s position. Measurement data for temperature and
humidity enabled analysis of the effects of weather conditions
on link quality. Measurements to analyse the effect of angular
orientation on link quality as well as to evaluate node’s power
consumption were performed also.

This paper is organized as follows. First we overview some
related research where WSN has been used in agriculture and
environmental monitoring. The Foxhouse case as a sensing ap-
plication is described and the CiNet sensor network and node
architectures are introduced. Resulting statistics about network
reliability, like the throughput and the quality of links, as well
as the application data are given. Some factors related to link
quality are analysed and the power consumption measurements
of a battery-powered sensing node are presented. Finally, the
project experiences are discussed briefly.

II. RELATED WORK

WSN implementations have been used and reported in
monitoring tasks during the past few years. In agriculture there
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have been applications where WSNs have delivered valuable
information about environment, e.g., about soil moisture and
microclimate [2], [3], and [6]. Also animals and their habitat
have been monitored. A famous implementation of this kind
was created by the project in Great Duck Island, where
some researchers from the University of California, Berkeley,
together with biologists from the College of the Atlantic, built
a sensor network and collected data from a seabird habitat
[7]. In that project the researchers discussed also the need and
possibilities for network status monitoring and retasking.

In the implemented sensor network projects, performance of
wireless sensor network has been one of the main concerns.
The impact of environmental conditions on the link perfor-
mance has been studied. For example, distance, height and
angular orientation of devices have been reported to affect
the received signal strength sensitivity [9]. Also the effect of
foliage and weather conditions on the propagation of radio
waves has been studied in [5], [10] and [11]. Reliability of
sensor networks includes more than just error-free wireless
communication. For example, validity of data is important,
and, when problems occur, fault detection is needed. A fault
detection system was tested in the project where groundwater
quality was measured [12] and [13].

Typically, monitoring testbeds have included some tens of
nodes. In some cases a network may include a few hundreds
of nodes. Trio Testbed was a large network with 557 solar-
powered nodes [14]. That network was functioning for quite a
long time. The researchers of Trio Testbed discussed main-
tenance issues as well as middleware and system software
challenges in outdoor sensing systems.

When monitoring environment, animals or their habitat,
pure technical knowledge about sensor network technology
is usually not sufficient; the implementations require also
knowledge about the ecosystem.

III. FOXHOUSE CASE

Furbearing animals have been raised on farms from the 19th
century. In the present housing system for foxes, rows of cages
are placed in sheds. They provide a normal outside temperature
while protecting against direct sunlight, wind and rain. In
addition to the traditional sheds, also special halls have been
tested as shelters. The goal of the scientific research has been
to improve the health and welfare of animals as well as their
productivity. From the economical point of view, successful
breeding of animals is important. The amount of light received
is presumed to be the key factor in stimulating reproduction.
This has been studied in the Fur Farming Research Station
at Kannus where, among other things, light intensity has
been measured in different conditions in sheds and in a hall
(foxhouse), and the results of fox breeding have then been
compared [15].

Luminosity varies during the day and year. So the mea-
surement should be more or less constant at least in the
breeding season. Luminosity can also vary a lot in different
parts of the foxhouse and many sensors are needed to cover
the whole area. The measuring problem thus matched perfectly
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the potential for solution behind the idea of WSNs. By using
the wireless sensor network the researchers could get real
time data from the habitat all year round. Another reason
for this experiment was to get practical experience about the
reliability of communications in a CiNet network. The project
was carried out cooperatively between Chydenius and MTT
Agrifood Research Finland.

The Foxhouse project, funded by the Finnish Funding
Agency for Technology and Innovations, started on April
11th 2006, and the wireless sensor network gathered data
for over one year. A foxhouse is a large wooden building
(approximately 15x75 meters in area) where fox cages are
placed in four rows about 80 centimeters above the ground.
The building has an asphalt floor and a part of the roof and
the walls are made of transparent fiberglass. Luminosity in
all areas of the foxhouse was the focal point of interest, but
some of the nodes were equipped also with temperature and
humidity sensors. There was no heating in the building.

The system architecture in the Foxhouse case is shown in
Figure 1. The sensor nodes in the foxhouse send measurements
to a sink, which is connected to a PC by a serial cable. All
received information is stored into a SQL database in the PC.
Data in the database can be browsed by a web application.

CiNet WSN
network

y @ ; Apache Tomcat
[ RS232 MySQL database
N Struts Application

Framework

Gateway sink

Excel

web reports

pages

Internet

Figure 1.

System architecture

Normally environmental monitoring networks require nodes
with a battery supply. In this special case we could however
use the main supply, because electricity was already available.
This way we could also eliminate any effects of batteries’
voltage variation on link quality. A battery powered node was
included in the network for testing the real power consumption
of the measuring nodes.

The nodes were attached about 1 meter above the metal
cages as shown in Figure 2. Each wireless node was lightly
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encapsulated in a small plastic box while the sensors were left
outside the box. The photodiode was shielded additionally with
an aluminium tube.

Node and photodiode placement

Figure 2.

A. System Architecture

The system architecture is depicted in Figure 1. The wireless
sensor network produces measurements data, which is deliv-
ered to the gateway (sink node). The sink node is connected to
the server via a RS232 cable. The PC acts as a server in this
system, running a Java program for reading packets from serial
port. The Java program has the following functions: it reads
data from the serial port, parses measurement data and adds
timestamps, and finally stores the prepared data to a MySQL
database. The Java program has no control functions, it
only stores incoming packets. The system’s database contains
all information about the actual measurements (temperature,
humidity, and luminosity) and also management data (RSSI,
packet counts) for diagnostic purposes. The database includes
basic information about nodes, nodes’ location etc. A raw
packet payload is also stored in the database.

The application is built as a 3-tier web application and
it relies on freeware and open-source software. It consists
of a Tomcat Java application server, Struts framework, and
MySQL database server. The Tomcat Application server and
Struts framework together act as a web server and the MySQL
database server provides data storage.
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Figure 3. User interface in the Foxhouse monitoring system.

The user interface of the web application enables browsing
and reporting of stored measurements. Data can be viewed as
a graph on a web page or Excel report. An example of the user
interface can be seen in Figure 3, in which the temperature
from the 1st May 2006 until the 30th July 2007 is displayed.
The measurement period can be defined by start and end dates.
The period is also possible to choose from pre-entered values
for day, week, or month. Also averaging is done by day, week,
or month. In addition to physical quantities also statistical
information about measurements as well as communication
statistics can be monitored on the web site.

B. Network

The network was build to collect as reliable information
as possible from the habitat of animals. It was likely that
luminosity values would vary inside the foxhouse and nodes
were situated in places that were interesting from the re-
searchers’ point of view. Cluster topology appeared to be
the most suitable topology for this purpose. The network
included two kind of devices: sensing nodes (RFD) and routing
nodes (FFD). Some of the routing nodes worked as cluster
heads also. The wireless sensor network in the Foxhouse case
consisted of 14 nodes in two clusters: the front cluster and
the rear cluster. Node 102 was the cluster head of the rear
cluster (nodes 211-213) and node 101 was the cluster head of
the front cluster (nodes 221-225). The placement can be seen
in Figure 4. Nodes were programmed beforehand with fixed
routing table as well as ID numbers, since the platform does
not support hardware MAC address.

In figure 4 the nodes with RFD labels are sensing nodes
that are extremely energy-efficient. They used the same mea-
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Figure 4. Node locations in the Foxhouse

surement interval and woke up in every 5 minutes to send
measured values to cluster heads which forwarded packets
through routing nodes to the sink. Rest of the time they were
in deep sleep. Measuring in every 5 minutes produced more
data than needed, but, because packet losses are likely in
WSNs, a quite high measuring frequency was wanted. The
current consumption of a sensing node during the measuring
and transmitting period is explained in Subsection 4F.

The nodes with FFD labels are routing nodes, which take
care of multi-hop communication and collect also statistical in-
formation about packet losses and link qualities. The network
was not synchronized, and that is why routing nodes had to
be active and listen to incoming packets all the time. Their
energy consumption was higher than that of sensing nodes.
Multi-hop communication was based on fixed routing tables,
which means that each sensing node is sending packets to a
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sink via the same route, which minimizes control traffic. The
solution was justified in this special case, because the network
was both small and static and a predefinition of topology was
possible.

The communication protocol used, IEEE 802.15.4, allows
frames of 128 bytes, including the protocol overhead which is
needed in every packet. Because all the messages have their
starting cost, we aggregated management data cumulatively in
each node, i.e., when a sensing node sends a message to a
sink, each node in the communication path appends its own
management data to the message. This method reduces the
number of delivered packets. Thus, the light data aggregation
used is cost-effective.

For studying the reliability of wireless communication two
different communication methods were used. In the first phase
(implementation and testing) from April 2006 to October
2006 all the communication links were unidirectional, so no
acknowledgements were used. In the second phase (evaluation)
from October 2006 to June 2007, acknowledgements and
management data were required to ensure communication over
link. In case of missing packets, there could be a maximum
of three retransmissions.

C. Sensor Node

The nodes used in the Foxhouse network were CiNet nodes.
CiNet is a research and development platform for wireless
sensor network implemented by Chydenius. The hardware in
the CiNet node is specially designed for WSNs and consists
of inexpensive standard off-the-shelf components. The CiNet
node includes all the basic components for wireless sensor
networks. It has a microcontroller and a transceiver on board
as well as one temperature sensor for testing purposes. In real
monitoring more sensors are needed. These sensors can be
placed on a special sensor board, which can be connected
to the main board. The device is shown in Figure 5 and its
architecture in Figure 6.

The CiNet main board

Figure 5.

The processor in the CiNet main board is an inexpensive
8-bit controller ATmegal28L. It is highly integrated, and as a
low-power CMOS controller it is suitable for battery-powered
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devices. It has good power saving features and enough internal
memory. The AVR RISC architecture supports efficient C
programming and is able to execute most instructions in a
single clock cycle. The RF transceiver CC2420 is connected
directly to the controller with an SPI connection.

In addition to the main board, a sensing node in the
Foxhouse network included a sensor board. The sensor boards
were equipped with photodiodes (Osram BPW21), and some
of the nodes have also temperature/humidity sensors (Sensirion
SHT7x). A measurement period could take a relatively long
time, in the worst case 380ms. To save energy, the sensing
nodes use a short duty cycle, i.e., they are in a sleep mode
approximately 99.8% of time depending on the sensors con-
nected.

The software in nodes was implemented according to the
cross-layer architecture [16]. The cross-layer approach seemed
to offer good performance in devices with reduced resources
and it appeared to be a working solution. The software
architecture used in a node is shown in Figure 6. The main
idea in this model has been to implement the wireless sensor
network’s basic tasks, such as topology management and
power saving functionalities, as separate protocols in a cross-
layer management entity. These modules can control directly
both the application and protocol stack. Data structures, which
are in shared use, are also implemented in the cross-layer
management entity. The biggest advantage of the cross-layer
implementation is its reduced computational and memory
requirements - not all the information need to be transmitted
between the application interfaces and protocol layers.

Wireless communication between two neighbour nodes
takes place according to the 802.15.4 protocol, and these layers
are implemented in the RF transceiver. All other modules are
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implemented in the microcontroller. The application takes care
of communication with sensors. If a node has several sensors
connected, data from all used sensors is added to the same
payload. The protocol stack routes packets according to the
IP protocol by using routing table information. The modules
in cross-layer management are in common use or control
both the protocol stack and application. The power saving
module controls the functionality of other modules. Topology
control in the cross-layer management gathers some statistical
information from the received packets. The measured statistics
were link quality and number of received packets in each
node. Link quality was estimated in practice by measuring
the signal strength from each received packet. These statistics
are presented in more detail in Chapter IV.

IV. RESULTS

The amount of collected data in the Foxhouse project was
large. A total of 1 707 758 received packets were stored in
the database. Based on this material, the researchers were able
to analyse the physical circumstances of the foxhouse, the
reliability of the network, and the quality of links. The effects
of weather conditions and angular orientation of devices on
the link quality are analysed also as well as the power
consumption of the battery-powered sensing node.

A. Environmental Monitoring

The WSN in the Foxhouse collected luminosity, tempera-
ture and humidity values for one year. Typically, luminosity
measurements were done manually a few times each day. The
WSN reduced the need for manual measurement and recording
in the database and made constant real-time data available for
the biologists of MTT Agrifood Research Finland. Moreover,
the network increased the number of measurements manyfold
and, therefore, the network gave more information about the
physical circumstances in the foxhouse. The measurements
were stored in a SQL database, and are thus easily available
for further studies. In this respect the sensor network can be
regarded as a working solution for environmental monitoring.

For the biologists the most important information was the
luminosity inside the foxhouse. They were especially eager
to know how light conditions varied in different parts of the
foxhouse and also how luminosity values change during winter
and spring. In Figure 7 there is an example of luminosity
values in the foxhouse depicted graphically. From the figure
it is easy to get an overall understanding of how luminosity
begins to increase after winter and of the related differences
between nodes. In the figure, luminosity is averaged by week,
and a rising trend is clear. Differences between trends show
that the amount of light varies in different parts of the
foxhouse. By using other filters, more variations in daytime
luminosity values can be observed. In Figure 8 luminosity
values are averaged by day. Measurements are available also
in the SQL database and in an Excel format. Similar statistics
are also available about temperature and humidity conditions.
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Figure 8. Development of averaged luminosity from March to June 2007.

B. Reliability of Communication

Reliability of IEEE 802.15.4 based wireless communication
was one of the research subjects in this project. The plan was
to relate it to the number of packet losses. Due to collisions
and external disturbances, packet losses are possible.

Table I shows the received packets from the sensing nodes
from the 12th of January until the 8th of February 2007. The
throughput of the rear cluster was very good and that of the
front cluster was almost 100%. The period was free from
device failures and the throughput of the routing nodes 101,
102 and 103 was 100%. Thus the results in Table 1 show also
the ratio of received packets to delivered packets at the cluster
heads. Table II shows the longest continuous break and the
number of consecutive missed packets for each sensing node
during the break. The results of the front cluster were very
good, at most only 8 consecutive packets were missed. Nodes
212 and 213, the sensing nodes of the rear cluster, had minor
problems: node 212 missed 501 consecutive packets and node
213 missed 171 consecutive packets. This can be seen in the
throughput statistics also. The short breaks of a single node
had no effects on the environmental monitoring application. It
can be concluded that wireless links were very reliable. The
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statistical calculations were based on 69 014 received packets.

Table T
THROUGHPUT STATISTIC BETWEEN 12TH JAN AND 8TH FEB

Node H Throughput %
Rear cluster
211 99.85
212 93.42
213 97.81
Front cluster
221 99.59
222 99.29
223 99.95
224 99.77
225 99.95
226 99.28

Table II
THE LONGEST BREAK AND THE NUMBER OF CONSECUTIVE MISSED
PACKETS BETWEEN 12TH JAN AND 8TH FEB

Node H Packets H Break start H Break end
Rear cluster # Date Time Date Time
211 3 25.01 | 20:52 || 25.01 | 21:07
212 501 16.01 | 05:06 17.01 | 22:53
213 171 16.01 | 07:56 16.01 | 22:53
Front cluster
221 7 24.01 | 04:27 || 24.01 | 05:02
222 8 02.02 | 08:04 || 02.02 | 08:44
223 3 13.01 | 09:05 13.01 | 09:20
224 6 24.01 | 05:32 || 24.01 | 06:02
225 3 02.02 | 08:04 || 02.02 | 08:44
226 8 02.02 | 06:59 || 02.02 | 07:39

Table III presents the corresponding figures as Table I
from the 12th of January until the Ist of May 2007. The
throughput of the nodes of the front cluster is good (excepting
node 224), but not as good as in Table I. The reason is
that the cluster head, node 101 in the front cluster, had a
severe two weeks failure between the 24th of February and
the 8th March. Similarly, the throughput of the rear cluster
was not good and was basically due to two longer periods
when node 102, the cluster head of the rear cluster, was dead
and the communication from the rear cluster was disabled. The
throughput of the rear cluster was also affected by the failure
of node 101. The statistical calculation in Table III was based
on 203 494 received packets.

The results show clearly that the network used could not
guarantee reliable communication whenever there were prob-
lems in some critical nodes, like cluster heads. The poor results
were basically due to device failures and the topology used.
On the other hand, a failure of a single node is not necessarily
a big problem in environmental monitoring. For example, a
sensing node, node 224, broke during the spring 2007, and it
shows in the statistics as a poor throughput. In any case, only
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the measurements of that node were lacking; the other nodes
in the front cluster gave enough information for the needs of
the environmental monitoring application. Thus, it can be con-
cluded that the network of sensing nodes was dense enough for
the application but the network of routing nodes was too sparse
for reliable communication. Reliability of communication can
easily be improved by increasing alternative communication
paths to the sink.

Table IIT
THROUGHPUT STATISTIC BETWEEN 12TH JAN AND 1ST MAY

Node H Throughput %
Rear cluster
211 58.14
212 57.81
213 59.76
Front cluster
221 88.93
222 88.66
223 89.01
224 28.62
225 89.02
226 88.78

C. Link Quality

The significance of sufficient link quality came apparent
at the beginning of the project when the network was in-
stalled. Distributing the nodes was difficult because of the
unpredictable radio range. As it is well known, soil and other
surfaces considerably affect the radio range by emitting signals
and causing reflections. Also devices’ angular orientation as
well as variable weather conditions affect wireless commu-
nication. For that reason, radio range is difficult to predict
beforehand. The average radio range inside the foxhouse was
only 30-40m with the maximum transmission power of 0 dBm.
Some nodes did not necessarily have a line of sight. Outside
with the same transmission power the nodes have about 100m
radio range.

Link quality can be evaluated by using the Received Signal
Strength Indicator (RSSI), which indicates the strength of the
radio signal at the receiver’s position. The observed good
throughput statistics indicate that there are no problems with
the quality of links. However, during the project the received
RSSI values varied significantly in time. An example of the
received RSSI variation is shown in Figure 9.

The noticed RSSI variation forced us to ensure an adequate
signal level. We added some functionalities which helped us
to monitor the quality of links. The cluster heads measured
the strength of the received signal from each sensing node
and included this information to the end of data frame. The
received RSSI values appeared to be especially useful when
distributing nodes. Finding the positions for each node in a
static network was easy and quick when the quality of link
was known.
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Figure 9. RSSI of the front cluster between 1st May and 15th May.

Tables IV and V present the statistics of RSSI values from
the 12th of January until the 8th of February 2007. For each
node the average of RSSI is above -80dBm and the standard
deviation of RSSI varies between 0.76dBm and 2.90dBm.
From Table IV it can be seen that the RSSI value of a single
node can vary as much as 18dBm. However, Tables IV and
V show that on average the link quality of nodes is good
apart from the sensing node 211, which had the RSSI value
below -75dBm for most of time. The minimum RSSI value
was -83dBm, which in our experience can indicate unreliable
communication. On the other hand, the throughput between
sensing node 211 and sink was very good, which implies that
the link quality was good enough for reliable communication.
In spite of significant variation of the received RSSI values it
can be concluded that the link qualities of the sensing nodes
were very good on average.

Table TV
LINK QUALITY STATISTIC BETWEEN 12TH JAN AND 8TH FEB

Node Mean Std Min Max

RSSI | RSSI | RSSI | RSSI

Rear cluster dBm dBm dBm dBm
211 -77.2 1.7 -83 =73
212 -69.5 29 -75 -62
213 -71.1 1.0 -73 -68

Front cluster dBm dBm dBm dBm
221 -59.9 1.6 -64 -55
222 -65.4 2.5 -78 -60
223 -54.9 1.9 -63 -54
224 -55.1 1.0 -57 -53
225 -64.4 1.0 -67 -61
226 -54.5 0.8 -58 -53

D. Effects of Angular Orientation on Link Quality

During the project there seemed to be also variations
between apparently similar devices; the link quality seemed to
be better in some devices than others. Variations of the distance
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Table V
RELATIVE FREQUENCY DISTRIBUTION FOR RSSI BETWEEN 12TH JAN
AND 8TH FEB

Node H Relative frequency %
Rear cluster || [—83,—75] | (=75,—65] | (—65,—57]
dBm dBm dBm
211 85.7 143 0
212 0 89.8 10.2
213 0 100 0
Front cluster || [—83,—75] | (=75,—65] | (—65,—57]
dBm dBm dBm
221 0 0 100
222 0.1 54.1 45.8
223 0 0 100
224 0 0 100
225 0 133 86.7
226 0 0 100

between nodes could not alone explain the variations of the
link quality. The angle of a device was also significant. Minor
changes in positions were able to destroy the communication
link between two devices. The effect of antenna’s angular
orientation has been reported in [9] also.

We designed the measurement procedure such as to obtain
knowledge about how the received RSSI depends on a device
and angular orientation. The measurements were done inside
a large football hall in spring 2006. One transmitter device
and six similar receiver devices were used. The transmitter
and each receiver were attached to one-meter high wooden
poles. The distance between the transmitter and a receiver was
4 meters. The transmitter was transmitting packets at -10dBm
while in 8 different orientations (0, 45, 90, 135, 180, 225, 270,
and 315 degrees) The transmitter was configured to send 20
packets per transmission period. When calculating the mean
of RSSI, the maximum and minimum values were dropped in
order to eliminate possible outliers. Figure 10 shows that there
exist variations of RSSI values between different devices, but
the impact of the angular orientation on the received RSSI is
clearly more significant. In the worst case, the effect of the
angular orientation on the received RSSI can be over 20dBm.
Thus, the angular orientation clearly affects the received RSSI.

E. Effects of Weather Conditions on Link Quality

The weather conditions in the foxhouse were comparable to
typical Scandinavian outdoor weather conditions. The lowest
temperature during the measurement period was —33.6 °C and
the highest 32.4 °C. The relative humidity inside the Foxhouse
varied between 14.3% and 93.1% . The temperature and the
relative humidity outside the Foxhouse were approximately the
same as inside. A very low temperature and a high relative
humidity make the conditions demanding for WSN.

While the network seemed to work well one day some
of the static links could some other day prove unreliable.
The link quality statistics show that the standard deviation of
RSSI could be as high as 2.9dBm and RSSI of a single node
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Figure 10. Variation of RSSI with angular orientation

could vary as much as 18dBm. The observed anomalies in the
link performance of a single node can be explained by multi-
path propagation and dynamic environmental factors, such as
the presence of people, movements, and weather conditions.
These factors can interfere with the radio signal propagation,
varying the received RSSI. On the other hand, most of the
nodes had the line of sight and there was very little changes
in environmental factors except in weather conditions. Since
the radio frequency of 2.4GHz is also the resonant frequency
of water, variation in air’s moisture content can interfere with
the received RSSI. An environment with a high humidity tends
to absorb more power from the radio signals than when the
humidity level is lower.

Figure 11 shows the average of relative humidity and RSSI
from the 12th of January until the 8th of February. The values
are averaged each hour. The effect of the relative humidity
on the RSSI values can be seen in Figure 11. When the
relative humidity increases, RSSI values decrease. Similar
negative correlated results have been observed by others as
well [17] and [5]. On the other hand, opposite effects of
relative humidity on the RSSI values have been observed by
[10]. When the relative humidity increases, the received signal
strength increases. We observed similar positively correlated
results also. Figure 12 shows the average of relative humidity
and RSSI from the 14th of June until the 30th of June. The
values are averaged each hour. The figure shows that the RSSI
values are clearly positively correlated with relative humidity.
The results are contradictory to each other in this matter.

Relative humidity is dependent on the temperature. Figures
13 and 14 shows temperature and relative humidity from
the 12th of January until the 8th of February and from the
14th of June until the 30th of June, respectively. The values
are averaged each hour. When the temperature changes, the
relative humidity will change. However, as in the case of RSSI,
the Figures 13 and 14 show clearly that relative humidity
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Figure 11. Relative humidity and RSSI between 12th Jan and 8th Feb
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Figure 12. Relative humidity and RSSI between 14th June and 30th June

correlates both positively and negatively with temperature.
On the other hand, relative humidity and temperature are
associated with the dew point. If the temperature 7" and
the relative humidity R are given the dew point T,; can be
approximated by

WL R)
Tam 25T Ry

where

JrR) =

= 17.27,
= 237.7°C.

In R,

When the dew point remains constant and temperature in-
creases, relative humidity will decrease. At a given barometric
pressure, independent of temperature, the dew point indicates
the mole fraction of water vapor in the air, and therefore
determines the specific humidity of the air. Thus, the dew
point can be a better "absolute” measure of the air’s moisture
content than relative humidity.
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Figures 15 and 16 show the dew point and relative humidity
from the 12th January until the 8th of February and from the
14th of June until the 30th of June, respectively. The values
are averaged each hour and the dew points are calculated by
using the above equation. Both Figure 15 and Figure 16 show
that RSSI values are negatively correlated with the dew point.
We can conclude that the main part of the observed variation
of the received RSSI of a single static node can be explained
by the variation of weather conditions.

E. Power Consumption of Sensing Nodes

Normally environmental monitoring networks require
battery-powered nodes. In this special case we could, however,
use the main supply. In spite of main supply, the protocols
of the used nodes supported energy-efficiency. The power
consumption of a sensing node was measured by adding a
8.2Q2 resistor next to the power supply. We measured the
voltage over the resistor and calculated the current using the
Ohm’s law. Similar methods have been used in [18] and [19].
In order to indicate the different phases, an output pin is
triggered when there is a phase transition.

A sensing node works periodically and each cycle has two
main modes: a sleep mode and a work mode. During a sleep
mode the radio module is turned off and the microcontroller
wakes up every second which takes at most Sms and the power
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Figure 16. Dew point and RSSI between 14th June and 30th June

consumptions stays below 6mA. The entire sleep mode takes
300s and the power consumption is below 30uA on average.

The work mode can be divided into 5 phases, which are
depicted in Figure 17. The phases t1, to, and t3 are the tem-
perature, relative humidity, and luminosity measuring phases
which take approximately 216ms, 62ms, and 102ms, respec-
tively. The power consumption is approximately 12.4mA. The
phase t4 is the message preparing phase which takes about
81ms, and the power consumption is about 13.2mA. During
the phases ¢; — t4 the microcontroller is turned on and the
radio module is turned off. In the phase ¢5, the transmitting
phase, both radio module and microcontroller are turned on,
and the duration of this phase depends on the number of
retransmissions. In case of missing acknowledgements, there
are at most three retransmissions. The phase takes at most
95ms, and the power consumption stays below 30.6mA.
The entire work mode takes at most 556ms, and the power
consumption is 15.6mA on average.

The duty cycle of the sensing node is very short. Sensing
nodes are in a sleep mode about 99.8% of the time. In average
the power consumption of the entire cycle is at most 59u.A.
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Figure 17. Power consumption of a sensing node

In the project a typical AA-type battery with voltage of 3.6V
and capacity of 1000m Ah was used. It can support the sensing
node 1000mAh - 1/0.064m A = 17014 hours, which is about
708 days.

During the project battery duration in a low temperature was
tested also. A battery-powered node measured temperature,
humidity and luminosity during 10 months from October 2006
onwards. The lowest temperature during the measurement
period was —33.6°C and the highest 32.4°C. The node
function was 100% reliable in all weather conditions. The
node was still working in July 2007 when the test period
ended. Thus, the test of battery powered node supports the
above calculations.

V. DISCUSSION

Although the application in the Foxhouse case was quite
small, we believe that it is actually quite a typical sensing
network with its typical problems and features. The imple-
mented network met the requirements. The biologists from
MTT Agrifood Research Finland got desired information
about habitat of animals, and the network reduced the need
for manual measurements.

From the network developers’ viewpoint the Foxhouse case
was twofold. The tested IEEE802.15.4 wireless communica-
tion links proved very reliable in hard outdoors conditions.
However, during the project the received RSSI of the static
nodes could vary significantly in time, which could be ex-
plained by the variation of weather conditions. In spite of
some variations of the received RSSI, the quality of links
proved to be very good on average. Also the battery-powered
node worked fine in spite of cold weather and the proto-
cols proved to support energy-efficiency. On the other hand,
the sensor nodes appeared to have some problems and the
cluster topology could not guarantee reliable communication
whenever there were problems in cluster heads. Alternative
communication paths would have been needed. Also, it is
important to recognize possible communication problems soon
after malfunctioning.
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During the project we added some functionalities which
helped us to monitor network status. Information about quality
of links together with information of successful packet delivery
gave an idea about the network status and also helped to
evaluate possible reasons for malfunctioning. It is however
obvious that, in the future, network management in the CiNet
network needs more attention, and we are going to focus
our work on this question. Improvement of both diagnostics
and reconfiguration is essential when thinking of usability and
reliability of the CiNet network.

VI. CONCLUSION

The environmental monitoring system in the Foxhouse case
proved that WSN using the IEEE802.15.4 communication pro-
tocol is reliable. The quality of links proved to be good on av-
erage in spite of some observed anomalies in link performance.
The project showed also the technology used is relatively
easy to implement in an environmental monitoring application.
The use of WSN made constant real-time data available
for biologists, and it also reduced manual measurements. To
that extent, the WSN in the Foxhouse case was successful.
There were nevertheless problems in functionalities of some
routing nodes, which together with the fixed topology caused
unnecessary packet loss. Reliability of communication can be
improved by using a dynamic routing protocol. Design and
implementation of a dynamic routing protocol will be future
work. The Foxhouse case made it clear that IEEE802.15.4
based communication is suitable for environmental monitoring
applications, but more attention must be paid to network
management issues in the future.
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Abstract - This paper presents an automatic forest fire
surveillance ground system applied to early fire detection.
Sensor wireless network scheme allows not only supervising
remotely wide-forest area, but also to detect immediately any
fire threat. A real system for forest fire detection in actual
operation is presented. The system is based on advanced
thermal image processing techniques with the purpose of
determining the presence of fire The projected system
performs the fusion of different detectors, which exploit
different expected characteristics of areal fire, like persistence
and increase in time. Theoretical results, practical simulations
and resultsin areal environment are presented to corroborate
the control of the probability of false alarm (PFA) and to
evaluate the probability of detection (PD) dependence on signal
to noise ratio (SNR). Delays of the system for alarm detection
of controlled fire have been also evaluated. And finally,
temporary evolution of false and true alarms is presented to
evaluate thelong-term performancein areal environment.

Keywords - I nfrared sensors, image processing, fire detection

l. INTRODUCTION

Video surveillance by means of sensor technologies is of
great interest when monitoring wide forest areas. Video
sensors and particularly therma sensors [1] congtitute a
powerful tool to automate and complement human
capabilities in wide-area surveillance tasks, since human
capabilities are limited, among others, by the decrease of
vision perception and by the range of coverage area. Thereis
no need to comment on the importance of this type of
systems for the protection and conservation of natural spaces
(2]

Studies on forest fire detection and different
contributions have been developed in the past. They have in
general, severa practice limitations. We can cite, among
others, satellite based applications [3], but they are time
limited when continuous surveillance over the same area is
required [4]. Visible light cameras applications [5] but they
are limited by the decreasing of vison perception at night
[6]. And infrared based systems [7], [8] and [9] but in this
kind of systems, signal processing algorithms are calibrated
in a rather empirical manner, without relating to optimum
filtering or detection theory.

Luis Vergara Dominguez

Institute of Telecommunications and Multimedia
Applications (i TEAM)
Universidad Politécnica de Valencia
Valencia, Spain
Ivergara@dcom.upv.es

So an automatic forest fire surveillance wireless system
based on infrared sensors is presented at this paper in which
we have introduced some significant innovations regarding
classical infrared based systems. Basicaly, the algorithms
are selected inside the framework of optimum statistical
signa processing theory. Optimality is in the sense of the
Neyman-Pearson criterion: given a selected Probability of
False Alarm (PFA), try to maximize the Probability of
Detection (PD). In our scheme, we have total control of the
PFA because we have knowledge of the datistical
distribution of every statistic involved in it. Also the PD is
maximized by appropriate selection of different energy
detectors, which are known to be optimum under very
general models of the background noise and of the unknown
signa to be detected. Therefore, the proposed system
provides total control of atolerable level of false darms and
has maximum sensitivity to the presence of an uncontrolled
fire for the defined false-alarm rate. In the end, thisimplies a
greater detection range and greater reliability of the overall
system.

In this paper, we focus on how to process the images
captured from each infrared sensor with simulated and real
experiences. In Section 2, a description of the global system
is presented. In Section 3 a scheme for infrared image
processing is presented. In Section 4 the theoretical basis is
corroborated with practical smulations. In Section 5 a
prototype system and some real data results are presented,
and finally, some conclusion about the operation of the
system will be aso offered.

II.  GLOBAL SYSTEM

The implemented system has two types of stations;
severa loca stations strategically located to render a
required coverage and a central station, see Figure 1. The
local stations have three basic stages: a first stage of thermal
and visible image capture, a second stage of image
processing, and a third stage of communications.

Since the system has been designed to work in wide
forest areas and the required number of sensors and its
location depend on the concrete scenario, it is important to
choose a scalable technology system. For al these reasons,
we have used an infrared sensor network based on awireless
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communication link in order to collect all the sensor

information in a central station.

’ LOCAL SENSOR STATIONS @ CENTRAL STATION

==« WIRELESS LINK
Figurel. Global System diagram.

The local sensor dation main functions are data
acquisition (from each of the sensor belonging to the
monitoring network) and real time image processing.

An acquisition card captures the images from the IR
sensor. The captured images will be the input data to the
image-processing step. Furthermore, another camera in the
video range is used to provide visible access to the area
under surveillance. If an alarm is detected, the system
captures both thermal image and a visible one, which only
contributes to information if there is sufficient diurnal light.
In spite of the automatic operation of the system, both
cameras can be remotely controlled in manua mode in order
to change system parameters or to verify the detected fire
threats. See Figure 2.

The thermal cameras which are used can be low cost and
without the ability to show temperature values, they do not
require the specific values of temperature, but rather the
relative increments of infrared energy in every pixel with
respect to some properly defined reference level.

Moreover, the proposed system indirectly uses physical
properties of the environment (such as temperature) to
reduce fase alarms. In the calibration stage, the system
adjusts the sensitivity based on numerical parameters such as
level and span, which are supplied by the infrared camera.
These have a direct correspondence with physical
temperature values.

The thermal images captured from each sensor are
processed in real time to meet temporal restrictions and to
minimize the information flow as discussed below in section
3. Therefore, the communication unit performs the
management for a correct transmission of this basic
information.

For example, if a possible fire is detected, an alarm must
be sent to the central station indicating the geographic
location of the fire in minimum time and optimizing the
communication resources. To avoid an excessive flow of

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

information, only alarm threat coordinates, together with
complementary time-space information, are sent from the
local station to the central station.

IR camera

 Visible came

Figure2. Real global system with infrared/visible cameras and wireless
comunication unit

In addition, an optimized system of alarm information
compression has been implemented to transmit only the
contour of the form of the object described by the alarms,
when they are numerous and close to each other.

The wireless link manages the information transmission
between each sensor of the network and the central station.
The central station represents fire threats in a zone map by
means of a Geographic Information System (GIS), or any
other equivalent form for locating aarms in a given area.
The central station also performs other functions, such us
management of historic alarm data-bases or remote
connection to surveillance ports. In addition, all the control
parameters of the system can be modified in real time by the
central station through of communications unit. Finaly, note
that the system has control of the thresholds of each detector
type, which are calculated from the desired PFA and from
the sensitivity of the system, which depends on the level and
the span obtained from the camera in each recalibration. This
alows the thresholds to change based on the different
seasons and the different weather conditions, such as
morning, afternoon, night, summer, winter, etc.

We focus on processing the thermal images from each
local sensor, as described above. We perform a pixel to pixel
processing. We turn each thermal image into a matrix of
pixels, where each pixel is associated with a resolution cell
corresponding to certain coordinates of rank and azimuth. In
this way, we generate a vector that describes the time history
of each resolution cell (see Figure 3).

A first approximation to the problem of automatic alarms
detection could be to decide the presence of fire, in one
resolution cell, when the energy level of the pixel under test
reaches a certain threshold. If the statistic distribution of the

PROCESSING THE IMAGES FROM INFRARED SENSORS
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noise is known, the threshold can be fitted to satisfy adesired
probability of fase adarm (PFA), getting a probability of
detection (PD) that depends on the signal to noise ratio
(SNR).

image n-1 image n image n + 1

X1 X2 X

range

azimuth

Figure3. Temporal processing of resolution

@ Resolution Cell

On the other hand, usually, infrared noise registered from
wide-area surveillance (registered values from usual
environment conditions, without considering fires), is highly
correlated, that is: the temperature among neighbor cells, and
for the same cell along successive images, changes slowly.
We can take advantage of this additional information about
infrared background noise to improve the SNR using a noise
predictor. The noise predictor will compute the noise leve of
the cell under test, through different scans. Then, this
estimated level may be subtracted from the pixel under test,
thus improving SNR. Note that if we improve the SNR we
get abetter PD for a given PFA.

The proposed ideas are applied in the detector scheme of
Figure 4. The detector is applied to each resolution cell.

ENVIROMENT
STATISTICAL
INFORMATION

PFA

R

Alarm

—

CALBRATION [~ *  PREDICTOR (]

| vesomo ]

INFRARED FIRE
IMAGE EVOLUTION
CAFTURE EMNOWLELDGE

DETECTOR

No Alarm

Figure4. Uncontrolled fires detector general scheme

Partial aspects of the agorithms were previously
presented. In [10] the design of an optimum linear predictor
was considered. The input to the linear predictor was the
values of the pixel under analysis recorded in previous scans.
In [11] the linear predictor is extended to the non-gaussian
case by including a nonlinear gain. Also in [10] a matched
subspace detector is considered to suppress undesired alarms
due to “occasional” effects like cars, people or wind. In [12]
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the matched subspace detector is complemented with an
increase detector to take advantage of the expected
increasing temperature behavior of an uncontrolled fire.
Fusion of the decisions made by both detectors is dso
considered in [12]. Findly in [13] a complete detector
scheme is proposed, which makes use of both detectors, but
considering a different time-scale for everyone. Thus several
matched subspace detectors corresponding to short-term
intervals are fused to give the so-called persistence decision.
Then along-term increasing detector isimplemented, to give
the increase decision. Finally both decisions are fused.

In the system described in this paper we have basicaly
implemented the detector scheme of [12] plus a linear
predictor, which uses a reference image for prediction
instead of the previousimages as it was donein [10].

In the following we include a brief explanation of the
algorithms. More specific details may be found in the
mentioned references. A main objective is to have control of
the overall PFA achieved; hence we present some new
simulation to verify the capability of controlling the overall
PFA in the complete detector system. And also we presented
a dependence study of PFA and PD with the system
parameters.

The input signal to the scheme is the vector x = s + wp
containing the level of one resolution cell through D
consecutive image scans. So, x will always have a noise
component wp and when atrue alarm is presented, the vector
x will also contain the signal component < due to the
presence of a fire. In order to improve the signal to noise
ratio (SNR) of x, a reference image is also computed. This
image represents the infrared scene noise computed from N
consecutive scans of the cell under test, assuming that there
isno signal present at those scans. Then, we predict wp from
the reference image, using a predictor (details about the
optimum design of the predictor could be seen at [10]).
Subtracting the prediction x, from the signal x we get vector
€ that defines the detector input with improved SNR.

An uncontrolled fire is supposed to be afire that persists
on time, increasing continuously their temperature, in
contrast with other occasional effects like cars or
atmospheric changes that may produce undesired alarms (see
Figure5).

e
FIRE THREAT .~
? I
&«
1 ?

| * .
n ntint? n+s3 n n+iln+2 n+3

UNDESIRED ALARM

Figure5. Uncontrolled fire vs undesired false alarm pattern

This consideration let us to propose the detector scheme
of Figure 6. This scheme exploits the assumption about
persistence and increase by means of decision fusion
algorithms.
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Figure 6. Detector Scheme

Persistence detector alows removing false alarms due to
sporadic effects, which behaviour can be assumed to be
"high pass'. So the persistence detector is implemented by
dividing vector € into L non-overlapped segments z; ... z,
assuming that the fire signature across each segment isinside
a"low pass' subspace with projection matrix P. The energy
E, inside the subspace P, of vector z, is compared with a
threshold A that is calculated to meet adesired PFAg, whichis
the probability of false alarm for each individua detector
(which is equal for al of the chain) in the form of a classic
subspace matched filter.

T >
E =2 Pz, _A )
To compute the false aarm probability after fusion
decision, PFA,, it is important to define an optimal fusion
rule in order to combine the obtained decisions for each of
the L segments or detectors of M elements. The optimal
decision fusion, as proved in [13], isas follows:

1, , if the number of onesin u>nu; )
R, (U) = ¢ Lwith probability y, if the number of onesinu = nu;
0, , if the number of onesin u < nu;

Where vector U =[U,,...,u, ]" is the vector formed by

the individual binary decisions and nu is the number of
detectors, from the total number, that we require to meet the
persistence criterion.

From this, we get the next expression for PFA, and PD;:

orn - $

k=nu+1

- PFAS(1-PFA) ™ +y - PFAS (1-PFA)™ 3)
" )

L

2

k=nu+1

L L
PD; = [ijDok (1- PD,)™ + y(nUJPDg (1-PD, ) 4

To illustrate the performance of expressions 3 and 4 we
have done a simple recreation where we select as input of the
persistence detector a continuous level signal under a
background noise.

As a result of this simulation we get the ROC curves
depicted in Figure 7 and Figure 8.
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Figure7. ROC curve PD, vs PFA,

The Figure 7 shows the evolution of PDy with PFAq
(note that this curves are for a single detector). The PD, has
been computed for a range of PFA’s between 0.9 and 0.01
with SNR = 1dB and taking for the computation of each PD
1000 Gaussian and correlated vectors of 5 samples size,
under a continuous level of signal that depends on the SNR.
We can notice, as natural, that if we increase PFA, the PDg
also increase.

— o049 ||
—— 06775 |
—— 045
—— 023 |
— 00

o 0t 02 03 04 05 06 07 08 03
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Figure8. ROC curve: PD,vs PFA, with 5 PFA,'s

As regards the ROC curve for the PD, vs PFA, (see
Figure 8. and comparing it with Figure 7) we can notice that,
we get higher values of PD;, for the same PFA, and thisis
due to the fusion decisions.

On the other hand, long time increase detector will
enhance the presence of increasing trends. The structure is
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based on a filter matched to a continuous component,
preceded by a linear transformation Q®, which order
depends on the speed of fireincreasing . It isimplemented by
looking for increasing trends in the energy vector zg =
[E....E.]" where E; was defined in (1). To this end, the vector
Ze is transformed by a difference matrix of order n, Q®, and
then matched to a continuous component vector of L-n
elements s, = [1...1} " . The corresponding test is given by

[13],
-1
ZETQ(n)T(Q(n)Q(n)T) S . )
J2msT (@7 )7,
where the difference matrix is defined

byQ(”) = QL—n+1”'QL—n+1'QL and

-1 1 0 .. O

O -11 .. O
QL =

0O O -1 1

L,L-1

The threshold 2q is caculated to meet a desired PFA
caled PFA,.

Once described the persistence and increase detectors, we
define the final decision rule (final fusion in Figure 6). In a
simple way we can formulate the final fusion rule as follows:

R(u):{lifu=[11]

. (6)
0, otherwise
Where u=[u, u]" are the binary random variables that
represents the persistence and increase decisions
respectively. Although some correlation may exist between
both decisions, in a first approximation we can formulate the
total PFA and PD as.

PFA = PFA, -PFA )

PD, = PDp-PDi ®)

As presented in next section, some practical simulations
have been carried out to corroborate the above equations (3),
(4), (7) and (8).

IV. PRACTICAL SIMULATIONS

Settled the theoretical basis and once the design of the
system has been considered, some practical simulations are
addressed, at this section, to show the correct operation of
the proposed system.

Theoretical (continuous line) and experimental curves,
obtained by simulation, are superimposed to verify the
control on the required PFA by fitting parameters L, nu and
PFA,.

For the experimental curves, we suppose that the input
vector is a correlated Gaussian vector of T =L - M correlated
samples taken in L segments of size M and fixing M = 6 to
simplify.

On the subject of the relation between PFA, and nu,
fitting M=6, L=20, and nu varying from O to 20 and PFA,
from 0.5 to 0.01, we have, as expected, that for a fixed PFA,,
when nu increases the PFA, decreases (see Figure 9).
Moreover, if the PFA; decreases the curves shift to the left,
thet is, for the same value of nu we get alower PFA,.
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Figure9. Therotical and practical PFA, vs nu with L=20 for different
PFA. values

Regarding the relation between PFA, and L we have
fixed a value for nu=6, L varying from 6 to 20 and PFA,
from 0.5 to 0.01. As depicted in Figure 10. , if we increase
the number of segments L we have more positive decisions,
for afixed nu. For this reason PFA, increases with L.
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In the case of the relation between PFA, and PFA, we
fixed nu=6, L varying from 6 to 18 and PFA, from 0.5 