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Foreword

The papers selected for publication in this volume represent a wide spectrum of networking and
network services research. The papers range from the presentation of theoretical problems to
the description of the implementation of test beds. The papers represent research results in the
areas of quality of video transmissions, quality of service in voice over IP, radio resource
management, validation of integrated end to end Quality of Service (QoS) management system,
and diffusion approximation modeling applied to investigate the behavior of priority queues.

The current trends in the development and convergence of wireless Internet applications and
mobile systems are seen as the next step in the mobile wireless broadband evolution. The use
of multimedia streaming services and applications across different, converging wireless
transmission technologies are becoming more and more prevalent. The quality of streaming
video is very much dependent on the attributes of the content. The primary goal of the paper
“Video Quality Assessment as Impacted by Video Content over Wireless Networks” is to assess
video quality for all content types as affected by the QoS parameters both in the application and
network layer. The authors classify video sequences into groups representing different content
types. Using cluster analysis they investigate the impact of packet loss on video content in order
to find the threshold in terms of upper, medium, and lower quality boundaries at which users’
perception of service quality is acceptable. The paper also identifies the minimum “send bit
rate” to meet QoS requirements for the different content types. Overall, the paper can help
optimizing bandwidth allocation for specific content in content delivery networks.

The paper “Dynamic Adaptation of Quality of Service for VoIP Communications” proposes an
adaptive QoS strategy to solve the problem of momentary drop of voice quality and improve the
overall quality of service. The authors provide three different approaches to achieve higher
quality in voice communications. The first two approaches change the codec and the transport
protocol in real-time during a conversation; the third one applies a Forward Error Correction
mechanism to recover from loss packets. Simulation results demonstrate that the proposed
solutions significantly increase the voice quality of VoIP communication.

A novel IPTV channel switching technique is presented in the paper “Enhancement of channel
switching scenario and IGMPv3 Protocol Implementation in Multicast IPTV Networks.” Unlike
the standard approach used to switch between two channels, the recommended solution
consists of sending an IGMP-Join message for the requested channel before leaving the
currently watched channel by sending an IGMP-Leave message. It is demonstrated through
measurements and simulation that if channels overlap during the switching process, the
proposed solution increases the maximum number of the requested channels at least by eight
percent and can also reduce the blackout time during the channel surfing.

The potential of advanced multiuser packet scheduling algorithms in OFDMA type radio systems
is analyzed in the paper “Efficient Packet Scheduling Schemes with Built-in Fairness Control for
Multiantenna Packet Radio Systems.” The authors propose a new multistream, proportional fair
scheduler metric covering time-, frequency- and spatial domains. The metric takes into account
both the instantaneous channel qualities (CQI’s) as well as resource allocation fairness. The



achieved throughput of the proposed metric is evaluated through extensive radio system
simulations.

Today’s real time multimedia services raise new challenges for networks regarding the QoS
control in order to ensure the proper delivery of the services from content provider to content
consumer. The creation of an integrated management system is needed to manage the high
level services with end to end QoS guarantees while preserving the independency of each
network domain to be administrated autonomously. An integrated end to end QoS
management system has been designed, implemented, and validated in the framework of the
European ENTHRONE project. In the paper “SLS management validation for end to end QoS
management in a multidomain test-bed environment” the authors present the implementation
and infrastructure of a complex, multiple domain test-bed developed at the Polytechnic
University of Bucharest based on the ENTHRONE architecture.

The paper “Diffusion Approximation Models for Transient States and their Application to Priority
Queues” presents a diffusion approximation model applied to investigate the behavior of
priority queues. The model may be applied in performance evaluation of mechanisms to
differentiate QoS in IP routers, WiMAX, metro networks, etc.

A policy based vertical handover controller system for heterogeneous multi-access
environments is proposed in the paper “The VERHO Mobility Management System for
Heterogeneous Network Environments.” The paper presents the VERHO architecture and
discusses its possible benefits in 4th generation mobile communication systems.

The paper “Function Modulation – the Theory for Green Modem” considers the bandwidth of a
digital communication channel a valuable natural resource. The authors stress that it is
important to design digital modems that can minimize the use of this resource. The paper
presents a new modulation scheme that satisfies the Shannon’s model and can help to save
bandwidth by creating a green modem. It is also stated that existing modulation methods based
on sinusoidal functions do not meet the requirements of the Shannon’s model and therefore
have lower capacity for a given bandwidth.

We hope that the current volume will highlight recent research achievements for the readers
and present both practical and theoretical perspectives of issues related to the networking
research. We would like to thank the authors for their quality submissions, and the reviewers
for devoting their time and effort that made the publishing of this issue possible. We are also
grateful to Professor Petre Dini for his time and continual coordination between the authors and
reviewers.

Tibor Gyires, Editor-in-Chief
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The VERHO Mobility Management System for Heterogeneous Network 
Environments 

Tapio Väärämäki  
 

Department of Mathematical Information Technology 
University of Jyväskylä 

Jyväskylä, Finland 

 
Abstract— In this paper we present our solution for intelligent 

network interface selection and (vertical) handover control for 
heterogeneous multi-access environments. The 4th generation 
mobile communication system is seen here as a combination of 
several access technologies optimized for different purposes. A 
combination of these access technologies can constitute, with 
intelligent control, a 4G access with capabilities to support 
various application and user requirements and preferences. A 
policy based vertical handover controller system, called VERHO, 
utilizes input from several cross-layer sources, the Mobile IPv6 
protocol and network interface selection to achieve both 
proactive and intelligent vertical handovers between a variety of 
access interfaces. Real-time link status information, access point 
scanning support, user profiles, policies and Multiple Attribute 
Decision Making algorithms provide flexibility in interface 
selection and result in an Always-Best-Connected access for the 
user. We present the VERHO architecture, discussing and 
showing the possible benefits of the system for the future. 
 

Index Terms — Multihoming, Wireless, Heterogeneous, 
Interface Selection, 802.21, Media Independent Handover 
 

1 INTRODUCTION 

In the last few years the number of mobile devices, as well 

as access technologies, have increased and this tendency is 
expected to continue. The number of cellular subscribers has 
increased exponentially since the beginning of the 1990’s, and 
even more accelerated growth is expected with the advent of 
3rd generations networks (3G). Also, the development of 
mobile devices is now leading us to a direction where we can 
have multiple access interfaces on a single device enabling a 
variety of network services. Even today, advanced cellular 
phones can support multiple access technologies in addition to 
traditional cellular ones, e.g. Wi-Fi, and Bluetooth. 

The deployment of current wireless technologies is rapid 
and on-going. The properties of wireless technologies differ in 
several attributes. The access technologies can be divided into 
Wireless Wide Area Networks (WWAN), Wireless Local 
Area Networks (WLAN) and Wireless Personal Area 
Networks (WPAN), mainly according to their offered 

coverage area. In [1] the authors introduce the term wireless 
overlay networks, which reflects the fact that several access 
technologies will co-exist in the future and their coverage area 
will overlap. The term overlay refers to overlapping networks, 
where WWAN, WLAN and WPAN networks constitute the 
different layers of access technologies. Also, the access 
technologies will have different characteristics related to 
several technology-specific parameters, such as Quality-of-
Service (e.g. delay, jitter), bandwidth, coverage area, cost, 
power consumption and security [2].  

 
 

In considering several of the technology parameters and 
users and applications with different needs and requirements, 
it is generally thought that no access technology will or even 
can be superior to other technologies. Due to their partly 
conflicting characteristics, as well as physical restrictions, 
maintenance, deployment costs, etc. none of the access 
technologies meet all the demands of modern communication. 
On the contrary, access technologies of different 
characteristics are converging into one heterogeneous, but 
ubiquitous access network, where different access 
technologies with different parameters complement each 
other. We refer to these kinds of networks as 4th generation 
networks (4G).  

1.1. Fourth generation communication system 
A fourth generation communication system can be thought 

of as a combination of network technologies with different 
characteristics. References [3] and [4] discuss related visions 
and research challenges. The key features of 4G networks are 

• High usability – access anywhere, anytime and 
with any technology 

• Support for multimedia services at low cost - 
access and communication speed 

• Personalization – Always-Best-Connected concept 
• Integrated services – Quality of Service 4G 

networks will be entirely packet based. 
For this reason, the core networks (CN) of cellular systems 

are evolving into packet switched networks based on the 
Internet Protocol (IP). IP is generally thought of being the 
integration layer for all the access technologies and 
applications [4]. The term All-IP (i.e. Native IP) refers to the 
integrating nature of the Internet Protocol [5]. Also, with the 
success of Voice over IP (VoIP) technologies, voice 
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communication is evolving towards IP connectivity, and 
Session Initiation Protocol (SIP) is seen as the most likely 
enabling technology. Every kind of content has to be 
accessible with good quality (or diverse set of qualities) and at 
a reasonable cost anywhere, anytime and with any technology, 
without compromising service security. 

The vision discussed above creates many research 
challenges. Here we focus mainly on the above 3rd layer 
challenges, link technology specific technology challenges 
(such as adaptive coding/modulation, multiple antenna 
technologies) being out of scope. For example, [3] divides the 
research challenges into mobile station, system and service 
categories.  

Terminals need to be capable of discovering different 
wireless systems by scanning. Traditional technology specific 
(Layer 2) scanning techniques might not be enough for 
selecting the best usable link at each point in time. The 
decision of the best link is dependent on many parameters, but 
taking into account multiple different parameters can render 
the decision making complex. Thus the question arises: What 
is the sufficient level of complexity to come up with optimal 
decisions? The aim is towards Always-Best-Connected (ABC) 
access [6]. Reference [7] discusses different enabling 
technologies, such as different protocol stack enhancements, 
mobility support and End-to-End QoS support, to provide 
ABC.  

From the system point of view, efficient mobility and 
location management of mobile devices is important. Mobile 
IPv6 [8] is quite successful in trying to solve this problem, but 
the handover processes cause an increase in system load, high 
handover latency and packet losses, and require some 
improvements. Also, heterogeneous networks induce some 
additional problems related to interface selection and 
simultaneous access. Moving networks (NEMO) create some 
additional research challenges to mobility management 
protocols. To provide End-to-End Quality-of- Service (QoS) 
requires access technology independent QoS procedures. 
Basically IP or higher layer QoS architectures (e.g. 
differentiated or integrated services) or possibly mapping 
procedures with different QoS mechanisms [7] are needed. 
Security and privacy solutions need to be flexible due to 
various technologies and devices (varied capabilities, 
processing powers, security needs, etc) in use. Technology 
dependent solutions might not be the most suitable ones, but 
some upper layer solutions could be feasible. Single sign-on to 
the network is needed. At system level, also fault tolerance 
must be solved (e.g. hierarchical system or overlapping 
network) to provide users sufficient QoS [3]. 

In the future a consumer is no more dependent on any 
single provider, thus he/she might be a customer to several of 
them, possibly using their services simultaneously. For these 
new business architectures, accounting procedures and 
accounting data maintenance is needed. For the operator, new 
ways of gathering the surplus is needed because of the 
increasing usage of unlicensed networks. New challenges 
include also an open access model, where a municipal 

network is seen as a part of the general infrastructure and is 
built without a profit making operator [21]. Service based 
approaches seem to be the current view. Traditional billing 
systems (technology and transaction dependent) might go out 
of fashion altogether. In this paper we concentrate on 
technical issues related to mobility management with interface 
selection in heterogeneous environments. Even though we do 
not depend on Mobile IPv6, we consider it to be the most 
likely choice for forming the foundation for IP mobility 
management. 

There exist several related projects, both within and outside 
the standardization bodies, which study the field of IP 
mobility management to fulfill the needs of users and 
applications in upcoming heterogeneous wireless 
environments.  

1.2. Related research 
Internet Engineering Task Force (IETF) standardized the 

Mobile IPv6 (MIPv6) protocol in its Mobility for IPv6 (mip6) 
charter, in June 2004. Since then, several other charters have 
been working on enhancing the MIPv6 functionality, with 
performance, reliability, multihoming, etc. in mind. For 
example 

• MIPv6 signaling and Handoff Optimization 
(mipshop), 

• Mobility EXTensions (MEXT) [18] working 
group for IPv6. Among others, it includes 
multihoming and firewall issues, mobile node 
(MN) bootstrapping with Authentication, 
Authorization & Accounting (AAA) and IPv4-
IPv6 dual stack solutions, 

• Proxy Mobile IPv6 (PMIP) [19] for network based 
mobility management, 

• Shim6 [20] is a network layer approach for 
providing the split of locator/identifier of the IP 
address, so that multihoming can be provided for 
IPv6 with transport-layer survivability 

 
The Institute of Electrical and Electronics Engineers (IEEE) 

802 working groups have traditionally focused on different 
access technologies, but in IEEE 802.21 [9] the researchers 
have worked on Media Independent Handover (MIH) services 
focusing not only on one specific access technology but on 
handovers and interoperability between different access 
technologies, including both 802 and non-802. It is introduced 
in more detail in Section 3. 

In [10, 11, 12] the authors of these papers present policy-
based interface selection procedures and architectures to 
support multiple access interfaces. They aim to provide 
mechanisms to make dynamic interface selection decisions. 

1.3. Problem statement 
Mobile IPv6 [8] handles the IP mobility management in an 

application transparent way. The applications are unaware of 
the links in use and about possible handovers taking place. 
The application flows (and possible transport layer 
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connections) do not break even though the MN is moving 
between IP subnets. But the procedures related to the 
handovers result in a period of time when the MN cannot send 
nor receive data. This handover (or handoff) delay time causes 
packet loss and possibly packet retransmissions (in case of 
reliable transport protocols). The objective is to minimize the 
delay to offer the applications seamless connections in 
addition to non-breaking ones.  

In case where the MN has multiple active interfaces (and 
links), one has to choose which interface to use. Pure MIPv6 
implementations usually have some static priority for each 
interface, and the interface with the biggest priority is chosen 
for use. However, static priority based interface selection may 
not be sufficient for users with different preferences nor for 
applications with different demands in heterogeneous 
environments [13]. 

The objective is to find ways to provide Always-Best- 
Connected access for different users with a minimum user 
intervention. 

1.4. Paper outline 
In Section 1 we presented previous and on-going research 

work related to the challenges of 4G systems. Section 2 
presents the VERHO system architecture. Section 3 amends 
the VERHO system with the IEEE 802.21 standard, and 
Section 4 introduces two prototype applications that can 
benefit from VERHO’s knowledge of the link and handover 
information. Section 5 discusses the VERHO architecture and 
its benefits in a heterogeneous environment. Section 6 
concludes the paper and presents some ideas for future work. 

2 VERHO CONTROLLED MOBILITY 

2.1. Overview 
The VERHO system is designed to manage available 

interfaces, links and access points in a multi-interfaced mobile 
IP-networked device. Basically, the system gathers 
information about available interfaces (link types, access 
points, etc.), decides dynamically during run-time about how 
the interfaces could be utilized best and performs IP 
handovers using Mobile IPv6.  

The system has a cross-layer design, since the goal is to 
provide link information to interested layers. Figure 1 shows 
which layers VERHO interacts with. 

• Link Information Provider (LIP) extracts link 
information from network interfaces (Link Layer), 

• Link Access Controller (LAC) gets information from 
LIP and controls MIPv6 handovers (Network Layer), 

• Applications can utilize information provided by LIP 
and LAC (Application Layer), 

• Users can set their profiles through a Graphical User 
Interface (GUI) and see some statistics from the 
underlying system. 

 

 
Figure. 1. VERHO cross-layer interaction 

2.2. System architecture 
The system consists of several modules, each with a 

dedicated purpose. The following chapters revisit all of them. 
Figure 2 shows a high level overview of the architecture. The 
components communicate with each other over Desktop Bus 
(D-BUS). D-BUS is a messaging bus mainly for local inter-
process communication (IPC) and remote procedure call 
(RPC) on a single host. 
 

 
Figure. 2. VERHO D-Bus architecture 
 

The core VERHO system consists of the Link Information 
Provider (LIP) and the Link Access Controller (LAC). The 
task of LIP is to keep an up-to-date information database 
about the available links and provide some control functions 
(e.g. connecting to Access Points). LAC gathers link 
information from LIP and makes decisions regarding the 
usage of available links; moreover, it controls Mobile IPv6 
when IP layer handovers are needed to be accomplished.  

The system has a GUI for controlling and monitoring 
purposes and it uses D-BUS to get link information from LIP 
and to control the system via LAC. Just like the GUI, other 
applications can utilize the features of LIP and LAC. For 
example, all of the developed mobility aware demonstration 
applications use LIP and LAC over D-BUS.  

From a more technical point of view, the whole system is 
implemented in a Linux environment. Mobile IPv6 for Linux 
v2 (MIPL2) is used as the MIPv6 implementation with some 
D-BUS interface additions. The whole system is developed in 
user space. The GUI and the demonstration applications are 
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written using GIMP Toolkit, G-Streamer, and Java Media 
Framework. 

2.3. Link Information Provider 
The task of LIP is to extract information about the available 

network interfaces and links [15]. This information is then 
made available over D-BUS for consumption. LIP consists of 
two main parts, the Link Module (LM) and the Access Point 
Module (APM). Figure 3 shows a high level architecture 
overview of LIP. 

 
Figure. 3. High level LIP architecture 
 

2.3.1. The Link Module 
LM extracts information from interfaces. It supports IEEE 

802.11 WLAN, Bluetooth, General Packet Radio Service 
(GPRS) / Universal Mobile Telecommunication System 
(UMTS) and wired IEEE 802.3 Ethernet interfaces. Each 
technology is managed by a separate technology-specific 
submodule and these submodules export a common interface. 
In this way it is easy to extend the system with new access 
technologies.  

Link information is provided by two means. Whenever an 
event takes place in a monitored interface that the LM is 
capable of listening to or when a new interface appears, a 
signal is sent over D-BUS carrying the new link information. 
Also, consumers can ask LIP (using RMI over D-BUS) for 
information about a specific interface or about all the 
interfaces.  

The information provided by each access technology is 
quite heterogeneous. Even if the same information can be 
extracted from two different technologies, conversion to a 
common dimension may be necessary. For this reason LM, in 
addition to providing raw link information, provides unified 
link information for link parameters whenever that makes 
sense. Table I shows some of the link parameters that are 
unified by LM. The Parameter Name column shows the name 
of the parameter after unification.  

Signal Strength is somewhat special among the information 
provided by LM. Its value is the source for the Link Going 
Down and Link Coming Up indications. 

Signal Strength dimension value is a dynamically calculated 
unified value. For WLAN it originates from Signal to Noise 
Ratio (SNR), for Bluetooth from Link Quality and for GPRS 
from Signal Quality. Its range is from 1 to 5 and is calculated 
by dividing the technology specific value (e.g. SNR in the 

case of WLAN) into five ranges using hysteresis. For more 
specific information on the classification of the signal quality, 
refer to [15].  

TABLE I 
UNIFIED LINK PARAMETERS 

Parameter name Dimension 

Signal Strength Integer value between 1 and 5 
Tx Power level Converted to dBm 
Bitrate Converted to kbps 

 

Besides providing information, LM helps consumers by 
indicating the actual cause of the signaling of link 
information. Some of these indications can be seen in Table II. 

 
2.3.2. The AP Module 

The AP Module (APM) provides information and 
controlling facilities for Access Point management. It supports 

802.11 WLAN, Bluetooth and GPRS/UMTS access 
technologies. Just like LM, APM supports these access 
technologies via specific submodules in order to make the 

TABLE II 
LIP LINK INFO INDICATIONS 

Indication Description 

Common 
NewIface A new interface or interface change 
DelIface Interface disappeared (i.e. removed from 

the computer) 
NewLink Link established on interface 

DelLink Link deleted on interface 

IfUp Interface administratively enabled 

IfDown Interface administratively disabled 

LinkComingUp The link on the interface is becoming 
available 

LinkGoingDown The link on the interface is becoming 
unavailable 

ChgIfName Interface name changed 

ChgTPL Tx power level changed 

ChgSigStr Signal strength changed 

ChgBitrate Bitrate changed 

ChgRMAC Remote MAC changed (i.e. AP change) 

WLAN 
ChgWLANName WLAN name of interface changed 

ChgSNR SNR changed 

ChgEnc Encryption got enabled or disabled 

ChgESSID ESSID changed 

Bluetooth 
ChgDevID Device ID changed 

ChgLQ Link Quality changed 

GPRS 
ChgSQ Signal quality changed 

ChgBER Bit error rate changed 

ChgPC Power consumption changed 
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system easily extensible. Also, the technologies to access the 
link layer are the same as with LIP. AP information is also 
heterogeneous and varies between access technologies. Table 
III shows various information provided by APM. 

APM manages an AP list for each supported access 
technology. AP information is sent to consumers in the same 
two ways as for LM. On events affecting APs, signals are sent 
to D-BUS about the change. Such changes can be 

• New AP appeared 
• AP disappeared 
• AP state changed 

2.4. Link Access Controller 
The logic of the VERHO system resides in the Link Access 

Controller (LAC). LAC consumes LIP (LM and APM) 
information and controls MIPv6 handovers. The modifications 
to the MIPL implementation have been kept at a minimum 
level to support easy code portability to other implementations 
and protocols. 

LAC manages a single list of all the interfaces. Each 
interface is assigned a flag and a preference value. The flag 
can indicate 

• The interface state: Enabled or disabled. 
• Preference Value calculation: Automatic or 

Manual. 
• Interface state management: Automatic or Manual. 

 
If the interface state is Disabled, the interface is not allowed 

to be used by MIPv6, i.e., no Care of Address (CoA) on the 
interface can be registered with the Home Agent (HA) or 
Corresponding Nodes (CN). By default, LAC manages the 
interface state automatically, that is, it enables and disables 
according to specific events (information received from LIP). 
The interface state can also be managed manually, in which 
case it is the responsibility of an outside party (e.g. an external 
application). 

Preference values for interfaces are calculated by LAC 
dynamically and they change due to changing link 
information. Just like interface state management, preference 
value calculation can also be managed manually by some 
outside party, e.g. an operator, for load balancing purposes. 

At any point in time, the interface in an Enabled state and 
with the highest preference value is chosen to be used. In case 
where there are several available connections with similar 
properties, a hysteresis or extra interface specific priorities 
might help in avoiding ping-ponging.  
 

2.4.1. Preference Value Calculation 
Preference values are calculated using the Simple Additive 

Weighting Multiple Attribute Decision Making (MADM) 
method. This method fits very well for the purpose of 
choosing among interfaces by taking into account multiple 
interface characteristics.  

LAC uses the unified link information provided by LIP 
(shown in Table 1) to make its decisions. Each link 
characteristic is assigned a weight, which describes the 
importance of the given characteristic. A weight vector 
consists of a weight for each characteristic and defines a 
Profile. An outside party can supply or change profiles on-the-
fly. Profiles can represent, for example, user demands, in 
which case the outside party is the user. The controlling 
interface (see Subsection 2.5) is used to define and activate 
user profiles. 

TABLE III 
AP INFORMATION 

Access technology AP Information 

WLAN ESSID, MAC addr, channel, bitrate, 
noise, signal quality 

Bluetooth AP name, MAC addr, Link quality, 
TX Power level 

GPRS AP name, IP protocol 

 
The weighted average is calculated by Formula 1. 

∑
∑
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pv  is the preference value of interface i, w  is the weight of 
characteristic j, r  is the value of characteristic j for interface 
i. In [16] different multiple attribute decision making 
algorithms with simulations are analyzed in more detail . 
MADM methods provided good flexibility due to the 
possibility of several affecting parameters. We also proposed 
an algorithm combining MADM algorithms aiming at the 
shortest distance from the optimal solution

i j

i,j

. 

2.5. Controlling and monitoring GUI 
Comui is the controlling and monitoring interface for the 

VERHO system. It is a graphical interface developed with the 
GTK+ toolkit and is available for the Linux based Maemo 
platform. Comui allows users to monitor and control the 
system and choose how much they want to participate in the 
link selection decisions. In addition to regular Linux PC, the 
VERHO prototype is developed for Nokia N770 Internet 
Tablet running the Linux based Maemo operating system. The 
screenshots are from the Maemo version. 

A screenshot from the main screen can be seen in Figure 4. 
The user can see a list of different available network devices 
in the Type column (mobile phone, cable link and WLAN). 
The E/D column indicates whether the device is enabled or 
not, and the Rank column shows the calculated ranking value 
for each network device. Currently WLAN has the highest 
ranking (Active profile is Prefer Bandwidth) and thus it is the 
active device.  
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Figure 4. VERHO GUI main screen 
 

The profile management screen is presented in Figure 5. 
The user can define different profiles according to his/her 
needs and preferences. For example, in the situation depicted 
in Figure 5, the user prefers bandwidth and thus the profile 
has a high weight and parameters on bitrate, some weight on 
the signal strength to have a good quality connection and no 
weight on power consumption. 
 

 
Figure 5. VERHO profile definition screen 
 

Figure 6 shows the desktop applet, where the user can 
choose the best profile according to current needs. The applet 
shows also the currently used network interface. The 
operational principle is similar to mobile phones or laptops, 
where the user can define sound and battery profiles, e.g. “no 
sounds” or “beeping” on mobile phones and “maximum 
performance” or “stretch battery” on laptops. 
 

 
Figure 6. VERHO desktop applet with profile changer 

3 IEEE 802.21 AND INTEGRATION WITH VERHO 

3.1. IEEE 802.21 Media Independent Handover 
overview 

The IEEE 802.21 standard introduces a MIH Function, 
which is located between L2 and upper layers, i.e. IP or MIP. 
It defines generic SAPs and primitives for both upper and 
lower layers. The MIH function consists of three services:  

The Media Independent Event Service (MIES) signals the 
state changes of lower layers, the Media Independent 
Command Service (MICS) provides control for higher layers, 
and Media Independent Information Service (MIIS) serves 
information about the current and neighboring access 
networks. The functionality is introduced in Figure 7. 

 
Figure 7. The MIH Function is located Between Layer 2 and Layer 3, defining 
a so called Layer 2.5. 
 

MIH Function works as a generic link layer instance for 
upper and lower layers. It makes it possible to transmit unified 
information from lower layers to upper layers, regardless of 
the access technology used. To be able to acquire all required 
information, access technologies must be amended by 
technology specific Service Access Points (SAP). They are to 
be defined in IEEE standardization bodies such as 802.11u 
(SAPs for Wi-Fi) [22] and 802.16g (SAPs for WiMAX)  [23] 
and in 3GPP/2 . 
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For the mobility management system, MIH Function works 
as an information unifier which collects information from 
networks, but does not decide anything. Thus handover 
policies are out of the scope of the standard, and it requires a 
mobility management system to work with. 

3.2. Integration with the VERHO mobility management 
system 

After following the development of 802.21 for a while, 
there was a decision to study how an integration of MIH 
Function and the VERHO system could be implemented. The 
functionality of MIH Function is pretty much similar to the 
LIP module, even though there are several advantages MIH 
Function has.  

 The biggest challenges regarding link information 
collecting can be identified to three categories. 1) The amount 
of information the LIP module collects is limited to a number 
of parameters supported in each access technology. Also, the 
provided information is not unified, so the name of parameters 
and parameter values must be converted to a common scale. 
Also, all the parameters are not supported in every 
technology. 2) Currently, scanning is the only way the LIP 
module can collect the information. Every time that 
information needs to be collected, the specific access interface 
must be activated and power intense activities performed. 3) 
Finally, probably the biggest challenge with LIP is the lack of 
standardization. It is our own proprietary implementation. 
MIH Function can more or less solve the above mentioned 
challenges and limitations: 1) Standard amendments, i.e. 
SAPs, for each technology are used to provide unified link 
layer information. Information is stored in Information 
Elements (IE) which provide all information that is essential 
to make intelligent handover decisions. IEs specified in the 
standard support a wide range of parameters, and there is 
space reserved for future extensions and vendor specific 
implementations. 2) The exchange of IEs is based on request 
and response messages which make the information gathering 
effective. The mobile node can acquire information from all 
interesting networks via the active network interface, so there 
is no need to activate and burden other radios. In terms of 
power consumption this is extremely important. 3) Obviously 
the biggest benefit IEEE 802.21 can provide for the VERHO 
system is a standardized implementation. With a wide support 
of IEEE 802.21, the VERHO system can focus on decision 
making and managing the user mobility. 

MIH Function is not, however, limited only to network 
information collecting, but it also provides Command Service 
for controlling network interfaces. As with information 
collecting, the benefit is a unified interface between the 
mobility management system and different network interfaces 
so that operating system dependent implementations are not 
needed. Command Service also introduces the possibility of 
network originated handovers that can be an important feature 
if there is a need to implement the network controlled or 
originated mobility management.  

The hierarchy and structure of MIH Function and VERHO 

is introduced in Figure 8. MIH Function works now as so 
called Layer 2.5 between network and link layers. VERHO 
commands network interfaces and gathers network 
information over MIH Function. By utilizing the collected 
information, VERHO makes the mobility management 
decisions on the IP level.  

The communication between different MIH Functions (e.g. 
MIH Function of MN and AP or AP to AP) relies on MIH 
Protocol which is defined in the standard.  

The VERHO system is connected to MIH Function with 
SAPs which are defined in the standard. In addition to lower 
layers, VERHO is connected to Application Layer (L7) and 
the user – as was also done in the LIP implementation shown 
in Figure 1. The integration of VERHO with MIH Function 
does not change this part of the architecture, because a user 
and application interaction with the mobility management 
system is still needed.  
 

 
Figure 8. Integration of VERHO and IEEE 802.21 MIH Function 

4 PROTOTYPE APPLICATIONS 
The VERHO system can be used to develop mobility aware 

applications. A mobility aware application can use the 
provided information for example to adapt to the current link 
characteristics (e.g. a media player). Information provided by 
VERHO includes 

• Link information from LIP (LM), 
• Access point information from LIP (APM), 
• Handover indications from LAC.  

 
In the following sections we look at some of the prototype 

mobility aware applications developed within the VERHO 
project. 

4.1. Multimedia streamer 
Multimedia Streamer (MS) consists of a client and a server. 

It supports streaming of images, audio and video. Both the 
client and the server are written in Java. The client integrates 
image, audio and video playing functionalities. The server 
supports audio and video streaming. For the camera stream, a 
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dedicated webcam acts as the server. 
Streaming of multimedia content is done by using Real-time  

Transport Protocol (RTP) and RTP Control Protocol (RTCP), 
and Real Time Streaming Protocol (RTSP) is used for 
controlling the playing process (e.g. requesting the proper 
stream quality during adaptation). 

 
4.1.1. Adaptation 

The player runs on the MN and it is made mobility aware 
by listening to LIP and LAC information. Information about 
the active interface is available to the player. The player, 
based on the capabilities of the active interface, requests 
proper stream quality from the server. Whenever the player 
receives information from LIP and LAC, it checks whether the 
current stream quality is still valid with regards to the active 
interface. If it is not valid, the player requests the proper 
quality from the server. 

 
4.1.2. Camera streamer 

The camera used for the camera streamer is Axis 2100 and 
it supports only IPv4 networks. Due to the fact that the 
VERHO system operates only in IPv6, we needed to develop 
an IPv6-IPv4 proxy. The proxy is written in Java and its sole 
purpose is to relay the camera stream between IPv6 and IPv4 
realms.  

The camera uses HTTP to transfer images and it can 
transmit motion JPEG and still images in various image 
qualities. The different image types and qualities are 
accessible by using CGI requests via HTML GET destined for 
the web server running on the camera itself. The camera itself 
served as the streaming server and no separate server code 
was needed. During adaptation the client requests proper 
image quality from the camera using CGI and HTML GET 
method. 

 
4.1.3. Audio streamer 

The audio streamer server contains several audio files that 
can be requested by the client. Each audio file can be 
delivered with various qualities. During adaptation, the client 
requests a given quality and the server starts streaming the 
same audio file in the requested quality from the position 
where the last stream was stopped. 

 
4.1.4. Video streamer 

Unlike the audio streamer, the video streamer server 
supports pre-defined classes of qualities. A video content is 
prepared for all the supported classes as a separate video file. 
When the client requests a specific quality the server maps 
this request to a class and starts streaming the selected video 
file. During adaptation, the newly selected video file starts 
streaming from the position where the previous video stream 
left off. 
 

4.2. IP-TV 
The IP-TV is similar to the Media Streamer. Figure 9 shows 

the topology of the client/server model of the IP-TV. We have 
divided the operations into content, network, access and end- 
devices. Content providers provide only content with good 
quality to the customers. Network operators provide the 
adaptation services as well as digital rights management, etc. 
Access operators provide accesses to different technologies 
for the consumers. The VERHO device is just one of the 
devices consuming the IP-TV services tailored for the 
device’s physical restrictions as well as for its software and 
access requirements and end users’ preferences. 

The TV stream is received from a terrestrial digital TV 
broadcast network. This stream is then made available on an 
IP network via multicast (one multicast channel per TV 
channel). In the network a node acts as an Adaptation Proxy 
(APr). The APr, on joining the multicast IP-TV stream, can 
provide different MPEG4 quality classes of the TV stream. In 
addition to adaptation, APr performs the conversion from 
IPv4 to IPv6 and from multicast to unicast for the clients. 
Mobile clients request the stream from the APr by indicating 
their quality requirements, which are provided by VERHO. 

When a mobile client needs a different quality (e.g. due to 
moving to a different access technology), it informs the APr 
about its new requirements. The APr, upon receiving the 
request, maps the request of the client to a supported quality 
class and starts streaming the adapted content to the client. 

 
Figure 9. The IP-TV network 

5 DISCUSSION 
We did not discuss the design principles and benefits of the 

presented architecture of VERHO in Section 2 and 3. Now we 
consider some of these and refer to some earlier work. Also 
mobility management related challenges will be discussed 
here. 

The use of link layer has been researched to some extent in 
the context of speeding up horizontal handover processes. For 
example, [17] defines triggers and hints to assist in fast 
triggering of handovers and proactiveness. In [15] there is a 
discussion on the use of link layer information in the context 
of heterogeneous networks with multi-interfaced terminals. 
Link layer triggers, hints based on signal strength and 
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parameter unification are considered and their benefits 
presented. Link layer hints, such as Link-Going-Down, can be 
utilized to achieve a proactive behavior in the system. 
Moreover, pure link layer parameters can also be utilized as 
parameters in the multiple attribute interface and link 
selection. We can achieve seamless handovers by doing the 
handovers proactively, partly or entirely, while still connected 
to the old access router or by utilizing two links 
simultaneously resulting in soft handovers. The proactive 
handover preparation allows flexible handover delays. 
Currently, the handover delay correlates directly with the 
signalization delays of MIPv6.  

Horizontal handovers have been affected traditionally by 
using signal strength and some hysteresis values. However, 
this is not suitable for multiple interface management. In [16] 
there are simulations of various Multiple Attribute Decision 
Making (MADM) based interface selection algorithms. The 
benefit of MADM methods is their flexibility due to several 
affecting parameters. But the intelligence of most of the 
MADM algorithms lies in the weight assignments. Weights 
determine how the algorithm utilizes the input parameters in 
the preference value calculation. This brings a lot of flexibility 
for users with different preferences for link characteristics. 
Currently, the weights are specified by user defined profiles, 
but they can be extended to other sources as well. For 
example, operators’ viewpoint could be provided by 
introducing their profiles and policies to the interface 
selection. The weights have always a priority order, so there 
can never occur a situation where the network interface could 
not be selected. Also, the lack of some parameters does not 
prevent decision making, but will just hamper it. The weights 
can be modified to override the usual behavior, e.g. disable 
GPRS/UMTS while being abroad. The reader can refer to 
Figure 5 to see better how the weights are adjusted in the 
VERHO prototype. 

VERHO, with the knowledge of multiple link status and 
handover timing and targets, can assist other applications as 
well. VERHO can provide, for example, realtime unified 
bandwidth information to applications (lets say ranging from 
0-10), which can adjust their stream qualities appropriately. 
Adaptive mobility and link aware applications are seen as one 
of the research challenges of the 4G networks [4]. For 
example, LAC can be the source of information for MPEG-21 
based adaptive multimedia terminals. The access network 
technology might also affect some internal states of an 
application. For example, an application could be designed to 
avoid fetching new emails when connected to an expensive 
network, or to sleep when the current network is insecure, etc. 

From the perspective of the VERHO system, IEEE 802.21 
is a highly welcome standard. It offers much the same 
functionality as VERHO, but also a significant number of new 
functionalities. The best performance is achieved by replacing 
LIP with the 802.21 advanced information framework and 
utilizing 802.21 Command Service for network interface 
management. In terms of power consumption, such design 
provides more feasible and permanent solutions than our 

technology dependent scanning mechanisms in LIP. It is 
extremely power consuming to try to scan network 
information frequently with all interfaces. However, without 
being aware of the surrounding networks, also the potential 
benefits of heterogeneous networking might not be achieved. 
IEEE 802.21 mechanisms to acquire information about 
surrounding networks via an active interface are an effective 
way to implement information collecting. IEEE 802.21 can 
provide handover candidate information, e.g. neighbor base 
stations, and it can be even supported with geographical 
location information. This helps in avoiding ping-ponging 
between networks as the handovers can be planned better. 

The benefits of IEEE 802.21 will be strongly dependent on 
the scale of the implementation of the standard. If, for 
example, IEEE would implement 802.21 in 802-technologies, 
but 3GPP would not use it, the benefits would remain small.  
The issue is not technical but rather political. The convergence 
of networks and the development towards Internet based 
services is leading to a situation where clear boundaries 
between 3GPP, IETF and IEEE working groups are going to 
disappear. 3GPP based networks have been considered strictly 
operator controlled, while the IEEE technologies are merely 
used for implementation of non-operator controlled networks. 
This can be seen also in the architecture of technologies from 
both organizations. Now these two organizations with totally 
different backgrounds should start to work together to reach 
the next step in the convergence. Especially for 3GPP the 
motives might be questionable, because they co-operate with 
the GSM Association which is ruled by operators. A current 
business model for the operators is to have the users’ traffic in 
their network while placing charge for it. IEEE 802.21 might 
lead this development to an opposite direction, depending 
partially on who will implement the decision making policies. 
The alluring opportunity for 3GPP in 802.21 might be in 
traffic sharing with other technologies. For example, the 
user’s traffic could be routed always via a WLAN access point 
when such is available. Easing the load of cellular networks is 
necessary, because the current cost structure is too high to 
support quickly growing amounts of mobile data. However, 
there are other potential solutions to handle this issue, e.g. 
femtocell, which would also support the operators’ business 
model better than by directing users to non-operator controlled 
networks. 

An interesting topic in policy development and power 
management will be multihoming. Increasing the bitrate by 
improving coding or modulation has brought the performance 
of new wireless technologies such as WiMAX and LTE near 
to the limits of the Shannon’s law. Combining the capacity of 
several network interfaces can increase the performance of the 
terminal. Multihoming can increase the system performance 
also in terms of reliability when the traffic of critical 
applications is routed via reliable networks and is secured to 
use another interface if the current one malfunctions. The 
obvious con with multihoming is more complex policy 
creation. The power consumption will increase, but so will the 
performance. One should point out that VERHO consumes 

118

International Journal on Advances in Networks and Services, vol 2 no 2&3, year 2009, http://www.iariajournals.org/networks_and_services/



 10

very little power and resources itself; most of the power 
consumption originates from the network interfaces and 
terminal applications. In addition to power consumption, also 
signaling traffic will increase significantly with multihoming. 
There is plenty of development work going on in MEXT 
working group, and promising solutions can be tested thanks 
to the modular design of VERHO. 

Designing the GUI for VERHO poses challenges. The 
current version allows detailed adjustments of profiles, but for 
many users the desktop applet alone can be confusing. How 
does the user know whether he should prefer bandwidth or 
network reliability? Power consumption and bitrate may be 
parameters that can be visualized clearly enough by the users, 
but some other parameters such as network reliability or 
latency are probably better suited for interaction between 
applications and QoS mappings. In the GUI design we had 
usability tests for test subjects, and the results were used to 
improve the GUI. The tested persons, were, however 
technology oriented students, so the results cannot be 
generalized. On the other hand, in this phase we did not want 
to go further in testing, and results were satisfying for a 
prototype. The GUI could be improved by providing statistical 
data information based on a usage history. It might help the 
users in understanding better  the behavior of the device and 
also in adjusting better the settings to support their 
preferences.  

6 CONCLUSIONS 
In this paper we have presented the VERHO system, which 

utilizes information from different sources to calculate the 
best link to be used in a multihomed or mobile node. We have 
presented the VERHO architecture and discussed the possible 
benefits of the system in question. Link layer modules have a 
real-time status and quality information about the current 
interfaces. Access point management (scanning, connection, 
disconnection) enables automatic network and access point 
selection. User requirements are taken into account by using 
profiles, which map the interface selection algorithm executed 
by the Link Access Controller into a set of weights. LAC 
comes with the ABC selection and utilizes the Mobile IPv6 
protocol to trigger the actual handovers.  

Since VERHO has real-time knowledge of link status and 
handover timing, mobility aware applications can utilize the 
information provided by VERHO for different purposes, such 
as setting up a proper streaming quality to support the change 
in access technologies while moving. We presented two 
prototype multimedia streaming applications, which have been 
implemented to verify the concept.  

The current system functions as a prototype for future 
generation mobile terminals with an All-IP access and ABC 
connections. As future work, the current interface 
management can be extended to support multihoming and 
simultaneous access based on application preferences, i.e. 
multihoming management. This, however, require that the 
work of the IETF MEXT working group will be finished, so 

that MIPv6 will support multihoming. 
We are also looking forward to see how the IEEE 802.21 

standard will be perceived among IEEE and 3GPP groups. For 
VERHO it would be a perfect amendment to network 
information collecting, but without wide implementation it 
will not provide real benefits.    

The focus of the VERHO system is to provide an optimal 
connectivity for a single user. However, in the future the 
research could be extended to a simulator environment with a 
goal to optimize connectivity for multiple users, including 
some network load balancing functions.   

As a future work, also the development of prototype 
application for Linux based devices should be continued and 
new features introduced. Especially, user centric design and 
power consumption are interesting topics to study. 
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Abstract - Bandwidth of a digital communication channel is a 

valuable natural resource. Therefore it is important that the 

usage of this resource is minimized by carefully designing the 

digital modems. In this paper a new modulation scheme, called 

function modulation, is discussed that satisfies the Shannon’s 

model and therefore can help to save bandwidth by creating a 

green modem. It is also shown that all existing modulation 

methods based on sinusoidal functions do not meet the 

requirements of Shannon’s model and therefore have lower 

capacity for a given bandwidth.  

In addition, the paper shows that Shannon’s capacity is 

also not the limit. This capacity was derived under the 

assumption that the symbol duration is infinity. By relaxing 

this infinite time requirement much higher capacity is 

achieved. In order to derive this new capacity result a powerful 

and very well known mathematical concept, the infinite 

dimensionality of function space is used. It is shown that this 

concept can be the foundation of the digital communication as 

well as digital signal processing engineering. 

 
Keywords - information rates; sampling methods; orthogonal 

functions; communication; modulation. 

 

 

I. INTRODUCTION 

 

This paper is the extended version of [1]. Here all the 

relevant research work is integrated to present in details the 

function modulation (fm) concept and its capacity. 

In the derivation of capacity theorem Shannon used 

general functions as digital communication symbols. It is 

shown in [1] that if sinusoidal functions are used then 

Shannon’s conditions cannot be satisfied and therefore it 

will not be possible to achieve the capacity results derived 

in Shannon’s paper [2]. The fm method uses this general 

class of functions and it is shown that this method can 

achieve the Shannon’s capacity result. 

Another very important assumption in the derivation of 

the original capacity theorem was that all symbols must be 

of infinite time durations. This infinite time for symbols is 

not feasible in engineering. By relaxing this condition it is 

shown that even higher capacity can be achieved, under the 

same channel bandwidth requirement, giving an opportunity 

to design a green modem. 

Thus two major changes are introduced. First, the 

sinusoidal functions are replaced by the general class of 

functions to create the fm modems. This fm model is called 

the Shannon’s model, because we show that his geometric 

proof is based on this general class of functions. Second, the 

infinite time assumption is replaced by the finite time 

assumption to derive a new high rate sampling theorem. The 

above two ideas are integrated in the fm system using a 

Software Radio (SWR) approach. This fm design is the 

green modem. This system gives a method for 

implementing Shannon’s capacity theorem, which was 

missing from the communication literature. 

A detailed discussion of a very well known 

mathematical theory of infinite dimensionality of function 

space is presented. Then this concept is used to derive the 

new sampling theorem. This theorem shows that [3] for 

finite duration signals more we sample more information we 

get from the signal, thus theoretically validating the 

common engineering practice. Like in the original paper [2], 

this new sampling theorem is used to derive the new 

capacity theorem. The new theorem shows that the capacity 

depends on the sample rate, and therefore can be much 

higher, theoretically unbounded, but practically bounded by 

the technology.  

Shannon’s original theory was derived using a 

geometric concept of n-dimensional Cartesian space where 

n approaches infinity. In this paper we use an apparently 

different geometric approach using infinite dimensional 

function space. We say it apparently, because on the face of 

it they are completely different, but their underlying 

concepts are linked together. We use our geometric 

approach to first derive the original result over finite time 

and then extend it to new result, also over finite time.  

The paper is organized in several sections and their 

subsections.  The major sections are Fundamentals, 

Sampling Theorem, Function Modulation, and Capacity 

Theorem. In the Fundamentals section we put the original 

thoughts that triggered this research. These thoughts were 

provided by various reviewers. The Sampling Theorem 

section answers – how many samples we need to describe a 

finite duration signal. The Function Modulation section 

describes the transmitter and the receiver. The Capacity 

Theorem section shows that the Shannon’s theorem can be 

extended if we use finite duration symbols. 

 

II. FUNDAMENTALS 

 

In this section we collect all the fundamental ideas that will 

be used in the rest of the paper. They are related to infinite 

time assumption of classical theories, infinite 

dimensionality of function space, finite duration sampling 

needs, and the software radio concepts that are considered 
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crucial to the understanding of the thoughts that integrate all 

the research work presented in this paper. 
 

A. Infinite Time Assumption 
 

In this section we show that the assumption of infinite 

time duration for signals is not practical and is not necessary 

for our theories. In real life and in all our engineering 

systems we use signals of finite time durations only. 

Intuitively this finite duration concept may not be quite 

obvious though. Ordinarily we know that all our 

engineering systems run continuously for days, months, and 

years. Traffic light signaling systems, Global Positioning 

Systems (GPS) satellite transmitters, long distance airplane 

flights etc. are some common examples of systems of 

infinite time durations. Then why do we talk about finite 

duration signals? The confusions will be cleared when we 

think little bit and examine the internal design principles, 

the architecture of our technology, and the theory behind 

our algorithms. Originally we never thought that this 

question will be asked, but it was, and therefore we look 

here, at the implementations, for an explanation. 

The computer based embedded engineering 

applications run under basically two kinds of Operating 

Systems (OS). One of these OS uses periodic approaches. In 

these systems the OS has only one interrupt that is produced 

at a fixed rate by a timer counter. Here the same application 

runs periodically, at the rate of this interrupt, and executes a 

fixed algorithm over and over again on input signals of 

fixed and finite time duration. As an example, in digital 

communication engineering, these signals are usually the 

symbols of same fixed duration representing the digital data 

and the algorithm is the bit recovery process. Every time a 

an analog symbol comes, the algorithm recovers the bits 

from the symbol and then goes back to process the next 

arriving symbol.  

Many core devices of an airplane, carrying passengers, 

are called flight critical systems. Similarly there are life 

critical systems, like pacemaker implanted inside human 

body. It is a very strict requirement that all flight critical and 

life critical systems have only one interrupt. This 

requirement is mainly used to keep the software simple and 

very deterministic. They all, as explained before, repeat the 

same periodic process of finite duration, but run practically 

for infinite time. 

The other kind of applications is based on the Real 

Time multi-tasking Operating Systems (RTOS). This OS is 

required for systems with more than one interrupts which 

normally appear at asynchronous and non-periodic rate. 

When you have more than one interrupts, you need to 

decide which one to process first. This leads to the concept 

of priority or assignment of some kind of importance to 

each interrupt and an algorithm to select them. The software 

that does this work is nothing but the RTOS. Thus RTOS is 

essentially an efficient interrupt handling algorithm. Thus 

RTOS is not unique and can be designed in your way. 

These RTOS based embedded applications are designed 

as a finite state machine. We are not going to present a 

theory of RTOS here. So to avoid confusions we do not try 

to distinguish among threads, tasks, processes, memory 

management, and states etc. We refer to all of these 

concepts as tasks, that is, we ignore all the details below the 

level of tasks, in this paper. These tasks are executed 

according to the arrival of interrupts and the design of the 

application software. The total application algorithm is still 

fixed and finite but the work load is distributed among these 

finite numbers of tasks. The execution time of each task is 

finite also. These tasks process the incoming signals of 

finite time and produce the required output of finite size.  

An example will illustrate it better. A digital 

communication receiver can be designed to have many tasks 

– signal processing task, bit recovery task, error correcting 

task etc. They can be interconnected by data buffers, 

operating system calls, and application functions. All these 

tasks together, implement a finite state machine, execute a 

finite duration algorithm, and process a finite size data 

buffer. These data buffers are originated from the samples 

of the finite duration signals representing the symbols. The 

transmitter of a digital communication system can also be 

implemented using similar principles. 

We should point out that it is possible to design 

application systems which are combinations or variants of 

these two basic concepts. Most commercial RTOS provide 

many or all of these capabilities. Thus although all of the 

engineering systems run continuously for all time, all of 

them are run under the above two basic OS environment. Or 

in other words for all practical engineering designs the 

signal availability windows, the measurement windows, and 

the processing windows are all of finite time. For more 

details of real time embedded system design principles see 

many standard text books, for example [4, pp. 73-88]. 

The signals may exist theoretically or mathematically 

for infinite time but in this paper none of our theories, 

derivations, and assumptions will use that infinite time 

interval assumption. However, interestingly enough, to deal 

with the finite duration problem we have to use the well 

known mathematical concept of infinite dimensionality of 

function space. Thus somehow infinity appears to be 

inescapable. In the next subsection we explain this infinite 

dimensionality idea in details. 
 

B. Infinite Dimensionality 
 

We will use the following basic notations and 

definitions in our paper. Consider the class of all real valued 

measurable functions in L2[a,b], defined over the finite time 

interval [a,b]. We assume that the following Lebesgue 

integral (1) is bounded, i.e. 
 � |�(�)|� 	� < ∞ ,   ∀� ∈ ��[�, �]��                       (1)        

 

Then we define the L2 norm as in (2): 
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��� = �� |�(�)|��� 	���/� , ∀� ∈ ��[�, �]        (2)           

  

Then the following (3) definition can be used for metric d  
 	(�, �) = �� − �� = �� |�(�) − �(�)|��� 	���/�

               (3)   

 

In addition (4) defines the inner product as 

 ��, �� = � �(�)�(�)	�    ∀�, � ∈ ��[�, �]��                         (4) 

            

Under the above conditions the function space, L2 [a,b], 

is a Hilbert space. One very important property of the 

Hilbert space [5, pp. 31-32], related to the communication 

theory, is that it contains a countable set of orthonormal 

basis functions. Let  !" , # = 1,2, . . ' be such a set of basis 

functions. Then the following (5) holds: 
 �!( , !)� = *() = +0   -� - ≠ /1   -� - = /0                      (5)

             

And for any � ∈ ��[�, �] the Fourier series (6) can be 

written using (5) as: 

 �(�) = ∑ �(!((�),   ∀� ∈ [�, �]2(3�                                      (6)    

 

The expression (6) really means that for any given ε > 0 

there exists an N such that 

 ��(�) − ∑ �(!((�)"(3� � < 4, ∀# > 6                      (7) 

 

Since the functions in (5) are orthogonal, the Fourier series 

coefficients in (6) can be obtained using the Lebesgue 

integral (8) as shown below:  
 �( = � �(�)!((�)	��� , - = 1,2, …                                   (8) 

 

We should point out to avoid any confusion that the 

Fourier series (6) in this paper is assumed to be defined over 

finite time duration. Although, a can be -∞ and b can be +∞.  

Also, the functions φn(t) are general functions and not 

necessarily sinusoidal harmonic functions. The expression 

(6) may be called as the generalized Fourier series. 

In this paper we will consider only continuous functions 

and their Riemann integrability. We note that the continuous 

functions are measurable functions and the Riemann 

integrable functions are also Lebesgue integrable. Thus the 

Hilbert space theory (1-8) and the associated concepts will 

still remain applicable to our problems. Actually, the 

Lebesgue integrable functions form an equivalent class, in 

the sense that there exists a continuous function whose 

Lebegaue integral is same as the Lebesgue integral of any 

one of the measurable functions in that equivalent class. By 

the way, the Riemann integral is the one we study in our 

high school calculus course. 

We observe from (6) that to represent a function 

accurately over any interval we need two sets of data: (A) 

An infinite set of basis functions, not necessarily orthogonal 

and (B) An infinite set of coefficients in the infinite series 

expression for the function, similar to (6). That is, these two 

sets completely define the information content in a 

mathematical function. Thus the information is not a 

superficial concept; it has a very meaningful, practical, and 

mathematical definition as mentioned in this paragraph. 

Equality (6) happens only for infinite number of terms. 

Otherwise, the Fourier representation in (7) is only 

approximate for any finite number of terms. In this paper ε 
in (7) will be called as the measure of approximation or the 

accuracy estimate in representing a continuous function. 

The Hilbert space theory (1-8) ensures the existence of N in 

(7) for a given ε. The existence of such a countably infinite 

number of orthonormal basis functions (5) proves that the 

function space is an infinite dimensional vector space. This 

dimensionality does not depend on the length of the interval 

[a,b]. Even for a very small interval, like symbol time, or an 

infinite interval, a function is always an infinite dimensional 

vector. However, the context in which this vector is defined 

is also very important, which is, the entire function space in 

this case. 

It is not necessary to have orthonormal basis functions 

for demonstrating that the function space is infinite 

dimensional. The collection of all polynomial functions  �", # = 1,2, . . ' is linearly independent over the interval 

[a,b] and their number is also countable infinity. These 

polynomials can be used to represent any analytic function, 

i.e. a function that has all derivatives. Using Taylor’s series 

(9) we can express such a f(t) at t as: 

 �(�) = ∑ 8(9)(:)"!2"3<  (� − =)"                       (9) 

 

around the neighborhood of any point c. Thus the above 

polynomial set is also a basis set for the function space. 

Therefore using the infinite Taylor series expression (9), we 

prove again that a function is an infinite dimensional vector 

over a finite interval. Here the information is defined by the 

derivative coefficients and the polynomial functions. 

It can be shown that a band limited function is also 

infinite dimensional and therefore carries infinite amount of 

information. Consider a band limited function f(t), with 

bandwidth [-W,+W]. Then f(t) is given by the following 

(10) inverse Fourier Transform (FT) [2]: 

 �(�) = ��> � ?(@)A(BC	@D2E2                   (10) = ��> � ?(@)A(BC	@D�>FE�>F                      (11) 

           

In (11) t is defined for all time in (–∞, +∞), but the 

frequency w is defined only over [–W,+W], and it can take 

any value: integer, rational, or irrational frequencies, within 

that frequency range. 
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The expression (11) shows that the band limited 

function f(t) has uncountably infinite number of frequencies. 

Therefore f(t) is an infinite dimensional vector. This is true 

even when we consider a small interval of time for the 

function f(t). In that small interval the function still has all 

the infinite frequency components corresponding to the 

points in [–W,+W]. This is another way of showing that a 

band limited function is an infinite dimensional vector over 

a finite measurement window.  

It should be pointed out here that a constant function 

f(t) = C, as an element of function space, is also an infinite 

dimensional vector. The only difference is that all sample 

values are same. In terms of Taylor series the coefficients 

for a constant function are {C,0,0,….}, which is an infinite 

dimensional vector. In the next subsection we discuss an all 

software approach for the design of digital communication 

systems. In the next subsection we prove infinite 

dimensionality in another way. 
 

C. Finite Duration Sampling 
 

The following is a very common way of expressing 

functions in mathematics. Let f(t) be a continuous function 

defined over L2[a,b]. Assume that we divide the finite time 

interval [a,b] into n > 1 equal parts using equally spaced 

points  ��, ��, … , �", �"D�' where t1=a  and tn+1=b. Use the 

following (12) notations to represent the t-subintervals 

 ∆�( = H [CI,CIJK),[C9,C9JK],     (3�,�,..,"E�        (3"                    0        (12) 

 

Define the characteristic functions (13) as: 
 L((�) = H�,<,     C∈∆CIC∉∆CI 0    - = 1,2, . . , #        (13)                   

 

In this case, the characteristic functions, )t(
i

Χ  are 

orthogonal over the interval [a,b] with respect to the inner 

product on L2 [a,b]. Because (14) given below holds. 

 L((�)L)(�) = 0, - ≠ /, ∀� ∈ [�, �]                    (14) 

 

Also define the simple functions (15) as 

 �"(�) = ∑ �(�()L((�)    ∀� ∈ [�, �]"(3�                    (15) 

 

Here f(ti) is the sampled value of the function f(t) at t   =  ti . 

It is easy to visualize that fn(t) is a sequence of discrete step 

functions over n. Expression (15) is an approximate Fourier 

series representation of f(t) over [a,b]. This representation 

uses the samples of the function f(t) at equal intervals, fn(t) 

uses n number of samples. We show that this approximate 

representation (15) improves and approaches f(t) as we 

increase the number of samples, the value of n towards 

infinity. 

    

Theorem 1: �"(�) → �(�)  �O  # → ∞, ∀� ∈ [�, �] 

To prove the theorem, define (16) as the error expression 

 PQ" = maxC|�(�) − �"(�)|, ∀� ∈ [�, �]                   (16)       
 

It is clear that { ny∆ } is a monotonically decreasing 

sequence of n. Therefore, given any 0>ε  we can find an 

N such that )ab(/ny −≤ ε∆   for all n > N.  

 

Starting with (17) derive the difference in norm: 

 �� − �"� = �� |�(�) − �"(�)|�	��� ��/�
      (17)          = �� |�(�) − ∑ �(�()L((�)"(3� |��� 	���/�
                     (18) = �� |∑ �(�)L((�) − ∑ �(�()L((�)"(3�"(3� |��� 	���/�

       (19) = �� U∑ V�(�) − �(�()WL((�)"(3� X�	��� ��/�
                     (20) 

 

Now performing the squaring operation, noting that 

equation (14) holds, expression (21) helps to further 

simplify the expression (20): 

 = �� [∑ [�(�) − �(�()]�L(�(�)"(3� ]	��� ��/�
          (21)       ≤ �� [∑ [∆Q"]�L(�(�)"(3� ]	��� ��/�

                     (22)         = �∆Q"� � (∑ L(�"(3� (�))	��� ��/�
                     (23) = [∆Q"�(� − �)]�/� = Z(� − �)∆Q" ≤ 4      (24) 

 

Thus from (17) we see that (25) holds, ∀# ≥ 6  

 ��(�) − ∑ �(�("(3� )L((�)� ≤ \, ∀� ∈ [�, �]                      (25) 

 

Which essentially means (26): 

 �(�) = ∑ �(�()L((�) , ∀� ∈ [�, �]2(3�                              (26) 

 

This concludes the proof of Theorem 1.  

Theorem 1 proves that infinite sample rate is necessary 

to represent a continuous function correctly over a finite 

time interval. Theorem 1 is similar to the one described for 

measurable functions in [6, pp. 185-187]. However the 

coefficients are not sampled values in that theorem.  

Another proof can be found in [7, pp. 247-257] where the 

Bernstein polynomial has been used instead of the 

characteristic function.  

The above theorem confirms a very well known 

engineering practice. In all engineering applications, our 

engineers always sample a signal at more than two to four 

times the Nyquist rate. Theorem 1 only mathematically 

justifies that well known practice. We will show that this 

theorem also provides the analytical foundation for our new 

capacity theorem. Thus Theorem 1, although very simple 

and obvious, has a profound implication in both digital 
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signal processing and communication theories. Note that 

Theorem 1 does not depend on the bandwidth of the 

function f(t). However ε and N, as used in (25), are 

dependent on the bandwidth. 

Again from Theorem 1 we conclude that the function 

space is infinite dimensional and the information content 

can be represented by its infinite number of samples. This 

result is very important because these samples are generated 

by the Analog to Digital Converter (ADC) in our 

technology today. Thus the ADC actually produces the 

information content of a function. 
 

D. Software RadioApproach 
 

The foundation of the existing digital communication 

schemes is based on modulating the three parameters, 

amplitude A, frequency f, and phase φ of the sinusoidal 

function (27): 
 O(�) = ] sin(2a�� + !)        (27) 

 

Most of the existing methods vary, in discrete steps, one or 

more of the above three parameters to represent the digital 

data. These methods are known as Amplitude Shift Keying 

(ASK), Frequency Shift Keying (FSK), and Phase Shift 

Keying (PSK). Collectively we call them as Shift Keying 

(SHK) methods in this paper. 

In this paper we present a modulation method for 

digital communication that does not use sinusoidal 

functions, does not use any one of the keying methods 

mentioned, and does not use any kind of discrete variations 

during the symbol intervals as well as at the inter-symbol 

interfaces. We show that the entire symbol stream, after 

concatenation, remains analytic i.e. smooth and continuous. 

In the proposed method we modulate the complete 

function s(t) or the sin function itself. Since we are 

modulating the functional structure of the expression s(t), 

we call it a function modulation (fm) method. Also, since 

our method does not use any discrete changes in the 

waveform or the function representing the symbol we call it 

an analog approach.  

Our design approach is based on the concept of 

Software Radio (SWR), where we use batch data-in and 

batch data-out processing method as opposed to more 

conventional sample-in and sample-out type real time 

method. Of course we do this only for one symbol time 

which is usually millisecond or microsecond long. This 

SWR approach allows us to see the past, the present, and 

therefore the entire history of the data simultaneously, and 

to help extract information more effectively at the receiver. 

Observe that the symbol duration does not always indicate 

capacity or bit rate. Same symbol duration can be used for 

transmitting 10 bits or 20 bits of data as explained in our 

function modulation section. It is the number of symbols 

that dictates data rate or capacity. From our theory you will 

be able to find out that nanosecond is quite meaningful also 

and with our present day technology. 

In this SWR method, since we are not using sinusoidal 

functions, we do not need to use Voltage Controlled 

Oscillators (VCO), Phase Lock Loops (PLL), up down 

converters etc., which are dependent on the concept of 

sinusoidal functions. We also do not need to use any linear 

feedback control system type concepts in this batch data 

processing method. Thus we avoid all the instability 

problems related to linear feedback theory. 

This SWR design can be implemented entirely on 

standard off-the-shelf Digital Signal Processors (DSP) using 

programming concepts of time domain approaches. The 

advent of modern high speed DSPs enables us to take this 

approach. We will see that this time domain approach is 

more reliable and have meaningful theoretical foundation as 

opposed to Laplace transform or Fourier Transform (FT) 

based concepts that require linearity and infinite time 

assumptions. It should be understood that custom 

Application Specific Integrated Circuits (ASIC) instead of 

an off-the-shelf DSP can be more powerful for mass 

production.  

Thus in our software radio approach we do not 

implement electronic hardware concepts using software 

languages. This approach allows us to implement our 

thought process using software languages. The thought 

process should not depend on the technology. The modern 

DSPs, high speed Analog to Digital Converters (ADC), and 

Digital to Analog Converters (DAC) allow us to implement 

our thoughts the way we think. An example of our thought 

process can be like this: “We want to send hundreds of 

symbols and our receiver should be able to detect them.” 

We show that we have just implemented the above thought 

using our DSP concept. 

Thus this SWR approach is not just moving the sampler 

near the antenna, and then implementing hardware logic 

using programming languages; it is all about rethinking the 

entire concepts using DSP, it is a paradigm shift. We do not 

treat things using moment by moment, like in sample by 

sample approaches. We treat the entire life history together, 

using batch data process, along with global system level, 

and simultaneous concept, as described later to implement 

our SWR. This kind of time domain approach has many 

advantages over conventional transform domain approaches. 

We know that the transform methods make infinite time and 

linearity assumptions. Both assumptions are not realistic in 

engineering problems and therefore will provide suboptimal 

solutions. Our approach will allow us to use mathematical 

techniques that we have never used before in real time, like 

integral equations, least square etc. 

There is another very important common feature of all 

the existing digital communication schemes - bits of the data 

stream do not play any role, in the following sense, in the 

design of communication systems. For example, in an m-bit 

data stream we consider M=2
m
 data packets. The internal bit 

pattern of each packet is not important. Only the number M 

is important. Existing methods select M waveforms to 

represent each one of these M packets. Any one of the 
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waveforms can be used to represent any one of the M data 

packets. Thus the link is very artificial. We could even send 

names of M authors, or titles of M books using these M 

waveforms. In the proposed method, the bits are directly 

embedded in the symbol i.e. there is a direct physical link 

between the bit pattern and the wave shape of the symbol. 

Thus we are sending bits also and not just symbols. 

Therefore Bit Error Rate (BER) is directly meaningful.  

We introduce an intermediate space, called bit function 

space, between the data space and the symbol space. The 

dimension of the bit function space is m, the number of bits 

in the data packets. We show that fm receiver does not need 

to search in the symbol space; instead we can search in this 

newly defined bit function space. This bit function space 

approach reduces the number of searches. We show that, for 

the orthogonal bit function case, we need to search over 

only m bit functions instead of 2
m
 symbols as required by 

Shannon’s capacity model. This is a significant reduction in 

the complexity of the fm receiver design and has the 

potentiality of providing high capacity systems.  

Thus our software radio approach is dramatically 

different from the existing digital communication 

engineering. We have taken a new look to communication 

engineering from a global perspective and integrated the 

power of hardware, software, algorithm, and system level 

technologies. Next we extend the sampling theorem. 

 

III. SAMPLING THEOREM 

 

We show that when the signals are defined over finite time 

interval then the Nyquist rate is not enough for signal 

reconstruction. We must sample as fast as we can or as 

much the technology permits. 

A. Finite Duration Case 
 

Consider the sinusoidal function (28): 
 

s(t) = A sin (2 π f t + θ)                     (28) 
 

We can see from the above expression that a sinusoidal 

function can be completely specified by three parameters A, 

f, and θ. So we can use (29) to express a sine function as a 

three dimensional vector: 
 

s = [A, f, θ]                      (29) 
 

However (29) is very misleading. There is a major hidden 

assumption; that the parameters of (29) are related by the 

sine function. Therefore (30) can be used to give a more 

precise representation of (29): 
 

s = [A, f, θ, “sine”]                     (30) 
 

The word sine in (30) means the Taylor’s series, which has 

an infinite number of coefficients. Therefore when we say 

(29) we really mean (30) and that the sine function (28), as 

usual, is really an infinite dimensional vector. 

Now assume, without loss of generality, that (28) is 

defined over one period. That is, we have collected the 

signal from the display of a digital oscilloscope. We can 

then use the following three equations (31) to solve for the 

three unknown parameters, A, f, and θ: 
 

s1 = A sin (2 π f t1 + θ) 
s2 = A sin (2 π f t2 + θ)                     (31) 

s3 = A sin (2 π f t3 + θ) 
 

where t1 , t2 , t3  are sample times and s1 , s2 , s3 are 

corresponding three sample values. Again (32) gives a more 

meaningful representation in terms of samples: 
 

s = [(s1,t1), (s2,t2), (s3,t3), “sine”]       (32) 
 

Hence with the sinusoidal assumption, a sine function can 

be completely specified by only three samples. The above 

analysis gives a simple proof of the original sampling 

theorem. For band limited functions we can consider this 

sinusoid as the highest frequency sine wave in the signal.  

We can now state the well known result: 
 

Theorem 2: A sinusoidal function, with sinusoidal 

assumption, can be completely specified by three non-zero 

samples of the function taken at any three points in its 

period. 
 

From (31) we see that if we assume sinusoidality then 

more than three samples, or higher than Nyquist rate, will 

give redundant information. However without sinsoidality 

assumptions more sample we take more information we get, 

as is done in common engineering practice. It should be 

pointed out that Shannon’s sampling theorem assumes 

sinusoidality. Because it is derived using the concept of 

bandwidth, which is defined using Fourier series or 

transform, which in turn uses sinusoidal functions.  

Theorem 2 says that the sampling theorem should be 

stated as fs > 2fm instead of fs ≥ 2fm that is, the equality 

should be replaced by strict inequality. Here, fm is the signal 

bandwidth, and fs is the sampling frequency. There are some 

engineering books [8, p. 63] that mention strict inequality.  

Shannon writes about his sampling theorem [2, p. 448] 

in the following way: “If a function f(t) contains no 

frequencies higher than W cps, it is completely determined 

by giving its ordinates at a series of points spaced 1/2 W 

seconds apart.”  The proof [2] is very simple and runs along 

the following lines. See also [9, p. 271]. A band limited 

function f(t) can be written as in (26). Substituting t = 

n/(2W) in (26) we get the following expression (33): 
 � c "�Fd = ��> � ?(@)A(B 9efD�>FE�>F 	@                      (33) 

 

Then the paper [2] makes the following comments: “On the 

left are the values of f(t) at the sampling points. The integral 

on the right will be recognized as essentially the nth 

coefficient in a Fourier-series expansion of the function 
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F(w), taking the interval –W to +W as a fundamental period. 

This means that the values of the samples f(n/2W) 

determine the Fourier coefficients in the series expansion of 

F(W).” It then continues “Thus they determine F(w), since 

F(w) is zero for frequencies greater than W, and for lower 

frequencies F(w) is determined if its Fourier coefficients are 

determined.”   

Thus the idea behind his proof is that from the samples 

of f(t) we reconstruct the unknown F(w) using (33). Then 

from this known F(w) we can find f(t) using (10) for all time 

t. One important feature of the above proof is that it requires 

that the function needs to exist for infinite time, because 

only then you get all infinite samples from (33). We show 

that his proof can be extended to define functions over any 

finite interval with any degree of accuracy by increasing the 

sample rate. The idea is similar, we construct F(w) from the 

samples of f(t). 

We use the principles behind the numerical inversion of 

Laplace transform method as described in [10, p. 359]. Let 

F(w) be the unknown band limited Fourier transform, 

defined over [-W,+W]. Let the measurement window for the 

function f(t) be [0,T], where T is finite and not necessarily a 

large number.  Divide the frequency interval 2W into K 

smaller equal sub-intervals of width ∆w with equally spaced 

points {wj} and assume that {F(wj)} is constant but 

unknown over that i-th interval. Then we can express the 

integration in (33) approximately by (34): 

 �(�) ≈ ��> (∆@) ∑ A(CBhi)3� ?(@))                    (34) 

 

The right hand side of (34) is a linear equation in {F(wj)}, 

which is unknown. Now we can also divide the interval 

[0,T] into K equal parts with equally spaced points {tj} and 

let the corresponding known sample values be {f(tj)}. Then 

if we repeat the expression (34) for each sample point tj we 

get K simultaneous equations in the K unknown variables 

{F(wj)} as shown below by (35): 

 

j�(��)�(��)⋮�(�i)l = ∆B�> j A(CKBK    A(CKBe … A(CKBmA(CeBK    A(CeBe … A(CeBm⋮A(CmBK    A(CmBe … A(CmBm
l j?(@�)?(@�)⋮?(@i)l          (35) 

 

These equations are independent because exponential 

functions in (34) are independent. Therefore we can solve 

them for {F(wj)}.  Theorem 1 ensures that the sets {F(wj)} 

and {f(tj)} can be selected to achieve any level of accuracy 

requirements in (34) for either f(t) or F(w). 

For convenience we assume that the number of terms K 

in (34) is equal to Tkfs which is equal to 2kWT. Here fs is 

the Nyquist sample rate and k > 1. We state the following 

new sampling theorem. 

 

Theorem 3:  Let f(t) be a band limited function with 

bandwidth restricted to [-W,+W] and available over the 

finite measurement window [0,T]. Then given any accuracy 

estimate ε >0, there exists a constant k>1 such that 2kWT 

equally spaced samples of f(t) over [0,T] will completely 

specify the Fourier transform F(w) of f(t) with the given 

accuracy ε. This F(w) can then be used to find f(t) for all 

time t. 

 

In a sense Shannon’s sampling theorem gives a 

sufficient condition. That is, if we sample at twice the 

bandwidth rate and collect all the infinite number of samples 

then we can recover the function. We point out that this is 

not a necessary condition. That is, his theorem does not say 

that if T is finite then we cannot recover the function 

accurately by sampling it. We have confirmed this idea in 

the above proof of Theorem 3.  

Shannon proves his sampling theorem [2] in another 

way. Any continuous function can be expressed using the 

Hilbert space based Fourier expression (6). Shannon has 

used the above expression for a band limited function f(t), 

defined over infinite time interval. He has shown that if we 

use (36) 

 !"(�) = n(" >8o[CE("/8o)]'>8o[CE("/8o)]                        (36) 

 

Then (37) will give the coefficients of (6): 

 

an = f(n/fs)                      (37)  

 

Thus (38) can be used to express f(t) [11, p. 58]: 

 �(�) = ∑ �(#/�n) n(" >8o[CE("/8o)]'>8o[CE("/8o)]2"3E2                       (38) 

 

Here fs ≥ 2W, where W is the finite bandwidth of the 

function f(t). The set {φn } in (36) is orthogonal only over (-

∞,+∞).    

 

We make the following observations about (38): 

 

• The representation (38) is exact only when infinite time 

interval and infinite terms are considered. 

 

• If we truncate to finite time interval then the functions 

φn in (36) will no longer be orthogonal, and therefore 

will not form a basis set, and consequently will not be 

able to represent the function f(t) correctly. 

 

• If in addition we consider only finite number of terms 

of the series in (38) then more errors will be created 

because we are not considering all the basis functions. 

We will only be considering a subspace of the entire 

function space. 

 

We prove again that, by increasing the sample rate we can 

get any desired approximation of f(t), over any finite time 
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interval [0,T], using the same sinc functions of (36). From 

calculus we know that the following (39) limit holds: 

 limq→2 rst qq = 0                      (39) 

 

Assume that fs is the Nyquist sampling frequency, i.e. fs = 

2W.  Let us sample the signal at k times the Nyquist rate. 

Here k>1 is any real number. Then using (39), we can show 

that given any T and a small δ > 0, there exists an N such 

that (40) as given below holds: 

 un("(>v8oC)>v8oC u < *, ∀w > 6, ∀� ≥ x                   (40) 

 

Thus these orthogonal functions (36) substantially go to 

zero outside any finite interval [0,T] for large enough 

sampling rate and still maintain their orthogonality property, 

substantially, over [0,T]. Thus by increasing the sample rate 

we squeeze many of these functions within this finite 

interval. The tails of these functions become substantially 

zero outside this interval as seen from (39). The squeezing 

situation is also shown in Fig. 1. Therefore for a given band 

limited function f(t), with signal capture time limited to the 

finite window [0,T], we can always find a high enough 

sample rate, kfs so that given any ε>0 the expression (41) 

will be true: 

 y�(�) − ∑ �( "v8o) n(" >v8o[CE("/v8o)]'>v8o[CE("/v8o)]i"3< y < 4                   (41) ∀w > 6, ∀� ∈ [0, x] 
 

Observe that from the infinite duration Fourier series 

(38) we have derived a finite duration Fourier series (41) 

merely by increasing the sample rate. Our finite duration 

analysis is not just about recovering the signal, but finding 

how many samples are necessary to correctly represent the 

signal. Thus our focus is different from signal reconstruction 

theories, which is so well known in the literature. 

The number of functions in the above series (41) is now 

K, which is equal to the number of samples over the period 

[0,T]. Thus K= kfsT = 2kWT. As k increases the number of 

sinc functions increases and the distance between the 

consecutive sinc functions reduces thus giving higher 

sample rate. The original proof, [12, pp. 87-88] for (36-38), 

which is independent of sample rate, still remains valid as 

we increase the sample rate. That is, the sinc functions in 

(36) still remain orthogonal. It can be shown using the 

original method that the coefficients in (37) remain valid 

and represent the sample values. Thus the system still 

satisfies the Hilbert Space theory, making the expression 

(41) justified over [0,T]. Thus we can state the following 

new sampling theorem. 

 

Theorem 4:  Let f(t) be a band limited function with 

bandwidth restricted to [-W,+W] and available over the 

finite measurement window [0,T]. Then given any accuracy 

estimate ε there exists k>1 such that 2kWT equally spaced 

samples of f(t) over [0,T] along with their sinc functions, 

will completely specify the function f(t) for all t in [0,T] at 

the given accuracy.  

 

Theorems 1 and 4 are identical, because the sinc 

function is the FT of the characteristic function. These 

theorems suggest that the Nyquist rate is not enough for 

finite duration signals. That is, we must sample as fast as we 

can depending on our technology and more we sample more 

information we get about the function. The expression (41) 

shows that the information content is in the samples and in 

the sinc functions. We mention again that our paper is not 

about signal reconstruction, it is about how many samples 

are required for a finite duration signal. 

 The paper [13] gives a good summary of the 

developments around sampling theorem during the first 

thirty years after the publication of [2]. Interestingly [13] 

talks briefly about finite duration time functions, but the 

sampling theorem is presented for the frequency samples, 

that is, over Fourier domain which is of infinite duration on 

the frequency axis.  

In the following subsection we give a numerical 

example to show how higher rate samples actually improves 

the function reconstruction. 
 

B. Numerical Example 
 

We illustrate the effect of sample rate on the 

reconstruction of functions. Since every function can be 

considered as a Fourier series of sinusoidal harmonics, we 

take one sine wave and analyze it. This sine function may be 

considered as the highest frequency component of the 

original band limited signal. The Nyquist rate would be 

twice the bandwidth, that is, in this case twice the frequency 

of the sine wave. We are considering only one period, and 

therefore the Nyquist rate will give only two samples of the 

signal during the finite interval of its period. We are also 

assuming that we do not know or cannot use the analytical 

expression of the sine wave that we are trying to reconstruct. 

Fig. 1 shows all the graphs of this numerical result. The 

figure will not be very readable on a printed paper. It is 

quite congested also. However it will be clear if enlarged on 

your computer. The horizontal axis represents the time in 

seconds. The full scale value is 0.001 seconds, that is, one 

millisecond. The vertical axis is normalized to unit value of 

amplitude. We thought it would not be a very good idea to 

break it down to seven new figures. 

This figure has three groups 1a, 1b, and 1c represent the 

group for two samples case. Similarly 2a, 2b, and 2c 

represent another group for three samples reconstruction 

process. The last group consists of 3a, 3b, and 3c and shows 

the six samples results. In each group of Fig. 1 we show 

respectively, the sinc functions, reconstructed sine wave, the 

error between the actual sine wave and the reconstructed 

graph. The graphs show that the error decreases as we 
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increase the sample rate. The middle set of graphs, 1b, 2b, 

and 3b, shows clearly how the signal reconstruction 

improves as we increase the number of samples. We have 

used formula (41) to reconstruct the sine waves from the 

sample values. A better method may give better result but 

our point is to show that more you sample better will be the 

recovery no matter what algorithm you use. 

 
IV. FUNCTION MODULATION 

 

A new modulation method called function modulation (fm) 

is discussed. We use the lower case letters fm to denote 

function modulation and reserve the upper case FM to 

represent Frequency Modulation method. We describe both 

transmitters and receivers of this fm scheme. The results of 

a practical implementation are discussed. 
 

A. The fm Transmitter 
 

Fig. 2 describes the design of a transmitter based on the 

function modulation (fm) method for digital communication 

system [14]. The left-hand-side vertical box represents a 

four bit data, as an element of data space, to be transmitted 

using one symbol s(t). In Fig. 2 we have assumed, the 

number of bits, m, to be transmitted is four, as an example, 

without any loss of generality.  

Let d = {di , i=1..m, di ε {0,1}}, be a column vector, and 

represent a data element in the data space. Here di represents 

the i-th bit of d with 0 or 1 as its value. Let G(t) = {gi (t), 

i=1..m, t ε [0,T]}, also a column vector, represent a set of 

analytic and independent functions defined over the symbol 

interval [0,T]. We assign the i-th function gi(t) to the i-th bit 

location. In Fig. 2 the arrows from the bit locations to the bit 

function boxes define these one-to-one assignments. These 

functions are referred to as bit functions. The set G(t) 

defines the bit function space.  

A set of functions G(t) is called dependent if there 

exists constants  =( , - = 1. . z', not all zero, such that the 

expression given by (42) holds: 
 ��(�)=� + ��(�)=� + ⋯ + �|(�)=| = 0      (42) 

 

for all t ϵ [0,T]. If not then it is independent [15, pp. 177-

181]. The above expression is a linear combination of 

functions. Here the coefficients  =( , - = 1. . z'  are all real 

numbers.  

A real valued function is analytic if all derivatives are 

uniformly bounded [16, p. 238]. Analytic functions are band 

limited [12, p. 87]. An analytic function does not have any 

discrete jumps; it is a smooth and continuous function. In 

this paper the terms analog and analytic functions are used 

interchangeably. 

The m bit functions are combined inside the algorithm 

box to produce one symbol function s(t). The collection of 

all symbols is called the symbol space.  The Fig. 2 shows 

how we have introduced the concept of a bit function space 

in between the data space and the symbol space. 

The algorithm is selected in such a way, so as to 

produce a symbol that is also an analytic function. For every 

bit pattern in the data space the algorithm produces one 

unique symbol in the symbol space using only m bit 

functions from the bit function space. The algorithm is an 

one-to-one and onto transformation, from the data space to 

the symbol space, ensuring that for every symbol it 

produces, there exists one unique bit pattern.  
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Figure 1. Signal reconstruction from samples 
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In general the algorithm in Fig. 2 can be represented by 

the following expression (43): 
 O(�) = ][}(�), 	]                  (43) 

 

In (43) A is an arbitrary algorithm, operator, or 

transformation, which can be algebraic or dynamic, as well 

as, linear or non-linear. The operator A is a mapping from 

the product of the bit function space and the data space to 

the symbol space. A simple example of the operator A can 

be given by the expression (44): 

 O(�) = }~(�)	          =  ��(�)	� + ��(�)	� + ⋯ + �|(�)	|                (44) 

 

The notation ' indicates the transpose of the column vector 

G(t). Equation (44) is not a linear combination in the strict 

sense. The coefficients in (44) are not real numbers; they are 

only 0-1 integers. We will call this algorithm as a 0-1 

addition algorithm. In this paper (44) will define the fm 

transmitter. 

When all bits are zeros, expression (44) does not 

produce a meaningful symbol. To circumvent this problem 

we use a special, predefined analytic function, consistent 

with the technology presented here, to represent the symbol 

when all bits are zeros. The receiver will first test for the 

presence or absence of this special function, to detect the 

transmitted data corresponding to all zero bits, before using 

the standard algorithm discussed later. 

We see that excepting the zero bits case the bit values 

are directly used to create the symbols in our fm method. In 

fm method the expression (44) or the general algorithm (43) 

physically imbeds the bit values in the symbol function. The 

bits directly modify the symbols as the processor creates the 

symbol one bit after another by adding the corresponding bit 

functions to the partially generated symbol. We do not 

arbitrarily assign the symbols to bit patterns generated by 

the bits in the data packets. However, these arbitrary 

assignments are also perfectly feasible and meaningful 

operation in fm case. All we are doing is that we are using 

analytic functions to bit patterns. We are choosing these 

analytic functions in such a way, as shown later, that the 

symbols remain analytic even at the inter-symbol interfaces. 

On a side note, we observe that this 0-1 addition 

process has a very interesting mathematical consequence. 

This fm approach can be used to invert the algebraic 

addition process. That is, if we add two numbers, say 2 and 

3 to produce 5, then given 5 we can find out which two 

numbers were added. Representing the integers 0 through 9 

by 10 different continuous functions we can do this. Zero 

may be represented by zero function. This concept can 

generate interesting consequences in mathematical Group 

theory. 

The fm transmitter concept may appear similar to the 

Orthogonal Frequency Division Multiplexing (OFDM) 

concept [17]. But there are some major differences. OFDM 

uses one or more of the three basic modulation methods 

(ASK, FSK, and PSK) from the existing technology, fm 

does not. OFDM method configures the spectrum 

bandwidth into disjoint regions but fm does not. In fm every 

bit function spans the entire bandwidth of the channel. 

OFDM uses only harmonically related sinusoidal orthogonal 

functions; fm does not need to use any orthogonal function. 

fm can use non-sinusoidal orthogonal functions as well as 

non-orthogonal functions, OFDM cannot. However, under 

certain restrictive conditions OFDM is considered as a 

special case of fm technique. If we select only sinusoidal 

and harmonically related orthogonal bit functions, use only 

amplitude modulation with zero or full signal variation, and 

use 0-1 addition algorithm, then fm is same as OFDM. 
 

B. The fm Receiver 
 

At the receiver we will receive the symbol function s(t) 

as generated in Fig. 2, corrupted by the noise and/or the 

nonlinearities of the communication channel. Our objective 

at the receiver will be to find out which bit functions from 

the bit function space G(t) were used to generate the 

received symbol. That is, we have to decompose the 

received symbol into the component bit functions. The 

presence or absence of a bit function in the received symbol 

will indicate 1 or 0 value, respectively, for the bit at the 

corresponding bit location. 

A set of bit functions G(t) is orthogonal if the following 

integral (45) holds: 
 � �)(�)�((�)	��< = 0, - ≠ /, -, / = 1. . z      (45) 

 

Observe that we have defined orthogonality over finite time 

interval [0,T].  

All sinusoidal functions are orthogonal over infinite 

time interval. Only harmonically related sinusoidal 

functions are orthogonal over a finite time interval. It is easy 

to verify, using the above relation, that the two sinusoidal 

functions with frequencies 1000 Hz and 1100 Hz are not 

orthogonal over the period 1/1000 seconds or 1/1100 

seconds. It is also well known [18] that there are infinitely 

many, band-limited, non-sinusoidal, orthogonal functions 

over a finite time interval. However there are only a finitely 

many band limited sinusoidal orthogonal functions over a 

given finite time interval. 

The 0-1 addition formula gives the expression for the 

received symbol, r(t), as shown below. The following (46) 

is a derived from (44). 
 �(�) = ��(�)�� + ��(�)�� + ⋯ + �|(�)�| + @(�)              (46) 

 

Here, w(t) is an Additive White Gaussian Noise (AWGN) 

process, {xi} are the bit values, unknown to the receiver but 

known to the transmitter and are equal to {di}. Thus xi can 

be 0 or 1 only. If we assume that the bit functions in G(t) are 

orthogonal then we can find xi using the following  simple 

relation (47): 
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�( = � �(�)�((�) 	� +  @(�<  ,    - = 1. . z                   (47)

  

In above wi is the projection of w(t) over gi (t). We can set 

the bit values di using the relation (48) given below: 

 	( = H1, � > 00, ��ℎA�@-OA0          - = 1. . z                    (48)  

 

A fm receiver design [19] that uses orthogonal functions is 

shown in Fig. 3.  

From the above receiver figure we can also see that we 

are really detecting the bits. Every output line gives the 

values of a bit of the entire bit pattern that we have 

transmitted using one symbol. If we fail to detect one of the 

functions in the decomposition process, then we will make 

errors in the detection of that bit. Thus real Bit Error Rate 

(BER) will happen in this fm method. It is not that we are 

converting the symbol detection error into BER using some 

artificial relations. 

Fig. 3 is identical to a standard figure in many 

communication textbooks. However it has a few significant 

differences also. Notice that it has only m parallel paths as 

opposed to 2
m
 parallel paths found [20, p. 135] in the 

existing methods. The output from each correlator is the bit 

value of the corresponding bit location, which is not the case 

in conventional methods. In conventional methods only one 

of the boxes produces an output indicating a symbol match 

in the corresponding path. You can also find a similar figure 

in textbooks that use orthogonal functions [20, p. 135] and 

that has m parallel paths. In that figure the output of each 

path is a real number. In Fig. 3 the outputs are only 0 or 1 

integers representing the actual bit values.  

Fig. 3 and equation (46) show that for the fm method, 

based on orthogonal functions, we need to search over only 

m functions in the bit function space as opposed to 2
m
 

symbols in the symbol space. Thus the orthogonal fm 

method can significantly reduce the complexity of the 

receiver design. The introduction of the bit function space in 

between the symbol space and the data space helps us to 

achieve this interesting result. This concept indicates that 

the fm method has very high capacity. The dimension of the 

bit function space is m, because this space has m 

independent functions. On the other hand the dimension of 

the symbol space is 2
m
 because it is defined by the 2

m
 

number of independent symbols. 

The receiver design for the non-orthogonal case is quite 

complicated and involved. The design is not unique also. In 

the remaining part of this section we describe one numerical 

algorithm or approach for the design of a fm receiver that 

uses 0-1 addition algorithm and non-orthogonal set G(t). All 

the bit functions, {gi(t)}, are in this case analytic and 

independent only. The set G(t) is known to both the receiver 

and the transmitter. Given the information in (46) our 

problem at the receiver is, again, to solve (46) for 0-1 

integer values for the unknown variables {xi}. 

Note that, in this formulation, the problem (46) is not 

really a classical 0-1 Integer Programming Problem (IPP). 

There is no optimization function associated with the 

equality expression (46). There is a random noise variable in 

(46) which is also not found in the standard IPP. Also the 

coefficients in (46) are not real numbers but functions of 

time. 

There are various methods available in the scientific 

and engineering literature for solving the above receiver 

problem. In this paper we discuss only one of them. We 

convert the problem (46) to a least square solution problem 

by sampling, at fixed intervals, all the signals n times over 

the symbol period [0,T], where n is an integer greater than 

or equal to m. Thus (46) can be expressed by the set of 

simultaneous equations (49): 

 

j�(��)�(��)⋮�(�")l = j��(��)  ��(��) … �|(��)��(��) ��(��) … �|(��)⋮             ⋮                  ⋮��(�") ��(�") … �|(�")l j ����⋮�|
l + j@(��)@(��)⋮@(�")l             (49) 

 

Here, {t1, t2, ... tn} are equally spaced sample points 

inside the time interval [0,T]. We will assume n is larger 

than m giving us more equations than the number of 

unknown variables m. Using the matrix notation the 

problem defined by (49) can then be rewritten as in (50). 

 � = ]� + @                      (50)

     

Since G(t) is a set of functions with analytical 

expressions they can be sampled any number of times. This 

is assured by the sampling Theorem 1. The length of the 

vector r can also be increased by interpolation between real 

samples obtained from Analog to Digital Converters (ADC). 

Thus the number of samples need not depend on the sample 

rate of the ADC or on other electronics in the receiver. This 

is one of the advantages of using the software radio 

approach discussed before. We can always get more number 

of equations than the number of unknowns giving us a better 

least square solution for (50).  

In (50) r and w are n-column vectors with components 

consisting of n samples of the functions r(t) and the AWGN 

process w(t), respectively. A is a nxm rectangular matrix Figure 3.  fm Receiver with orthogonal functions 

r(t) 

� (•)	��
<  

 

> 0 ⇒ �| = 1 ≤ 0 ⇒ �| = 0 

�|(�) 

� (•)	��
<  

 

> 0 ⇒ �( = 1 ≤ 0 ⇒ �( = 0 

�((�) 

� (•)	��
<  

 

> 0 ⇒ �� = 1 ≤ 0 ⇒ �� = 0 

��(�) 
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with elements defined by (51), and x is the unknown 0-1 

column vector [x1, x2,… xm ]' taken from {xi }. 

 �() = �)(�(), - = 1. . #, / = 1. . z, �( ∈ [0, x], # > z                 (51) 

 

Since the functions in the set {gi (t)} are independent 

the matrix A with elements defined by (51) is a full rank 

matrix. Therefore A'A is non-singular and the real valued 

solution of (50) can be expressed using the pseudo inverse P 

of A [21] as given by (52): 

 � = �� = (]′])E�]~�, @ℎA�A � = (]′])E�]~     (52) 

 

The bit values {di} can then be obtained by the decision 

logic (53): 

 	( = +1, �( > �0, ��ℎA�@-OA0       - = 1. . z          (53) 

 

The threshold value β is a given constant representing the 

channel characteristics. 

The pseudo inverse gives a least square error solution of 

the simultaneous linear equation (50). It essentially curve 

fits the received symbol function r(t) using the bit functions 

of the set G(t). Note that the matrix P is constant for a given 

fm system, that is, when G(t) is given.  Therefore it is 

known to the receiver and can be precomputed and stored in 

memory. The accuracy of the fm system can be controlled 

by controlling the number of samples, n, for each function. 

The number of samples does not have to be the real samples 

from the ADC device. We can create an analytic function to 

interpolate the ADC samples and then derive as many 

samples as we want from the analytic expression. More 

details of the fm receiver with non-orthogonal functions can 

be found in [13]. 

 

C. Fourier Series and the fm Concept 

 

The fm system can be considered as an implementation 

of the Fourier series. This interpretation will reveal many 

features of fm system. As we have mentioned before any 

continuous function defined over finite time interval can be 

expressed [5] by the Fourier series (54): 

 �(�) = ∑ �(!((�),   ∀� ∈ [0, x]2(3�                     (54) 

 

Where {φi(t)} satisfying (55) 
 
 �!( , !)� = *() = +0   -� - ≠ /1   -� - = /0       (55) 

 

are orthonormal functions and defined over [0,T]. From (54) 

a finite term Fourier series (56) can be expressed as: 
  �(�) = ∑ �(!((�),   ∀� ∈ [0, x]|(3�                     (56) 

We also know that given the orthonormal functions {φi(t)} 

and the function f(t) we can find the real valued coefficients 

{ai} of (56) using the following equation (57) 

 �( = � �(�)!((�)	��<  ,   - = 1. . z      (57) 

 

If we now assume that {φi(t)} in (56) are the given 

orthonormal bit functions of the fm method, and {ai} are the 

0-1 bit values of the data pattern, then using (56) we can 

generate the function f(t), which can be considered as a 

symbol for the bits {ai}. Thus we see that the fm transmitter 

of Fig. 2 actually implements a finite term Fourier series 

given by (56). Also we can see from (56) that there is no 

limit on how many bits we can transmit using orthogonal fm 

transmitter. Again, this explanation shows that the fm 

method has very high capacity. 

The limit in (56) is defined by the number of band 

limited orthonormal functions that can be found. The paper 

by Slepian [18] assures that there are infinite numbers of 

such functions. In the later sections we show that the 

capacity of a digital communication channel is indeed 

unbounded and limited only by our technology of the 

receiver. 

       In this context we also point out that it is not necessary 

to use orthonormal functions in the Fourier series expression 

(56). The series (56) can be valid even if we use 

independent functions, 0-1 coefficients, and finite number of 

terms. We will still be able to extract the bits as shown 

before. Thus we have proven that the very general class of 

functions can be used for digital communication. Now we 

show how we have implemented the fm system in real life 

using real hardware. 
 

D. A Real Life Implementation 
 

The fm system has been tested [13] in a real 

engineering environment. In this section we briefly describe 

the hardware board, experimental setup, and the results of 

this practical real life test. We also discuss our global or 

system level approach to signal processing. 

The block diagram of this off-the-shelf hardware boards 

that we found is described by Fig. 4.  These are two 

identical TMS320C5402 DSP boards [22] from Texas 

Instruments (TI). Each board has a telephone line interface 

with a Data Access Arrangements (DAA) Integrated Circuit 

(IC). This DAA takes care of the voltage conditions and 

protection of the telephone line. The TLC320AD50 is an IC 

codec and contains both an Analog to Digital Converter 

(ADC) and a Digital to Analog Converter (DAC). This IC is 

the interface between the DSP and the analog world. 

The board has a printer parallel port for interfacing with 

the computer. Via this printer port we control the boards 

using the TI Code Composer Studio (CCS) [23] software 

development tools. These boards allow us to perform the 

real time experiment on the Plain Old Telephone System 

(POTS) network.  
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For this experiment we operate the codec for both 

receiver and transmitter at 16 kHz sample rate with 16-bit 

data resolutions. The symbol duration used was one 

millisecond. Only the transmission and reception of symbols 

via the telephone line are performed in real time using the 

hardware boards. The symbol creation and the symbol 

analysis functions are performed off line using Mathematica 

and Matlab software tools. 

The experimental setup is shown in Fig. 5. We 

assemble everything, both transmitter and receiver, in one 

laboratory room with two telephone sockets having two 

different telephone numbers. The two DSP boards are 

connected to the telephone lines and to two computers to 

control them. 

The bit functions shown in Fig. 6 and Fig. 7 are used to 

generate the symbol corresponding to the bit pattern 1011. 

This transmitted symbol is shown in Fig. 8. We transmit this 

symbol using our laboratory setup and capture the received 

signal, shown in Fig. 9, at the receiver end.  

To synchronize the received signal we perform linear 

interpolation and up sampling. These two activities actually 

increase the resolution of the function. Synchronization is 

really very simple in batch data processing approach using a 

digital signal processor. This approach does allow you to do 

what you think and can visualize in your imaginary eyes. If 

you see the symbol on your oscilloscope, and think what 

you want do to it, you can do exactly that in real time on the 

computer memory buffer. Remember that there are no 

clocks and PLL involved here. Using this method we find 

the exact zero crossing points by removing the required 

number of samples from both ends to make the received 

symbol start and end very close to the time axis. Finally we 

use (52) to solve for the least square curve fitting problem 

for 17 samples. The result is the following values for the 

unknown variables {x i}: 

 

{1.8653, 0.45037, 1.03662, 0.851587} 

 

A threshold value of 0.5 for β in (53) gives the bit values for 

correct transmitted data, 1011.  

Even though we encounter severe non-linear distortions 

we are still able to recover the bits correctly using only 17 

samples. The experiment shows that the curve fitting 

method, using the bit functions along with the 0-1 addition 

algorithm, is indeed very robust. Note that it is also the 

availability of the entire data history that played a very 

important role in extracting the information. 

As we can see from the figures the received signal has 

two positive peaks as opposed to three positive peaks in the 

transmitted signal. As if the second trough of the transmitted 

signal got folded up in the received signal. 

It is clear that the conventional signal recovery 

methods, that use local concepts, no matter how many 

samples we take, cannot bring the received signal back to 

the transmitted form. However, a global approach or a 

systems approach, where we use the knowledge of the entire 

system can definitely help. We used the same sine wave 

frequencies of the transmitter, to interpolate the samples at 

the receiver. Here, of course, the high sample rate played an 

Figure 4.  HW board functional block diagram 
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important role in the least square interpolation method. The 

details of the signal processing, is quite involved, and is not 

given here. The large sample rate and the systems approach 

helped us to bring the received signal back to a shape that is 

very close to the transmitted signal, as shown in Fig. 10, 

which allowed us to detect the bits correctly. We can see 

that a total system level or global approach in signal 

processing can perform real miracles. 

It should be mentioned that we performed these 

experiments over long period of time. During this trial and 

error period we developed the algorithm and the software 

discussed in this paper. In these lab experiments a series of 

concatenated symbols were transmitted using many 

different kinds of bit functions. In this paper we presented a 

specific case in a simple form for clear explanation. With a 

better hardware and software the algorithm presented here 

can be easily implemented online. Once the new hardware 

and the embedded environment become available we will 

present the results of real time high speed case. We are 

working on that direction now. Understandably, we are at a 

very early stage in terms of our real life implementation for 

a marketable product. 
 

E. The fm Characteristics 
 

The Power Spectral Density (PSD) of symbol s(t) in 

Fig. 2 and the Bit Error Rate (BER) expressions have been 

derived. The BER has been derived for the case of 

orthogonal functions only. The PSD expression is valid for 

both orthogonal and non-orthogonal functions as bit 

functions.  

The expression (58) generates the complete symbol 

stream s(t) for the 0-1 addition algorithm and for all time t 

of the infinte interval: 

 O(�) = �| ∑ ∑ 	((w)�((� − wx)|(3�2v3E2                    (58)

  

The factor m was introduced to normalize the amplitude 

of the sysmbol. Since each bit function is normalized, the 

addition of m bit functions requires renormalization by m. 

Note that di is the bit value, 0 or 1, and is not the multilevel 

value of the data elelment even though we are considering 

m-bit data. Also note that there is no constant pulse shaping 

signal associated with the symbol stream. The bit functions 

replaced them. It is interesting to observe that the structure 

of the above mathematical expression is similar to that of 

the standard OFDM [17, pp. 5-8].  

Define the bit correlation function by (59) 

 �v�(�, �) = �[	v(�)	�∗(�)]       (59) 

 

and its two sided FT by (60) 

 �v�(�, @) = ∑ ∑ �v�(�, �)AE)�>���AE)�>B��2�3E22�3E2          (60) 

 

Using the above two definitions and substituting G(f) as the 

FT of g(t), the PSD can be represented by (61): 

 �(�) = �|e ∑ ∑ �v�(−�, �)}v∗(�)}�(�)|�3�|v3�                    (61)

  

Although (58) is similar to OFDM, the final expression 

(61) for S is quite different. Here we have reused the symbol 

G with different meaning and we hope that the context helps 

to prevent confusions, if any. The absence of periodic pulses 

in (58) removed all discrete terms from the expression (61). 

As an example of the PSD result, we use the following 

sinusoidal functions as defined by (62), used in Multiple 

Phase Shift Keying (MPSK) systems, as the bit functions in 

fm system: 
 �v(�) = ] cos(2a�:� +  �v) , −x/2 ≤ � ≤ x/2            (62) 
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Substituting the above sine functions in (61) and performing 

some algebraic simplifications, we can arrive at the 

following PSD expression (63) for this case of fm scheme. 

 �8|(�) = c��� d� cz rst >8|�>8|� d�
       (63) 

 

Comparing the above PSD expression with that of the 

MPSK [24] system, given below by (64), 

 ����i(�) = ]�x crst >8�>8� d�
       (64) 

 

we see that the fm spectrum requirement is narrower as m 

increases. The PSD graphs of the two systems are plotted in 

Fig. 11. The graphs for fm system are plotted for four 

different bit data length m. If we use the band-limited 

orthonormal functions as designed in this paper, then the 

bandwidth requirements can be further reduced. It is also 

well known [25] that the band-limited functions do not 

create inter symbol interference. 

We summarize the BER result here for the orthogonal 

case only. Consider one of the parallel paths of the 

orthogonal fm detection method presented in Fig. 3. The 

transmitted symbol s(t) in fm modulation scheme using 

orthogonal functions can be derived from Fig. 2 and 

expressed by (65): 

 O(�) = ∑ �(Z�(  �((�)|(3�           (65) 

 

In the above expression we assume that xi is -1 if the bit is 

zero and +1 if the bit is one, {gi} is the set of m orthonormal 

functions and {Ei} is the energy of the orthonormal signal 

for bit i. Using the above expression we can show that the 

BER probability is given by (66):       

 

 ��I = � � �¡I¢£ ¤          (66) 

The above result shows that the BER for the orthogonal fm 

receiver is same as that of the BPSK scheme. It is well 

known [20] that BPSK gives the lowest possible BER in all 

of the existing communication schemes. 

V. CONSTRAINED GRAM SCHMIDT 

 

It should be realized by now that the function 

modulation method requires a systematic approach for 

generating wave forms suitable for the concepts presented 

here. We use the words waveforms, functions, bit functions, 

and symbols interchangeably. 

One of the major constraints that all waveforms must 

satisfy is the band limited property. The band limited 

property requires that the functions cannot have any 

discontinuity or sharp edges during the symbol period and 

also at the inter-symbol interfaces. The functions should be 

analytic if possible, that is, they will have smooth and 

continuous derivatives of all order. The orthogonality is 

another important requirement for the design of a simpler 

fm system. Otherwise all functions must be independent 

over the interval [0,T]. 

In this section, we describe a very general method, 

called Constrained Gram Schmidt (CGS) method, for 

generating band-limited orthonormal functions over [0,T]. 

We qualify the method as constrained because in addition to 

orthogonality, the functions satisfy many constraints, 

appropriate for digital communication. The method can be 

used for constrained independent functions also. 

There are many methods of generating orthogonal 

functions. The methods in [21] cannot produce orthogonal 

functions with any kind of constraints on the nature of the 

resulting functions. A method for generating band-limited 

orthogonal functions, which are orthogonal over the finite 

symbol time interval, has been presented in [18]. However, 

that method also does not allow us to control the 

characteristics of the orthogonal functions it produces. 

Reference [26] describes a modem implementation method 

using the orthogonal functions of [18]. Chang [25] gives a 

method of generating band-limited orthogonal functions, 

which are orthogonal over infinite time interval. Again his 

method also does not allow us to use constraints on the 

functions. In the following paragraphs, we briefly describe 

the CGS method. There are many possible variations of 

CGS, which are not explored in this paper. 

Let C
1
 denote the class of all real valued continuous 

functions, with continuous first order derivatives, defined 

over the finite symbol time interval [0,T]. Let ?(�) = �((�) ∈ ��, � ∈ [0, x]' be a set of linearly independent 

functions with inner product defined by (67): 

 V�( , �)W = � �((�)�)(�)	��<         (67) 

 

The Gram Schmidt Orthogonalization (GSO) method as 

described in [10] is given by the equations in (68) 

 ��(�) = ��(�) �"(�) = �"(�) + ����(�) + ����(�) + ⋯ + �"E��"E�(�), # ≥ 2          (68) 

 

where the set of coefficients {ai} is obtained from the 

solution of the linear simultaneous equations (69): Figure 11.   PSD comparison 
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� = ?�                       (69)

  

Here b is a n-1 column vector with i-th element equal to the 

inner product (gn , fi), a is the n-1 column vector of unknown 

coefficients [a1, a2, … an-1]', and F is a square matrix of size 

n-1 with ij-th element given by  the inner product (fi , fj). 

Our constrained approach extends the method defined by 

(69). 

Communication channels require many different types 

of constraints on the symbols. Some of these requirements 

are stated below. The symbols (i) must join smoothly at 

inter-symbol boundary points, (ii) must not introduce any dc 

bias, and (iii) remain frequency band-limited. In addition the 

fm system may also need to use (iv) orthonormal functions. 

Our objective is to generate a set of orthonormal 

functions }(�) =  �((�) ∈ ��, - = 1 … z, � ∈ [0, x]' from 

the set F(t) that will satisfy the above and similar other 

requirements. It should be realized that it is not necessary 

that the elements of the function space be constrained to 

start with. During the process of transmission they can be 

dynamically adjusted to satisfy the above constraints in real 

time. However, the present formulation and the 

methodology are sufficient to keep the symbols constrained. 

We express the bit functions as a linear combination of 

sinusoidal functions as shown in (70). Expressions (70) will 

ensure that the bit functions in G(t) are analytic within the 

symbol interval [0,T]. 

 �((�) = ∑ =()�¥)3� �-# V@()� + !()W  � ∈ [0, x]                   (70)

  

In equation (70) {wij,} and {φij} are some arbitrary and 

convenient choices for generating the functions. {wij} must 

be within the channel bandwidth making sure that G(t) is a 

band limited set. Each one of the functions in {gi(t)} are 

created using a different set of  frequency parameters. Since 

each set of sine functions for each gi(t) are independent, 

their linear combinations are also independent making G(t) 

an independent set. The value of Mc will depend on the 

number of constraints defined below by (71-75). 

The constant coefficients {cij} of the linear ombination 

in (70) are selected to satisfy a series of constraints. We 

only mention some of the constraints that appeared to be 

necessary for the proper operation of the fm system as 

defined in this paper. Different communication channel may 

require different set of constraints. However the general 

concept presented here still covers many possibilities. The 

functions selected in (70) are also not the only choices. Any 

set of band limited and independent functions can be used to 

start with. 

To synchronize the symbols at the receiver we make the 

symbols start and end at zero value (70). A sufficient 

condition for that is to make the bit functions behave the 

same way. Thus we consider the constraints (71) on G(t): 

 �((0) = 0,    �((x) = 0, - = 1 … z                  (71)
  

To make the symbols join smoothly we want to impose 

the following derivative constraints (72) at the two ends of 

the bit functions. 

 ¦¦C �((�)|C3< = §,       ¦¦C �((�)|C3� = §, - = 1 … z                 (72) 

 

In (15) α is any real number. In this paper we will set 

α=0 merely for convenience. It is clear that if we want 

further smoothness at the symbol interfaces we can force the 

higher order derivatives to similar constraints. The 

constraints (71) and (72) will ensure that the entire symbol 

stream given by (58) is analytic. They also prevent any kind 

of discrete variations at the inter-symbol interfaces. 

In many situations it may be necessary to avoid biasing 

the communication channel by a Direct Current (DC) 

voltage. To implement that requirement we set the integrals 

(73) of all bit functions to zero: 
 � �((�)	� = 0, - = 1 … z�<                     (73) 

 

To be able to detect the symbols properly at the receiver 

we may need to make the symbols pass through some 

predefined points. We call them way points. This property 

(74) may also help to synchronize the symbols properly. 
 �((�v) = �v ,   �v ∈ [0, x], w = 1. . (̈ , - = 1. . z                       (74) 

 

Here, {Ki} denotes the number of way points for the i-th bit 

function and {ak } are some known choices.   

If we want to generate orthogonal functions as bit 

functions then we include the constraints (75): 
 � �((�)�)(�)	� = 0    -, / = 1. . z,    - ≠ /�<                       (75) 

 

Summarizing, the method for generating the bit 

functions is to substitute the expression for the bit function 

(70) into all the constraints (71-75) defined above. This 

substitution will produce several linear equations, similar to 

(69), for the set of unknown constants  =()'. This set of 

simultaneous equations can then be solved for the constants. 

These constant coefficients will then be substituted back in 

(70) to get the analytical expression for each bit function. 

Note that for each bit function we have to solve a different 

set of equations like (69). The above process generates G(t) 

as an independent set of analytic functions with specified 

bandwidth.  

We have used the constraints (71-74) to generate four 

non-orthogonal bit functions. That is, we did not use the 

orthogonality constraints defined by (75). These bit 

functions are shown in Fig. 6 and Fig. 7. By including the 

constraint (75) we have created constrained orthogonal 

functions shown in Fig. 12. 

Constrained Gram Schmidt (CGS) is a very powerful 

method of constructing orthogonal functions. The original 

Gram Schmidt Orthogonalization (GSO) algorithm is very 
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well known in literature. It is widely used for many 

communication problems, like Global Positioning Systems. 

However GSO was not enough for generating orthogonal 

functions with specific characteristics. We have extended 

GSO to CGS where you can create orthogonal functions 

with many additional properties. CGS will be very helpful 

in fm system for creating band limited orthogonal and non-

orthogonal functions with desired properties. 

 

VI. THE CAPACITY THEOREM 

 

In this section we show that the function modulation method 

has higher capacity than the SHK methods. We also extend 

the Shannon’s capacity theorem to a new higher capacity 

result and show that the fm method can be used to achieve 

such a capacity. 

A. Infinity Assumption 

 

Shannon presented his capacity theorem almost sixty 

years back. Lot of research has been done on this subject 

since then. During the early phase most of the focus was on 

finding alternatives [12] of sinc functions for the 

reconstruction of original function from the sample values. 

During the later phase it seems that the focus got shifted to 

dimensionality [27] aspect of the theorem. It appears that 

people have [28] assumed that T is constant and finite, 

which is not true. Shannon said in his paper [2] many times 

that T will go to infinite value in the limit. No one, it seems, 

has ever paid any attention to finite time issue of the 

engineering requirements. Recent research [29] has found 

that under certain assumptions ultra narrow band systems 

can produce capacity higher than that predicted Shannon. 

However the majority of research [30][31] work is now 

focused on comparing the performance of their systems 

using Shannon’s theorem as a measure. 

In this section we go back to the original theorem [2] 

and take a look at one of its core assumptions, the infinite 

time assumption, of the symbol duration. This subject was 

raised because we were sampling our symbols at a very high 

rate in our software radio approach. Apparently this violated 

the sampling theorem and the dimensionality theorem. To 

prove the general engineering practice of high sample rate 

we looked into the original theory, which eventually lead to 

the capacity theorem. Both capacity and sampling theorems 

were presented in the same paper [2] by Shannon. 

In the next few paragraphs we show how Shannon [2] 

used infinite time in the derivation of his capacity theorem. 

He used m to denote number of bits to be transmitted and M 

to represent the number of symbols. These two are related 

by the well known equation (76): 
  

M = 2
m

                       (76) 
 

This relationship is very important in digital communication 

engineering. As before, we point out that we do not transmit 

m bits, we transmit M symbols. From these M symbols we 

find out how many bits they represent using the above 

relation (76). Thus the focus of capacity theorem is not on 

the bits but on the symbols. How many symbols our 

receiver can detect is the main concern in the derivation of 

the capacity theorem. 

After that, Shannon defines the capacity C using the 

symbol time T by (77): 
 � = lim�→2 �©ªe��                      (77) 

 

Thus clearly, his assumption is that T is very large and is 

going to go to infinity eventually. He writes near the above 

definition “…M different signal functions of duration T on a 

channel, ..”. In another place he repeats, “There are 2
m
 such 

sequences, and each corresponds to a particular signal 

function of duration T”. Thus T is the symbol time and he 

assumes all his symbols are of infinite time durations.  

Shannon’s entire theory, derivation, and proof depend 

on this infinite time assumption. He writes “The transmitted 

signal will lie very close to the surface of the sphere of 

radius √2x¬�, since in a high-dimensional sphere nearly 

all the volume is very close to the surface”. Here P is the 

average signal power and W is the channel bandwidth. He 

achieves high dimension by assuming T as very large. Thus 

his proof will be invalid if we assume that the symbol time 

T is finite and small. 

An interesting observation can be derived as a result of 

his infinite time assumption. He writes “The quantity TW 

log(1+P/N) is, for large T , the number of bits that can be 

transmitted in time T.”  This means that the bits cannot be 

recovered until the time T ends. Therefore bits/sec is not 

really meaningful here. Bits are not coming out of the 

system every second. He confirms “There will be, therefore, 

an overall delay of 2T seconds”. Thus actually the receiver 

stops when T approaches infinity.  

The total number of bits per symbol is infinity in 

Shannon’s case. Because T is infinity in the expression for 

bits, as mentioned in the previous paragraph, TW 

log(1+P/N). It is true that any finite rate over infinite time 

will also give infinite bits. But we have shown that it is not 

happening here. Thus Shannon’s result indicates – infinite 

capacity. We show that we have the same conclusion even 

over finite time interval. 
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Figure 12. Constrained Orthogonal Functions 
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A well explored statement in [2] is the following: 

“Then we can say that any function limited to the bandwidth 

W and the time interval T can be specified by giving 2WT 

numbers.” The number WT is actually infinity, because T is 

infinity. In the literature however, it has been presented as if 

it is a finite number [7, p. 93]. This finite interpretation to 

Shannon’s proof has generated a large volume of research 

papers similar to [12]. We have shown that the above 

finiteness interpretation violates a very well known and a 

fundamental mathematical theory that says all functions are 

infinite dimensional vectors even over finite and small time 

intervals and therefore cannot truly be represented by 

finitely many numbers. In this section we show that this 

infinite time assumption is not necessary.  
 

B. The (P+N)/N Factor 
 

Now we examine how Shannon [2] got the expression 

(P+N)/N in his capacity theorem. Here N is the average 

noise power, averaged over the symbol time T. The received 

signal power is P+N. The concept used in our geometric 

approach is actually deeply embedded in the geometric 

approach of [2]. 

Consider the ASK scenario shown in Fig. 13. The 

allowed amplitude levels are shown by two dashed lines. 

For every dashed line there is a band over which the 

amplitude can swing because of the noise in the channel. 

This band is shown by the continuous lines with width 

proportional to √6. The total number of symbols M, i.e. 

number of amplitudes, which can be transmitted, is then 

given by (78): 

  = ®"C¯°��� ±¯(ª²C��"¦ ±¯(ª²C = ³���        (78) 

 
 

Since the amplitude is proportional to the square root of 

power, the above expression reduces to (79): 

  =  �D¢¢                       (79) 

 

This is the maximum limit we can achieve, at this 

frequency for an ASK system. In a later section we consider 

all possible frequencies. In Fig. 13 we used: (A) Discrete 

bounds and (B) Sinusoidal functions. If we relax these two 

SHK conditions then we can significantly improve the 

capacity expression (79).  

Consider Fig. 14 now, where we have relaxed both 

conditions mentioned above. In Fig. 14 we have shown only 

one general function. But you can imagine many such 

functions going up and down over the entire amplitude 

interval OA and crossing all bands many times. Fig. 15 

shows many such allowed functions. Virtually there is no 

limit of the number of symbols or functions that can be 

transmitted or plotted and that can be distinguished also. 

These are the kind of functions fm uses. Thus higher 

capacity can be achieved by using the fm communication 

method as opposed to the discrete or the SHK methods. 

Shannon has used such general class of functions in his 

derivation of capacity theorem. He wrote – “Actually, two 

signals can be reliably distinguished if they differ by only a 

small amount, provided this difference is sustained over a 

long period of time”. 

From the above statement we can see that the noise 

bands can be modified to a new format as shown in Fig. 16. 

In this figure we show two fm symbols along with their 

noise bands or pipes around them. One important difference 

between the noise bands in fm and SHK methods is that in 

fm the noise band is dynamic and moves with the function 

and not static, discrete, or straight lines like in Fig. 13. 
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Figure 13. Discrete approach 
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These fm bands are like transparent and flexible pipes 

around the functions. In fm one symbol can penetrate the 

noise band of another symbol. They can remain together for 

some duration and then get separated to distinguish 

themselves. This fm band is the minimum distance between 

two symbols. As long as the distance between two symbols 

is greater than this minimal distance, over only a small 

interval of time, the symbols will remain detectable. The 

important fact is that this concept of overlapping bands or 

flexible pipes around a function is not present in the SHK 

communication systems. This fact significantly increases the 

number of allowable symbols in the fm system. 

Thus the capacity of fm method is much higher than the 

SHK methods and we show later that SHK cannot achieve 

Shannon’s limit but fm can. 
 

C. The WT Factor 
 

Now consider the signals used in Fig. 17 and ask the 

Shannon’s question [2] – “How many different signals can 

be distinguished at the receiving point in spite of the 

perturbations due to noise?” In this section we derive the 

same answer that he got but with the assumption that T is 

finite and small.  

The approach is to configure the function space into 

small discrete rectangles, as shown in Fig. 18, and count all 

possible symbols that can pass through these rectangles. We 

divide the interval [0, T] on the x-axis into n equal parts. 

Where n is the number of samples and is equal to 2WT, 

because we are using the Nyquist sampling rate in this 

figure. The signal amplitude interval on the y-axis is

N)(P + and is broken in to q number of y-subintervals, 

where N)/N(Pq += . Thus the two dimensional plane 

becomes a grid of rectangular boxes. Each box can be 

considered to have a point through which only one 

detectable function can pass. Some of these points are 

shown, only in the last two vertical columns, to avoid too 

much clustering. The continuous line shows an example of a 

symbol function, which can pass through these dots. 

We can connect any dot in one vertical column to any 

dot in the next or previous vertical column to create a 

portion of a function passing through these rectangles. The 

arrows in the figure show some such possible connections 

that the functions can take. These connection lines will not 

violate the bandwidth limit of the function, because the 

length of a t-subinterval is equal to the Nyquist length. Thus 

between two vertical columns there can be qxq=q
2
 number 

of functions. Counting this way we can see that the total 

number of symbols, M, in the entire grid of Fig. 17, can be 

expressed by (80): 

  = c√�D¢¢ d c√�D¢¢ d … c√�D¢¢ d       (80) 

 

Since it has 2WT terms the above simplifies to (81): 

  = c√�D¢√¢ d�F�
         (81) 

 

This is the same factor in the capacity formula [2]. This 

construction process can be used to generate detectable band 

limited functions for the fm method proving that the fm can 

achieve the Shannon’s limit. 

We have shown two sine functions using dashed lines 

in Fig. 18. One of them has the highest frequency and 

lowest detectable amplitude and the other one has the lowest 

frequency but highest possible amplitude. It is easy to see 

that if we use only ASK design then we can get qWT 

number of symbols. This is because for each frequency we 

get q number of amplitudes and there are WT numbers of 

full cycle sine functions possible over 2WT sample 

intervals. Although it is not known if there are any ASK 

system that uses these frequencies all at a time. We also see 

from this grid design and the graphs drawn that Fourier sine 

functions will not be able to cover all the grids the way 

general functions can. This gives a geometric proof that 

sinusoidal approach cannot achieve the Shannon’s capacity 

results. 

In this subsection we provided a proof of Shannon’s 

theorem that did not require infinite time interval 

assumption. However in a small symbol time T the Nyquist 

rate will give very few samples and we will not be able to 

Figure 16. Noise bands 
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recover a symbol as shown by examples in Fig. 1. Next we 

show how a higher sample rate enables us to detect more 

symbols thus increasing the capacity. 
 

D. The Higher Sampling Rate 
 

Assume as before that T is small and finite and we 

sample at k times the Nyquist rate, where k > 1. Therefore n 

on the x-axis of Fig. 17 is now equal to 2kWT. Since each t-

subinterval is very small now, the noise energy due to N is 

also very small on these sub-intervals and therefore the 

equivalent noise band will be proportional to k/N on 

these subintervals as shown in the Fig. 18. However, the 

range of total signal variation still remains N)(P +  over 

the entire symbol time T. Thus the total number of y-axis 

intervals is )k/N/()NP( +  and is equal to kq. So the 

grid is k times finer in both t and y axes.  

In this finer grid any point on the vertical line for any t-

subinterval cannot be connected to any point on the vertical 

line on the next or previous t-subinterval, because that will 

make the function rise much faster and violate the 

bandwidth condition. It is easy to understand, however, that 

a point in one t-subinterval can be connected to only q 

consecutive number of points in the next or previous t-

subinterval without violating the bandwidth constraint. 

If we consider any consecutive q rows then we can see 

that the situation is very similar to the Fig. 17. Since there 

are 2kWT numbers of columns, then the number of 

functions generated by any q horizontal block can be 

expressed by (82):  
  = c√�D¢√¢ d�vF�

         (82) 

 

This value when converted into bits/sec, using the formula 

(77) for capacity, will reduce to (83): 

 � > �©ªe�� = w¬´��� c�D¢¢ d                    (83) 

 

We have used greater than notation because we did not 

count all the functions in this finer grid. Although it is 

possible to count all possible functions and get a very 

precise expression instead of (83). But that counting result 

may not lead to the well known and simple expression like 

(83). We are only interested in showing that  

the capacity depends on the sample rate and therefore 

theoretically can go to infinity. Expression (83) is only a 

lower bound. We can now state the following new capacity 

theorem: 
 

Theorem 5:  Assume that any arbitrary set {P, N, W, T, m} 

is given. Where P=signal power, N=channel noise power, 

W=channel bandwidth, T=finite symbol time, and 

m=number of bits per symbol. Then there exists a fm 

system, with m continuous and independent bit functions of 

the given bandwidth W, and a sample rate that is k times the 

Nyquist rate, with k > 1, which will satisfy the relation 

 z = w¬x ´��� c�D¢¢ d        (84) 

 

Also, this resultant fm system will output m bits in every T 

seconds. 

 
The statement of the above Theorem 5 is in many ways 

different from the original [2] statement. Most importantly it 

explicitly mentions the symbol time T in the statement. It 

should be noted that T is not infinity in our case. It is 

believed that the lack of such a mention of T in the original 

statement of Shannon created a lot of confusion in the 

literature. The Theorem 5 statement also describes a digital 

communication system for achieving such a capacity which 

was missing so far in the communication theory. Finally the 

statement essentially points out that the capacity is 

dependent on the technology, the sample rate. 

We can see that the essential idea behind higher 

capacity is very similar to creating a high resolution camera. 

Higher the number of pixel in a digital camera better is the 

picture quality. In the communication case we are 

essentially resolving the two dimensional plane of the 

function space into a very high resolution grid by sampling 

at a very high rate.  

Thus high rate sampling is equivalent to selecting a 

high resolution camera. This camera will allow us to see all 

the details of a function and thus giving the ability to detect 

more symbols. The result (83) is quite obvious and is 

expected also. Essentially we have reduced the noise by a 

factor of k, the sample rate, which thus produced higher 

capacity. In this context we should examine the definition of 

noise. It is actually dependent on the signal processing 

technology and the algorithms we use in our receiver. Thus 

in this sense our result is nothing new. If you can reduce the 

noise you can increase the capacity, which was obvious 

from the original Shannon’s theorem. All we did is we 

brought out this noise factor k outside the capacity 

expression. However, we have also given a method, the fm 

method, for implementing the Shannon’s theory, which was 

 Nyquist rate 

k times the Nyquist 

rate 

Figure 18. Noise at higher sample rate 
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missing so far in the literature. And finally of course the 

finite duration solution. 

It is possible to come to the same conclusion (83), 

however, from another direction also. Slepian has shown 

[18] that there are infinitely many band limited orthogonal 

functions over a finite interval of time. These Slepian 

functions can be used in the fm method of Fig. 2 to transmit 

theoretically infinite number of bits. This has been described 

using the limit operation of the finite term Fourier series 

(56). We have also shown that it is not necessary to use 

orthonormal functions to get the same results. The series 

(56) can be valid for independent functions also.  

Thinking philosophically, we can ask is the capacity 

really limited. If we look through our windows then we can 

see the nature outside, the blue sky, patches of clouds, 

mountains, trees, and plants. We can close and open our 

eyes and see the same view instantly. This is because our 

eyes and the brain working together as a receiver is 

immensely advanced and powerful. We have evolved over 

billions of years to this state of our mind, body, and soul. 

Thus the communication capacity of the air medium channel 

between the nature outside and our eyes is infinity. 

Assuming that is the definition of infinity, of course. The fm 

system presented here uses our state of the art technology. 

As our technology evolves we will get higher and higher 

capacity. The technology behind the digital camera is an 

example of one such step toward higher capacity. Thus it 

will be wrong to think that the capacity of a digital 

communication channel is limited and is independent of our 

technology.  
 

E. Discussion 
 

In this paper our focus is on the sampling theorem and 

the capacity theorem over finite duration signals. The main 

question we asked is how many samples we need for a finite 

duration signals. Our objective is not very much on how to 

reconstruct a finite duration signal from its samples, rather 

how many samples are necessary to correctly reconstruct a 

finite duration signal. We found that more you sample better 

will be your reconstruction. Or in the other words the 

original Nyquist rate is not good enough for recovery of 

signals of finite duration. 

We approached the capacity theorem from the same 

angle. Original theory assumed that the symbols must be of 

infinite duration. We wanted to see what happens when 

symbols are of finite duration. To perform this analysis we 

used the finite duration sampling theorem. 

Shannon’s approach defines capacity as the number of 

symbols that a receiver can distinguish. We have also used 

the same concept in this paper. Thus the ability to 

distinguish symbols is the key issue of capacity. Clearly this 

then depends on what kind of symbols you are using in your 

system. 

If we use general purpose independent functions then 

the ability to detect and distinguish will also depend on the 

computational power of the receiver. More sophisticated the 

algorithm is more will be the demand on the processor 

power. However the demand on the ADC is not very 

important. We have shown that ADC does not have to be 

very fast. Internal sampling by interpolation can be very 

effectively used to increase the resolution. We have also 

discussed a global approach to signal processing. Thus 

computational power is not of immediate concern. 

If we use orthogonal functions then our fm theory 

shows that computational burden is very low. All we have 

to do is to increase the number of parallel integrators in our 

Application Specific Integrated Circuit (ASIC). More 

symbols mean more integrators. Observe that in this 

orthogonal case, we have simplified the Shannon’s approach 

by introducing the concept of bit functions. In orthogonal 

case we do not work on the symbol space but in the bit 

functions space which requires significantly lower number 

of integrators. This approach shows why capacity is higher 

in the orthogonal fm systems. 

Because our present technology provides powerful 

processors, we now have very high computational 

capability. As a result we can revisit low bandwidth 

channels, like POTS, to provide high capacity data rate. The 

fm scheme and the algorithm presented here, based on 

software radio and global approach, essentially leads to that 

kind of direction. It is not always necessary to require high 

bandwidth channel to provide high capacity data rate. This 

fm theory can be used with all the existing theories. For 

example any compression algorithm can be used in 

conjunction with fm system to further enhance the 

performance. It may be possible to use many of the existing 

symbols in a fm scheme. It is also quite feasible to use fm 

symbols over a sinusoidal carrier. 

The fm scheme is basically an analog approach for 

digital communication. All symbols in this scheme are just 

like continuous analog functions. No discrete concept is 

embedded in the symbol or in the symbol stream. Only 

transmitter and receivers are digital. Thus we are taking full 

advantage of the nature which is analog. We are not 

impinging any discrete disturbances in the analog world. 

 

VII.  THE SPHERE PACKING 

 

Shannon represents [2] every symbol as a point in an n-

dimensional Cartesian space. He used the entire set of 

Nyquist samples of a symbol as coordinates in this space. 

The total number of samples of a symbol is WT and 

increases as T increase. Thus the dimension of his space 

eventually increases to infinity. Since the power in each 

symbol is fixed all the symbols lie on the surface of a sphere 

of constant radius. This is because the sum of the square of 

the sample values is the power and is also is a measure of 

the distance from the origin. Thus every symbol is a point 

on the surface of the same sphere. Because of noise these 

symbols will become like a non-overlapping billiard ball 

centered on these points [32][33, pp. 655-659]. In this section 

we show another geometric representation, also in Cartesian 
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space, of a function using the infinite dimensionality 

concept of function space. 

In Fig. 19 we show a function f(t) taken from C[a,b] 

space, the space of continuous functions. We consider the 

interval [a,b] as finite and small in Fig. 19. Fig. 20 shows 

the corresponding representation of the function in a real n-

dimensional space. Here n is any finite and fixed number, 

not necessarily large and is not going to infinity, its value 

can be two also. 

We can partition the interval [a,b] in many smaller 

subintervals as shown by marks in Fig. 19. Each such small 

subinterval can be sampled n times and can be represented 

by one point in the n-dimensional space, the same way 

Shannon did. Thus the interval [a, t1] of Fig. 19 is 

represented by the point t1 in Fig. 20. There is no shortage 

of points in the function shown in Fig. 19. We have shown 

that infinite sample rate is meaningful because the function 

is infinite dimensional over any finite interval. The smaller 

the intervals are, larger will be the number of points in Fig. 

20. If we join these points by a smooth line then we get the 

dashed line, which represents the function, as shown in Fig. 

20. 

We have also shown, by solid lines, how the noise band 

or pipe around the function can be represented in the same 

way in the n-dimensional space of Fig. 20. As mentioned, in 

Fig. 20 these pipes are now the symbols in the n-

dimensional space. All these pipes, in the n-dimensional 

space, are flexible, transparent, and one pipe can penetrate 

or join another pipe for a period and then get separated. 

Contrary to sphere packing case of Shannon, where the 

spheres cannot overlap, in Fig. 20 we do not have that 

restriction. We can see now that the end points can indeed 

overlap and the functions will still be detectable. This 

flexibility of the pipes makes it possible to pack infinite 

number of pipes in the n-dimensional sphere. Thus proving 

that the capacity can be indeed infinity even when we use 

this n-dimensional geometric concept. 

Fig. 19 and Fig. 20 are in some sense identical. Both are 

line graphs, one in two dimensional function space and the 

other one is in n-dimensional Cartesian space. Therefore it 

is really not necessary to go to Fig. 20 to analyze functions. 

It may be possible to analyze all aspects of a function using 

Fig. 19. In some sense Fig. 19 has more information than 

Fig. 20. Fig. 20 represents only the coefficients of the 

infinite series or the sample values of the function. It does 

not contain the actual graph between the samples nor the 

orthogonal functions of the infinite Fourier series as in Fig. 

19. We also point out again that the underlying concept used 

in this explanation is still based on infinite dimensionality 

property of function space. 

 

VIII. CONCLUSION AND FUTURE WORK 

 

In this paper we have presented an analysis of digital 

communication engineering using the theory of infinite 

dimensionality of function space. We have used non-

sinusoidal symbols, finite duration theory, very high sample 

rate, and software radio approach to create a function 

modulation (fm) method. It is shown that this fm method 

can give much higher capacity than predicted by the original 

Shannon’s theorem thus helping us to create a green 

modem. 

The practical implementation of a high speed modem, 

based on the fm concept may require a large number of 

independent band limited functions. An in-depth research in 

that direction on a new powerful hardware is the next 

required milestone. 
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Abstract—The primary aim of this paper is to assess video 

quality for all content types as affected by Quality of Service 

(QoS) parameters both in the application and network level. 

Video streaming is a promising multimedia application and is 

gaining popularity over wireless/mobile communications. The 

quality of the video depends heavily on the type of content. The 

contributions of this paper are threefold. First, video sequences 

are classified into groups representing different content types 

using cluster analysis based on the spatial (edges) and temporal 

(movement) feature extraction. Second, we conducted 

experiments to investigate the impact of packet loss on video 

contents and hence find the threshold in terms of upper, 

medium and lower quality boundary at which users’ 

perception of service quality is acceptable. Finally, to identify 

the minimum send bitrate to meet Quality of Service (QoS) 

requirements (e.g. to reach communication quality with Mean 

Opinion Score (MOS) greater than 3.5) for the different 

content types over wireless networks. We tested 12 different 

video clips reflecting different content types. We chose Peak-

Signal-to-Noise-Ratio (PSNR) and decodable frame rate (Q) as 

end-to-end video quality metrics and MPEG4 as the video 

codec. From our experiments we found that video contents 

with high Spatio-Temporal (ST) activity are very sensitive to 

packet loss compared to those with low ST-activity. Further, 

content providers usually send video at highest bitrate 

resulting in over provisioning. Through our experiments we 

have established that sending video beyond a certain bitrate 

does not add any value to improving the quality. The work 

should help optimizing bandwidth allocation for specific 

content in content delivery networks. 

Keywords-QoS, MPEG4, video content classification, video 

quality evaluation, wireless communication 

I.  INTRODUCTION  

The current trends in the development and convergence 
of wireless internet IEEE802.11 applications and mobile 
systems are seen as the next step in mobile/wireless 
broadband evolution. Multimedia services are becoming 
commonplace across different transmission platforms such 
as Wi-Max, 802.11 standards, 3G mobile, etc. Users’ 
demand of the quality of streaming service is very much 
content dependent. Streaming video quality is dependent on 
the intrinsic attribute of the content. For example, users 
request high video quality for fast moving contents like 
sports, movies, etc. compared to slow moving like news 
broadcasts, etc. where to understand the content is of more 
importance. The future internet architecture will need to 
support various applications with different QoS (Quality of 
service) requirements [1]. QoS of multimedia 

communication is affected both by the network level and 
application level parameters [2]. In the application level 
QoS is driven by factors such as resolution, frame rate, 
colour, video codec type, audio codec type, etc. The 
network level introduces impairments such as delay, 
cumulative inter-frame jitter, burstiness, latency, packet 
loss, etc. 

Video quality can be evaluated either subjectively or 
based on objective parameters. Subjective quality is the 
users’ perception of service quality (ITU-T P.800) [3]. The 
most widely used metric is the Mean Opinion Score (MOS). 
Subjective quality is the most reliable method however, it is 
time consuming and expensive and hence, the need for an 
objective method that produces results comparable with 
those of subjective testing. Objective measurements can be 
performed in an intrusive or non-intrusive way. Intrusive 
measurements require access to the source. They compare 
the impaired videos to the original ones. Full reference and 
reduced reference video quality measurements are both 
intrusive [4]. Quality metrics such as Peak-Signal-to-Noise-
Ratio (PSNR), VQM [5] and PEVQ [6] are full reference 
metrics. VQM and PEVQ are commercially used and are 
not publicly available. Non-intrusive methods (reference-
free), on the other hand do not require access to the source 
video. Non-intrusive methods are either signal or parameter 
based. More recently the Q value [7] is a non-intrusive 
reference free metric. Non-intrusive methods are preferred 
to intrusive analysis as they are more suitable for on-line 
quality prediction/control. 

  Recent work has focused on the wireless network 
(IEEE 802.11) performance of multimedia applications 
[8],[9]. In [10],[11],[12] the authors have looked at the 
impact of transmission errors and packet loss on video 
quality. In [13] authors have proposed a parametric model 
for estimating the quality of videophone services that can be 
used for application and/or network planning and 
monitoring, but their work is limited to videophone. 
Similarly, in [14] authors have taken into consideration a 
combination of content and network adaptation techniques 
to propose a fuzzy-based video transmission approach.  In 
[15] the authors have proposed content based perceptual 
quality metrics for different content types, whereas, in 
[16],[17] video content is divided into several groups using 
cluster analysis [18]. In [19],[20] authors have looked at 
video quality assessment of low bitrate videos in multiple 
dimensions, e.g. frame rate, content type, etc. They have 
only considered parameters in the application level. 
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However, very little work has been done on the impact of 
different types of content on end-to-end video quality e.g. 
from slow moving (head and shoulders) to fast moving 
(sports) for streaming video applications under similar 
network conditions considering both network level and 
application level parameters. We have looked at the two 
main research questions in the network level and application 
level as:  

(1) What is the acceptable packet error rate for all 
content types for streaming MPEG4 video and hence, find 
the threshold in terms of upper, medium and lower quality 
boundary at which the users’ perception of quality is 
acceptable?   

(2) What is the minimum send bitrate for all content 
types to meet communication quality for acceptable QoS 
(PSNR >27 dB) as it translates to a MOS of greater than 3.5 
[21]?  

To address these two questions, we first classified the 
video contents based on the spatial and temporal feature 
extraction into similar groups using cluster analysis [18]. 
We then carried out experiments to investigate the impact of 
Packet Error Rate (PER) and hence, find the threshold in 
terms of upper, medium and lower quality boundary above 
which the users’ perception of quality is acceptable and 
identified the minimum acceptable Send Bitrate (SBR) for 
the content types. We chose Peak-Signal-to-Noise-Ratio 
(PSNR) and decodable frame rate (Q) [5] as end-to-end 
video quality metrics and MPEG4 as the video codec. In the 
presence of packet loss video quality becomes highly time-
variant [20],[21]. One of the significant problems that video 
streaming face is the unpredictable nature of the Internet in 
terms of the send bitrate, and packet loss. We further 
investigated the impact of video quality over the entire 
duration of the sequence and hence observe the type of 
errors using objective video quality metrics such as PSNR. 
These could help in resource optimization and the 
development of QoS control mechanisms over wireless 
networks in the future.  Our focus ranges from low 
resolution and low send bitrate video streaming for 3G 
applications to higher video send bitrate for WLAN 
applications depending on type of content and network 
conditions The proposed test bed is based on simulated 
network scenarios using a network simulator (NS2) [22] 
with an integrated tool Evalvid [23]. It gives a lot of 
flexibility for evaluating different topologies and parameter 
settings used in this study. 

The paper is organized as follows. The video quality 
assessment problem is formulated in section II. Section III 
classifies the contents. In section IV the experimental set-up 
is given. Section V presents the experiments conducted and 
analysis of results. Conclusions and areas of future work are 
given in section VI.  

II. PROBLEM STATEMENT 

In multimedia streaming services, there are several 
parameters that affect the visual quality as perceived by the 
end users of the multimedia content. These QoS parameters 
can be grouped under application level QoS and network 
level QoS parameters. Therefore, in the application level 

perceptual QoS of the video bitstream can be characterized 
as: 

    Perceptual QoS = f (Content type, SBR, frame rate, codec  
                                   type, resolution, ….) 

whereas, in the network level it is given by: 

    Perceptual QoS = f (PER, delay, latency,jitter, ….) 

It should be noted that the encoder and content 
dimensions are highly conceptual. In this research we chose 
MPEG4 as the encoder type. We further extracted spatial 
and temporal features of the video and classified video 
content accordingly. In the application level we chose send 
bitrate and in the network level we chose packet error rate as 
QoS parameters. Hence the main contributions of the paper 
are three-fold. 

(1) Most frequent content types are classified into 
three main groups by extracting temporal 
(movement) and spatial (blockiness, blurriness and 
brightness) feature using a well known tool called 
cluster analysis. 

(2) We define the threshold at which packet loss is 
acceptable for all content types and  

(3) We identify the minimum send bitrate for all 
content types for acceptable quality.  

III. CONTENT CLASSIFICATION 

The chosen video sequences ranged from very little 
movement, i.e. small moving region of interest on static 
background to fast moving sports clips. The choice of video 
sequences was to reflect the varying spatio-temporal activity 
of the content representative of typical content offered by 
content providers e.g. news type of content or fast moving 
sports content. In future, we will consider movie clips and 
carry out segment by segment analysis of the content 
features extracted. The content classification was done 
based on the temporal and spatial feature extraction using 
well known tool called cluster analysis [18]. 

The design of our content classification method is given 
in Fig. 1.                  

                                             
           Raw video     

 
 
 
 
                                  
                              

Content type 

Figure 1.  Content classification design 

A. Temporal Feature Extraction 

The motion of the temporal sequence can be captured by 
removing temporal-domain redundancies. The motion can 
be accumulated into one image that represents the activity of 

Temporal feature 
extraction 

Spatial feature 
extraction 

Content type estimation  
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the whole temporal sequence. Temporal-domain redundancy 
reduction techniques are well established in the video 
compression literature. Hybrid video compression standards 
employ backward and bidirectional prediction as specified 
by the ISO/IEC MPEG coders such as MPEG-4 part 10 
[24]. On the other hand, wavelet-based video coders employ 
sophisticated motion-compensated temporal filtering 
techniques as reported in [25] and [26]. To reduce the 
energy of prediction error, video coders employ motion 
estimation and motion compensation prediction on blocks of 
pixels referred to as macroblocks. The outcome of the 
motion estimation process is a 2-D motion vector 
representing the relative displacement of a macroblock 
relative to a reference video clip. The motion compensation 
prediction subtracts the macroblocks of the current video 
clip from the best matched location of the reference video 
clip as indicated by the relevant motion vector. The 
movement in a video clip can be captured by the SAD value 
(Sum of Absolute Difference). In this paper, we have used 
the SAD values as temporal features and are computed as 
the pixel wise sum of the absolute differences between the 
two frames being compared and is given by  eq. (1). 

SADn,m= ∑ ∑ |����, 	
 �  ����, 	
|�������                             (1) 

where Bn and Bm are the two frames of size N X M, and i 
and j denote pixel coordinates. 

B. Spatial Feature Extraction 

The spatial features extracted were the blockiness, 
blurriness and the brightness between current and previous 
frames [27].  

Blockiness measures the blocking effect in video 
sequence. For example, in contrast areas of the frame 
blocking is not appreciable, but in smooth areas these edges 
are conspicuous. The blockiness measure is calculated the 
visibility of a block edge determined by the contrast 
between the local gradient and the average gradient of the 
adjacent pixels [28] and is given by eq. (2). 
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where #$� ��, 	
 denotes the pixel value in location (i,j) of the 
mth block in the nth frame, #%$�  denotes the mean of the 
pixel values of the mth block in the nth frame, M denotes 
the number of blocks per frame, and N denotes the number 
of frames under investigation from the video sequence. 

Blurring measurement is based on the measure of local 
edge expansions. The vertical binary edge map is first 
computed with the Sobel filter. Then, the local extrema in 
the horizontal neighbourhood of each edge point are 
detected, and the distance between these extrema (xp) is 
computed. Blurring is computed as the average of the edge 
expansions for all edge points and is given be eq. (3). 

 

Bluriness � �
�0

∑ ∑ |#1� �  #1!|����$��                       (3) 

 
where Ne  is the number of edge points. xp1 and xp2 are the 
local extrema in the horizontal neighborhood of each edge 
point.  

Brightness (Br) is calculated as the modulus of 
difference between average brightness values of previous 
and current frames and is given by eq. (4). 

 
Brav{n}  =∑ ∑ 2�345��
��, 	
 � �367�89�
��, 	
2�������             (4)     

 

 
where Brav{n} is the average brightness of n-th frame of 
size N X M, and i and j denote pixel coordinates.  

 

C. Cluster Analysis 

We chose 12 video sequences reflecting very low spatial 
and temporal to very high spatial and temporal activity. 
Based on the table of mutual Euclidean norm in the joint 
temporal and spatial sense between pair of sequences, we 
created dendrogram on the basis of a nearest distance in a 4-
dimensional Euclid-space. The dendrogram or tree diagram 
constructed in this way classifies the content. The features 
(i.e. SAD, blockiness, blurriness and brightness 
measurements) extracted are given in normalized form. Fig. 
2 shows the obtained dendrogram (tree diagram) where the 
video sequences are grouped together on the basis of their 
mutual distances (nearest Euclid distance).  

 
Figure 2. Tree diagram based on cluster analysis 

According to Sturge’s rule (k = 1 + 3.3logN), which for 
our data will be 5 groups. However because of the problems 
identified with this rule [29] we split the data (test 
sequences) at 38% from the maximum Euclid distance into 
three groups. (see the dotted line on Fig. 2) as the data 
contains a clear ‘structure’ in terms of clusters that are 
similar to each other at that point. Group 1 (sequences 
Grandma, Suzie and Akiyo) are classified as ‘Slight 
Movement’, Group 2 (sequences Carphone, Foreman, 
Table-tennis and Rugby) are classified as ‘Gentle Walking’ 
and Group3 (sequences Stefan and Football) are classified 
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as ‘Rapid Movement’. We found that the ‘news’ type of 
video clips were clustered in one group, however, the sports 
clips were put in two different categories i.e. clips of 
‘stefan’ and ‘football’ were clustered together, whereas, 
‘rugby’ and table-tennis’ were clustered along with 
‘foreman’ and ‘carphone’ which are both wide angle clips in 
which both the content and background are moving.  
‘bridge-close’ can be classified on its own creating four 
groups instead of three. But as it is closely linked with the 
first group of SM we decided to put it in SM. In future, we 
will create more groups and compare it to our existing 
classification. 

The cophenetic correlation coefficient, c, is used to 
measure the distortion of classification of data given by 
cluster analysis. It indicates how readily the data fits into the 
structure suggested by the classification. The 
our classification was 79.6% indicating a good classification 
result. The magnitude of c should be very close to 1
a high-quality solution.  

Figure 3. k-means of all contents types

To further verify the content classification from the tree 
diagram obtained (Fig. 2) we carried out K
analysis in which the data  (video clips) is partitioned into 
mutually exclusive clusters, and returns the index of the 
cluster to which it has assigned each observation. K
computes cluster centroids differently for each 
distance, to minimize the sum with respect to the 
measure. We specified k to be three to define three distinct 
clusters. In Fig. 3 K-means cluster analysis is used to 
partition the data for the twelve content types. The result set 
of three clusters are as compact and well
possible giving very different means for each cluster
Cluster 3 in Fig. 3 is very compact for the four
whereas cluster 2 is reasonable compact. However, cluster 1 
can be further divided into more groups. For example the 
video clip of bridge-close can be in a separate group.
will be looked in much detail in future work. All results 
were obtained using MATLAB™ 2008 functions.
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The three content types are defined for the most frequent 
contents for mobile video streaming as follows:

1. Content type 1 – Slight Movement
sequences with a small moving region of interest (face) on a 
static background. See Fig. 4

 

Figure 4. Snapshots of typical ‘SM’ content

2. Content type 2 – Gentle Walking (GW): includes 
sequences with a contiguous scene change at the end. They 
are typical of a video call scenario. See Fig. 

Figure 5. Snapshots of typical ‘GW’ content

3. Content type 3 – Rapid Movement (RM): include
professional wide angled sequence where the entire picture 
is moving uniformly e.g sports type. See Fig. 

Figure 6. Snapshots of typical ‘RM’ content

D. Comparison with the spatio

Video sequences are most commonly classified bas
their spatio-temporal features. In order to classify video clip 
according to the spatial and temporal complexity of its 
content, a spatio-temporal grid [
depicted in Fig. 7. 
 
 
                          High Spatial                  
                          Low Temporal             
 
 
                        Low Spatial                        
                        Low Temporal                   

 
Figure 7. The spatio-temporal grid used for classifying a video sequence 

according to its content dynamics

From Fig. 7 the spatio-temporal grid divides each vi
into four categories based on its spatio
follows: 

� Low spatial – Low temporal activity: defined in the 
bottom left quarter in the grid.

0.8 1
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Slight Movement (SM): includes 
sequences with a small moving region of interest (face) on a 
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Snapshots of typical ‘SM’ content 

Gentle Walking (GW): includes 
sequences with a contiguous scene change at the end. They 
are typical of a video call scenario. See Fig. 5. 

 

 
Snapshots of typical ‘GW’ content 

Rapid Movement (RM): includes a 
professional wide angled sequence where the entire picture 
is moving uniformly e.g sports type. See Fig. 6. 

 

 
Snapshots of typical ‘RM’ content 

Comparison with the spatio-temporal dynamics  

Video sequences are most commonly classified based on 
temporal features. In order to classify video clip 

according to the spatial and temporal complexity of its 
temporal grid [30] is considered and is 

High Spatial                   High Spatial 
Low Temporal               High Temporal 

                        Low Spatial                           
                   High Temporal 

temporal grid used for classifying a video sequence 
according to its content dynamics 

temporal grid divides each video 
into four categories based on its spatio-temporal features as 

Low temporal activity: defined in the 
bottom left quarter in the grid. 

                       Temporal 

         Spatial 
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� Low spatial – High temporal activity: defined in 
the bottom right quarter in the grid. 

� High spatial – High temporal activity: defined in 
the top right quarter in the grid. 

� High spatial – Low temporal activity: defined in 
the top left quarter in the grid. 

Figure 8 shows the principal co-ordinates analysis also 
known as multidimensional scaling of the twelve content 
types. The function cmdscale in MATLABTM is used to 
perform the principal co-ordinates analysis. cmdscale takes 
as an input a matrix of inter-point distances and creates a 
configuration of points. Ideally, those points are in two or 
three dimensions, and the Euclidean distances between them 
reproduce the original distance matrix. Thus, a scatter plot 
of the points created by cmdscale provides a visual 
representation of the original distances and produces 
representation of data in a small number of dimensions. In 
Fig. 8 the distance between each video sequence indicates 
the characteristics of the content, e.g. the closer they are the 
more similar they are in attributes. 

 

Figure 8. Principal co-ordinate analysis of all contents 

Comparing Fig.7 to Fig. 8 we can see that classifying 
contents using feature extraction, contents of Football and 
Stefan are high spatial and high temporal and fit in the top 
right hand side, similarly contents of Bridge-close would fit 
in the bottom left hand side as they have low spatio-
temporal features. Whereas, contents like Grandma and 
Suzie are in top left hand side indicating high spatial and 
low temporal features. Similarly, Foreman, Coastguard and 
Tempete are in the bottom right hand side with high 
temporal and low spatial features as expected. Only the 
video sequence of Carphone has been put in the bottom left 
hand side and will be investigated further. 

IV. EXPERIMENTAL SET-UP 

For the tests we selected twelve different video 
sequences of qcif resolution (176x144) as it is 

recommended for low bitrate videos especially over mobile 
environments and encoded in MPEG4 format with an open 
source ffmpeg [31] encoder/decoder with a Group of 
Pictures (GOP) pattern of IBBPBBPBB. In future we will 
choose H.264 as it the recommended codec for low bitrates. 
The frame rate was fixed at 10fps. Each GOP encodes three 
types of frames - Intra (I) frames are encoded independently 
of any other type of frames, Predicted (P) frames are 
encoded using predictions from preceding I or P frames and 
Bi-directionally (B) frames are encoded using predictions 
from the preceding and succeeding I or P frames. 

                                    GOP 
 
  
 
                 
             I   B   B   P    B    B    P     B    B     I 
 
 
 

Figure 9. A sample of MPEG4 GOP (N=9, M=3) 

A GOP pattern is characterized by two parameters, 
GOP(N,M) – where N is the I-to-I frame distance and M is 
the I-to-P frame distance. For example, as shown in Fig.9, 
G(9,3) means that the GOP includes one I frame two P 
frames, and six B frames. The second I frame marks the 
beginning of the next GOP. Also the arrows in Fig. 9 
indicate that the B frames and P frames decoded are 
dependent on the preceding or succeeding I or P frames 
[32]. 

CBR Background Traffic

1Mbps
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10Mbps, 1ms

Mobile Node

11Mbps transmission rate

 
Figure 10. Simulation setup 

The experimental set up is given in Fig 10. There are 
two sender nodes as CBR background traffic and MPEG4 
video source. Both the links pass traffic at 10Mbps, 1ms 
over the internet. The router is connected to a wireless 
access point at 10Mbps, 1ms and further transmits this 
traffic to a mobile node at a transmission rate of 11Mbps 
802.11b WLAN. No packet loss occurs in the wired 
segment of the video delivered path. The maximum 
transmission packet size is 1024 bytes. The video packets 
are delivered with the random uniform error model. The 
CBR rate is fixed to 1Mbps to give a more realistic scenario. 
The packet error rate is set in the range of 0.01 to 0.2 with 
0.05 intervals. To account for different packet loss patterns, 
10 different initial seeds for random number generation 
were chosen for each packet error rate. All results generated 
in the paper were obtained by averaging over these 10 runs.  
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V. EXPERIMENT AND ANALYSIS OF RESULTS 

We considered both network level and application level 
factors and used performance metrics to evaluate video 
quality affected by both factors. The performance metrics 
used were average PSNR and decodable frame rate Q [7].  
PSNR given by (1) computes the maximum possible signal 
energy to noise energy. PSNR measures the difference 
between the reconstructed video file and the original video 
file.  

PSNR(s,d) = 20 log  Max                                                   (5) 
                                √MSE(s,d) 

Max is the maximum pixel value of the image, which is 
255 for 8 bit samples. Mean Square Error (MSE) is the 
cumulative square between compressed and the original 
image. 

Decodable frame rate (Q) [7] is defined as the number of 
decodable frames over the total number of frames sent by a 
video source. Therefore, the larger the Q value, the better 
the video quality perceived by the end user. The decodable 
frame number is the number of decodable I/P/B frames. 
Considering in a GOP I frame is decodable only if all the 
packets that belong to the I frame are received. Similarly P 
frame is decodable only if preceding I or P frames are 
decodable and all the packets that belong to the current P 
frame are received well. The B frame is decodable only if 
the preceding and succeeding I or P frame are both 
decodable and all the packets that belong to the current B 
frame are all received. 

We chose 4 different experiments as outlined in sub-
sections A-D below. The motivation of these experiments 
was to address the two research questions raised in the 
Introduction section. Experiments 1-3 (sub-sections A-C) 
address the first question by looking at the impact of packet 
error rate on end-to-end quality. Whereas, experiment 4 
(sub-section D) addresses the second question to identify the 
minimum acceptable bitrate to meet acceptable QoS.  

A. Experiment 1 – Average PSNR Vs PER 

Video quality is measured by taking the average PSNR 
over all the decoded frames across network PER from 0.01 
to 0.2 (20%). All videos were encoded at a send bitrate of 
256kb/s. This experiment is conducted to answer the first 
research question: What is the acceptable PER for 
maintaining the minimum QoS requirement of 27dB for the 
different content types ?   

Fig. 11 show the average PSNR vs the PER for all 12 
video clips. It shows that the average PSNR is better for 
slight movement compared to gentle walking which in turn 
is better than rapid movement which shows the dependence 
on content type. From our results, we found that for slight 
movement the video quality stays above the threshold of 
PSNR > 27dB (MOS >3.5) for upto 20% packet loss. 
However, for gentle walking and rapid movement that value 
drops to 10% and 6% respectively.  

We observe from Fig. 11 that the drop in video quality is 
much higher for fast moving contents compared to that of 

slow moving contents. E.g. for ‘Akiyo’ at 0.01 PER the 
PSNR is 44dB and at 0.2 (20%) PER it is 27.67dB. 
However, for ‘Football’ it is 33dB for a PER of 0.01 and 
20dB for PER of 0.2. Even though the percentage drop in 
quality is more or less the same, 20dB is unacceptable for 
communication standards. This can be furthered explained 
by the fact that the bitrate was fixed at 256kb/s.  If the 
bitrate is varied then the impact of packet error rate is much 
greater on fast moving contents.    

 
Figure 11. Packet Error Rate vs Average PSNR 

Further, we derive an upper, medium and lower 
boundary for PSNR as a function of PER for the three 
content types of SM, GW and RM and hence know the 
threshold for acceptable quality in terms of the PSNR for 
the three content types with 95% confidence level and 
goodness of fit of 99.71% and Root Mean squared Error 
(RMSE) of 0.3235 is given by equations (6), (7) and (8): 

 
SM: PSNR= 122.3(PER)2-88.36(PER)+42.6;  PER≤20%   (6) 

GW: PSNR= 64.9(PER)2-73.75(PER)+34.43;  PER≤10%   (7) 

RM: PSNR= 76.8(PER)2-68.87(PER)+31.43;  PER≤6%      (8) 

B. Experiment 2 – Q Vs PER 

The experimental set up is the same as in A but we 
measured Q value [7] instead of PSNR vs PER and 
addressed the above research question in terms of Q [7] 
instead of PSNR.  

Fig. 12 shows the decodable frame rate (Q) of all 12 
contents and shows that Q is higher when the PSNR is 
higher for all the video clips. In comparison to Fig 3 the 
decodable frame rate does not directly compare to the 
PSNR.  However, from our results we found higher values 
for the average PSNR for ‘slight movement’ and it did not 
correspond to a higher value of Q. This is because the Q 
value is derived from the number of decodable frames over 
the total number of frames sent by a video source [5] i.e. it 
is sensitive to the number of frames and packets lost. 
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Therefore, as the content becomes more complex we would 
expect the video quality to degrade more for less I-frames 
lost compared to that of simpler contents. Hence, we 
conclude that for slight movement 20%, for gentle walking 
10% and for rapid movement 6% packet loss is acceptable. 

 
Figure 12. PER vs Q for all content types 

Further, we derive an upper, medium and lower 
boundary for Q value as a function of PER for the three 
content types of SM, GW and RM and hence know the 
threshold for acceptable quality in terms of the Q value for 
the three content types with 95% confidence level and 
goodness of fit of 99.71% and RMSE of 0.0117 is given by 
the equations (9), (10) and (11): 

 
SM: Q=19.89(PER)2 – 8.03(PER) + 0.967;   PER≤20%   (9) 
 
GW: Q=18.09(PER)2 – 7.88(PER) + 1.02;    PER≤10%  (10) 
 
RM: Q=13.84(PER)2 -6.5(PER) + 0.975;      PER≤6%    (11) 
 

Table I summarizes the findings of Figs. 11 and 12 and 
outlines the PSNR and Q values for acceptable quality at 
20%, 10% and 6% PER for all three content types in terms 
of the I, P and B frames lost. We observe from Table I that 
for content type of SM the Q value is much lower compared 
to that of the PSNR. It shows that visually the quality is 
much lower at 20% packet loss rendering PSNR to be not a 
very good predictor of visual quality. For SM, Q-value out-
performs the PSNR. 

TABLE I 
PSNR AND Q VALUES FOR THREE CONTENT TYPES @ 20%, 10% AND 6% 

PACKET LOSS 

 I-
frames 

lost 

P-
frames 

lost 

B-
frames 

lost 

PSNR Q-
value 

SM 8 14 43 27.67 0.458 
GW 8 7 22 28.103 0.602 
RM 8 11 12 25.57 0.615 

 

C. Experiment3 – PSNR Vs Time 

We further looked at the relationship between the PSNR 
over the entire duration of the sequence for all three content 
types. 

 
Figure 13. PER effects for SM for 32kb/s SBR  

In Fig. 13 we investigate the source of effects caused by 
packet errors over the entire duration of the sequence. For 
‘slight movement’ we compare the PSNR values for no 
transmission errors to 10% and 20% packet loss. The PSNR 
values are the same for a new I-frame over the duration of 
the sequence. The error occurs in the B-frames and 
propagates to the P-frames as expected. We observe two 
effects, the PSNR decreases over the entire duration and the 
second a more ragged response curve when packet errors of 
10% and 20% are introduced.  We also observe that for a 
send bitrate of 32kb/s the video quality is still acceptable for 
20% packet loss. 

Fig. 14 shows the effects of no packet loss, 10% and 
20% packet loss for ‘Gentle walking’ at a send bitrate of 
80kb/s. Again as previously mentioned the video quality 
reduces over the time duration and we observe a much 
bigger loss in quality as the packet loss increases to 20%.  

 

 

Figure 14.  PER effects for GW for 80kb/s SBR  

Whereas, from Fig. 15 in ‘rapid movement’ the video 
quality degrades fairly quickly with the increase of packet 
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error rate i.e. for 10% packet loss the video quality is 
completely unacceptable. 
 

 
Figure 15. PER effects for RM for 256kb/s SBR 

While PSNR is not a good predictor of the visual 
quality, it can serve as a detector of clearly visible 
distortions. It can be observed, however that the perceived 
quality degradation increases in the duration of the 
sequence. Due to the auto-correlation of the time series 
(each sample is dependent on the previous and following 
sample) the values are not independent. We also observed 
that as the scene activity in the video sequence becomes 
more complicated e.g. for ‘rapid movement’ at 20% packet 
loss the quality is completely unacceptable deteriorating at a 
much faster speed. All degraded video clips can be found in 
[33]. 

Fig. 16 shows that visually the quality of SM, GW and 
RM is unacceptable at 20%, 10% and 6% packet loss for 
some frames. Also from Table I we observe that even 
though PSNR value is acceptable (MOS>3.5) for all three 
content types, however, the end-to-end perceptual quality is 
unacceptable. From Fig. 13, the PSNR at 3.4 seconds for 
SM shows a value of 35dB, whereas the frames (101-103) 
from Fig. 16a show that the perceptual quality does not 
follow for those frames. Similarly, for GW at 5.2s (Fig. 14) 
the PSNR is 30dB and for RM at 3.2s it is 17dB. The PSNR 
values of GW and RM reflect the perceptual quality better 
compared to SM. Further from Table I it can be seen that for 
SM, more B-frames are lost compared to GW and RM. B-
frames affect the quality least in MPEG4 GOP. I-frames 
take priority, then P-frames and finally B-frames. Also the 
values of Q correlate well with PSNR for GW and RM. 
However, for SM it does not. Q-value for SM actually 
shows that at 20% the quality is less than acceptable 
compared to that of PSNR. This is an area of future work to 
carry out substantive subjective tests to verify the results of 
this paper. Also it confirms previous studies [34] that PSNR 
is not a good indicator of perceptual quality. 

D. Experiment 4 – Average PSNR Vs PER Vs SBR 

The send bitrate versus PSNR curve is shown in Fig. 17 
for all contents. From Fig. 17 we observe that there is a 
minimum send bitrate for acceptable quality (PSNR > 

27dB) for all content types. For high definition IPTV 
applications PSNR of 32dB is recommended. Therefore, in 
Fig. 17 we have chosen 32dB as minimum acceptable PSNR 
as compared to 27dB to illustrate the point of optimizing 
bandwidth. A PSNR value of 35db is considered “good” for 
streaming applications [35]. Also there is a maximum send 
bitrate for the three content types that gives maximum 
quality (PSNR > 38db). For example for the content 
category of SM, send bitrate of 30kbps or more gives a 
maximum PSNR of 38dB. However, in RM higher send 
bitrates are required for maximum quality i.e. > 370kb/s. 
From Fig. 17 it can be derived that when the send bitrate 
drops below a certain threshold, which is depended on the 
video content, then the quality practically collapses. 
Moreover, the quality improvement is not significant for 
send bitrates higher than a specific threshold, which is also 
dependent on the spatial and temporal activity of the clip. 

 
Figure 17. MOS Vs Send Bitrate for the three contents 

The experimental set up is the same as in section IV, but 
we changed the video send bitrate to achieve the minimum 
send bitrate for QoS requirements and to address the 
research question: What is the minimum SBR for the 
different video content types with time variant quality 
acceptable for communication quality (>27dB)? 

 
Figure 18. Average PSNR Vs PER and SBR for ‘SM’ 
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The send bitrates ranged from 18kb/s to 384kb/s. We 
chose one video clip from each category. We suggest a 
minimum send bitrate for all three categories that achieve an 
average PSNR values of higher than 27dB for the video 
content types as it translates to a MOS of greater than 3.5 
[23] which is an acceptable score for the telecommunication 
industry.  

Fig. 18 shows the average PSNR over the video send 
bitrates of 18kb/s, 32kb/s, 44kb/s and 80kb/s. We found that 
for slow movement low bitrate of 18kb/s is acceptable as it 
yields an average PSNR of 30dB without any packet loss. 
As the send bit rate is increased to 80kb/s, average PSNR is 
greater than 40dB indicating that the bandwidth should be 
re-allocated to optimize it. 

 
Figure 19. Average PSNR Vs PER and SBR for ‘GW’ 

In Fig. 19 we chose send bitrates of 32kb/s, 44kb/s, 
80kb/s and 104kb/s, as bitrates less than 18kb/s will give 
poor video quality rendering them meaningless. We suggest 
a send bitrate of 32kb/s for gentle walking as it gives an 
average PSNR value of approximately 29dB. However, with 
higher packet loss the quality falls below the acceptable 
level. 

 

 
Figure 20. Average PSNR Vs PER and SBR for ‘RM’ 

In Fig. 20 we chose bitrates of 80kb/s, 104kb/s, 256kb/s, 
384kb/s and 512kb/s as bitrates less than 80kb/s gave 
meaningless results in terms of very low PSNR. From our 
results we suggest a minimum send bitrate of 256kb/s as it 
yields a PSNR of 30dB. Increasing the send bitrate 
improves the quality with no packet loss. However, 
increasing the send bitrate does not compensate for the 
higher packet loss effect of streaming video quality for fast 
moving content due to network congestion issues. In fact, 
when the network is congested the bitrate should be reduced 
to release congestion. However, the quality of fast moving 
videos reduces if the bitrate is reduced beyond a certain 
threshold.  

Therefore, the quality of video in ‘rapid movement’ 
degrades much more rapidly with an increase in packet loss 
compared to that of ‘slight movement’ and ‘gentle walking’. 

VI. CONCLUSIONS 

In this paper we classified the most significant content 
types and have established guidelines for the transmission of 
MPEG4 streaming video over wireless networks in terms of 
acceptable packet loss and minimum send bitrate. The 
contents were first classified using cluster analysis into three 
groups with good prediction accuracy. The video quality is 
evaluated in terms of average PSNR and decodable frame 
rate, Q. The acceptable PER was found to be 20%, 10% and 
6% for the three content categories of SM, GW and RM 
respectively. We found that for content category of SM the 
Q value was more sensitive compared to PSNR as it gave a 
lower value for 20% packet loss which was more 
representative visually. However, for GW and RM very 
little difference was found between PSNR and Q.  

Through the first three experiments, we established that 
as the ST-activity in the content increases it becomes more 
sensitive to network impairments such as packet loss. 
Although for low ST-activity videos the acceptable PER 
was found to be 20% in terms of the PSNR, however, 
visually looking at the videos, we found that quality was not 
acceptable at such high packet losses due to blocking and 
blurring effects. This also confirms previous studies that 
PSNR is not a good reflector of visual quality - thus 
addressing the first question raised in the Introduction 
section.    

To address the second question raised in the Introduction 
section, through our fourth experiment we identified the 
minimum SBR for acceptable QoS for the three content 
types as 18, 32 and 256kb/s for SM, GW and RM 
respectively. Hence, we have established that sending video 
beyond a certain bitrate does not add any value to improving 
the end user quality. 

We believe that the results would help in optimizing 
resource allocation for specific content in content delivery 
networks and the development of QoS control methods for 
video over mobile/wireless networks. Future direction of 
our work is to further investigate the more perceptual-based 
quality metric and adapt the video send bitrate depending on 
network conditions over wireless networks. Also subjective 
tests will be carried out to verify our results. 
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(a) Frames 101-103, PER @ 20% for SM encoded at 32kb/s 

     
(b) Frames 156-158, PER @ 10% for GW encoded at 80kb/s 

     
(a) Frames 96-98 , PER @ 6% for RM encoded at 256kb/s 

Figure 16. Perceptual quality comparison for the 3 content types at PER 20%, 10% and 6% 
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Abstract — The present work proposes an adaptive solution to
provide quality of service in Voice over IP communications.
This solution is based on three components that interact in
order to achieve higher quality in voice communication. The
first two consist in changing the codec and the transport
protocol in real-time during a conversation; the third consists
in using a Forward Error Correction mechanism to recover
from loss packets. To demonstrate the voice quality obtained
by this solution, a VoIP client application was developed,
compatible with other VoIP clients, to implement the proposed
quality of service algorithm and control the voice quality
during a conversation. The results of the experimental
measurements and simulations performed demonstrate that
this solution is viable and significantly increases the voice
quality of VoIP communication.

Keywords: VoIP, QoS, Codec, SIP, RTP, RTCP, FEC, MOS,
E-Model

I. INTRODUCTION

In recent years Voice over IP (VoIP) has proved to be a
serious competitor to Public Switched Telephone Network
(PSTN), in terms of cost, efficiency, versatility and
reliability. VoIP started to be used by simple applications
mainly to establish voice calls between computers and then
evolved to establish calls through gateways to public
telephone networks. Along this evolution, VoIP made
significant steps to gain the acceptation of the business
community, as it provides a telephone system over IP
networks just for a fraction of the cost of the traditional
telephone system.

Although VoIP is a convergence solution of data and
voice networks and have a large group of advantages, there
are still some aspects that need to be improved, such as
quality of service (QoS). Classic telephone networks that use
the circuit switching service have dedicated channels for
each voice session and were planned to provide a
deterministic quality of voice communication. IP networks
use a Best Effort service that does not provide any QoS
guarantee mechanism and where all traffic is assigned the
same level of priority. According to the Best Effort service,
the data sent by each user is processed and forwarded
through the network according with the available bandwidth.
When congestion is present in the network, the packets are
discarded without any distinction, not guarantying that the
service is carried through successfully. Although there are

applications that are not affected by the delay, such as
electronic mail, file transfer and web applications, there are
some applications, as voice and video, that have stringent
delay requirements, which normally are not guaranteed by
the public Internet. It is imperative that interactive traffic
receives a higher priority in relation to traditional traffic.
There are several solutions aiming to provide some level of
quality of service, such as, over-provisioning, IntServ [2],
DiffServ [3] and MPLS [4], that introduce an additional
complexity and cost to the network and are not yet widely
deployed.

The main challenge in VoIP is to provide a high level of
quality of service and being resilient to communication gaps.
This challenge is still more difficult in wireless scenarios,
where there is usually a high level of packet losses.

This paper presents an adaptive QoS solution to resolve
the problem of the sporadic voice gaps that result from
packet losses and variable delay during a conversation.

A VoIP client application was developed to test the
quality of service of the proposed algorithm and control the
quality of the voice provided during a conversation. This
application is adaptable to the characteristics of the VoIP
connection and compatible with other standard VoIP
applications.

II. RELATED WORK

There are many papers that address QoS issues on VoIP,
with different perspectives and applications. We selected for
our analysis in particular the papers that address adaptive
VoIP techniques.

In [5] is presented a method for evaluating various
playout algorithms that extends the E-model by estimating
user satisfaction from time varying impairments. The paper
evaluates several playout algorithms and shows a
correspondence between their results and those obtained via
statistical loss and delay metrics.

In [6] is proposed an adaptive QoS playout algorithm
based on the E-model, with dynamic retransmission in order
to reduce the packet losses and in this way to increase the
quality of the voice. The simulation results show
improvements in the R-factor, specially for networks with
low end-to-end delays, as LAN or WLANs. In the paper the
authors do not considered to adapt the codec bitrate or the
transport protocol.
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In [7] an adaptive VoIP algorithm is proposed to improve
the voice quality, based on several mechanisms, namely in
the switch of the codec, FEC configuration and playout
buffer size. The paper presents a theoretical analysis of the
quality assessment methods and pseudo-code of the proposed
algorithms, but the authors do not present an evaluation of
the algorithms described, and consequently not allowing to
assess the proposals presented.

In [8] an adaptive codec switching VoIP application over
heterogeneous networks is presented, where the codec
switching is based on the percentage of packet losses. An
evaluation of the algorithm is presented, based on subjective
MOS measurements, which shows that in most of the cases
an increase in the voice quality is perceived when the
algorithm is applied. However the proposed algorithm do not
take in consideration the delay and jitter to switch the codec
and consequently do not comply entirely with the E-model.

In [1] the authors of this paper present the basic concept
of an adaptive VoIP algorithm fully compliant with the E-
model that will be described and evaluated in detail in the
following sections.

III. VOIP TECHNIQUES AND PROTOCOLS OVERVIEW

Before describing the proposed adaptive quality of
service solution for VoIP communications, it is necessary to
introduce some definitions, technologies and protocols that
support VoIP service and that will be mentioned along the
paper.

A. Voice Coding Techniques

The sound produced by human’s voice is defined by the
vocal system, which comprises vocal cords, lips and nose.
The air passing through the vocal system causes vibrations of
the vocal cords that are modeled by the positions of the tong
and lips. These vibrations are relatively slow, contributing to
the predictability of the sound during the conversation. This
predictability can be useful when a voice coding device
named codec is applied, to minimize the quantity of data
transmitted and necessary bandwidth. Codecs contain real-
time compression algorithms that transform the analog signal
of human voice into a bit sequence (digital signal) to be
transmitted through the network, and the opposite functions
at the receiver. The compression method removes the
redundant and irrelevant components of the information,
transmitting only what is essential to the communication.
There are three types of codecs: Waveform codecs, Vocoders
and Hybrid codecs. Waveform codecs try to play the original
voice signal, sample by sample, based on its statistic, spectral
and temporal characteristics. Vocoders codify only the
important perceptual information of the voice. Hybrid codecs
are a mix of the Waveform codecs and Vocoders.

One of the problems introduced when applying a voice
compression system is to evaluate the voice quality. The
Codec efficiency is related with the quality of the signal
recovered by the destination, the used bandwidth and the
algorithm complexity.

Table 1 shows the main characteristics of several codecs
used in VoIP applications.

TABLE I. AUDIO CODECS COMPARISON

Codec Algorithm
Sample

Rate [KHz]
Transmission
Rate [Kbit/s]

Delay
[ms]

DVI4 ADPCM 8/16 32 ?
G.711 PCM 8 64 0.125

G.723.1 ACELP/MP-MLQ 8 5.3/6.3 37,5
G.729 CS-ACELP 8 8 15

GSM FR RPE-LTP 8 13 20
iLBC LPC 8 13.33/15.2 25/40
Speex CELP 8/16/32 [2.15-24.6][4-44.2] 30/34

B. Quality of Service Parameters and Metrics

The quality of service provided to applications is defined
in terms of a Service Level Agreement (SLA), a
specification that defines the QoS parameters thresholds. The
more frequent QoS parameters used are: bandwidth, delay,
jitter and packet loss.

 Bandwidth is the most basic QoS parameter that
defines the minimum bitrate that the network needs
to guarantee in order to be able to support the voice
service.

 Delay represents the end-to-end delay and is
calculated by the sum of all delays introduced by the
equipments and the network.

 Jitter corresponds to the variation in time of data
delivery, being caused by the variable delay in the
network.

 Packet Loss Ratio (PER) represents the percentage
of packet losses in the network.

In order to evaluate and measure permanently the quality
of voice during a conversation as perceived by the user, we
adopted the objective metric E-Model. The E-Model, defined
in the ITU-T G.107 [9], analyses the QoS parameters and
quantify the voice quality by calculating a scalar factor
between 0 (worst case) and 100 (excellent), which is called
the R factor. This factor represents the sum of all degradation
factors in the communication, as shown in Fig. 1.

Figure 1. R factor calculation process

The E-Model R factor is obtained using the following
expression:

  AIIIRR eds  0
(1)

 Signal-to-Noise Ratio [R0], results of several types
of noise, like transmission circuit noise, environment
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noise both in the transmitter and receiver, and a
noise ceiling corresponding to the sensitivity of the
human hearing system. ITU-T G.107 specification,
defined the value 94.77 for this factor.

 Simultaneous Impairment [Is], represents all the
impairments that occur simultaneous with the voice
signal, like the quantization distortion caused by
digitizing the voice signal. ITU-T G.107
specification defined the value 1.41 for this factor.

 Delay Impairments [Id], represents the losses
associated to the end-to-end delay.

dI is obtained

through the following expression:

dddledted IIII  (2)

dteI represents the transmission losses due to

echo,
dleI the receiver losses due to echo and

ddI

the voice absolute delay. ITU-T G.107
specification defines the expressions to calculate
each

dI component.

According to Clark [10], it is possible to obtain

the
dI value through an interpolated expression of

those expressions. Although, according to Lustosa
[11], that expression is incorrect, because it

penalize the
dI factor for msTa 175 . This may

be due to a typographical error and the correct
expression is presented in the following
interpolated expression:









444,15111,0:175

023,0:175

ada

ada

TImsT

TImsT (3)

aT represents the system absolute delay and is

obtained through the following expression:

buffercodecneta TTTT  (4)

netT represents the jitter,
codecT the codec delay

and
bufferT the receiver buffer used for jitter

compensation.

Expression 3 is represented graphically in Fig. 2.

Figure 2. Relationship graphic between Id and delay

 Equipment Impairment [Ie], represents the
equipment impairments caused by the codec and
packet losses. ITU-T G.113 [12] defines a set of
provisory values for this factor. Those values were
converted to the graphics represented in Fig. 3 and
Fig. 4.

Figure 3. Ie provisory values as function of the codec

Figure 4. Ie as function of packet losses for different codecs

 Advantage Factor [A], allows for compensation of
impairment factors where there are considered
advantages of access to the user, e.g. mobile
terminals. ITU-T G.113 specification defines A = 0
for fixed telephone networks.
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According these provisional and standards values, the
equation 1 can be reduced to the following expression:

),(36,93 PERcodecIIR ed  (5)

To categorize the results of the R factor on the perceived
call quality, it was defined five categories of values, as
showed in table 2.

TABLE II. R FACTOR CATEGORY VALUES

R Factor User Satisfaction Level

90 ≤ R < 100 Very satisfied
80 ≤ R < 90 Satisfied
70 ≤ R < 80 Some users satisfied
60 ≤ R < 70 Many users dissatisfied
0 ≤ R < 60 Nearly all users dissatisfied

According to the limits defined in table 2, it is not
recommend having an R ≤ 60, it is desirable to obtain R ≥
70.

C. Forward Error Correction

The communication channel that transmits the signal
containing the information could corrupt it by adding
distortions and noise along the transmission. The exponential
increase in the use and consumption of multimedia
information through the wireless network, leads to maximize
the bandwidth of the channel in order to maintain an
acceptable quality of service to wireless network [13]. Since
the wireless network communication channel, typically, has
high error rates, caused by attenuation, dispersion and
interference from other active sources, the main challenge is
to provide a satisfactory service for multimedia
communication on a channel with high error probability. In
such cases it is imperative to use specific techniques to
reduce these harmful effects and ensure a satisfactory level
of voice quality in VoIP communications. In cases where
selective retransmission is not possible due to stringent delay
requirements, it is necessary to use redundancy mechanisms
in order to recover from lost packets. This type of
mechanisms is based on the transmission, in a controlled
way, of redundant information that can be used in the
receiver to correct possible errors that occur in the network.

Complementing the FEC technique, the receiver can also
send a NAK (Negative acknowledge) when the data can not
be recovered, reducing the number of retransmissions and
energy consumption resulted from the retransmission of
packets, since the energy consumption is higher in the
transmission that in the reception.

FEC efficiency directly depends on the amount of
redundant information added. Consequently it is necessary to
estimate the error rate on the network to determine the
amount of redundant information to be able to recover
corrupt or lost packets.

D. SIP, RTP and RTCP

SIP, defined by IETF in RFC 3261 [14], is a text-based
protocol, similar to the HTTP and SMTP, being designed for
initiating, maintaining and terminating interactive
communication sessions between users. Such sessions
include voice, video, chat, interactive games, and virtual
reality.

RTP, defined by IETF in RFC 3550 [15], defines a
standard packet format to transport audio and video through
Internet. The main reason for the definition of this protocol
was to introduce temporal and sequential information that
allow to identify the instants of emission and reception of
data packets, as well as packet losses, information that is
considered relevant when transferring real time data.

UDP is usually the transport protocol used to encapsulate
the RTP packet because the applications that use RTP are
more sensitive to delay than packet loss. However, UDP is a
connectionless protocol that does not guarantee the delivery
of packets and consequently the quality of service. However,
there are situations where the use of TCP protocol could be
better than UDP, namely in high packet loss environments,
where the delay introduced by TCP could have lower impact
in the voice quality than the delay caused the TCP
retransmission mechanisms.

RTCP, defined by IETF in RFC 3550 [15], works with
RTP to control the congestion and the transmitted data flows.
This operation is done through the periodic transmission of
control packets between the session participants. The RTCP
main function is to provide information about the quality of
the distribution of data to client application in order to
diagnose communication faults. Although, there are five
types of RTCP Packets, the most important are the Receiver
Report (RR) and the Sender Report (SR). The RR packet
carries statistical data related only to reception and is
generated by the non-active participants in the media session.
The SR packet carries the statistical data corresponding to
reception and transmission for each active participant in the
multimedia session.

IV. QOS PROPOSAL

In case of low traffic, Internet provides a Best Effort
service where the packets are delivered with low delay and
low losses. In case of network congestion packets are
discarded without any service discrimination. The QoS
concept in the Internet intends to reduce, for certain class of
traffic, this uncertain packet delays and packet losses.

Since the main objective of this paper is to design and
implement a solution to guarantee the quality of service in
VoIP communication, it is convenient to analyze the main
approaches available to provide QoS. Over provisioning is
the simpler solution to provide quality of service in IP
networks, however it is usually not suitable to WAN due to
its bandwidth limitations. The IntServ model, defined by
IETF, is based in resource reservations and uses the
Resource Reservation Protocol (RSVP). DiffServ is another
model defined by IETF that classifies marks and processes
the packets according to a prioritization mechanism. MPLS
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is another mechanism that uses a tag appended to IP packets,
allowing to forward traffic along the network based on traffic
engineering rules.

As none of the analyzed QoS approaches is widely
available in the public Internet, it was decided to design a
solution able to work with the Best Effort IP network and
compatible with current existing VoIP implementations.

The transmission of an audio signal through a packet
switching network like Internet follows the following steps: a
sequence of analog audio samples is digitalized and inserted
into packets that are sent through the network to a certain
destination. When the packet arrives to destination, it is
decoded and reproduced. Analyzing in detail how the
transmission process works, we verify that there are two key
points that directly influence the quality of voice during a
conversation, the coding and the transport processes.

The proposed solution aims to develop an end-to-end
QoS adaptive VoIP client application. This application was
called NCVoIP and is responsible to control the voice quality
in a conversation. To implement the control voice quality
process this application uses the R factor of the objective E-
model metric. This factor represents the sum of the distortion
values that are transported in the RTCP messages.

In addition to implementing the basic operation of a
regular VoIP client, the NCVoIP will be composed by three
QoS sub solutions that complete themselves. The first two
consist in switching the codec and transport protocol in real
time in a conversation and the third in using a FEC
mechanism.

A. Switching Codec

As discussed above, voice codecs have different
characteristics, such as transmission rate and coding delay
that influence the voice quality during a conversation. For
instance, if the user is connected to a low bandwidth
network, it is necessary to analyze if is preferable to use the
64Kbit/s G.711 codec or the 6.3 Kbit/s G.723 codec, or any
other. The answer to the question “What is the best codec in
a certain situation?” represents the tradeoff between the
available bandwidth, the delay and the expected voice
quality. Due to the IP network characteristics it is virtually
impossible to define in advance the most appropriate codec
for that call.

This first part of the solution intends to automate the
discovery process of the more appropriate codec to use in
specific network conditions.

The process of choosing the best codec for a particular
application is not an easy task because it is necessary to
consider several parameters that influence the quality of the
voice during a conversation. Due to the IP network
characteristics it is virtually impossible to define in advance
the most appropriate codec for an application.

The strategy adopted to determine the more appropriate
codec to use in a given moment, is based in an iterative
process that dynamically switches the audio codec when the
voice quality does not correspond to the minimum
requirements. To determine the codec to use when the
application detects that the voice quality is low, we defined

an available ordered transmission rate codec list, because as
we discussed earlier, codecs with higher transmission rates
have better quality. The available ordered transmission rate
codec list is illustrated in Fig. 5.

Figure 5. Available ordered transmission rate codec list

As observed in Fig. 6, when a call is established between
two NCVoIP applications they use the higher transmission
rate codec available, usually the G.711 codec. After
establishing the call, both user applications initiate their QoS
control system to evaluate the call bidirectional voice
quality. When the client application detects a low voice
quality, it sends a request to the other application to update
the VoIP call parameters and exchange the G.711 voice
codec with a lower transmission rate codec. According to
Fig. 5, the next codec would be the DVI4. This process
repeats itself until there is no more codecs in the available
transmission rate codec list.

The codec switching process must be completely
transparent to the user, in other words, the user should not
realize that the codec has exchanged, he should only notice
that the quality of voice has increased.

Figure 6. Real time codec switching during a VoIP call

B. Switching Transport Protocol

The end-to-end voice transport represents one of the most
relevant factors to guarantee the expected QoS in VoIP
communications. This way, it is necessary to define which
transport protocols (UDP or TCP), fits better concerning
voice quality in specific scenarios. Considering a VoIP call
in a congested network, we will probably have high delay
and packet losses during the call. If we are using UDP as the
transport protocol, then the packet losses will be the main
responsible for the quality degradation. Otherwise, if TCP is
used the higher delay will be the main factor responsible for
the quality reduction. This type of decision represents the
tradeoff between the delay and the packet loss.

This second part of the proposed solution intends to
automate the choice process of the transport protocol to use
in order to optimize voice quality.
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The transport protocol selection is related with the QoS
parameter that we decide to minimize: delay or packet loss.
In a conversation the occasional loss of one or two voice
packets; although not desired, does not have a strong impact
on the audio quality. The use of TCP in this case would add
a considerable delay, inadmissible in media applications.
Nevertheless, UDP will not always be the best option to
carry voice over IP, namely in presence of a high level
packet loss. In this case it is preferable to use TCP to
eliminate the packet losses, at the cost of increasing delay.
This tradeoff between packet loss and delay is essential to
achieve a good level of quality in a conversation.

The strategy adopted to determine which transport
protocol is more appropriate to carry voice in IP network,
requires a permanent control of the packet loss and delay
during the VoIP call. The maximum tolerable delay
considered in the proposed QoS algorithm is between 100
and 200 milliseconds and the PER between 1 and 2 percent.
UDP is the NCVoIP default transport protocol.

As observed in Fig. 7, when a call is established between
two NCVoIP applications they use the default transport
protocol, in other words UDP and both user applications
initiate their monitoring system to control the call delay and
the packet error rate. When the client application detects a
packet error rate higher than the pre-defined, it sends a
request to the other application to start using TCP.

Later if the client application detects that the call delay is
higher than 200 milliseconds, it requests again the exchange
of the transport protocol to UDP.

Figure 7. Real time Transport Protocol switching during a VoIP call

C. Forward Error Correction

Wireless channels, typically, have high error rates caused
by attenuation, dispersion or interference from other sources.
Consequently in these environments it is necessary to use an
error correction technique to guarantee high voice quality.
FEC emerges as the best solution to solve the problem of lost
packets.

However, despite this technique is included as one of the
proposed solutions in this project, it is not implemented in
this version of the NCVoIP application, because further work
is required to choose the most appropriate FEC mechanism
and the redundant data block size.

D. Proposed Quality of Service Algorithm

The proposed QoS algorithm comprises the combination
of the first two components of the solution introduced in this
chapter. This algorithm is represented in Fig. 8, and seeks to
discover and use automatically the more appropriate VoIP
call parameters in a defined moment.

Figure 8. Quality of Service Proposed Algorithm

When a voice call is established, it starts using the UDP
protocol and the highest transmission rate codec available,
usually G.711. The NCVoIP application starts to regularly
monitor and analyze the quality of the voice in order to
assure the maximum VoIP quality. When NCVoIP detects
that the quality of voice is outside the predefined values of
each codec, it verifies if it is larger than the upper threshold
of the Codec used, meaning that it is possible to change to a
higher transmission rate Codec, if available. This process is
represented in the module 2 of Fig. 8.

When the voice quality is lower than the lower threshold,
the application NCVoIP checks if a lower transmission rate
Codec is available and requests a Codec switch. This process
takes place whenever the voice quality is lower than the
expected and while there is a lower transmission rate Coded
available, as exemplified in module 3 of Fig. 8.

In case there is no lower transmission rate Codec
available, the delay is less than 200 ms, the PER is greater
than 2% and the transport protocol used is the UDP, NCVoIP
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requests to switch the transport protocol to TCP. This
process is represented in the module 4 of Fig. 8. After
changing to TCP protocol, it becomes necessary to
periodically verify if the delay is greater than 200 ms and if
the PER is less than 2%. In this case, it is necessary to switch
again the transport protocol to UDP, as explained in module
1 of Fig. 8.

To avoid frequent changes of transport protocol that
could cause the transmission of a high number of signaling
messages, a timer is introduced after each change of
transport protocol.

E. Examples of application of the proposed algorithm

Fig. 9 illustrates the application of the proposed
algorithm to codec switching, using the contours of user
satisfaction presented in G.109 - Amendment 1 [16]. The
terminal is initially using codec G.711 at 64 Kbit/s with low
delay and low losses (point A in the figure).

Figure 9. Initial state of the terminal with G.711 codec

If in a certain moment in time there is congestion in the
network, it could cause severe packet losses in the VoIP
connection (point B in the figure), degrading the VoIP
quality the region “some users dissatisfied”.

As a consequence of this quality degradation, the
proposed algorithm switches to the next codec with lower
bitrate in order to decrease the congestion. This codec
change could be done together with the activation of a FEC
mechanism, in order to guarantee that the packet losses will
be much lower than before.

In the example presented the new codec available is
G.729A at 8 Kbit/s, which due to its much lower bitrate and
the use of FEC will result in a much lower packet losses, but
with higher end-to-end delay (point C in Fig. 10).

Figure 10. Terminal after switching to G.729A codec

As can be observed in Fig. 10, the terminal returned to
the “very satisfied” region, what means that its quality is
again very good, as desired.

Fig. 11 illustrates the application of the proposed
algorithm to protocol switching. The terminal is initially at
point A in this figure, as in the previous case, with low
delay and low packet losses.

Figure 11. Transport Protocol switching sequence

If in one moment there is a sudden increase of packet
losses, for instance due to noise or interference typical of
wireless environments, the VoIP connection suffers high
packet losses (point B in the figure).

The proposed algorithm detects this and considering that
there is no other codec to switch, decides to change the
protocol from UDP to TCP, in order to achieve a reliable
connection, without losses. This change implies that the end-
to-end delay will increase due to the occasional
retransmission that happen with the TCP protocol, however
if the Round Trip Time (RTT) of the TCP connection is not
very high, the voice quality will still very good, since the
new terminal operating point (C) will again be inside the
region where the R factor is higher than 90, as can be
observed in Fig. 11.
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V. NCVOIP IMPLEMENTATION

Since the main objective in developing a VoIP client
application was to implement and test the QoS proposed
solution, it was decided to use the open source
SipCommunicator Java application. This application uses the
Jain-SIP v1.2 library to implement the SIP protocol and the
Java Media Framework v2.1.1 library to implement the RTP
and RTCP protocols.

Fig. 12 shows the architecture of the SipCommunicator
client application.

Figure 12. SipCommunicator Architecture

A. NCVoIP Components

NCVoIP architecture is shown in Fig. 13 and is
structured in the five following components:

 GuiManager is responsible for the NCVoIP
graphical interface presentation and its interaction
with the user. This module communicates with the
SipManager module when the user solicited
operations that are directly related to the
establishment, termination or updating of the
characteristics of the call VoIP.

 SipManager, implements and manages the SIP state
machine. This component creates all SIP messages
that allow establishing, updating and closing a VoIP
call. SipManager communicates with the
MediaManager module to start, maintain and
terminate the multimedia flow during a VoIP call.
This module also interacts with the DoQoS module
when it is necessary to change a call parameter or
when it receives a request to update the
characteristics of the call.
The operation to update the parameters of a VoIP
call was completely implemented from scratch, since
it was not included in the SIP base application. This
operation was implemented using the SIP method
UPDATE, defined by IETF in RFC 3311 [17]. This
method allows a participant to submit a request to
update the characteristics of a VoIP call in a session.

 MediaManager, generates, transmits and receives
RTP and RTCP packets. This module is also

responsible for capturing and playing the multimedia
data.
Upon receiving a Sender Report or Receiver Report
packet, MediaManager communicates with EvalQoS
in order to calculate the R factor value.
MediaManager also receives indications from
SipManager to start, maintain and terminate the
multimedia flow during a VoIP call.

 EvalQoS is responsible for calculating periodically
the E-Model R factor value based on the equations
presented earlier and the values carried in RTCP
packets. After calculating the R factor, this module
communicates with DoQoS to evaluate and decide if
it is necessary to make any change in the VoIP call
parameters to increase the voice quality.

 DoQoS implements the proposed algorithm and is
responsible for evaluating and deciding whether it is
necessary to change any call parameter and specifies
the modifications. In case it is necessary to change
any call parameter, DoQoS invokes SipManager to
initiate the call update process.

Figure 13. NCVoIP Architecture

VI. NCVOIP VOICE QUALITY MEASUREMENTS

In this chapter we present the scenarios to test, analyze
and demonstrate the feasibility of the proposed solution.

The voice codecs provided by the Java Media
Framework library are G.723.1, IMA/DVI4, ULAW and
GSM. In order to define the order and the R factor limits
associated with these codecs, it was performed a set of tests
without any restriction, to measure the R factor for each
codec. The duration of each test was approximately 300
seconds. Table 3 shows the results of the set of tests
performed.

TABLE III. RESULTS OF ALL TESTS PERFORMED

Codec Transmission
Rate [Kbit/s]

Mean Jitter
[ms]

Mean Delay
[ms]

PER
[%/s]

Mean
R Factor

G.711 64 19,21 74,31 0 91,23
DVI4 32 19,09 74,24 0 89,00
GSM 12,2 18,60 73,73 0 86,26
G.723 6,3 17,20 72,20 0 76,55

Analyzing the values of table 3, it appears that as
discussed earlier, codecs with higher transmission rate have
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the highest R factor and so gradually. Therefore, the list of
available codecs was ordered by its transmission rate, as
shown in Fig. 14.

Figure 14. Ordered available JMF voice codec list

Looking again to the values of table 3, we can also
determine the upper R factor limit of each codec, which will
be used by the NCVoIP application to switch codec. Table 4
shows the R factor limits for each codec. This table does not
include the G.711 codec, as it is the highest available voice
quality codec and has no upper limit.

TABLE IV. R FACTOR CODEC HIGHER LIMITS

Codec Higher Limit

DVI4 89
GSM 86
G.723 76

To set the lower R factor limits it was necessary to
perform a set of tests using a scenario with high error rate
such as the wireless network. To gather these conditions we
implemented, in the NVoIP application, a mechanism to
simulate packet losses in a controlled manner. It was also
used the Iperf application to cause congestion and delays on
the network. Therefore, using the Iperf application we were
able to overload the wireless IEEE 802.11g (54 Mbit/s) with
10 Mbit/s UDP traffic.

Table 5 shows the lower R factor limits for each codec.
This table does not include the G.723 codec, because it is the
lower voice quality codec available.

TABLE V. R FACTOR CODEC LOWER LIMITS

Codec Lower Limit

G.711 86
DVI4 84
GSM 74

Based on the results of table 4 and table 5 we created the
table 6. This table presents the threshold limit values used for
each available codec.

TABLE VI. CODEC THRESHOLD LIMITS

CODEC Upper Limit Lower Limit

G.711 86 -
DVI4 84 89
GSM 74 86
G.723 - 76

A. Bandwidth Limitation Test Scenario

This scenario, illustrated in Fig. 15, demonstrates how
the NCVoIP voice quality behaves when there is little
available bandwidth to establish a VoIP call.

To precisely limit the available bandwidth, we used the
NetLimiter 2 Pro application.

Figure 15. Bandwidth limitation test scenario

Fig. 15, illustrates the defined test scenario, which is
composed by two users (NCOSTA and XPTO) that have
installed the NCVoIP application to establish a VoIP call.
User XPTO has also installed the NetLimiter application to
limit the NCVoIP incoming bandwidth.

For each NCVoIP voice Codec available we produce two
voice quality measuring tests, the first without any
bandwidth limitation and the second with a pre-defined
bandwidth. Every 200 seconds, user NCOSTA manually
switches the voice Codec and observes its influence in the
voice quality.

1) Scenario 1
In scenario 1, we defined an available bandwidth equal to

99 % of the Codec transmission rate.

TABLE VII. BANDWIDTH LIMITATION TEST SCENARIO 1

Codec
Bandwidth

[Bytes]
Interval Mean Mean Mean

Min. Max. Delay PER R Factor
G.711 - 0 209 72.1 0.0 91.7
G.711 8110 209 399 133.6 0.4 88.7
DVI4 - 399 609 70.7 0.0 89.2
DVI4 4055 609 825 101.8 0.2 87.1
GSM - 825 1053 69.7 0.0 86.8
GSM 1545 1053 1298 129.7 0.3 82.3
G.723 - 1298 1597 70.6 0.0 76.7
G.723 797 1597 1902 116.4 0.2 75.1

Table 7 demonstrates, as expected, that due to a packet
loss increase, when we limit to 99% the available bandwidth,
the R factor decreases considerably. Observing the PER
values, we verify that limiting the bandwidth result in packet
losses that directly influence the voice quality.

Analyzing the voice quality that resulted of the proposed
QoS algorithm, we verify that in some situations it
corresponds to a voice quality increase. For example, if we
consider the switching process from Codec G.711 to codec
DVI4, we observe that it resulted in an increase of the mean
R factor from 88.76 to 89.24. On the other hand, if we
consider the switching process from Codec DVI4 to GSM,
we verify that it does not result in a voice quality increase,
but the values are pretty close.

B. Network Congestion Test Scenario

The test scenario defined to demonstrate the voice quality
achieved when two users (NCOSTA and XPTO) establish a
VoIP call in a congested network is represented in Fig. 16.
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User A and XPTO are connected to a 100 Mbit/s Ethernet
router and user B and NCOSTA are connected to a 10 Mbit/s
hub.

Figure 16. Network congestion test scenario

In order to simulate a network with high level of
congestion we used the Iperf application to generate UDP
traffic between the router and the hub. This scenario only
uses the voice Codec G.711 and we switch manually the
transport protocol, approximately every 300 seconds.

1) Scenario 1 – Reference Model
This first scenario represents the reference model

scenario that will be used to compare the voice quality
resulted by UDP and TCP protocols in the following
scenarios. In this scenario, the Iperf traffic was disabled.

TABLE VIII. SCENARIO 1 TRANSPORT PROTOCOL SWITCHING SEQUENCE

Protocol
Interval Mean Mean Mean

R FactorMin. Max. Delay PER
UDP 0 294 73 0.0 91.7
TCP 294 603 121 0.0 90.6

Analyzing the values in table 8, we verify that the mean
R factor in UDP is higher that the mean R factor in TCP, as
expected.

2) Scenario 2
In this scenario we enabled the Iperf traffic and defined

the Iperf client to send UDP datagram packets with a
transmission rate of 8 Mbit/s.

TABLE IX. SCENARIO 2 TRANSPORT PROTOCOL SWITCHING SEQUENCE

Protocol
Interval Mean Mean Mean

R FactorMin. Max. Delay PER
UDP 0 295 92 0.7 89.0
TCP 295 621 130 0.0 90.2

Comparing the values in table 8 and table 9, we verify
that, despite slight, the initial situation has been reversed and
the TCP mean R factor is higher that UDP mean R factor.

Analyzing the values used to calculate the UDP and TCP
mean R factors we verified that the UDP values are
inconstant, while TCP values are constant.

3) Scenario 3
In this scenario we opted to further saturate the 10 Mbit/s

connection by defining the Iperf client to send UPD
datagram packets with a transmission rate of 9.5 Mbit/s.

TABLE X. SCENARIO 3 TRANSPORT PROTOCOL SWITCHING SEQUENCE

Protocol
Interval Mean Mean Mean

R FactorMin. Max. Delay PER
UDP 0 322 221 17.2 46.0
TCP 322 632 384 0.0 71.3

This scenario highlights even more the fact that in this
situation TCP voice quality is better than UDP voice quality.

Analyzing the values in table 10, we verify that despite
TCP introduces a significant delay, it is able to recover the
loss packets, resulting in approximately 24 points higher than
UDP.

VII. FEC EVALUATION SIMULATIONS

Since FEC was one of the solutions proposed in this
paper to restore automatically the quality of voice in a VoIP
call, we have done a detailed analysis to define which FEC
mechanism and redundant information is the most
appropriate in VoIP communications.

A. Simulation Environment

The simulation environment, represented in Fig. 17, was
developed with the Simple Simulation Kernel (SSK) [18]
simulator and it consists of five main blocks: TCP traffic
generators, VoIP traffic generator, IP network, TCP traffic
destination and VoIP traffic destination.

TCP generators simulate the best-effort traffic, VoIP
generator, generate a voice G.711 packet every 20 ms. The
IP network consists of two routers that have multiple queues,
allowing simulating priorities and delays in packet
transmission. The TCP and VoIP destinations are responsible
to receive the correspondent traffic.

Figure 17. FEC simulation environment

B. Simulations Performed

Since we want to study the behavior of VoIP traffic in the
developed simulation environment, we identified three
parameters that can directly affect the performance of VoIP
traffic along the path. These parameters are: size of queue
Q3, number of TCP traffic generators and their respective
transmission rate. The possible transmission rates are: 128
Kbit/s, 256 Kbit/s, 512 Kbit/s and 1024 Kbit/s. The TCP
generators are: 1, 2, 4, 8 and 10. Each simulation has
duration of 400 seconds.

In order to evaluate more accurately the influence of FEC
in VoIP traffic, first we have done a set of simulations
without applying the FEC technique and then repeated the
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simulation with FEC. Examining the packet loss data
obtained in the first phase of the simulations, we verified that
the percentage of an isolated error occurrence is between
86% and 92%. Therefore, we have chosen to use a simple
parity correction code FEC mechanism.

Since one of the objectives proposed in this chapter is to
find the more appropriate packet block size to generate a
FEC packet, we have considered the following values: 1, 2,
3, 4, 6, 8, 10, 12, 14 and 16.

Fig. 18 shows the way a FEC packet is generated from a
four VoIP packet block.

1 FEC FEC2 3 4 5 6 7 8

Figure 18. FEC packet generation

Since the second phase uses the first phase delay and
PER values, it was necessary to correct those values due to
the introduction of redundant packets in the network. The
methodologies used to calculate the average values of delay
and PER in this phase are explained above.

1) Mean Delay and Id Parameter Calculation
The delay value is calculated in function of the packet

block size used to generate the FEC packet. The bigger is the
block size, the higher is the delay, because the receiver needs
to wait for the reception of all the packets of the block until it
gets the FEC packet to recover and play the missing packet.

Fig. 19 illustrates how to calculate the absolute delay
when using the FEC technique to provide redundancy and be
able to recover lost packets or packets with errors.

Figure 19. Absolute delay calculation

For each simulation, we grouped into blocks of N, the
delay value of the VoIP packets and applied to equation 6 to
obtain the new delay value.

DmsNnewDelay  )20)1(( (6)

N represents the block size and D the delay of the last
block packet. After calculated the absolute delay we used
expression 3 to calculate the new

dI value.

2) Mean PER and Ie Parameter Calculation
The PER calculation process consists in grouping in

blocks of N the first phase PER values and verify if there is
more than one error. Using the XOR operation we can
recover one packet error per block and decrease the PER
value. We define PERGain as shown in equation 7.

secondperlostpacketsofnumber

secondperrecoveredpacketsofnumber
PERGain

(7)

Based on the value of the PERGain and the PER average
value in the first set of simulations, it is possible to calculate
the new PER average value obtained with the use of a FEC
block, as illustrated in equation 8.

PERPERGainnewPER  )1( (8)

The eI parameter results from the sum of
elossI and

0eI .

elossI corresponds to the equipment impairments as a function

of PER. This component is directly obtained when the PER
value is represented in the Fig. 4 graphic. Otherwise,

elossI

value is obtained through the line equation that passes
between the PER adjacent points.

0eI represents the overhead resulted by the introduction

of the FEC packet on the IP network. To calculate this
component value, we had to obtain the transmission rate
correspondent to send the N + 1 packet and then use the Fig.
4 graphic.

3) VoIP over UDP and Q3 with 16 Kbyte
This first simulation group analyzes the FEC impact in

VoIP traffic when router 1 has a Q3 queue of 16 Kbyte.

Figure 20. Simulation “VoIP sover UDP and Q3 with 16 Kbyte” graphic

According to Fig. 20, in simulations of “10 TCP
generators with a transmission rate of 128 Kbit/s” and “4
generators with a transmission rate of 512 Kbit/s”, it is only

165

International Journal on Advances in Networks and Services, vol 2 no 2&3, year 2009, http://www.iariajournals.org/networks_and_services/



efficient to use a FEC block lower than 4. In both
simulations the highest R factor value happens when we
have a two packet block.

4) VoIP over UDP and Q3 with 8 Kbyte
This second simulation group analyzes the FEC impact in

VoIP traffic when router 1 has a Q3 queue of 8 Kbyte, as
illustrated in Fig. 21.

Figure 21. Simulation “VoIP over UDP and Q3 with 8 Kbyte” graphic

Analyzing the simulations “10 TCP generators with a
transmission rate of 128 Kbit/s” and “4 TCP generators with
transmission rate of 512 Kbit/s”, we verify that it is only
efficient to use a FEC block lower than 6. In simulation “8
TCP generators with transmission rate of 1024 Kbit/s”, it is
only efficient when the FEC block is lower than 8 packets.

Simulation “10 TCP generators with transmission rate of
128 Kbit/s” presents the highest R factor value when a 2 or 3
FEC block is used. Simulation “4 TCP generators with
transmission rate of 512 Kbit/s” has the higher R factor value
when a 2 packet FEC block is used.

VIII. CONCLUSION

This paper proposes an adaptive QoS strategy, without
changing the IP network, to solve the problem of momentary
drop of voice quality in a conversation and improve the
overall quality of service.

To demonstrate the voice quality improvement resulting
from this proposal, we developed the NCVoIP application.
Based on this application, a set of voice quality measuring
tests were performed. We verified that the proposed
algorithm improved the quality in some scenarios, while in
others there was no voice quality increase. However, based
on these experimental tests, we proved that switching the
voice Codec when the bandwidth is below the transmission
rate of the used Codec and using TCP to encapsulate the
RTP packets, when a congestion network exists, corresponds
to a significant voice quality improvement. The switching of
the CODEC during the communication could cause a short
gap in the conversation, due to buffer re-initialization.
Special care should be taken to avoid that switching of
transport protocol cause losses in the audio stream.

In order to study the influence of FEC in VoIP traffic, we
developed a simulation model and perform a set of

simulations. Based on these simulations we verified that it
only compensate, in terms of voice quality, to use FEC when
the PER is higher than 1% and that the most appropriate FEC
block is two.
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Abstract—Nowadays, delivering television over IP technologies is 
increasingly used by Internet Service Providers. Having using for 
years the traditional TV broadcasting systems, viewers expect at 
least the same Quality of Experience from IPTV providers. In 
this paper we focus on the zapping time which is one of the most 
important elements for the quality experienced by the viewers. To 
reduce it, we propose to invert the leaving and joining operations 
which are traditionally used in this order. As a second step, we 
modify the source code of the IGMPv3 protocol implementation 
to leave and join IPTV channels by sending a unique message. 
To evaluate our solution in terms of bandwidth overhead and 
blackout time we conduct simulations using IGMPv2 and 
IGMPv3 signalling. 
We show that with our proposition, in each case, the overhead 
stays limited in the network core. Moreover, the overhead tends to 
decrease when the number of the active viewers increases. 
Additionally, the proposed approach reduces the blackout time 
during a zapping process. 

Keywords-component; zapping time, IGMP protocol, IPTV, 
bandwidth demand, channel overlapping.  

I. INTRODUCTION  

 
As the cable operator we talked about in [1], many 

Internet Service Providers (ISP) propose video services over 
IP technologies which are commonly known as IPTV 
(Internet Protocol Television). Unlike Internet TV [2], IPTV 
channels are delivered by the ISP in their own networks. An 
IPTV network architecture is usually set up as presented in 
Fig. 1. The core of the network contains an IPTV Broadband 
and routers. This core is connected to the clients by some 
active equipments which depend on the last mile 
technologies deployed by the ISP, such as Fiber To The 
Home (FTTH) technologies or Digital Subscriber Line 
(DSL) technologies. Finally, a Set Top Box (STB) or a 
Computer Software Solution allows the viewer to select and 
watch the channels on the TV or computer screen. 

Assuming that most viewers are watching the same 
channels (the most popular ones), multicast streams seem to 
be the best way to deliver IPTV services and effectively 
manage the bandwidth demand of viewers.  Two protocols 
are used to deal with multicast IPTV streams. In the core 
network side, a multicast routing protocol like Protocol 
Independent Multicast–Sparse Mode (PIM-SM) [3] is used. 

It allows building distribution trees for several groups (or 
IPTV channels) from the source (the IPTV Broadband) to 
the receivers’ through routers and switches. As for last mile, 
Internet Group Management Protocol (IGMP) [4, 5] is used 
by the IPTV devices to leave or join multicast IPTV 
streams. 

The use of these protocols to manage multicast streams 
may introduce a long network delay. This can impact the 
Quality of Experience (QoE) of how viewers, who have for 
years watched channels delivered from traditional 
broadcasting services (terrestrial, cable or satellite). As 
presented in (a) of Fig. 2, unlike the IPTV systems, in the 
traditional broadcasting systems, all channels are available 
at the user side regardless if they are requested or not. In a 
multicast IPTV network, only the requested channels are 
delivered to the viewers. So, as presented in (b) of Fig. 2 
zapping delay is inevitable when viewers switch from one 
channel to another. 

It becomes then clear that channel zapping time is one of 
the most important Quality of Experience parameters to be 
performed to deliver IPTV services in best conditions and 
satisfy costumers. 

In the following of this section, extending the work 
presented in [1], we describe how we enhance channel 
switching scenario and IGMP protocol to efficiently switch 
between IPTV channels and reduce the network delay. 
Section II of this paper provides a background and describes 
some related works to reduce channel zapping time. Section 

Enhancement of channel switching scenario and IGMPv3 Protocol Implementation 
in Multicast IPTV Networks 
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Figure 1:  Typical ISP Network architecture 
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III presents our solution to improve the zapping time and 
section IV presents the developed multicast model with 
which we evaluate the bandwidth demand in the standard 
and the proposed approach. Section V is an overview of the 
IGMPv3 source code modifications made to merge the 
IGMP leave and IGMP join message to one and in Section 
VI, we show the result of our simulations. Finally, we 
conclude and present future work in section VII. 

II.  BACKROUND AND RELATED WORK  

 
As represented in Fig. 3, when a viewer requests a new 

channel, its IPTV device sends out two IGMP messages to 
switch between channel regardless of the IGMP version 
used. 

When a client wants to watch a new channel he or she 
pushes the remote control button. After a processing delay, 
the IPTV device sends an IGMP-Leave message for   
channel being left (channel#1). When the access router 
receives this message, it must check, by sending an IGMP 
Group-Specific-Query message, if there is an IPTV receiver 
remaining in the network which still wants to receive 
channel#1. After a Last-Membership-Query-Interval which 
is typically set to 1 second and if the Last-Member-Query-
Count is equal to 1, the access router will stop forwarding 
data of channel#1. If the Member-Query-Count is equal to n 
(n≥1), the access router will repeat the leaving process n 
times, as long as no response is received. The time interval 
between the sending of the IGMP-Leave message and the 
receiving of the last multicast packet of channel#1 is called 
the Leave Latency (LL). 

After a delay we call the Channel Switch Delay (CSD), 
the viewer’s IPTV device sends out an IGMP-Join message 

for the requested channel (channel#2). If this channel is not 
yet available on the access router, this IGMP join message is 
forwarded through a PIM-Join message toward the first 
router having the requested channel flow available. The time 
interval between the sending of the IGMP-Join message and 
the receiving of the first multicast packet of channel#2 is 
called the Join Latency (JL) of channel#2. 

Depending on LL, CSD, and JL values (when 
LL>CSD+JL), channel#1 could overlap with channel#2 
during the Channel Overlap Delay (COD).  

We can define the Network Delay (ND) as the time 
interval between the sending of the IGMP-Leave message 
for channel#1 and the receiving of the first multicast packet 
of channel#2. Finally, after the buffering and the decoding 
delay [6], the viewer can watch the requested channel on his 
or her computer or television screen. 

This zapping scenario can be played out with version 2 
of IGMP protocol which is defined in RFC 2236 [4] or with 
version 3 which is defined in RFC 3376 [5]. This last 
version has additional capabilities, but during a zapping 
process, the main difference with IGMPv2 is that in 
IGMPv3 the leave and join messages are sent to the ALL-
IGMPv3-Routers multicast address (224.0.0.22) and not to 
the requested channel group address as in IGMPv2. This 
allows the router to make explicit tracking to maintain an up 
to date receivers and groups’ lists. Therefore in the case of 
an IGMPv3-Leave message, if no more groups’ members 
are registered, the router can immediately stop sending the 
channel data flow. This can greatly reduce the probability of 
having a channel overlap. However, even with IGMPv3 
protocol, for code implementation reasons, two messages 
are still needed to achieve a zapping process. 

 

                                                (a)                                                                                                                                   (b) 
 

Figure  2:  Broadcasting service system architecture: (a) the traditional TV broadcasting service and (b) the IPTV service 
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Based on the explained IPTV channel switching 
scenario, several ways were explored to improve channel 
zapping time. Some of them focused on the improvement of 
the Network Delay [7, 8], some others tried to reduce the 
zapping time by reducing the Display Delay [9, 10, 11, 12, 
13, 14, 15, 16] and others tried to reduce the zapping time 
by predicting the behavior of the viewers during surfing [17, 
18, 19, 20, 21]. 

A. Reduction of the Network Delay 

In [7], the authors propose to reduce some IGMPv2 
parameters like the General-Query-Interval (GQI) to reduce 
the Join Latency if the first report or join messages are lost. 
Over a Wavelength Division Multiplexing based Passive 
Optical Network (WDM-PON), they prove that when they 
reduce the GQI and set the Last-Membership-Query-Interval 
to 100 ms to quickly drop the left channel, the join delay can 
be reduced up to 100 ms while in the standard case it 
approaches 500 ms. 

D. E. Smith proposes in [8] to send users unicast streams 
at higher than usual rates when surfing happens during 
commercial breaks. But even if the delay to build multicast 
distribution trees is avoided, the illustration of the developed 
model shows that this approach will highly increase the 
bandwidth demand by two the steady state.  

B. Reduction of the Display Delay 
 

To reduce the Display Delay by reducing the buffering 
delay, the authors propose in [9] to add a secondary 
multicast stream replicated from the main multicast stream 

with a constant delay. During a zapping process the viewer’s 
IPTV device must join both streams until the initial buffer is 
filled up. Then, the secondary stream is left. With a 
developed packet ordering rule for the secondary stream and 
a multiplied transmission rate r, the authors confirm a 
maximum reduction of 1.1 second of the zapping delay 
during a commercial break and a maximum zapping delay 
equal to 2.1 seconds. 

In [10] a Multicast Assisted Zap Acceleration is 
presented. The aim of this method is to reduce the First I-
Frame Delay (FID) by adding time-shifted sub-channels of 
the multicast mean channel. When a zapping process 
happens, and depending on which time the viewer requests 
the new channel, one of those sub-channels is considered as 
the main stream. Additionally, Meta-Channel that specifies 
the sub-channel to be chosen by the STB when a channel is 
requested is constantly broadcasted by the zapping 
accelerator. A migration solution from the sub-channel to 
the main IPTV channel is proposed too. Regardless of the 
number of the viewers, the simulations results show that this 
solution reduces the waiting delay of the first I-frame 
without requiring additional resources. 

U. Jennehag and T. Zhang propose in [11] the 
Synchronization Frames for Channels Switching (SFCS) 
method to decrease the decoding process delay by adding a 
secondary stream with which resynchronization frames are 
sent. Viewers who want to decode the IPTV channel must 
join both streams. This will avoid the FID but will 
significantly increase the bandwidth utilization. 

To reduce the FID, authors propose in [12] to change the 
encoding structure by adding periodically to the normal 
video frames additional I-frames encoded at lower bit rate. 
Because of these additional I-frames, the decoding process 
will be faster but as in [11] the bandwidth utilization is 
increased. 

Multicast Instant Channel Change (Multicast ICC) 
method is proposed in [13]. A low bit rate multicast stream 
carrying only I-frames is associated to each IPTV channel. 
In each zapping process, the viewers must join and display 
first of all this secondary stream and then, when the play out 
buffer is filled up with the mean stream, the full quality 
video stream is displayed. Unlike the Unicast Instant 
Channel Change (Unicast ICC) explained in [14], this 
method reduces the FID without increasing the resource 
needs. 

In [15], a channel control algorithm is proposed to 
determine the number of extra I-frames to put in the mean 
stream. The aim of this algorithm is to pursue an effective 
trade-off between the decoding delay and the bandwidth 
utilization. 

 
 

Figure 3:  Standard channel switching scenario (IGMPv2, 
IGMPv3) 
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Scalable Video Coding (SVC) was proposed in [16] to 
reduce the decoding delay by embedding a secondary stream 
in the normal stream which will reduce the bandwidth 
overhead compared to the MPEG coding and transport 
system. 

C. Viewers surfing behaviors 
 

Methods based on pre-join mechanisms are studied in 
[17, 18, 19]. Based on the currently watched channel, and 
assuming that most users use the up/down button of their 
remote control to surf, adjacent channels can be joined in 
advance [17] or sent by the IPTV Head End in low 
resolution [18]. In [19], the authors propose to also pre-join 
the most popular channels, assuming that most viewers 
watch only the most popular channels, but all these schemes 
cannot fit with each user’s preferences. In [20], a new 
method is proposed to reduce the channel zapping time by 
reflecting, for each viewer, the channel surfing behavior and 
the preferences, based on the pushed buttons of the remote 
control and the program preference of each viewers. To 
know the viewer’s program preferences, a personalized 
recommendation system for Electronic Program Guide 
(EPG) installed in the STBs is proposed in [21]. 

This analysis shows that improving channel zapping 
time requires several actions. Besides the pre-join methods 
based on viewers’ behaviors and preferences during channel 
surfing, solutions that reduce the Network Delay can be 
mixed with the propositions explained above to reduce the 
Buffering and the First I-frame Delay. However, all those 
solutions refer to the same channel switching scenario, 
which could be optimized. 

In this paper, we propose for each version of the IGMP 
protocol, a novel channel switching scenario to reduce the 
Network Delay which stays compatible with the existing 
solutions presented above. With simulations, we evaluate 
the impact of our proposition on the network in terms of 
bandwidth consumption and user Quality of Experience 
(blackout time). 

III.  Proposed approach 
 

A standard channel switching scenario consists in 
leaving first the currently watched channel and then joining 
the requested channel regardless of the IGMP protocol 
version used. The Network Delay is then expressed by: 

NDStandard Approach=CSDIPTV device+JLRequested channel

 

The Join Latency (JL) depends on several parameters 
like the processing capacity of the equipments used by the 
IPTV service provider , the number and the bit rate of the 
IPTV channels and the values of the IGMP protocol 
parameters (Last-Membership-Query-Interval, Last-

Member-Query-Count and General-Query-Interval). In [7], 
over a WDM-PON network, the Join Latency approaches 
100 ms in the best cases.  

The Channel Switch Delay (CSD) depends only on the 
hardware/software implementations of the used IPTV device 
for closing the processing of the old channel, and opening a 
new socket to join and start the processing of the requested 
channel [16]. Table I summarizes the CSD measurements of 
some STB from different manufacturers and some IPTV 
providers software solutions [22, 23]. The measured values 
vary from 20 ms to 200 ms. We clearly conclude that the 
CSD may increase the channel zapping time, especially 
when viewers use computer software solutions.   

To eliminate the Channel Switch Delay, we propose to 
modify the channel switching scenario for each version of 
the IGMP protocol.  

With IGMPv2 protocol, as it’s presented in Fig. 4, we 
suggest to join at first the requested channel and then to 
leave the currently watched channel. This proposal does not 
need any modification of the implemented protocol but 
requires only modifying the embedded software of the IPTV 

TABLE I 
MEASURED CSD VALUES  

Name Type Values 

NetGem Set Top Box 20 ms 
Aminet110 Set Top Box 40 ms  
BeePlayer Set Top Box 50 ms 
VLC0.8.6h 

(Linux Debian) computer software solution 100 ms 

MyFreeTV 
(Windonw XP) computer software solution 200 ms 

 

 
Figure 4:  Proposed channel switching scenario with IGMPv2 

protocol 
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device. Note that in this case, unlike in the standard 
approach, Channel Switch Delay becomes the time interval 
between the sending of the IGMP-Join message and the 
IGMP-Leave message. 

With IGMPv3 protocol, we propose to send a single 
message to switch between channels, as it’s presented in 
Fig. 5. Despite the fact that IGMPv3 protocol can natively 
manage such a message, some code modifications are 
needed to make the IGMP Application Program Interface 
suitable to send a unique IGMP-Report message to switch 
between channels. These code modifications are presented 
in section V. 

So in both cases, regardless of the IGMP protocol 
version used, in light of our proposal, the Network Delay 
will be reduced to the Join Latency of the requested channel 
and therefore, can be expressed by: 

NDProposed Approach=JLRequested channel 

If for example, as in [7], the Join Latency is equal to 100 
ms, based on the values of Table I our proposal can reduce 
the Network Delay from 17% up to 67 %. 

If we now focus on the channel overlap, as presented in 
Fig. 6, for the same JL, CSD and LL values, the Channel 
Overlap Delay may be greater in our proposed approach 
than in the standard approach, increasing the bandwidth 
consumption during surfing time.  

Therefore, to evaluate the impact of our proposition in 
terms of bandwidth increasing during zapping times, we 
model the multicast IPTV service system to estimate this 

increasing in different points of the network and compare it 
to the standard approach through simulations. 

IV.  M ODELING IPTV  SERVICE SYSTEM  

 
Modeling of an IPTV service system takes into account 

several factors, including program popularity, channel 
definitions, viewer surfing behavior and various parameters 
related to the network itself. In each part of the modeling 
process, to finally estimate the bandwidth demand of 
multiple viewers, we have based our work on previous 
works [8, 20, 24, 25].  

A. Modeling IPTV Channel Popularity 

 
The effectiveness of the multicast model is based on how 

many viewers are watching the same channel at the same 
time. Many researches [20, 24, 25] has suggested that TV 
channel ranking follows a Zipf distribution. If we order the 
IPTV channels from the most popular to the least popular, 
the Zipf distribution implies that a few IPTV channels are 
highly ranked, whereas many are lower ranked. The Zipf 
distribution also known as Power Law distribution is 
defined by: 

 
Figure 5:  Proposed channel switching scenario with IGMPv3 

protocol 
  

 

Figure 6:  Channel surfing diagram 
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Where Pi is the probability that a viewer will choose the 
i th raked channel. N is the number of the available channels 
in the network and α characterizes the form of the 
distribution.  

To set the maximum peak usage of their networks, many 
broadband operators apply this distribution law with a given 
number of viewers and broadcast channels. This allows 
them to calculate the blocking probability which is the 
probability that the bandwidth of the requested channels 
exceed the available bandwidth. 

Fig. 7 illustrates the Zipf distribution law when the 
number of IPTV channels is equal to 40, i is equal to 1 and α 
varies from 0.5 to 1.5 As we can see, the number of the most 
popular channel tends to increase when α is going down. A 
study presented in [25] shows that the typical values of α 
goes from 0.5 to 0.95 in normal event days and could be 
greater than 1.5 when special event happens.  

B. Modeling Multicast Channel Surfing 

 
The aim of modeling multicast channel surfing is to 

assess the maximum bandwidth usage of viewers watching 
multicast IPTV streams and then, to set the network load 
capability of the IPTV service provider to bring the blocking 
probability close to zero. 

Basically, the total bandwidth usage at a given point of 
time is equal to the sum of the bit rates of the channels 
watched by the viewers. Therefore we will first model the 
bandwidth demand of a single viewer in the standard and the 

proposed approach and then we will infer the total 
bandwidth utilization of all viewers. 

B.1. Modeling the bandwidth demand of one single viewer  
 

According to previous works [8, 20], the surfing 
behavior of a single viewer is represented as a Poisson 
distribution with an average instant of channel changing 
equal to λ.  To take into account the difference between the 
two IGMP protocol versions in our proposition when a 
zapping happens, we first model the bandwidth demand of a 
single viewer when IGMPv2 protocol is used. We will then 
easily extrapolate to the IGMPv3 case.  

Denoted by ∆Ti (i≥1) the time intervals between every 
channels changing. As we said earlier, ∆Ti follows a Poisson 
distribution. Ti (i≥1), are the times when the channel change 
happens, it can be described by:  

 ∑
=

∆=
i

k
ki TT

1

  

To define the bandwidth demand of one viewer, we will 
focus on IGMP messages. So at each Ti (i≥1) time, 
according to viewer surfing behavior, to start the channel 
switching process, the IPTV device will send an IGMP-
Leave message in the standard case or an IGMP-Join 
message in our approach.  

Suppose now that at time T0(=0), the viewer is watching 
channel # 1. As represented in Fig. 6, in the standard case, at 
each time Ti (i≥1) until the end of the surfing time interval 
(which is in our simulation the mean duration of a 
commercial break), the IPTV device will send an IGMP-
Leave message for channel #i and then (after the Channel 
Switch Delay) an IGMP-Join message for channel #i+1 . Hi 
described in (1) is the first instant, after Ti in which the 
bandwidth demand will change.  Depending on the Leave 
Latency (LL), the Channel Switch Delay (CSD) and the Join 
Latency of channel #i+1 (JLi+1), the bandwidth demand will 
jump to a high state if a channel overlapping occurs or fall 
to zero if not. Equation (2) describes the condition for which 
the Channel Overlap Delay (COD) will not be equal to zero. 

 1,),min( 1 ≥+= + iJLCSDLLH ii  (1) 
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Similarly, Li described in (3) defines the instant, after 
Ti+H i at which the bandwidth demand will change again to 
be equal to the bit rate of channel #i+1. 

 
 

Figure 7:  Channel popularity for deferent α values  
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 1,),max( 1 ≥+= + iJLCSDLLL ii
 (3) 

 In a standard channel switching scenario, the bandwidth 
demand of a viewer v can therefore be expressed by: 

 Where CDi is the bit rate of channel #i according to its 
definition (High or Simple Definition).  

In the proposed channel switching scenario, when 
IGMPv2 protocol is used, at each Ti (i≥1) time, the IPTV 
device sends at first an IGMP-Join message for channel 
#i+1  and then an IGMP-Leave message for channel #i. So, 
we can define: 
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and 

 1,),max( 1
' ≥+= + iJLCSDLLL ii   

Following the same reasoning as in the standard case, at 
any given point of time during the surfing, the bandwidth 
demand of a viewer v can be expressed by: 
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(6) 

 In the case of using IGMPv3 protocol, the bandwidth 
demand has the same expression as in (6), except that when 
one message is sent to switch between channels instead of 
two, the Channel Switch Delay is equal to zero. 

B.2. Modeling the bandwidth demand of m viewers. 
 

The bandwidth demand depends on both viewers who 
are surfing and those who are not. To describe the 
bandwidth of m viewers during surfing, we must first 
calculate the bandwidth demand of each of them according 
to equation (4) or (6). Based on the bandwidth demand of 
each of the m viewers, the total bandwidth demand of 
multiple viewers can be described by: 

 )0)(()(
1

>=∑
=

tNICDtB c

n

c
cMV

  

Where n is the number of the channels available in the 
network, Nc(t) is the number of the viewers who are 
watching channel #c and  I is an indicator function. 

Now that we have modeled the IPTV channel popularity 
and the bandwidth demand of multiple viewers, to run our 
simulations and estimate the bandwidth utilization based on 
equations (4) and (6), we need first to measure real 
parameters like Join Latency for a given Channel Switch 
Delay and Leave Latency value and that, in each approach 
and with each IGMP protocol version. To measure these 
parameters with IGMPv3 protocol when our proposition is 
applied, some kernel code modifications are needed to 
switch between channels by sending a unique message. 
These code modifications are presented in the following 
section. 

V. IGMPv3 Code Modifications 
 

The idea of switching from one IPTV channel to another 
with a unique message is attractive, but the current IGMPv3 
Application Program Interface (API) is not suitable for this. 
In this section we will show how the API can be updated to 
make this available. When a viewer wants to join or leave a 
specific IPTV channel, his/her IPTV device will use the 
classical IP API setsockopt() function call with multicast 
options, to send a Join or a Leave IGMP message. These 
options are sorted in IPv4, IPv6 and IP version-independent 
options [26]. To illustrate our proposition we focus only in 
IPv4. 

With the current available IGMP specific options of the 
setsockopt() function, the switching from a currently watched 
group (or IPTV channel) to a new one needs two successive 
calls. All tested software/hardware solutions send first an 
IGMP-Leave message and then an IGMP-Join message. 
These requests are expressed at the socket layer by 
successive setsockopt (socket, IPPROTO_IP, ACTION, imr, 
sizeof(imr)) calls, where “ACTION ” is first set to 
“ IP_DROP_MEMBERSHIP”  to drop the left multicast channel 
and then to “IP_ADD_MEMBERSHIP”  to join the new one. 
imr is an ip_mreq structure containing the multicast address 
and the device on which the group will be joined or left. 

Branches 1 and 2 of Fig. 8 represent the IGMP functions 
called to switch between channels in the standard case. 
When the viewer’s IPTV device calls the setsockopt() 
function to join or leave an IPTV channel, the corresponding 
do_ip_setsockopt() (line 402:ip_sockglue.c) [27] function in 
the kernel space is called. Depending on the “ACTION ”  
parameter the program goes to the join or to the leave part. 
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The behavior is similar in both cases and follows these 
steps:  

1. Firstly, in the ip_mc_join_group() (line 1720:igmp.c) or 
ip_mc_leave_group() (line 1792:igmp.c) function, the 
elements of the current socket are updated by adding 
the multicast group to be joined or deleting the 
multicast group to be left,  

2. Secondly a call to the ip_mc_inc_group() (line 
1198:igmp.c) or ip_mc_dec_group() (line 1257:igmp.c) 
updates the elements of the physical device on which 
the socket is connected. This is done by adding the 
multicast group to join or by deleting the multicast 
group to leave. Additionally the elements like IGMPv3 
timers and filter modes are set [5], 

3. Thirdly, the igmp_group_added() (line 1159:igmp.c) or 
igmp_group_dropped() (line 1122:igmp.c) function is 
called to mainly deal with the active version of IGMP 
(version 2 or version 3).  

4. Finally, the igmp_ifc_event() (line 716:igmp.c) function 
is called to trigger the IGMP-Report message to join or 
to leave the IPV channel. 

As indicated earlier, depending on the value of the 
IGMP Robustness Variable, these steps could be 
repeated. 

According to our proposition made in section III, we 
define a new “ACTION ”  option called 

“ IP_SWITCH_MEMBERSHIP” , which can be used in the 
setpsockopt() function . Its goal is to produce a single 
message carrying both Join and Leave information. 

A. The new “IP_SWITCH_MEMBERSHIP” option in the 
IGMP host part 

 
To make the new “IP_SWITCH_MEMBERSHIP”  option 

available for setpsockopt() calls, we modified the source 
code [27] and added a new case in the do_ip_setsockopt() 
function code. Branch 3 of Fig 8 summarizes the sequences 
of the called functions to finally send a unique message to 
switch between multicast channels. 

Unlike the “ IP_ADD_MEMBERSHIP” and the 
“IP_DROP_MEMBERSHIP” options, the new 
“ IP_SWITCH_MEMBERSHIP” option needs simultaneous 
information about the joined and the left groups. Therefore 
we created a new ip_mreqn structure called 
ip_mreqn_switch  carrying two address fields called 
imr_joinaddr and imr_leaveaddr instead if the one which is 
called imr_multiaddr in the standard case. The rest of the 
structure stays similar to the standard case.  

struct ip_mreqn_switch {  
                 struct in_addr imr_joinaddr;  /* group to join          */ 
                 struct in_addr imr_leaveaddr; /* group to leave         */ 
                  struct in_addr imr_interface; /* interface to join on */ 
 } 

 

 

 
 

Figure 8: Flowchart of the called functions to switch between channels 
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Like the joining/leaving sequences presented in branch 1 
and 2 of Fig. 8, the do_ip_setsockopt() function calls a new  
ip_mc_switch_group() function. This function is the merge 
of the ip_mc_join_group() (line 1614:igmp.c) and the 
ip_mc_leave_group() (line 1692:igmp.c) functions. The goal 
of this new function is to update the structure of the 
properties of the socket in use. So the imr_joinaddr address 
is inserted at the beginning of the multicast groups list and 
the imr_leaveaddr address is removed from this group list. 
Additionally, the ip_mc_inc_group() (line 1659:igmp.c) and 
the ip_mc_dec_group() (line 1717:igmp.c) functions of the 
branch 1 and 2 of Fig. 8 are replaced by a new 
ip_mc_inc_dec_group() function. This function is used to 
update the elements of the physical device used by the 
current socket. It is the merging of ip_mc_inc_group() and 
ip_mc_dec_group() functions. The difference with the 
original functions is that this function needs to receive the 
two groups’ information simultaneously. 

Finally, the igmp_group_added() function of the 
standard case is replaced by a new 
igmp_group_added_no_report() function. In the original 
igmp_group_added() function,  in addition to the settings of 
the IGMP protocol variables and timers there is a call to the 
igmp_ifc_event() (line 1091:igmp.c) function. This call 
triggers an IGMP-Report message. To avoid this and allow 
the further message to be sent as a 2 in 1 message, we create 
a new function called igmp_group_added_no_report() in 
which the igmp_ifc_event() is suppressed. The rest of the 
merged functions remains unchanged. That’s it, at the end of 
the ip_mc_inc_dec_group() function a call to the  
igmp_ifc_event() function triggers an IGMP-Report 
message. This message will then contain both the new added 
group in the form of a (group_to_join: 

change_to_include_mode{}{}{}{})))) group record and the deleted 
group in the form of a 
(group_to_leave:change_to_exclude_mode{}{}{}{}) ) ) ) group record. 

As shown in Fig. 9, in the standard approach, the 
switching method from group 239.1.1.1 to group 239.1.1.2 
made with the multimedia player VLC is expressed with 
IGMPv3 by two redundant messages. IGMP protocol 

robustness requires that each message is repeated twice. 
This requirement leads to a mixed Leave/Join message at the 
end of the switching process. Delta time are displayed in the 
‘’ Time’’ column, we can see that the CSD is equal to 152 ms 
in this try. 

The frames capture of Fig. 10 show the result of a 
setsockopt() call with the new defined 
“IP_SWITCH_MEMBERSHIP” option for a switching from 
group 239.1.1.2 to group 239.1.1.1. As in Fig. 9, the 
robustness variable value (equal to 2) makes that the 
message is repeated twice. The comparison of Fig. 9 and 
Fig. 10 shows us that now, only one messages is sent to 
switch from one group to another. 

B. The new ‘’IP_SWITCH_MEMBERSHIP’’ option in the 
IGMP router part 

 
Because the version 3 of the IGMP protocol is designed 

to take into account IGMP-Report messages carrying several 
records of IGMP-Join/Leave information, there is no need to 
any modification in order to take into account this new 
option. 

C. Backward compatibility 

 
If we force the IGMP version of multicast hosts to 

version 2 by setting the kernel force_igmp_version 
parameter to 2 and run zapping tests with code using the 
“IP_SWITCH_MEMBERSHIP” option, we notice that our new 
implemented option stay compatible with version 2 of 
IGMP and two messages will be sent to switch between 
channels. 

VI.  SIMULATION AND RESULTS  

 
As indicated at the end of section IV, to run our 

simulation based on equations (4) and (6) we went through 
two steps. In a real network, we stared by measuring the 
Join Latency (JL) of IPTV channels for a given values of LL 

 

                                                  
Figure 9: Whireshark screenshot of the channel switching scenario in the standard case when IGMPv3 is used 

 

 
 

Figure 10:  Whireshark screenshot of the channel switching scenario in the proposed case when IGMPv3 is used 
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before running our simulations. 

A. Measurement of the Join Latency in a real network 
 

Vialis [28] is a small ISP based in Colmar (France) 
offering a triple play service over a Cable, FTTH-PON 
(FTTH-Passive Optical Network) and FTTH-P2P (FTTH- 
Point To Point) networks. In [1] we already measured the 
Join Latency and evaluated the bandwidth demand in Vialis 
PON network where only IGMPv2 was used. In this paper, 
to run additional simulations, we have chosen the FTTH-
P2P Vialis network in which we measured the Join Latency, 
and so the Network Delay, in the standard and the proposed 
approach with each IGMP protocol version. 

As presented in Fig. 11, Vialis IPTV network is based on 
1 IPTV Broadband, 4 multicast routers, one Ethernet switch 
and two optical switches (one in the Head End and another 
in the last mile side). Each optical switch has 24 optical 
ports and all active equipments run IGMP Proxy function. 

 According to previous work [11], the most popular 
channels are directly available at the optical switch in the 
Head End while all others must be required further in the 
network. According to [7], we set the Leave Latency equal 
to 100ms (Max Response Time = 100ms, Robustness 
Variable =1).   

We modified the software code of the IPTV device to 
test our proposed approach with IGMPv2 and IGMPv3. 
When IGMPv2 is used with our proposition, the Channel 
Switch Delay was measured equal to 10 ms. This value may 
be reduced when the software code modification is 
optimized 

The time to setup a branch end to end between an IPTV 
device and the IPTV Broadband was measured equal to 
125ms. For each version of IGMP protocol, this value is 

composed of 10 ms from the IPTV device to the optical 
switch in the Head End (branch A in Fig. 11) and, in 
accordance with [29], 115 ms from this optical switch to the 
IPTV Broadband through the 4 routers and the Ethernet 
switch (branch B in Fig. 11). To simplify our illustration, we 
assume that at any place of the network, the Join Latency 
does not vary with the network traffic load.  

Table II summarizes the values of the parameters used in 
our simulation, 10% of the available channels are HD 
channels and 60 % of the users have STB to watch IPTV 
channels, the rest uses software solutions. 

Now that we have the values of the simulation 
parameters, we will estimate, as a second step, the 
bandwidth demand and the maximum channels requested for 
a given number of viewers and channels during a 
commercial break with Scilab, a software for numerical 
computations [30]. 

B. Estimation of  the bandwidth demand of 24 active 
viewers 
 

At T=0, suppose that all active viewers are watching 
IPTV channels according to their popularity. The first 
simulation conducted with Scilab shows us in Fig. 12 that 
for a branch of 24 active viewers, the bandwidth demand 
varies from 51 Mbps to 175 Mbps both in the standard and 
the proposed approach. The big gap between the minimum 
and the maximum value of the bandwidth demand is caused 
by the number of the requested channels according to their 
popularity, and the channel overlapping when it happens. 
This means that, as we did, the channel switching scenario 

TABLE II 
PARAMETERS VALUES OF OUR EXAMPLE 

Symbol Definition Values 

λ Mean of Poisson distribution 5  
Tsurf Channel surfing duration 300 seconds 
n Number of available channels 500 channels 
α Zipf exponent value 0.95 

SD Bit stream of Simple Definition 
channel  

4 Mbps 

HD Bit stream of High Definition 
channel 

15 Mbps 

LL Leave Latency  100 ms 
CSD1 Channel Switch Delay of STB 

(in the Standard Approach) 
20 ms 

CSD2 Channel Switch Delay of computer 
software solution 
(in the Standard Approach) 

200 ms 

CSD3 Channel Switch Delay 
(in the Proposed Approach) 

10 ms 

JL1 Join latency of the 10 most popular 
channels 

10 ms 

JL2 Join Latency of all channels except 
the 10 most popular one 

125 ms 

. 
 

 
 

Figure 11:  Vialis FTTH-P2P network 
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must be taken into account to model the bandwidth demand 
of multicast streams. 

Fig. 13 shows over a short period of time the difference 
between the bandwidth demand in the standard and the 
proposed approach for each version of IGMP protocol. We 

can see that our solution increases the bandwidth demand 
only during overlap periods.  

Unlike the estimation of the maximum number of the 
requested channels at the same time, illustrating a real time 
bandwidth demand is not a good indicator to dimension 
multicast IPTV networks and know, at the top, how many 
channels will be requested at the same time. 

C. Estimation of the maximum number of  the requested 
channels by the active viewers  

 
To evaluate the maximum number of channels requested 

at the same time in the multicast IPTV network, we use 
Monte Carlo approach [25]. Keeping the same parameter 
values of Table II, we vary the number of active viewers 
from 24 to 576 (24*24) and the number of available 
channels from 250 to 500. For each of those parameters 
value, we repeat the process 1,000 times. At first we do not 
vary the value of the Zipf exponent α and set it to 0.95. 

As we can see in Fig. 14, for 24 active viewers in a 
single FTTH-P2P branch, our approach will not increase the 
maximum number of the requested channels regardless of 
the number of available channels in the network and the 
IGMP protocol version used. For each approach, the 
maximum number of the requested channel varies from 23 
to 27 if 250 channels are available and from 24 to 28 if 500 
channels are available. In 1000 runs, 24 and 25 are the 
numbers of the maximum channels which occurs the most if 
respectively 250 channels and 500 channels are available. 

 
Figure 12: 3-moving average of bandwidth demand 

 

 

 
 

Figure 13:  Bandwidth demand difference 
 

 
Figure 14: Maximum channels requested by 24 active viewers 
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However, to set the network load capability and bring 
the blocking probability close to zero, an IPTV service 
provider must estimate the maximum peak rate in the core 
network. 

Since the 10 most popular channels are available at the 
optical switch in the Head End, to estimate the maximum 
number of the requested channels between the optical switch 
and the upper router, these channels will be taken into 
account regardless of viewer behavior in both approaches. 
At this point of the network, based on the values in Table II, 
the Join latency is equal to 115 ms (JL2 –JL1).  

Fig 15 makes it clear that globally, as in the FTTH-PON 
network [1], for the chosen parameters values of Table II, 
our approach does not increase the bandwidth demand 
compared to the standard approach. In other terms, the 
multicast bandwidth necessary to provide IPTV service is 
the same in both standard and proposed channel switching 
scenario. This is due to the fact that, as it’s showed in Table 
III, when the Join Latency is equal to 115 ms, the Channel 
Overlap Delay (COD) is equal to zero based on equation (2) 
and (5), in each approach, regardless of the IGMP protocol 
version.  

The COD is not null in a branch of 24 users only when 
the popular channels are requested. 

To see what happens if the Channel Overlay Delay exists 
in our approach, the Join Latency must be reduced to satisfy 
the following condition: 

LLCSDJL +<

  Therefore, only one multicast router in the Head End 
was necessary to remove to reduce the Join Latency and 
make channels overlap in the proposed approach. Table IV 
summarizes those new measured Join Latency values in 
each part of the network presented in Fig. 11. We will then 
compare our approach when channels overlap during a 
zapping process with a standard case in which channels 
don’t overlap in the core network. 

TABLE IV 
VALUES OF THE CHANNEL OVERLAP DELAY (2) 

Cases 
Leave 

Latency 
(ms) 

Channel 
Switch 
Delay 
(ms) 

Join 
Latency 

(ms) 

Channel 
Overlap 
Delay 
(ms) 

Part in 
Fig. 11 

Standard 
IGMPv2,3 

 

100 20 10 70 B 

100 20 85 0 A 

100 20 95 0 A+B 

100 200 10 0 B 

100 200 85 0 A 

100 200 95 0 A+B 

Proposed 
IGMPv2 

100 10 10 100 B 

100 10 85 25 A 

100 10 95 15 A+B 

Proposed 
IGMPv3 

100 0 10 90 B 

100 0 85 15 A 

100 0 95 5 A+B 

 

 
 

Figure 15: Maximum channels requested by 576 active viewers 
 

TABLE III 
VALUES OF THE CHANNEL OVERLAP DELAY (1) 

Cases 
Leave 

Latency 
(ms) 

Channel 
Switch 
Delay 
(ms) 

Join 
Latency 

(ms) 

Channel 
Overlap 
Delay 
(ms) 

Part in 
Fig. 11 

Standard 
IGMPv2,3 

 

100 20 10 70 B 

100 20 115 0 A 

100 20 125 0 A+B 

100 200 10 0 B 

100 200 115 0 A 

100 200 125 0 A+B 

Proposed 
IGMPv2 

100 10 10 100 B 

100 10 115 0 A 

100 10 125 0 A+B 

Proposed 
IGMPv3 

100 0 10 90 B 

100 0 115 0 A 

100 0 125 0 A+B 
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Figure 18: Maximum channels requested depending on α value 
 

 
Figure 16: Maximum channels requested if channels overlap 

 
Figure 17: Maximum channels requested depending on α value  

 As showed in Fig. 16, compared to the standard 
approach, our proposition may increase the maximum 
number of the requested channels when channels overlap 
during a zapping process. In our approach, if 500 channels 
are available in a branch of 24 active viewers, the maximum 
number of the requested channels varies from 27 to 34 with 
a mean of 30 channels. Compared to the standard approach, 
this increase is about 21%. In the network core when 576 
viewers are active, the number of the maximum channels 
requested at the same time varies from 290 to 312 channels 
in our approach, which is an increasing of 8% compared to 
the standard approach.  

Of course, depending on the values of the Zipf exponent, 
for a given number of active viewers, the maximum number 
of the requested channels may not be the same in each 
approach. Therefore, we evaluate the impact of channel 
popularity in Fig. 17 and Fig. 18 for a branch of 24 active 
viewers and then, for 576 active viewers. 

 Fig. 17 shows us, based on the values in Table IV, the 
maximum number of the requested channels in a branch of 
24 active viewers for 3 different α values. As we can see, in 
the standard approach, this number goes from 21 channels, 
if we have special events (α=1.5), to 28 channels if the 
raking values of the most popular channel are small (α=0.5). 
In the proposed approach, the maximum number of the 
requested channels varies from 27 to 39. Also, compared to 
the standard approach, our approach increases in each 
branch of the FTTH-P2P network, the maximum number of 
the requested channels from 9% to 32% depending on α 
value. 

Fig. 18 shows us that in a multicast IPTV network of 
576 active viewers our proposition increases the maximum 
number of the requested channel only by 8% the standard 
approach, regardless of the IPTV programs popularity and 
the IGMP protocol version used. This is because of the big 
number of active viewers who request generally the same 
IPTV channels during the surfing.  
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Figure 19: Maximum number of the requested channels 
 
 

Our last simulations show that, compared to the standard 
approach, the relative increasing caused by our approach 
when channels overlap, is reduced when the number of 
viewers increases. As it’s presented in Fig. 19, when α=0.95 
and 500 channels are available, the impact of the channel 
overlapping has less effect when the number of active 
viewer is increasing. The biggest difference value of the 
maximum requested channels was measured when 480 
viewer are active, this value decreased to be equal to 17 
channels when 2304 active viewers are in the network.  

D. Reduction of the Blackout time in the proposed 
approach 
 

When a viewer requests a new channel, a blackout 
appears during the switching time. This is due to the 
decoding process delay and the time between the last packet 
of the currently watched channel and the first packet of the 
requested one. 

Depending on the network parameter values (Leave 
Latency, Join Latency and Channel Switching Delay), our 
approach may introduce a channel overlapping. In the 
previous section, we showed that this may increase a little 
the bandwidth demand in the network core, but the good 
point is that it can also reduce the blackout time increasing 
the quality experienced by the viewer. 

Based on the parameter values of Table II, during a 
period of 300 seconds, we summed, according to (4) and (6), 
the time interval in which the bandwidth demand is equal to 
zero. In a branch of 24 active viewers, the average of the 
measured value was measured equal to 6.5 seconds per 
viewer in the standard approach while in our approach, this 
value goes down to 0.6 second per viewer when IGMPv2 is 

used and 1 second when IGMPv3 is used to switch between 
channels. 

VII.  CONCLUSION AND FUTURE WORK  
 

To reduce the zapping time, many solutions were 
proposed based on the same channel switching scenario, this 
standard scenario could be more optimized. Therefore, we 
proposed in this paper a novel scenario which stays working 
with the previous solutions. Unlike the standard approach, to 
switch between two channels, the solution we proposed 
consists in sending an IGMP-Join message for the requested 
channel before leaving the currently watched channel by 
sending an IGMP-Leave message. Our solution improves 
channel zapping time, especially when users are using 
computer software solution. However, it may create short 
overlaps period between channels during a zapping process 
increasing briefly the bandwidth demand. 

We showed then that with some source code 
modifications, IGMPv3 becomes suitable for switching 
between channels with a unique message 

To estimate the impact of the channel overlapping in 
terms of bandwidth consumption, we modeled the multicast 
bandwidth demand of viewers surfing during a commercial 
break and we prove that globally, depending on network 
parameters values and regardless of the used IGMP version 
protocol, our solution increase by 8% the maximum number 
of the requested channel in a core network where 500 
channels are available and 576 viewers are active during a 
zapping process. Moreover, this relative increasing tends to 
decrease when the number of the active viewer becomes 
bigger. 
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We finally measured that the blackout time is reduced 
bringing an additional improvement of the viewer 
experience. 

In this work, we acted mainly at the first step of the 
zapping process which is the network processing part. In 
further work, we will focus on the second step of the 
zapping process. For the same aim, we will propose some 
mechanisms to send secondary streams, based on the mean 
streams and the moment of the zapping, to reduce the 
Buffering Delay and the First I-Frame Delay at the same 
time.  
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Abstract – In this article, we propose fairness-oriented dual 
stream multiple-input multiple-output (MIMO) packet 
scheduling schemes with efficient utilization of channel quality 
indicator (CQI) feedback for emerging multiantenna packet 
radio systems. In general, multiuser multiantenna transmission 
schemes allow users to be scheduled on different parallel streams 
on the same time-frequency resource. Based on that, 
implementations of more intelligent scheduling schemes that are 
aware of the instantaneous state of the radio channel require 
utilization of time, frequency and spatial domain resources in an 
efficient manner. Stemming from the earlier advanced 
proportional fair (PF) scheduler studies, we extend the 
developments to dual stream MIMO packet radios with fairness-
oriented scheduling metric and practical feedback reporting 
mechanisms, including the effects of mobile measurement and 
estimation errors, reporting delays, and CQI quantization and 
compression. Furthermore, we investigate the resulting fairness 
distribution among users together with the achievable radio 
system performance in terms of throughput and coverage, by 
simulating practical OFDMA cellular system environment with 
MIMO functionality in Micro and Macro cell scenarios. As a 
concrete example, we demonstrate that by using the proposed 
fairness-oriented multiuser scheduling schemes, significant 
coverage improvements in the order of 40% can be obtained at the 
expense of only 16% throughput loss for all feedback reporting 
schemes. Furthermore, the user fairness is also greatly increased, 
by more than 30%, when measured using Jain’s fairness index.  
 

Keywords - radio resource management; packet scheduling; 
proportional fair; channel quality feedback; fairness; coverage; 
throughput; multiantenna 

I. INTRODUCTION 

The advancement of new radio technologies for beyond 
third generation (3G) cellular systems continues steadily. 
This includes, e.g., third generation partnership project 
(3GPP) long term evolution (LTE) [2], worldwide 
interoperability for microwave access (WiMAX) [3] and the 
work in various research projects, like WINNER [4]. Some 
common elements in most of these developments are 
orthogonal frequency division multiple access (OFDMA) 
based air interface, operating bandwidths of at least 10-20 
MHz, and the exploitation of multiple-input multiple-output 

(MIMO) techniques and advanced channel-aware packet 
scheduling principles [2]. MIMO in terms of spatial 
multiplexing (SM), possibly combined with pre-coding, is 
considered as one core physical layer technology towards 
increased link spectral efficiencies compared to existing 
radio systems. In addition, it also provides the packet 
scheduler (PS) with an extra degree of freedom (spatial 
domain), by offering a possibility to multiplex multiple data 
streams of one or more users on the same physical time-
frequency resource. The two principal concepts widely 
analyzed in literature (see, e.g., [5]-[6] and the references 
therein) in this context are single user (SU) and multiuser 
(MU) MIMO. The SU-MIMO approach allows only the 
streams of one individual UE to be scheduled at the same 
time-frequency resource block (RB), while MU-MIMO 
provides additional flexibility so that streams of multiple 
users can be scheduled over the same time-frequency RB. 
Assuming relatively accurate channel state feedback in 
terms of channel quality indicator (CQI) reports from 
mobile stations (MS) to base station (BS), together with fast 
link adaptation mechanisms, advanced channel-aware 
packet scheduling schemes have major impact on the 
system-level performance optimization in terms of, e.g., 
throughput and coverage. Practical CQI reporting 
mechanisms in this context are described, e.g., in [7]-[13]. 
Another important feature of multiuser radio systems related 
to scheduling, in addition to throughput and coverage, is 
fairness, implying that also users with less favorable channel 
conditions should anyway be given some reasonable access to 
the radio spectrum. This is especially important in serving 
users at, e.g., cell edges in cellular networks.  

Recently, multiantenna oriented packet scheduling 
principles have started to be investigated in the literature, 
see, e.g., [14]-[19]. New scheduling algorithms have been 
proposed and their performance been evaluated in different 
simulator environments in [1], [16]-[19]. In this article, we 
concentrate on the proportional fair (PF) principle, which in 
general offers an attractive balance between cell throughput 
and user fairness, and extend it with spatial domain 
functionality for the needs of SU- and MU-MIMO 
operation. More specifically, we extend our earlier studies 
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in [1], [18]-[19] on algorithm development by deploying 
SM functionality to frequency domain (FD) PF scheduling 
schemes that can efficiently utilize the provided feedback 
information from all the user equipments (UEs), in terms of 
quantized CQI reports. A new packet scheduler is proposed, 
called MIMO modified PF (MMPF), with built-in fairness 
control in its scheduling metric, which is shown to improve 
the system performance considerably, in terms of cell-edge 
coverage and overall scheduling fairness, when compared to 
existing reference schedulers. For practicality, all the 
performance evaluations are carried out in 3GPP LTE system 
context, covering both Micro and Macro Cell scenarios, and 
conforming to the 3GPP evaluation criteria [2]. The used 
radio system performance measures are cell throughput 
distribution, average throughput, cell-edge coverage and 
Jain’s fairness index [21].  

In general, while the increased flexibility of channel-
aware scheduling can offer great performance 
enhancements, compared to fixed resource allocation, it also 
has some practical disadvantages. This includes, e.g., 
relatively higher scheduling complexity, in terms of 
scheduling metric calculations and increased signaling 
overhead to facilitate CQI reporting. Keeping these at 
reasonable levels requires thus some constraints on the 
scheduling algorithm, so for simplicity we assume here that 
only one MIMO mode (SU or MU) and fixed modulation 
and coding scheme (MCS) is allowed per user within one 
time-frequency scheduling element (RB). For simplicity, we 
also assume that the BS as well as all the UE’s are equipped 
with 2 antennas (dual antenna TX and RX). 

The rest of the article is organised as follows: Section II 
describes the MIMO channel-aware scheduling principles 
and the proposed fairness-oriented scheduling scheme. 
Section III, in turn, gives an overview of different feedback 
reporting schemes in packet scheduling context. The overall 
radio system model and simulation assumptions are then 
presented and discussed in Section IV. The corresponding 
simulation results and analysis are presented in Section V, 
while the conclusions are drawn in Section VI.  

II. CHANNEL-AWARE MIMO SCHEDULING 

In general, the task of the packet scheduler is to select 
the most suitable users to access the overall radio resources 
at any given time window, based on some selected priority 
metric calculations. Typically the scheduler also interacts 
with other radio resource management (RRM) units such as 
link adaptation (LA) and Hybrid ARQ (HARQ) manager as 
shown in Figure 1. The scheduling decision is based on 
received users’ signaling information in terms of 
acknowledgements (ACK/NACK) and channel state 
information (CQI reports) per given transmission time 
interval (TTI) [9] and per frequency domain physical 
resource block (PRB). More specifically, in this article in 
multiantenna radio system context, we assume that both 

single stream and dual stream CQIs are reported to BS by 
each UE. Depending on the selected CQI reporting scheme, 
the accuracy and resolution of the channel quality 
information can then easily differ considerably [7], [8], [11], 
[12], as will be explained in Section III. Moreover, the CQI 
information is not necessarily available for all the individual 
subcarriers but more likely for certain groups of subcarriers 
only [13], [22], [23]. Based on this information, the BS 
scheduler then decides whether the particular time-
frequency resource is used for (i) transmitting only one 
stream to a specific UE, (ii) two streams for a specific UE 
(SU-MIMO) or (iii) two streams to two different UEs (MU-
MIMO, one stream per UE). 

 

HARQ info Requests

Decisions

 
Figure 1: Joint time- and frequency-domain scheduling process. 

A. Proposed Scheduler at Principal Level 

In general, we use the well-known two-step PF approach 
with extended functionality in extra spatial dimension to 
enable MIMO operation [1], [5], [18]-[19]. The first step is 
time-domain (TD) scheduling in which the scheduler selects 
a sub-group of users in each TTI, called scheduling 
candidate set, based on the full bandwidth channel state 
information. More specifically, the TD step selects those 
IBUFF UE’s (out of the total number of UE’s, say ITOT) whose 
total instantaneous throughput, per TTI, calculated over the 
full bandwidth is highest [20]. In this stage, we also take the 
different spatial multiplexing possibilities (single stream, 
dual stream SU, dual stream MU) into account, in 
calculating all the possible full bandwidth reference 
throughputs.  

The second step is then frequency-domain (FD) / 
spatial-domain (SD) scheduling in which the scheduler first 
reserves the needed PRB’s for pending re-transmissions (on 
one stream-basis only for simplicity) and the rest available 
PRB’s are allocated to the selected UE’s of the scheduling 
candidate set obtained from the TD step. The actual metric 
in FD/SD allocation is based on the PRB-level and stream-
wise channel state information, and the corresponding 
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throughput calculations, as will be explained in more details 
below.  

B.  Exact Scheduling Metrics 

Here we describe the actual scheduling metrics used in 
ranking users in the TD scheduling step as well as mapping 
the users to FD/SD resources in the second step. First a 
multistream extension of “ordinary” PF is described in sub-
section II.B.1, used as a reference in the performance 
simulations, and then the actual proposed modified metric 
with increased fairness-control is described in sub-section 
II.B.2. 

1) Multistream Proportional Fair:  
For the PF scheduler, scheduling decision per TTI is 

based on the following priority metric  

 , ,
, ,

( )
argmax

( )
i k s

i k s
i i

R n
T n

γ
⎧ ⎫⎪ ⎪⎪ ⎪= ⎨ ⎬⎪ ⎪⎪ ⎪⎩ ⎭

 (1) 

in which Ri,k.s(n) is the estimated instantaneous throughput 
of user i at sub-band k on stream s for the  time instant (TTI) 
n (calculated based on the CQI reports through, e.g., EESM 
mapping [1]). Ti(n), in turn, is the average delivered 
throughput to the UE i during the recent past and is 
calculated  by  

 1 1
( ) 1 ( 1) ( 1)i i i

c c
T n T n R n

t t
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Here tc controls the averaging window length over which 
the average delivered throughput is calculated [11]-[15] and 
Ri(n-1) is the actually delivered throughput to user i at 
previous TTI n-1, calculated over all sub-bands k and 
possible streams s. In general, 1/tc is also called the 
forgetting factor.  

Considering the previous TD and FD/SD steps described 
earlier in Section II.A, the above metrics are used as 
follows: 

a) TD: Metric (1) is evaluated over the full 
bandwidth and for different stream options to rank the ITOT 
UE’s. Out of these, IBUFF < ITOT UE’s with highest metric 
are picked to the following FD/SD stage. In the following, 
this subset is called scheduling candidate set (SCS), and is 
denoted by ( )nΩ . 

b) FD/SD: The access to individual PRB and 
stream(s) is granted for the user(s) belonging to the above 
SCS with the highest metric (1) evaluated for the particular 
PRB and stream at hand. 

2) Modified Multistream Proportional Fair (MMPF):  
Stemming from the earlier work in [1], [11], the 

following modified multistream PF metric is proposed: 
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  (3) 

Here, α1 and α2 are scheduler optimization parameters 
ranging basically from 0 to infinity, CQIi,k,s is the CQI of 
user i at PRB k and stream s, and CQIave

i is the average CQI 
of user i calculated using  
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In above, KTOT is the total number of available PRB’s while 
STOT denotes the maximum number of streams which is here 
two (max two streams). In (3), Ttot(n) is the average 
delivered throughput (during the recent past) to all IBUFF 
users served by the BS and is calculated as 
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Intuitively, the proposed scheduling metric in (3) is 
composed of two elements affecting the overall scheduling 
decisions. The first dimension measures in a stream-wise 
manner the relative instantaneous quality of the individual 
user’s radio channels against their own average channel 
qualities while the second dimension is related to measuring 
the achievable throughput of individual UE’s against the 
corresponding average throughput of scheduled users. In 
this way, and by understanding the power coefficients α1 
and α2 as additional adjustable parameters, the exact 
scheduler statistics can be tuned and controlled to obtain a 
desired balance between the throughput and fairness. This 
will be demonstrated later using radio system simulations. 
Considering finally the actual TD and FD/SD steps 
described at general level in Section II.A, the same 
approach as in sub-section II.B.1 is deployed but the metrics 
(1)-(2) are of course here replaced by the metrics in (3)-(5). 

III. FEEDBACK REPORTING PROCESS 

The overall channel state reporting process between 
UE’s and BS is illustrated in Figure 2. Within each time 
window of length tr, each mobile sends channel quality 
indicator (CQI) reports to BS, formatted and possibly 
compressed, with a reporting delay of td seconds [7] , [8], 
[11], [12]. Each report is naturally subject to errors due to 
imperfect decoding of the received signal.  In general, the 
CQI reporting frequency-resolution has a direct impact on 
the achievable multiuser frequency diversity and thereon to 
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the overall system performance and the efficiency of radio 
resource management, as described in general, e.g., in [12]. 
In our studies here, the starting point (reference case) is that 
the CQI reports are quantized SINR measurements across 
the entire bandwidth (wideband CQI reporting), to take 
advantage of the time and frequency variations of the radio 
channels for the different users. Then also alternative 
reduced feedback schemes are described and evaluated, as 
discussed below.  

 

 
Figure 2: Reporting mechanism between UE and BS. 

A. Full CQI Reporting 

In a general OFDMA radio system, the overall system 
bandwidth is assumed to be divided into v CQI 
measurement blocks. Then quantizing the CQI values to say 
q bits, the overall full CQI report size is  

 fullS q v= ×  (6) 

bits which is reported by every UE for each TTI [2]-[4], 
[12]. In case of LTE, with 10 MHz system bandwidth and 
grouping 2 physical resource blocks into 1 measurement 
block, it follows that v = 25. Assuming further that 
quantization is carried with q = 5 bits, then each UE is 
sending 25x5 = 125 bits for every 1ms (TTI length). 

B. Best-m CQI Reporting 

One simple approach to reduce the reporting and 
feedback signaling is obtained as follows. The method is 
based on selecting only m < v different CQI measurements 
and reporting them together with their frequency positions 
to the serving cell [9], [12]. We assume here that the 
evaluation criteria for choosing those m sub-bands for 
reporting is based on the highest SINR values (hence the 
name Best-m). The resulting report size in bits is then given 
by  

 2
!

log
!( )!best m
v

S q m
m v m−

⎡ ⎛ ⎞⎤⎟⎜= × + ⎢ ⎥⎟⎜ ⎟⎜⎝ − ⎠⎢ ⎥⎢ ⎥
 (7) 

As an example, with v = 25, q = 5 bits and m = 10, it 
follows that Sbest-m = 72 bits, while Sfull = 125 bits. 
Furthermore, on the scheduler side, we assume that the 
PRBs which are not reported by the UE are allocated a CQI 
value equal to the lowest reported one.  

C. Threshold based CQI Reporting 

This reporting scheme is a further simplification and 
relies on providing information on only the average CQI 
value above certain threshold together with the 
corresponding location (sub-band index) information. First 
the highest CQI value is identified within the full 
bandwidth, which sets an upper bound of the used threshold 
window. All CQI values within the threshold window are 
then averaged and only this information is sent to the BS 
together with the corresponding sub-band indexes. On the 
scheduler side, the missing CQI values can then be treated, 
e.g., as the reported averaged CQI value minus a given dB 
offset (e.g., 5 dB; the exact number is again a design 
parameter). The number of bits needed for reporting is 
therefore only  

 thresholdS q v= +  (8) 

As an example, with v = 25 and q = 5 bits (as above), it 
follows that Sthreshold  = 30 bits, while Sbest-m = 72 bits and Sfull 
= 125 bits. The threshold-based scheme is illustrated 
graphically in Figure 3 [11].  

 

 
Figure 3: Basic principle of threshold-based CQI reporting. 

IV.    QUASI-STATIC RADIO SYSTEM SIMULATOR 

A. Basic Features 

System-level performance of the proposed scheduling 
scheme is evaluated based on a quasi-static radio system 
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simulator for LTE downlink, providing traffic modeling, 
multiuser packet scheduling and link adaptation [2]. As a 
practical example, the 10 MHz system bandwidth case of 
LTE is assumed, meaning that there are 50 physical 
resource blocks each consisting of 12 sub-carriers with sub-
carrier spacing of 15 kHz. This sets also the basic resolution 
in FD/SD UE multiplexing (scheduling), i.e., the allocated 
individual UE bandwidths are multiples of the PRB 
bandwidth. The actual reported CQI’s are based on received 
signal-to-interference-and-noise ratios (SINR), calculated 
by the UE’s for each PRB. Here the UE’s are assumed to 
deploy dual antenna linear MMSE (LMMSE) receiver 
principle, and utilize in the SINR calculations the actual 
radio channel response, the received noise level, and the 
structure of the detector (like described in more details 
below). Furthermore, like mentioned already earlier, the 
UE’s always report single stream as well as both SU and 
MU dual stream SINR’s (at the corresponding detector 
output).  

In a single simulation run, mobile stations are randomly 
dropped or positioned over each sector and cell. Then based 
on the individual distances between the mobile and the 
serving base station, the path losses for individual links are 
directly determined, while the actual fading characteristics 
of the radio channels depend on the assumed mobility and 
power delay profile. In updating the fading statistics, the 
time resolution in our simulator is set to one TTI (1ms). In 
general, a standard hexagonal cellular layout is utilized with 
altogether 19 cell sites each having 3 sectors in Macro case 
and 1 sector in Micro case as show in Figure 4. In the 
performance evaluations, statistics are collected only from 
the central cell site while the others simply act as sources of 
inter-cell interference.  

 

Figure 4: Macro and Micro cell scenarios. 

The main simulation parameters and assumptions are 
generally summarized in TABLE 1 for both Macro and 
Micro cell scenarios, following again the LTE working 
assumptions. The used MIMO scheme is per-antenna rate 
control (PARC) with two transmit antennas at the BS and 
two receive antennas at the UE’s and the receivers are 

equipped with LMMSE detectors. As illustrated in Figure 1, 
the RRM functionalities are controlled by the packet 
scheduler together with link adaptation and HARQ 
mechanisms. Notice that the maximum number of 
simultaneously multiplexed users (IBUFF) is set to 10 here 
while the total number of UE’s (ITOT) is 15. In general, we 
assume that the BS transmission power is equally 
distributed among all PRB’s. In the basic simulations, 15 
UE’s are uniformly dropped within each cell and experience 
inter-cell interferences from the surrounding cells, in 
addition to path loss and fading. The UE velocities are 
3km/h, and the typical urban (TU) channel model 
standardized by ITU is assumed in modeling the power-
delay spread of the radio channels. Infinite buffer traffic 
model is applied in the simulations, i.e. every user has data 
to transmit (when scheduled) for the entire duration of a 
simulation cycle. Exponential effective SINR mapping 
(EESM) is used for link-to-system level mapping 
(throughput calculations), as described in [2]. The length of 
a single simulation run is set to 5 seconds which is then 
repeated for 10 times to collect reliable statistics. 

Considering MIMO functionality, every UE has an 
individual HARQ entry per stream, which operates the 
physical layer re-transmission functionalities. It is based on 
the stop-and-wait (SAW) protocol and for simplicity, the 
number of entries per UE is fixed to six. HARQ 
retransmissions are always transmitted with the same MCS 
and on the same PRB’s (if scheduled) as the first 
transmissions in a single stream mode. The supported 
modulation schemes are QPSK, 16QAM and 64QAM with 
variable rates for the encoder as shown in TABLE 1.  

Link adaptation handles the received UE reports 
containing the channel quality information for each PRB 
based on single and dual stream MIMO modes. The 
implemented link adaptation mechanism consists of two 
separate elements – the inner loop (ILLA) and outer loop 
(OLLA) LA’s – and are used for removing CQI 
imperfections and estimating supported data rates and MCS. 
It is assumed that the CQI reporting errors are log-normal 
distributed with 1dB standard deviation. 

B. Detectors and SINR Modeling  

The actual effective SINR calculations rely on 
subcarrier-wise complex channel gains (estimated using 
reference symbols in practice) and depend in general also 
on the assumed receiver (detector) topology. Here we 
assume that the LMMSE detector, properly tailored for the 
transmission mode (1-stream SU, 2-stream SU or 2-stream 
MU) is deployed. The detector structures and SINR 
modeling for different transmission modes are described in 
detail below. 
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TABLE 1. Basic simulation parameters. 
Parameter Assumption 
Cellular layout Hexagonal grid, 19 cell sites, 

3 sectors per site for Macro / 
1 sector per site for Micro 

Inter-site distance 500 m - Macro / 1732 m - 
Micro 

Carrier frequency / Bandwidth 
Number of active sub-carriers 
Sub-carrier spacing 
Sub-frame duration 

2000 MHz / 10 MHz 
600 
15 kHz 
0.5 ms 

Channel estimation Ideal 
PDP ITU Typical Urban 20 paths 
Minimum distance between UE 
and cell 

>= 35 meters - Macro 
>= 10 meters - Micro 

Average number of UE’s per 
sector 

15 

Max. number of frequency 
multiplexed UEs (IBUFF) 

10 

UE receiver type LMMSE 
Shadowing standard deviation 8 dB 
UE speed 3km/h 
Total BS TX power (Ptotal) 46 dBm 
Traffic model Full Buffer 
Fast fading model Jakes Spectrum 
CQI reporting schemes Full CQI, 

Best – m (with m=10), 
Threshold based (with 5dB 
threshold) 

CQI log-normal error std. 1 dB 
CQI reporting time 5 TTI 
CQI delay  
CQI quantization 
CQI std error 

2 TTIs 
1 dB 
1 dB 

MCS rates QPSK (1/3, 1/2, 2/3), 
16QAM (1/2, 2/3, 4/5), 
64QAM (1/2, 2/3, 4/5) 

ACK/NACK delay 2 ms 
Number of SAW channels 6 
Maximum number of 
retransmissions 

3 

HARQ model Ideal chase combining (CC) 
1st transmission BLER target  20% 
Scheduler forgetting factor 0.0025 
Scheduling schemes used Ordinary PF 

Modified PF (proposed) 
Simulation duration (one drop) 5 seconds 
Number of drops 10 

 

1) Single Stream SU Case 
In this case, only one of the two BS transmit antennas is 

used to transmit one stream. At individual time instant 
(time-index dropped here), the received spatial 2x1 signal 
vector of UE i at sub-carrier c is of the form 

 , , , , ,i c i c i c i c i cx= + +y h n z  (9) 

where ,i cx , ,i ch , ,i cn  and ,i cz  denote the transmit symbol, 
2x1 channel vector, 2x1 received noise vector and 2x1 
inter-cell interference vector, respectively. Then the 
LMMSE detector , , ,ˆ H

i c i c i cx = w y  is given by 

 2 2 1
, , , , , , , ,( )H
i c x i i c x i i c n i z i i cσ σ −= + +w h h hΣ Σ  (10) 

where 2
,x iσ , ,n iΣ  and ,z iΣ  denote the transmit power (per 

the used antenna), noise covariance matrix and inter-cell 
interference covariance matrix, respectively. Now the SINR 
is given by 

 
2 2

, , ,
,

, , , , , ,

H
i c i c x i

i c H H
i c n i i c i c z i i c

σ
γ =

+

w h

w w w wΣ Σ
 (11) 

The noise variables at different receiver antennas are 
assumed uncorrelated (diagonal ,n iΣ ) while the more 
detailed modeling of inter-cell interference (structure of 
,z iΣ ) takes into account the distances and channels from 

neighboring base stations (for more details, see, e.g., [19]). 

2) Dual Stream SU Case 
In this case, both of the two BS transmit antennas are  

used for transmission, on one stream per antenna basis. At 
individual time instant, the received spatial 2x1 signal 
vector of UE i at sub-carrier c is now given by 

 , , , , ,i c i c i c i c i c= + +y H x n z  (12) 

where ,i cx  and , , ,1 , ,2[ , ]i c i c i c=H h h  denote the 2x1 
transmit symbol vector and 2x2 channel matrix, 
respectively. Now the LMMSE detector , , ,ˆi c i c i c=x W y  is 
given by 

 

1
, , , , , , , ,

, ,1

, ,2

( )H H
i c x i i c i c x i i c n i z i

H
i c

H
i c

−= + +

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

W H H H

w

w

Σ Σ Σ Σ

 (13) 

where 2 2 2 2
, , ,1 , ,2 , ,{ , } { /2, /2}x i x i x i x i x idiag diagσ σ σ σ= =Σ  

denotes the 2x2 covariance matrix (assumed diagonal) of 
the transmit symbols. Note that compared to single stream 
case, the overall BS transmit power is now divided between 
the two antennas, as indicated above. Then the SINR’s for 
the two transmit symbols are given by 

, ,1

2 2
, ,1 , ,1 , ,1

2 2
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2 2
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(14) 
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3) Dual Stream MU Case 
In this case, the transmission principle and SINR 

modeling are similar to subsection 2) above, but the two 
spatially multiplexed streams belong now to two different 
UE’s, say i and i’. Thus the SINR’s in (14) are interpreted 
accordingly. 

Finally, for link-to-system level mapping purposes, the 
exponential effective SINR mapping (EESM), as described 
in [2-4], is deployed.  

V. NUMERICAL RESULTS 

In this section, we present the results obtained from the 
quasi-static radio system simulations using the PS 
algorithms described in the article. The system-level 
performance is generally measured and evaluated in terms 
of: 

a) Throughput – the total number of successfully 
 delivered bits per unit time. Usually measured 
 either in kbps or Mbps. 

b) Coverage – the experienced data rate per UE at 
 the 95% coverage probability (5% throughput 
 CDF point). 

c) Fairness – measures the resource allocation 
 fairness among all UE’s from the average 
 throughput point of view. Evaluated using Jain’s 
 fairness index [21] which is calculated here as 

 

TOT

TOT

2

1

2
TOT

1

I

i
i
I

i
i

fairness

I

μ

μ

=

=

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜⎝ ⎠
=

∑

∑
 (15)  

where iμ  denotes the average throughput value 
of user i across different simulation realizations 
(here ten). In single simulation run, the 
corresponding throughput of user i is given by 

 
1

1
( )

TTIN

i i
TTI n

R n
N

μ
=

= ∑  (16) 

where NTTI denotes the length of a single 
simulation run in TTI’s while Ri(n) is the actually 
delivered throughput to user i at individual TTI n. 

 
In the following, we illustrate the behavior of the 

proposed MMPF scheduler with using different power 
coefficients α1 and α2 as shown in TABLE 2. To focus 
mostly on the role of the channel quality reporting in the 
priority metric calculation in equation (3), α2 is fixed here to 

1 and different values are then demonstrated for α1. More 
specifically, with large α2 values, the effect of second term 
in priority metric calculation based on throughput 
estimation would be emphasized and the scheduling 
algorithm would behave like maximum throughput 
scheduler, which in turn would imply reduced fairness 
distribution. Consequently, the impact of the different CQI 
reporting schemes is seen now more clearly. For the cases 
of Best–m and Threshold based CQI reporting schemes, we 
fix the value of m equal to 10 and threshold to 5 dB, 
respectively. Similar example values have also been used by 
other authors in the literature earlier, see, e.g., [12]. 
Complete performance statistics are gathered for both 
Macro cell and Micro cell case scenarios.  

A. Macro Cell Case 

Figure 5 (left column) illustrates the average user 
throughput and coverage for the different schedulers. The 
power coefficient values from TABLE 2 are presented as 
index M, where M1 represents the first couple, etc. The 
obtained results are compared with the reference PF 
scheduler described also in Section II. By using the first 
term (M1) of the new metric calculation for MMPF, in 
combination with full CQI reporting scheme, we achieve 
coverage gain in the order of 63% at the expense of 20% 
throughput loss as shown in Figure 5 (a) and (b). This sets 
the basic reference for comparisons in the other cases. In the 
case of Best-m and Threshold based reporting schemes 
presented in Figure 5 (c) and (d), and Figure 5 (e) and (f), 
we have coverage increases by 69% and 74% with 
throughput losses of 15% and 20%, correspondingly. 

Continuing on the evaluation of relative system 
performance using the proposed scheduler, we clearly see a 
trade-off between average cell throughput and coverage for 
different power coefficient cases. Furthermore, the 
remaining power coefficient values shown in TABLE 2 are 
used for tuning the overall system behavior together with 
the choice of the CQI reporting scheme. In the case of full 
CQI feedback and coefficient α1 varying between 2 and 8 
(M2 –M5) the cell throughput loss is decreased to around 
7%, while the coverage gain is reduced to around 21%. 
Similar results are obtained for the other feedback reporting 
schemes as well. Consequently, an obvious trade-off 
between average cell throughput and coverage is clearly 
seen. In order to preserve the average sector throughput and 
still to gain from the coverage increase, coefficient values 
should thus be properly chosen. The exact percentage 
values for the coverage gains and throughput losses are 
stated in TABLE 3 at the end of the article. 

Further illustrations on the obtainable system 
performance are presented in Figure 5 (right column) in 
terms of the statistics of individual UE data rates for the 
applied simulation scenarios. The slope of the CDF reflects 
generally the fairness of the algorithms. Therefore we aim 
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to achieve steeper slope corresponding to algorithm 
fairness. This type of slope change behavior can clearly be 
established for each simulation scenario. Clearly, at 5% 
(coverage) point of the throughput CDF curves, 
corresponding to users typically situated at the cell edges, 
we observe significant data rate increases indicated by shift 
to the right for all CQI feedback schemes when the 
coefficient α1 is changed in the proposed metric. This 
indicates improved overall cell coverage at the expense of 
slight total throughput loss.  

Figure 6 (left column) shows the modulation and coding 
scheme (MCS) distributions for different schedulers and 
with applied feedback reporting schemes. The negligible 
decrease in higher order modulation usage (less than 3%) 
leads to the increase in the lower (more robust) ones for 
improving the cell coverage. In all the simulated cases, the 
MCS distribution behavior has a relatively similar trend 
following the choice of the power coefficients in the 
proposed packet scheduling. In general, the use of higher-
order modulations is affected mostly in the case of Best-m 
and Threshold based reporting schemes.  

   Figure 6 (right column) illustrates the HARQ 
distributions for the different scheduler scenarios and 
reporting schemes. Clearly, the 20% BLER target rate is 
achieved in all simulated cases. Moreover, the MMPF 
scheduler provides slight increase in probability of 
successful first transmission of around 2% for the Best-m 
and Threshold based feedback cases.  

 
 

TABLE 2. DIFFERENT POWER COEFFICIENT COMBINATIONS 

Coefficient Value 

α1 1 2 4 6 8 
α2 1 1 1 1 1 

 

B. Micro Cell Case 

The performance statistics obtained for Micro cell case 
demonstrate similar trends, as in the previous Macro case, 
as shown in Figure 7. Starting from the primary case M1, 
with full CQI, we obtain a 17% loss in throughput and 92% 
coverage improvement. For the reduced feedback reporting 
schemes – Best-m and Threshold based – we have 21% and 
19% throughput losses and 100% and 96% coverage gains, 
respectively. Furthermore, similar behavior is observed in 
the CDF’s of individual UE throughputs, as well as MCS 
and HARQ distributions. The exact percentage values read 
from the figures are again stated in table format in TABLE 
4 at the end of the article. 

C. Jain’s Fairness Index 

Figure 8 illustrates the Jain’s fairness index per 
scheduling scheme for Micro and Macro cell scenarios, 
calculated over all the ITOT = 15 UE’s. The value on the x 
axis corresponds to used scheduler type, where 1 refers to 
the reference PF scheduler, 2 refers to MMPF with index 
M1, etc.  The value of Jain’s fairness index is generally in 
the range of [0,1], where value of 1 corresponds to all users 
having the same amount of resources. Clearly, the fairness 
distribution with MMPF outperforms the used reference PF 
scheduler for both cases. The received fairness gains are in 
range of 13%-37% with full CQI feedback, 15-32% with 
Best-m CQI feedback and 17-35% with Threshold based 
CQI feedback in the Macro case scenario. The 
corresponding fairness gains in Micro case scenario are 25-
46%, 32-41% and 34-43% for full CQI, Best –m and 
Threshold based reporting schemes, correspondingly. The 
exact percentage values read from the figures are again 
stated in table format in Table 5 in the end of the article. 

VI. CONCLUSIONS 

In this article, we have studied the potential of advanced 
multiuser packet scheduling algorithms in OFDMA type 
radio system context, using UTRAN long term evolution 
(LTE) downlink in Macro and Micro cell environment as 
practical example cases. New multistream proportional fair 
scheduler metric covering time-, frequency- and spatial 
domains was proposed that takes into account both the 
instantaneous channel qualities (CQI’s) as well as resource 
allocation fairness. Also different practical CQI reporting 
schemes were discussed, and used in the system level 
performance evaluations of the proposed scheduler.  
Overall, the achieved throughput performance together with 
coverage and fairness statistics were assessed, by using 
extensive radio system simulations, and compared against 
more traditional proportional fair scheduling with 
multiantenna spatial multiplexing functionality. In the case 
of fixed coverage requirements and based on the optimal 
parameter choice for CQI reporting schemes, the proposed 
scheduling metric calculations based on UE channel 
feedback offers better control over the ratio between the 
achievable cell/UE throughput and coverage increase, as 
well as increased UE fairness. As a practical example, even 
with limited CQI feedback, the fairness in resource 
allocation together with cell coverage can be increased 
significantly (more than 40%) by allowing a small decrease 
(in the order of only 10-15%) in the cell throughput. 
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Figure 5: Left column: Average sector throughput and coverage for different scheduling schemes for Macro cell scenario with full CQI 
feedback (a, b), Best -m CQI feedback (c, d) and Threshold based CQI feedback (e, f). M1-M5 refer to the proposed scheduler with power 
coefficient values as given in TABLE 2. Right column: CDF’s of individual UE throughputs for different scheduling schemes for Macro 
cell scenario with full CQI feedback (a), Best -m CQI feedback (b) and Threshold based CQI feedback (c). 
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Figure 6: Left column: MCS distributions [%] for different scheduling principles for Macro cell scenario with full CQI feedback (a), Best -
m CQI feedback (b) and Threshold based CQI feedback (c). Right column: HARQ distributions for different scheduling schemes for Macro 
cell scenario with full CQI feedback (a), Best -m CQI feedback (b) and Threshold based CQI feedback (c). 
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Figure 7: Average cell throughput and coverage gain over the 
reference PF scheduling scheme for Micro cell simulation 
scenario. The schemes M1-M5 refer to the new proposed scheduler 
with power coefficient values as given in TABLE 2. 

 
Figure 8: Jain’s fairness index per feedback reporting scheme for 
the different simulation scenarios – Macro cell (a) and Micro cell 
(b). Scheduler type 1 means ordinary PF, while 2-6 means 
proposed modified PF with power coefficients as described in 
TABLE 2.     
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TABLE 3. 
OBTAINED PERFORMANCE STATISTICS COMPARED TO ORDINARY PF SCHEDULER WITH DIFFERENT CQI REPORTING SCHEMES AND DIFFERENT 

POWER COEFFICIENTS (M1-M5) FOR THE PROPOSED SCHEDULER. MACRO CELL CASE SCENARIO. 
 

 Coverage Gain [%] Throughput Loss [%] 
 full best-m threshold full best-m threshold 
M1 63 69 74 20 15 20 
M2 51 57 60 16 11 16 
M3 36 40 43 13 6 12 
M4 28 29 33 9 2 8 
M5 21 24 32 7 0 6 

 
 

TABLE 4. 
OBTAINED PERFORMANCE STATISTICS COMPARED TO ORDINARY PF SCHEDULER WITH DIFFERENT CQI REPORTING SCHEMES AND DIFFERENT 

POWER COEFFICIENTS (M1-M5) FOR THE PROPOSED SCHEDULER. MICRO CELL CASE SCENARIO. 
 

 Coverage Gain [%] Throughput Loss [%] 
 full best-m threshold full best-m threshold 
M1 92 100 96 17 21 19 
M2 76 88 84 13 17 16 
M3 53 64 60 9 14 14 
M4 44 54 46 6 11 12 
M5 36 40 42 5 8 10 

 
TABLE 5. 

OBTAINED JAIN’S FAIRNESS INDEXES COMPARED TO ORDINARY PF SCHEDULER WITH DIFFERENT CQI REPORTING SCHEMES AND DIFFERENT 
POWER COEFFICIENTS (M1-M5) FOR THE PROPOSED SCHEDULER. MACRO AND MICRO CELL CASE SCENARIOS. 

 
 Macro case Fairness Gain [%] Micro case Fairness Gain [%] 
 full best-m threshold full best-m threshold 
M1 37 32 35 46 41 43 
M2 32 28 32 44 40 42 
M3 19 21 25 29 36 39 
M4 16 15 20 27 33 37 
M5 13 15 17 25 32 34 
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Abstract — This paper presents the validation of an end-to-end 

QoS integrated management system in a multidomain test-bed 

environment. The integrated management system was designed 

and implemented in the framework of the ENTHRONE 

European project. This paper focuses on the network service 

management validation at both the Service Provider and 

Network Provider. The Network Service Management is based 

on the SLS management: in the core network the pSLS 

management is used to deal with users aggregated services, 

while cSLS management is used to deal with individual users 

services. Both functionality and scalability tests for SLS 

management are presented 

Keywords-SLS, end to end QoS Management, testbed, 

functional and scalability tests. 

I.  INTRODUCTION  

Today’s high speed networks together with enhanced 
coding techniques for audio and video have made the real 
time delivery of multimedia services over internet possible. 
These real time multimedia services raise new challenges for 
the network regarding the quality of services (QoS) control 
in order to ensure the proper delivery of the services from 
content provider (source) to content consumer (destination). 
An integrated management system should exist, capable of 
managing the high level services with E2E (end to end) QoS 
guarantees, while preserving the independency of each 
network domain to be administrated autonomously in terms 
of its resources. This management system should also be 
capable to accommodate heterogeneous network 
technologies utilized today in the Internet. 

An integrated end to end QoS management system has 
been designed, implemented and validated in the framework 
of ENTHRONE project (FP6 IST-507637 European project) 
[3][4][5][6][7]. The ENTHRONE Integrated Management 
Supervisor (EIMS) [5][6] is the main management entity 
designed according to the MPEG-21 standard, sitting at the 
top of a heterogeneous network infrastructure. The EIMS 

offers a unified management framework in the audio-visual 
distribution chain. It assures E2E QoS provisioning using 
service management based on Service Level Agreements/ 
Specifications (SLA/SLS) concepts. The QoS approach 
includes the content adaptation, i.e., the adjustment of the 
application to the network and terminal capabilities and/or to 
compensate for the deficiencies of the network.  

Several works exist, dealing with end to end QoS 
management. The IMS solution for 3G mobile network has 
been standardized by the 3GPP consortium [13]. Also, for 
the IP world the TISPAN IMS architecture was proposed by 
NGN group [12]. Both are based on Integrated Services 
(Intserv) approach for QoS management. A separate 
signaling path-coupled session, crossing IP core domains, 
e.g., based on RSVP or NSIS approach, is run for each 
individual call. Such a solution could raise scalability 
problems. 

The European projects CADENUS, TEQUILA, 
MESCAL and EuQoS [9][10][11], have also been dedicated 
to the E2E QoS issues. The projects have developed 
solutions to provision IP premium services. Efficient 
solutions have been proposed for services and resources 
management in single domain networks, while extension 
over multi-domain heterogeneous networking infrastructure 
is still an open issue.  

CADENUS focused especially on service management. 
It did not get into details of how static and dynamic resource 
management is achieved. TEQUILA [11] and MESCAL [10] 
basically focused on QoS aware IP connectivity network 
services, intra-domain and inter-domain respectively. The 
MESCAL did not consider the end-user services or service 
creation, i.e., the process of (automated) service definition 
and service offering by the SPs, and the business-related 
aspects of high-level service offerings and the different roles 
of stakeholders. The EuQoS project developed and 
integrated an E2E QoS system to support QoS aware 
applications, but uses per-individual flow signaling for 
resource provisioning thus having scalability problems.  

195

International Journal on Advances in Networks and Services, vol 2 no 2&3, year 2009, http://www.iariajournals.org/networks_and_services/



 

B
u

s
in

e
s

s
 A

c
to

rs
  

End to end Quality of Services 

Content 
Provider 

Core Network 
Providers Service 

 Provider 

omer 

r 

Customer 

Management  
and control 

pSLS link Universal 
Multimedia  

Access 

Metadata 

Multimedia 
content 

A
p

p
l.  a

n
d

 H
ig

h
 L

e
v

e
l S

e
rv

ic
e

s
  

Content  
Preparation 

Content  Handling 
& Adaptation 

Content  
Adaptation 

Content 
consumption 

Media control middleware 

Service Management (Planning, Provisioning, Offering and Monitoring) 

Service and Session control 

T
ra

n
s

p
o

rt S
e

rv
ic

e
s

 

Inter-domain Network Resources  Management and Control, Access and Core 
 

M
a

n
a

g
e

m
e

n
t a

n
d

  C
o

n
tro

l P
la

n
e

s
 

Applications Applications 

EIMS scope 

Intra-domain Network Resources Management and Control,  Access and Core  
  

Access 
Network 
Provider 

Access 
Network 
Provider 

Media Flow Control Flow Control Flow Media Flow 

Control  
Flow 

Access Specific Pipe Access  
Specific Pipes 

 
Figure 1.   Multiple plane high level view of the ENTHRONE architecture 

ENTHRONE architecture deals with both service level 
and resource management. Its EIMS is independent of 
network technology and harmonizes the inter-domain 
functioning while the network domains are autonomic in 
terms of resource management. 

The ENTHRONE EIMS supports different business 
models and entities having their own resources and 
capabilities, but cooperating to offer value-added services for 
end-users. These business entities are: Service Providers 
(SP), Content Providers (CP)-owning Content Servers (CS), 
Network Providers (NP), Content Consumers (CC), Access 
Network Providers (ANP), Brokers/Resellers, etc., 
[3][4][5][6][7][8]. The SP provides high level services to the 
end-users, while the NPs manage their autonomous network 
domains. The ANPs manage the Access Networks.  

ENTHRONE testbeds are set-up in several countries, that 
are interconnected in order to build an international pilot. 
Each testbed consists of a networking infrastructure (core IP 
domains, various access networks) and hosts having installed 
the relevant software components, corresponding to the 

business entities (SP, NP, ANP, CC, CP/CS). The testbeds 
are aimed at several objectives to be fulfilled: the 
development and validation of the software components to 
be integrated in the management and control system; 
validation of the transport services management (or IP level 
network services) in both access and core IP part of the 
network; validation and deployment of the high level 
services. Both functional (i.e. correctness) and scalability 
aspects are targeted in the test campaigns. Appropriate 
scenarios are specified for each kind of test. 

This paper presents the implementation and infrastructure 
of a complex multiple domain testbed developed at 
University “Politehnica” of Bucharest (UPB), based on the 
ENTHRONE architecture. Examples are given of functional 
validation results. 
The paper is organized as follows. Section 2 shortly presents 
the ENTHRONE network service management framework. 
Section 3 describes the Pilot set up at University 
“Politehnica” of Bucharest. Section 4 presents samples of 
scenarios for functional and performance level testing. 
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Section 5 presents the test results and Section 6 contains the 
conclusions. 

II. ENTHRONE ARCHITECTURE AND NETWORK 

SERVICE MANAGEMENT SUMMARY 

ENTHRONE has defined an E2E QoS multi-domain 
ENTHRONE Integrated Management Supervisor (EIMS). 

The service management (SM) is a part of the EIMS. It 
considers all actors mentioned above and their contractual 
service related relationships, Service Level Agreements 

(SLA) and Service Level Specifications (SLS), as defined in 
[3][4][5][6][7][8]. The SM is independent on particular 
management systems used by different NPs in their 
domains. The SM entities should cooperate to realize the 
E2E chain. They are present in different amounts in SP, CP, 
NP CC entities, depending on the entity role in the E2E 
chain. The SM located in NPs should cooperate with each 
domain manager and also with other actors in the E2E 
chain. 

The QoS control is accomplished at the service level by 
logical QoS enabled aggregated pipes, built through the 
domains crossed by the path from source to destination, and 
logical QoS enabled individual pipes, built for each user in 
the access network. Several individual QoS enabled pipes 
are included in an aggregated pipe at the core network level. 

The pSLS is a contract performed at the Management 
Plane, and established by horizontal negotiation signaling 
between two peer managers, e.g., SM@NP, in which the 
requested NP agrees or does not agree to offer to the 
requester the QoS-enabled service (in the terms of QoS 
enabled pipes). Negotiations are required to establish an 
end-to-end pipe.  

The EIMS architecture at NP (EIMS@NP) contains four 
functional planes (Figure 1): the Service Plane (SPl) 
establishes appropriate SLAs/SLSs among the operators/ 
providers/customers. The Management Plane (MPl) 
performs long term actions related to resource and traffic 
management. The Control Plane (CPl) performs the short 
term actions for resource and traffic engineering and 
control, including routing. In a multi-domain environment 
the MPl and CPl are logically divided in two sub-planes:  
inter-domain and intra-domain. Therefore, each domain may 
have its own management and control policies and 
mechanisms. The Data Plane (DPl) is responsible to 
transfer the multimedia data and to set the DiffServ traffic 
control mechanisms to assure the desired level of QoS. 

The main task of the EIMS@NP is to find, negotiate and 
establish a QoS enabled pipe, from a Content Server (CS), 
belonging to a Content Provider, to a region where potential 
clients are located. This unidirectional pipe is referred as 
pSLS pipe, and it could cross multiple domains. Each pipe 
is established and identified by a chain of pSLS agreements 
between successive NP managers. The forwarded cascaded 
model is used to build the pSLS pipes [7]. The pipes are 
unidirectional ones. An end to end negotiation protocol is 

used to negotiate the pSLS pipe construction across multiple 
network domains [7]. 

The process of establishing a pSLS–link/pipe is 
triggered by the SP. It decides, based on market analyses 
and users recorded requirements, to build a set of QoS 
enabled pipes, with QoS parameters described by a pSLS 
agreement. It starts a new negotiation session for each pSLS 
pipe establishment. It sends a pSLS Subscribe request to the 
EIMS@NP manager of the Content Consumer network 
domain. The EIMS@NP manager performs the QoS 
specific tasks such as admission control (AC), routing and 
service provisioning. To this aim, it splits the pSLS request 
into intra-domain respectively inter-domain pSLS request. It 
also performs intra-domain routing, to find the intra-domain 
route for the requested pSLS, and then it performs intra-
domain AC. If these actions are successfully accomplished, 
and if the pSLS pipe is an inter-domain one, then the 
manager uses the routing agent to find the ingress point in 
the next domain, does inter-domain Admission Control and 
then send a pSLS Subscribe request towards the next 
domain. This negotiation is continued in the chain up to the 
destination domain, i.e., the domain of the CC access 
network. If the negotiation ends successfully, the QoS 
enabled pipe is considered logically established along the 
path from source to destination.  

The Network Service Management (NSM) is the EIMS 
subsystem offering network connectivity service to the 
applications. The NSM manages the services and network 
resources by using an overlay based approach. This means 
that a network domain is abstracted with a virtual domain 
and the services and domain resources management is 
performed based on the virtual domain information. Each 
domain has its own local manager, called Intra-domain 
Resource Manager, which is in charge with the local domain 
management. Also it applies the decisions taken at the virtual 
level in the managed domain [7][15]. 

The network connectivity service is first built at the 
overlay level. This is done during the pSLS Subscription 
phase, which is performed using pSLS negotiation between 
the SP and the NP of the first domain and between the 
successive NPs along the service path. The negotiation result 
is an aggregated pipe built for the service traffic between the 
content source and the destination access network. During 
the pSLS Invocation phase, the pSLS pipe is installed on the 
network equipments of each domain, crossed by the 
aggregated pipe, by the associated Intra-domain Resource 
Managers. The pSLS pipe resources could be invoked totally 
or partially, depending on the amount of traffic estimated for 
the pSLS associated services in the following time period. 

With the pSLS pipe built, the SP can now offer the 
service to the users by allocating pSLS pipe slices, cSLS 
pipes, to the individual users’ calls. These cSLS pipes are 
built at the access network level. In this way the 
ENTHRONE solution avoid per flow signaling in the core 
domain. 

197

International Journal on Advances in Networks and Services, vol 2 no 2&3, year 2009, http://www.iariajournals.org/networks_and_services/



III. ROMANIAN PILOT TOPOLOGY 

The Romania Pilot island (RPI) general infrastructure 
consists of three sections: 

• Core IP – The Core IP network consists of three 
autonomous domains, each managed by the 
ENTHRONE EIMS at Network Provider subsystem. 
The Core network is linked via GEANT with the 
other ENTHRONE pilots; 

• Access Networks – We have implemented several 
type access technologies i.e., IP/Ethernet; wireless - 
WIMAX 802.16d, and DVB-T. For the WiMAX 
access based network we have developed, in 
ENTHRONE project, a WiMAX Resource Manager 
which is integrated with the ENTHRONE EIMS. It 
is capable of cSLS management inside the WiMAX 
network; 

• ENTHRONE Terminals with wired or wireless 
access based on WLAN-802.11b/g. They are 
supporting the ENTHRONE signaling via the 
Terminal Device Manager, which is used to connect 
the terminal to the ENTHRONE EIMS system. 

This infrastructure allows experimentations of full 
ENTHRONE scenarios locally, but can be interconnected to 
other countries’ pilots too. The terminals can be fixed or 
mobile, with single mode or hybrid mode access. The 
ENTHRONE business entities supported are CC, CP, SP, 
NP. The relevant EIMS entities are located in: Core IP; 
Access (Aggregation) Networks; User Terminals; Content 
Providers hosts.  

The UPB pilot was focused on the SLS management 
validation, both pSLS and cSLS management. In Figure 9 
the simplified version of the pilot topology, showing only the 
components involved in the validation tests, is presented. 
There are three core IP network domains NP1, NP2 and 
NP3, each one managed by its own NetSrvMNgr@NP (in the 
current implementation it includes also the Inter-domain 
Network Resource Manager). The Intra-domain Resource 
Manager (IntraResMngr@NP) manages the resources at the 
local domain level. In particular, the access network 
technology used in our example is IEEE 802.16d/WIMAX, 
[5]. The AN is managed by its Resource Manager 
(ResMngr@ANP), which reserves resources on the WiMAX 
links at SP requests. 

The structure of the core network is detailed: the 
allocated IP addresses, the name of the border routers and the 
applications installed on the testbed. The core routers are 
implemented using the Linux machines and the resource 
control in the data plane is done using the Linux Traffic 
Control application. The network management modules are 
communicating using the Web Services technology, the 
interfaces between them are defined using the WSDL 
description language [7][18][19]. 

The NP1 domain has four border routers (border_an, 
border_elcom, border_as1as2 and border_as1as3). The 
border_elcom router is connected through the GEANT 
backbone with other ENTHRONE pilots. The AN connected 
to border_an router contains the EIMS SP machines and also 

the CP machines. The EIMS SP and CP machines are 
implemented using virtual machines. 

The NP2 domain has two border routers (border_as2as1, 
border_an103). The WiMAX AN is connected to the 
border_an103. In this network we have the ENTHRONE 
terminal and player. The NP3 domain contains only one 
machine, with a simulated virtual domain containing three 
border routers (border_as3as1, border_as3as2, 
border_an105).  

The main ENTHRONE components and their placement 
are shown in Figure 9. In red are highlighted the modules 
involved in the network service management: Network 
Service Manager at Service Provider and Network Provider 
(NetSrvMngr), the Intra-domain Network Resource Manager 
at Network Provider and the WiMAX Resource Manager at 
Access Network. A detailed description of the ENTHRONE 
modules could be found in [3][5][7][16]. The main task of 
the Network Service Manager is to find, negotiate and 
establish a QoS enabled pipe from a Content Server to a 
Content Consumer. The following components are installed 
at each IP domain: 

• Network Service Manager at Network Provider  
• Intra-domain Resource Manager: specific blocks of 

NP for resource management and traffic engineering 
• Node monitoring and Network Monitoring  
The assembly of these components provides the service 

and resource management for support of the network 
connectivity in the core network. 

The overall goal of the UPB testbed was the deployment, 
validation and demo for a subset of the ENTHRONE general 
functionalities. Specifically, we targeted to test and validate 
the network IP connectivity QoS enabled services over 
several core IP domains and heterogeneous access networks 
(ANs), in unicast and multicast mode.  

Appropriate scenarios have been defined to provide the 
necessary framework for functional and performance system 
validation. Each scenario defines the test environment and a 
sequence of actions (inputs, internal actions and expected 
outputs) to perform. We define Operational Scenarios (in 
terms of functionality), technically-oriented (correctness, 
scalability, stability, etc.), and usability-oriented (cost/benefit 
to provider and end-user) relatively to a given subsystem to 
be tested; High level services Scenarios- oriented towards 
services like VoD, streaming, E-learning, etc., aimed to 
measure the related performance and benefits seen from user 
perspective [20].   

IV. SCENARIOS FOR NETWORK CONNECTIVITY SERVICES 

FUNCTIONAL VALIDATION  

In this section we will present samples of operational 
scenarios to validate the inter-domain negotiation signaling 
and processing for the pSLS-links (in core IP domains) and 
cSLS-links (in AN) installation in the network.  

These tests are aimed at validating the correctness of the 
EIMS Network Service Manager (NSM) implementation 
behavior, relative to p/cSLS subscription and invocation, in a 
multi-domain environment for unicast case.  
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The Figure 2 shows an example of a message sequence 
launched by SP in order to install in the networks (three IP 
domains) a pSLS-link. The pSLS-link invocation phase is 
considered. It is supposed that the pSLS-link has been 
already subscribed, through a similar sequence of actions. 
The EQoS-pSLS negotiation protocol has the task to 
transport the negotiation messages between entities [6][8]. 
This protocol has been implemented as Web Services, 
[7][18][19]. The pSLS subscription invocation scenario main 
phases are described below. The modification and deletion 
scenarios derive from this one. 

1 The SP administrator decides, based on current needs 
data, to invoke, partially or totally, a previously subscribed 
pSLS-link. It configures the pSLS parameters in the web 
management interface and then it triggers the subscription of 
a new pSLS link. See action 0 on Figure 2. The SLS 
parameters specify among others, the bandwidth required, 
delay, and class of services associated to this request. 

2 The NetSrvMngr@SP starts an invocation signaling 
session. So, it sends the pSLS invocation request, using the 
EQoS client, to the first NetSrvMngr@NP(action 1).  

3 The negotiation is carried in cascaded forwarding mode 
between the NetSrvMngrs@NPs, down to the last core IP 
domain where the potential CCs are located. See actions 2, 3. 

4. It is assumed a successful scenario where all resource 
checks are successful, therefore vertical commands are given 
by each NetSrvMngr@NP to its IntraResMngr@NP in order 
to install the pipe in the network (actually configuration of  
the Diffserv LINUX Traffic Control for the associated QoS 
class is done). See (4,5; 7,8; 10,11) actions. 

5. Responses are returned to the upstream 
NetSrvMngr@NPs, (6, 9, 12) and then, finally, to SP Admin. 

The Figure 3 shows a scenario in which a client (CC) 
browses a website (which can be based on a Digital Item 
Description -DID) which offers the latest Digital Items for 
consumption. The module Customer Service Manager 
(CustSrvMngr) is in charge with the high level service 
management. It is the main subsystem which coordinates all 

the other subsystems of the Service Provider. Then the 
following message sequence is performed in order to allow 
users access to the ENTHRONE services: 

1 The CC chooses a specific DI and sends a request for it 
to Service Provider Frontend (SP-FE) 

2 The SP-FE forwards it to CustSrvMngr. The 
parameters are: the content ID, class of service, the initial 
(i.e., the static) usage environment (UED) of the client 
(Terminal Capabilities, User Characteristics/ Preferences, 
Natural Environment Characteristics and Network 
Characteristics), IP address of the client. 

3. CustSrvMngr@SP selects a content variation list (in 
cooperation with other EIMS blocks not shown here) 

4. The CustSrvMngr@SP queries the NetSrvMngr@SP 
about the available pSLS(s) between each content variation 
and the CC. Then (4.1, 4.2) NetSrvMngr@SP queries the 
repository to obtain a list of the appropriate pSLSes  

5. NetSrvMngr@SP returns a list with available pSLSs, 
between the content sources and the access network, to the 
CustSrvMngr 

6. After getting pSLS status, the CustSrvMngr performs 
other actions. Among others, it selects an appropriate pSLS 
link. 

7. CustSrvMngr@SP requests cLS subscription to 
NetSrvMngr@SP. Then a sequence of actions denoted with 
7.1-7.6 follows: NetSrvMngr@SP checks for available 
resources on the pSLS link, then negotiate with the access 
network resource manager (ResMngr@ANP) to reserve 
resources for the cSLS link in the access network. If all these 
actions are successfully accomplished, then the 
NetSrvMngr@SP updates the resources status and records 
the cSLS agreement.  

8. NetSrvMngr@SP responds to CustSrvMngr@SP with 
the new cSLS subscription data. Other actions may be 
performed by the CustSrvMngr@SP- not detailed here. 

9. 10 CustSrvMngr@SP responds to the CC, via SP-FE, 
about the success of the DI selection. 
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Figure 2.  Basic pSLS invocation chain of signalling (3 IP domains). 
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Figure 3.   Message Sequence showing the pSLS status query and cSLS subscription related actions 

The Figure 9 shows, in graphical form, on the testbed 
diagram, the results for the two scenarios above, aiming to 
construct a pSLS-link in the NP1 and NP2 IP domains and 
complete it with a cSLS-link, as a last mile installed in the 
WiMAX AN network. The pSLS link is subscribed spanning 
from Border_an up to Border_an103. The concatenated 
pipes at the left side (subscription phase) represent the pSLS-
link subscribed. This is done at EIMS overlay level in each 
domain; EIMS knows only the ingress and egress points in 
each domain and the inter-domain links. The inter-domain 
route selection [21] is not the subject of this paper. The 
actual path established in invocation phase within each IP 
domain is different from the overlay one; e.g., in NP1 the 
path is A1, E4 and E3. The arrows 1, 2, 3, 4 represent the 
horizontal signaling actions between NetSrvMngr@SP and 
NetSrvMngr@NPs for pSLS subscription. The arrows 
5,6,7,8 represent the similar actions for pSLS invocation. 
The arrows 6’ and 7’ represent the vertical commands given 
by the IntraNetResMngr@NP to routers in order to install 
the pipes (i.e. Traffic Control parameters configuration). The 
arrows 9, 10 and 11, 12 represent respectively the signaling 
actions between the NetSrvMngr@SP and ResMngr@AN to 
subscribe and invoke the cSLS-link in the WiMAX segment. 
The arrow 11’ represents the command given to the WiMAX 
Base Station (BS) to install the associate service flow 
between BS and Subscriber Station (SS). The thick line in 
the Figure 9 represents the path of the future media flow 
through the domains, form CP up to the CC. A lot of 
experiments for other different scenarios are reported in [17]. 

V. TESTS PERFORMED IN THE UPB TESTBED 

The testbed focused on validating the SLS management 
as standalone functionality and also integrated with the 
overall ENTHRONE end to end QoS management system. 
Functionality and scalability tests were done for the SLS 
management [1][2][16][17]. 

A. Functionality tests 

1) pSLS management  
In this section there are presented some functionality tests 

performed. The complete description of tests suit performed 
in UPB testbed can be found in [16]. 

The first suit of functionality tests refers to the pSLS 
subscription. The pSLS subscription request is triggered by 
the Service Provider’s Network Service Manager in order to 
reserve resources, at the overlay (virtual domain) level, in the 
core network. As a result of the pSLS subscription a logical 
pipe, pSLS pipe, is built in the core network. We made tests 
for intra-domain and inter-domain pSLS subscription and 
invocation. 

As an example, for intra-domain case it was built a pSLS 
pipe between the border_an and border_elcom border 
routers (Figure 9). For inter-domain case a pSLS pipe was 
subscribed between the border_an machine (on NP1 
domain) and border_an103 machine (on NP2 domain). The 
border_an machine is the border router for the Content 
Server access network, and border_an103 is the border 
router for the access network containing the ENTHRONE 
terminal. The pslsSubscribe operation was triggered from the 
NetSrvMngr@SP installed on the SP virtual machines. In the 
negotiation were involved the NetSrvMngr@NP1 and 
NetSrvMngr@NP2. 

In Figure 4 there are presented the messages exchanged 
between the NetSrvMngr@SP and the NetSrvMngr@NPs for 
the inter-domain pSLS subscription case. For the 
NetSrvMngr@NP1, the messages exchanged between the 
main modules involved in pSLS management are also 
detailed: pSLS provisioning, pSLS split and pSLS admission 
control. For the second domain a similar suit of messages 
will be exchanged in order to fulfill the request. 
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Figure 4.  MSC for the inter-domain pSLS 

For the pSLS pipe subscribed it has also tested the 
invocation phase. Both the invocation for intra and inter-
domain case were considered. 

There were triggered invocation requests from the 
NetSrvMngr@SP. In the negotiation phase, the following 
entities were involved: the NetSrvMngr@NP1, Intra-
domainResMngr@NP1 modules for intra-domain and 
NetSrvMngr@NP1/NP2, Intra-domainResMngr@NP1/NP2 
for inter-domain pSLS invocation. As a result the pSLS pipe 
resources were reserved on the Linux routers along the path. 
The bandwidth resources were reserved in the Linux router 
using the Traffic Control application. The reservation was 
performed successfully. The system was able to prioritize the 
pSLS traffic against a noise traffic generated in order to test 
the invocation result. 

In Figure 10 one can see a screen capture with two 
movies, one whose stream is treated as best effort traffic, 
while the packets for the second one are transmitted through 
the pSLS pipe in the core network. One can see that the 
second movie’s quality is much better than for the first 
movie. The traffic classes created by Traffic Control 
application, for best effort and for the pSLS pipe, and the 
noise traffic generated with Iperf application are also shown.   

The operations for modifying and closing the Invocation 
and for closing the pSLS subscription were also performed 
successfully. 

2) cSLS management 
For the cSLS management it was performed both 

standalone tests, using a Customer Service Manager test 
module used to trigger cSLS subscription and invocation 
requests, and tests using the whole ENTHRONE end to end 
QoS management system. In this section we will present the 
whole ENTHRONE signaling mechanism with focus on the 
cSLS management. 
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Figure 5.   The MSC for pSLS subscription and invocation 

 
After the pSLS subscription and invocation phases, a 

pSLS pipe will be established in the UPB testbed. The pSLS 
pipe, which is crossing both the NP1 and NP2 domains, is 
built from the 192.168.202.200 server to the 10.242.103.0 
access network. The 192.168.202.200 server has the 
Adaptation TVM installed on it. In the 10.242.103.0 access 
network we have an ENTHRONE terminal with the 
ENTHRONE Player and Terminal Device Manager Client 
installed on it. After the pSLS pipe was built between the 
aTVM content server and the access network containing the 
ENTHRONE Terminal, the ENTHRONE end to end 
scenario can be run. The cSLS pipes requested by the users 
will be associated with the pSLS inter-domain pipe. In the 
10.242.103.0 access network we have a WiMAX based 
network, managed by an ENTHRONE Resource Manager at 
Access Network Provider (WimaxMngr@ANP), installed on 
border_an103 machine. We will be able to test the 
subscription and invocation phases, for the cSLS pipes, at the 
access network level.  

After the ENTHRONE end to end overall scenario will 
be run, the cSLS/pSLS pipes will be installed in the access 
network. At the WiMAX access network level the cSLS pipe 
is installed as a service flow on the BS-SS WiMAX link. 

The traffic streamed from the Adaptation Terminal 
towards the ENTHRONE Terminal will be inserted in the 
pSLS pipe, while crossing the NP1 and NP2 domains, and in 
the Service Flow associated with the cSLS pipe, while 
crossing the access network. In NP1 domain and in the 
access network the links crossed by the user’s traffic were 
flooded with some noise traffic from a traffic generator. As a 
result of the resource reservations performed during the 
invocation phases, the users are able to see the movie with a 
good quality (Figure 10). 
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Figure 6.   cSLS invocation and subscription phase in the overall end to 

end ENTHRONE scenario 

In Figure 6 the messages exchanged during the overall 
end to end QoS management scenario are shown. The cSLS 
subscription and invocation phases’ placement in the 
message sequence is also shown. 

In Figure 6, by DI we noted Digital Item which is defined 
in the MPEG 21 standard; by CustSrvMngr we refer the 
Customer Service Manager either Service Provider or at 
TVM and by TDM the Terminal Device Manager 
[3][5][6][7][16] [17]. 

B. Scalability tests 

Besides the functionality tests, which were used to 
validate the ENTHRONE functional architecture, the correct 
behavior of the ENTHRONE modules, we have tried to 
determine the scalability of the ENTHRONE Network 
Service Manager’s modules. Because the Service Provider 
has to deal with user’s requests, which are greater in number 
than the requests for pSLS pipe establishment triggered by 
the Service Provider before the service offering, we have 
considered that scalability problems could be generated by 
the Network Service Manager at the Service Provider 
module, when it should answer to the cSLS subscription and 
invocation requests. 

In order to test the scalability for the NetSrvMngr@SP 
module we have used a CustSrvMngr test module to generate 
cSLS subscription and invocation requests. The test module 
was used on a terminal situated outside the university 
campus. In order to connect to the testbed we have used a 
VPN connection. So, the requests have to travel initially 
through the Internet before reaching the UPB testbed, 
simulating in this way the real case where the users connects 
to the Service Provider via Internet. 

Several successive requests were generated and the time 
required to fulfill all the requests was measured. The 
following cases were considered: 

• Several cSLS subscription requests (Figure 7) 
• Several groups of cSLS subscription and invocation 

requests (Figure 8). In this case, because the number 
of the cSLS invocation is large, we have used a 
dummy WiMAX manager module which did not 
install the service flows on the WiMAX equipment, 
but just returned a positive answer. 

• Several groups of cSLS subscription, invocation and 
invocation close requests (Figure 8). In this case we 
have used the real WiMAX manager, because in this 
case, after the service flow is installed, it is also 
removed afterwards. 

From the picture one can see that the NetSrvMngr@SP 
could serve 200 requests suites cSLS subscription, cSLS 
invocation, cSLS invocation close in less than 20 seconds. 
Taking into account that the cSLS requests are for video on 
demand services, we believe that serving speed is 
satisfactory. We didn’t perform yet tests with the case when 
the requests are coming from different machines. 

VI. CONCLUSION AND FUTURE WORK 

A testbed for an integrated E2E QoS management system 
validation, developed in the framework of the ENTHRONE 
Project, is briefly described. Several tests were presented, 
both functionality and scalability tests, aimed to validate the 
SLS management and the ENTHRONE overall system. 

Scalability tests are in progress. Some basic scalability 
tests for the pSLS/cSLS negotiation were done. Further tests 
have to be done for the scalability in the case of requests 
coming from different hosts. Also we should do tests in order 
to measure the scalability for the entire system, with all the 
ENTHRONE modules integrated. 

The tests have proved that ENTHRONE is a functional, 
flexible, feasible solution for E2E QoS management for 
multimedia streams delivery. While functionality test were 
successfully, a difficult part is to prove its scalability. Some 
tests in this direction were started, but there is still lot of 
work in this direction. We stressed the system with some 
automatically generated requests and the serving rate was 
acceptable. 

The ENTHRONE system is designed for multimedia 
delivery, but it has no support for VoIP services and for 
audio/video conferencing/chat. Because of the long term 
nature of the pSLS aggregated pipes they are not well suited 
for the dynamic and diversity of these interactive services. 
Future work will be done to enhance the ENTHRONE 
system and also to adapt it to some new services link 
requiring QoS, like VoIP and videoconferencing. 
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Figure 7.   The execution time for cSLS requests 

 0

 2

 4

 6

 8

 10

 12

 14

 16

 18

 20

 0  20  40  60  80  100  120  140  160  180  200

e
xe

cu
ti
o
n
 t
im

e
 [
s]

number of requests

csls_subscribe+csls_invoke
csls_subscribe+csls_invoke+csls_invokeclose

 
Figure 8.  The execution time for cSLS subscribe, cSLS invocation suite 

and for cSLS subscribe, cSLS invocation, cSLS invocation close suite 

REFERENCES 
[1]  S. Obreja, E. Borcoci, R. Lupu, M. Stanciu and S. Ciochină: 

Functionality and scalability validation for an end to end QoS 

management system, The Fifth Advanced International Conference on 
Telecommunications , AICT 2009, pp.142-147, Venice/Mestre, Italy. 

[2] E. Borcoci, Ş. G. Obreja and R. Lupu: Overlay Management of 

Network Services for Multimedia Flows Transport over Multiple 

Domains - Testbed Validation, The Fifth Advanced International 
Conference on Telecommunications, AICT 2009, pp.136-141, 
Venice/Mestre, Italy. 

[3] Brétillon, P. (ed) et al.: ENTHRONE II Deliverable D01, Overall 
System Architecture, February 2007. 

[4] P. Sommer (ed.) et al.: ENTHRONE II Deliverable D02, Pilot 
Architecture and Services Definition, February 2007. 

[5] P. Souto and M. Ransburg, (eds.) et al.: ENTHRONE II Deliverable 
D03, EIMS for ENTHRONE II, February 2008. 

[6] M. Sidibé and A. Mehaoua, (eds.) et al., ENTHRONE II Deliverable 
D06, Service management and monitoring, Febr. 2008. 

[7] E.Borcoci and S. Obreja (eds.) et al., ENTHRONE II Deliverable 
D18, Service management and QoS provisioning, June 2007. 

[8] M.Stier, (ed.) et al., End-to-End QoS Signalling Protocols and All-IP 

Approach, ENTHRONE II Deliverable D22F, March 2007, 
http://www.ist-ENTHRONE.org 

[9] T.Engel, et al, AQUILA: Adaptive Resource Control for QoS Using 

an IP-Based Layered Architecture, IEEE Communications Magazine, 
January 2003, pp. 46-53.  

[10] P. Morand, et. al., Final specification of protocols and algorithms, for 

inter-domain SLS management and traffic, engineering for QoS-

based IP service delivery, MESCAL IST Project Public Deliverable, 
D1.3, July 2005.  

[11] T. Damilatis, et.al., Final Architecture, Protocol and Algorithm 

Specification, TEQUILA IST Project Public Deliverable, D3.4 Part B,  
Oct. 2002. 

[12] ETSI RES 282 001: Telecommunications and Internet converged 

Services and Protocols for Advanced Networking (TISPAN), NGN 
Functional Architecture Release 2, March 2007 

[13] 3GPP TS 23.228: IP Multimedia (IM) Subsystem; Stage 2 (Release 
8), December 2007. 

[14] T.Ahmed, A.Asgari, A.Mehaoua, E.Borcoci, L.Berti-Équille and 
G..Kormentzas End-to-End QoS Provisioning through an Integrated 

Management System for Multimedia Content Delivery, Computer 
Communication Journal, May 2005. 

[15] E.Borcoci, A.Asgari, N.Butler, T.Ahmed, A.Mehaoua, 
G.Kourmentzas and S.Eccles Service Management for End-to-End 

QoS Multimedia Content Delivery in Heterogeneous Environment, 
AICT Conference, July 2005, Lisbon. 

[16] T. Ahmed, (ed.) et al., ENTHRONE II Deliverable D27 Pilot and 
services integration and tests, March 2008 

[17] ENTHRONE II Deliverable D28 Trials and evaluation, November 
2008 

[18] S.Obreja, E.Borcoci, R.Lupu and R.Iorga,  Web-service solution for 

inter-domain QoS negotiation, Int’l Conference on Communication 
Theory, Reliability, and Quality of Service CTRQ July 2008, 
Bucharest, Romania.  

[19] S. Obreja, E. Borcoci, R. Lupu and M. Stanciu, Web-service based 

implementation of a Network Service Manager at Network Provider, 
IEEE Int’l Conference on Automation, Quality and Testing, Robotics 
AQTR 2008 - THETA 16th edition, May 22-25 2008, Cluj-Napoca, 
Romania. 

[20] E. Borcoci, A. Asgari, S. Ciochina and S. Obreja, The Methodology 

for Testbed Validation and Performance Assessment of Network/ 

Service Management Systems, IEEE Int’lConference on Automation, 
Quality and Testing, Robotics AQTR 2008 - THETA 16th edition - 
May 22-25, 2008, Cluj-Napoca, Romania. 

[21] S. Obreja, E. Borcoci, Finding inter-domain Qos enabled routes 

using an overlay topology approach, International Journal On 
Advances in Telecommunications, issn 1942-2601, vol. 2, no. 1, year 
2009, pp.16-26, http://www.iariajournals.org/ /telecommunications/. 

 

LEGEND FOR FIGURE 9: 

 
• TVM – Multimedia TV processor (source TVM and adaptation TVM),  
• EIMS@SP- ENTHRONE Integrated Management System at Service Provider,  
• NetSrvMngr@SP/NP – Network Service Manager at SP/NP,  
• IntraResMngr@NP – Intra-domain Resource Manager at NP,  
• WiMAXmngr – Resource Manager at AN for the WiMAX access network 
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Figure 9.  UPB testbed infrastructure: installation of pSLS link and cSLS link in NP1, NP2 and in WiMAX Access Network. 

 

 

Figure 10.  The result of the cSLS/pSLS invocation. 
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Abstract—The article presents a diffusion approximation
model applied to investigate the behavior of priority queues.
We discusses the use of the diffusion approximation in transient
analysis of queueing models in the case of a single station and
of a queueing network presenting the solutions. We emphasize
the numerical aspect of the solution and analyze the errors.
In classical queuing theory, the analysis of transient states is
complex and practically does not go far beyond M/M/1 queue
and its modifications. However, the time dependent flows in
computer networks and especially in Internet focus our interest
on transient-state analysis, which is necessary to investigate the
dynamics of TCP flows cooperating with active queue manage-
ment or to see the changes of priority queues which assure the
differentiated QoS. With the use of G/G/1/N and G/G/1/N/PRIOR
models, we present the potentials of the diffusion approximation
and in conclusions we compare it with alternative methods:
Markovian queues solved numerically, fluid-flow approximation
and simulation. Diffusion approximation allows us to include
fairly general assumptions in queueing models. Besides the
transient state analysis, it gives us a tool to consider input streams
with general interarrival time distributions and servers with
general service time distributions. Single server models can be
easily incorporated into the network of queues. Here we apply the
diffusion approximation formalism to study transient and steady-
state behavior of G/G/1 and G/G/1/N priority preemptive models.
The models can be easily converted to non-preemptive queueing
discipline. The introduction of self-similar traffic is possible as
well. The models can be useful in performance evaluation of
mechanisms to differentiate the quality of service e.g. in IP
routers, WiMAX, metro networks, etc.

Index terms — diffusion approximation, transient states,
priority queues.

I. I NTRODUCTION

The paper extends results presented earlier in [11]. Classical
queueing models of priority queues are practically limitedto
steady-state analysis of M/G/1 queues with non-preemptiveor
preemptive resume priorities, see e.g. [18], [23], [19]. Itis not
enough to analyze today mechanisms to ensure the quality
of service inside e.g. IP routers or in access networks where
the load is changing dynamically and the traffic is entirely
different from Poisson streams. Therefore we adapt the method
of diffusion to consider transient states in the case of priority
queues. The method is based on Gelenbe’s model of G/G/1 and
G/G/1/N queue supplemented with our approach [5] to solve
transient states using this model. The single server modelsare
summarized in Section II, in Section III they are extended
to open network queueing models. We tested this approach

several times in other non-priority models, considering e.g. the
dynamics of FIFO queues in ATM routers [1], the dynamics
of queues in ATM multiplexers in the case of self-similar
traffic [6], the stability of TCP connections in the presence
of AQM (RED queues) inside IP routers [8], investigating
transmission time in ad-hoc networks [9] or modeling traffic
control by leaky-bucket algorithm [10]. Section IV presents
diffusion approximations of busy periods distributions which
are important for priority queues presented in Section V.

II. D IFFUSION APPROXIMATION OF AFIFO STATION

Let A(x), B(x) denote the interarrival and service time
distributions at a service station anda(x) and b(x) be their
density functions. The distributions are general but not spec-
ified, the method requires only the knowledge of their first
two moments. The means are denoted asE[A] = 1/λ,
E[B] = 1/µ and variances are Var[A] = σ2

A, Var[B] = σ2
B.

Denote also squared coefficients of variationC2
A = σ2

Aλ
2,

C2
B = σ2

Bµ
2.N(t) represents the number of customers present

in the system at timet.
Diffusion approximation replaces the processN(t) by a

continuous diffusion processX(t), e.g. [25], the incremental
changesdX(t) = X(t + dt) − X(t) of which are normally
distributed with the meanβdt and varianceαdt, whereβ, α
are coefficients of the diffusion equation

∂f(x, t;x0)

∂t
=
α

2

∂2f(x, t;x0)

∂x2
− β

∂f(x, t;x0)

∂x
. (1)

This equation defines the conditional pdf ofX(t):

f(x, t;x0)dx = P [x ≤ X(t) < x+ dx | X(0) = x0].

The density of the diffusion process approximates the distri-
bution ofN(t): p(n, t;n0) ≈ f(n, t;n0), and in steady state
p(n) ≈ f(n).

Both processesX(t) andN(t) have normally distributed
changes; the choiceβ = λ− µ, α = σ2

Aλ
3 + σ2

Bµ
3 = C2

Aλ+
C2
Bµ ensures that the parameters of these distributions grow

at the same rate with the length of the observation period.
More formal justification of the use of diffusion approxi-

mation lies in limit theorems forG/G/1 system given e.g. in
[17]. If N̂n is a series of random variables derived fromN(t):

N̂n =
N(nt) − (λ− µ)nt

(σ2
Aλ

3 + σ2
Bµ

3)
√
n
,
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then this series is weakly convergent (in the sense of distribu-
tion) to ξ, whereξ(t) is a standard Wiener process provided
that the system is overloaded and never attains equilibrium.

A. Unlimited queue: G/G/1 station, transient solution

The processN(t) is never negative, henceX(t) should be
also restrained tox ≥ 0. A simple solution is to put areflecting
barrier at x = 0, see [22]. In this case

∫ ∞

0

f(x, t;x0)dx = 1 ,

and

∂

∂t

∫ ∞

0

f(x, t;x0)dx =

∫ ∞

0

∂f(x, t;x0)

∂t
dx = 0 .

Replacing∂f(x, t;x0)/∂t in the above integral by the right
side of the diffusion equation we obtain the boundary condi-
tion corresponding to the reflecting barrier at zero:

lim
x→0

[
α

2

∂f(x, t;x0)

∂x
− βf(x, t;x0)] = 0 . (2)

The solution of Eq. (1) with conditions (2) is, cf. [22]

f(x, t;x0) =
∂

∂x

[

Φ

(

x− x0 − βt

αt

)

− e
2βx

α Φ

(

x+ x0 + βt

αt

)]

where Φ(x) =
∫ x

−∞
1√
2Π
e−t

2/2dt is the PDF of standard
normal distribution.

The reflecting barrier excludes the zero value of the process:
the process is immediately reflected. Therefore, this version
of diffusion process is a heavy-load approximation: it gives
reasonable results if the utilization of the investigated station
is close to 1, i.e. probabilityp(0) of the empty system is
negligible.

This inconvenience can be removed by the introduction of
another limit condition atx = 0: a barrier with instantaneous
(elementary) jumps[14]. When the diffusion process comes
to x = 0, it remains there for a time exponentially distributed
with a parameterλ0 and then returns tox = 1. The time
when the process is atx = 0 corresponds to the idle time of
the system.

The diffusion equation becomes

∂f(x, t;x0)

∂t
=

α

2

∂2f(x, t;x0)

∂x2
− β

∂f(x, t;x0)

∂x
+

λp0(t)δ(x− 1) ,

dp0(t)

dt
= lim

x→0
[
α

2

∂f(x, t;x0)

∂x
− βf(x, t;x0)] − λp0(t) ,

wherep0(t) = P [X(t) = 0]. The termλp0(t)δ(x−1) gives the
probability density that the process is started at pointx = 1
at the momentt because of the jump from the barrier. The
second equation makes the balance of thep0(t): the term
limx→0 [α2

∂f(x,t;x0)
∂x −βf(x, t;x0)] gives the probability flow

into the barrier and the termλp0(t) represents the probability
flow out of the barrier.

Our approach, see [5], to obtain the functionf(x, t;x0) of
the process with jumps from the barrier is to express it with
the use of another pdfφ(x, t;x0) for the diffusion process
with the absorbing barrier atx = 0. This process starts at

t = 0 from x = x0 and ends when it attains the barrier. Its
probability density function is easier to determine and hasthe
following form [4],

φ(x, t;x0) =
e

β

α
(x−x0)− β2

2α
t

√
2Παt

[

e−
(x−x0)2

2αt − e−
(x+x0)2

2αt

]

. (3)

The density function of the first passage time fromx = x0 to
x = 0 is

γx0,0(t) = lim
x→0

[
α

2

∂

∂x
φ(x, t;x0) − βφ(x, t;x0)] =

=
x0√

2Παt3
e−

(βt+1)2

2αt . (4)

Suppose that the process starts att = 0 at a pointx with
densityψ(x) and every time it comes to the barrier it stays
there for a time given by a density functionl0(x) and then
reappears atx = 1. The total streamγ0(t) of probability mass
that enters the barrier is

γ0(t) = p0(0)δ(t) + [1 − p0(0)]γψ,0(t) +
∫ t

0

g1(τ)γ1,0(t− τ)dτ (5)

where

γψ,0(t) =

∫ ∞

0

γξ,0(t)ψ(ξ)dξ ,

g1(τ) =

∫ τ

0

γ0(t)l0(τ − t)dt .

The density function of the diffusion process with instanta-
neous returns is

f(x, t;x0) = φ(x, t;ψ) +

∫ t

0

g1(τ)φ(x, t− τ ; 1)dτ . (6)

For Laplace transforms of these equations we have

γ̄0(s) = p0(0) + [1 − p0(0)]γ̄ψ,0(s) + ḡ1(s)γ̄1,0(s) ,

ḡ1(s) = γ̄0(s)l̄0(s) (7)

where

γ̄x0,0(s) = e−x0
β+A(s)

α , γ̄ψ,0(s) =

∫ ∞

0

γ̄ξ,0(s)ψ(ξ)dξ ,

and then

ḡ1(s) =
[

p0(0) + [1 − p0(0)]γ̄ψ,0(s)
] l̄0(s)

1 − l̄0(s)γ̄1,0(s)
. (8)

Equation (6) in terms of Laplace transform becomes

f̄(x, s;x0) = φ̄(x, s;ψ) + ḡ1(s)φ̄(x, s; 1) ,

where

φ̄(x, s;x0) =
e

β(x−x0)
α

A(s)

[

e−|x−x0|
A(s)

α − e−|x+x0|
A(s)

α

]

,

φ̄(x, s;ψ) =

∫ ∞

0

φ̄(x, s; ξ)ψ(ξ)dξ , A(s) =
√

β2 + 2αs .

The inverse transforms of these functions could only be found
numerically. For this purpose we use the Stehfest’s algorithm
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[28]: for any fixed argumentt, the functionf(t) is obtained
from its transformf̄(s) as

f(t) =
ln 2

2

N
∑

i=1

Vi f̄

(

ln 2

t
i

)

, (9)

where

Vi = (−1)N/2+i

min(i,N/2)
∑

k=⌊ i+1
2 ⌋

kN/2+1(2k)!

(N/2 − k)!k!(k − 1)!(i− k)!(2k − i)!
.

N is an even integer and its choice depends on a computer
precision; we usedN = 12 − 40.

The above transient solution ofG/G/1 model assumes
that the parameters of this model are constant. If they are
evolving, we should define the time-periods where they can
be considered constant and solve diffusion equation within
these intervals separately. A transient solution obtainedat the
end of an interval serves as the initial condition for the next
interval.

B. Limited queue: G/G/1/N station, transient solution

In the case of G/G/1/N station, the second barrier should
be placed atx = N . When the process comes to this barrier,
it stays there for a time corresponding to the period when the
queue is full and incoming customers are lost and then, after
the completion of the current service, the process jumps to
x = N − 1.

The model equations become [14]

∂f(x, t;x0)

∂t
=

α

2

∂2f(x, t;x0)

∂x2
− β

∂f(x, t;x0)

∂x
+

+λ0p0(t)δ(x− 1) + λNpN (t)δ(x−N + 1) ,

dp0(t)

dt
= lim

x→0
[
α

2

∂f(x, t;x0)

∂x
− βf(x, t;x0)] − λ0p0(t) ,

dpN (t)

dt
= lim

x→N
[−
α

2

∂f(x, t;x0)

∂x
+ βf(x, t;x0)] −

λNpN (t) , (10)

whereδ(x) is Dirac delta function.
The density functionf(x, t;x0) is obtained in the similar

way as previously. First we obtain the densityφ(x, t;x0) of
the diffusion process with two absorbing barriers atx = 0 and
x = N , started att = 0 from x = x0, cf. [4]

φ(x, t;x0) =
1√

2Παt

∞
∑

n=−∞
(an − bn)

where

an = exp

[

βx′n
α

− (x− x0 − x′n − βt)2

2αt

]

bn = exp

[

βx′′n
α

− (x− x0 − x′′n − βt)2

2αt

]

andx′n = 2nN , x′′n = −2x0 − x′n .
If the initial condition is defined by a functionψ(x), x ∈
(0, N), limx→0 ψ(x) = limx→N ψ(x) = 0, then the pdf of
the process has the formφ(x, t;ψ) =

∫ N

0
φ(x, t; ξ)ψ(ξ)dξ.

Then the pdff(x, t;ψ) of the diffusion process with ele-
mentary returns from both barriers is expressed as

f(x, t;ψ) = φ(x, t;ψ) +

∫ t

0

g1(τ)φ(x, t− τ ; 1)dτ +

∫ t

0

gN−1(τ)φ(x, t− τ ;N − 1)dτ .

Densitiesγ0(t), γN (t) of the probability that at timet the
process enters tox = 0 or x = N are

γ0(t) = p0(0)δ(t) + [1 − p0(0) − pN (0)]γψ,0(t) +

+

∫ t

0

g1(τ)γ1,0(t− τ)dτ +

+

∫ t

0

gN−1(τ)γN−1,0(t− τ)dτ ,

γN (t) = pN (0)δ(t) + [1 − p0(0) − pN (0)]γψ,N (t) +

+

∫ t

0

g1(τ)γ1,N (t− τ)dτ +

+

∫ t

0

gN−1(τ)γN−1,N (t− τ)dτ ,

whereγ1,0(t), γ1,N (t), γN−1,0(t), γN−1,N (t) are the densities
of the first passage times between corresponding points, e.g.

γ1,0(t) = lim
x→0

[
α

2

∂φ(x, t; 1)

∂x
− βφ(x, t; 1)] . (11)

The functionsγψ,0(t), γψ,N (t) denote densities of the proba-
bilities that the initial process, started att = 0 at the pointξ
with densityψ(ξ), will end at timet by entering respectively
x = 0 or x = N .

Finally, we can expressg1(t) and gN (t) with the use of
functionsγ0(t) andγN (t):

g1(τ) =

∫ τ

0

γ0(t)l0(τ − t)dt ,

gN−1(τ) =

∫ τ

0

γN (t)lN (τ − t)dt ,

wherel0(x), lN (x) are the densities of sojourn times inx = 0
andx = N ; the distributions of these times are not restricted
to exponential ones.

The presented transient solutions tend ast → ∞ to the
known steady-state solutions, given by [14]:

f(x) =























λp0

−β (1 − ezx) for 0 < x ≤ 1 ,

λp0

−β (e−z − 1)ezx for 1 ≤ x ≤ N − 1 ,

µpN
−β (ez(x−N) − 1) for N − 1 ≤ x < N ,

(12)
wherez = 2β

α andp0, pN are determined through normaliza-
tion

p0 = lim
t→∞

p0(t) = {1 + ̺ez(N−1) +
̺

1 − ̺
[1 − ez(N−1)]}−1 ,

pN = lim
t→∞

pN (t) = ̺p0e
z(N−1) .
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Customer classes. As proposed in [15], the input stream
λ can be composed ofK classes of customers andλ =
∑K
k=1 λ

(k) (all parameters concerning classk have an upper
index with brackets) then the joint service time pdf is defined
as

b(x) =

K
∑

k=1

λ(k)

λ
b(k)(x) ,

hence
1

µ
=

K
∑

k=1

λ(k)

λ

1

µ(k)
,

and

C2
B = µ2

K
∑

k=1

λ(k)

λ

1

µ2
(k)

(C
(k)
B

2
+ 1) − 1 .

We assume that the input streams of different class cus-
tomers are mutually independent, the number of classk
customers that arrived within sufficiently long period of time

is normally distributed with varianceλ(k)C
(k)
A

2
; the sum of

independent randomly distributed variables also has normal
distribution with variance which is the sum of composing
variances, hence

C2
A =

K
∑

k=1

λ(k)

λ
C

(k)
A

2
. (13)

The above parameters yieldα, β of the diffusion equation;
functionf(x) approximates the distributionp(n) of customers
of all classes present in the queue:p(n) ≈ f(n) and the
probability that there aren(k) customers of classk is

pk(n(k)) =

=

N
∑

n=n(k)

[

p(n)

(

n

n(k)

)(

λ(k)

λ

)n(k)
(

1 −
λ(k)

λ

)n−n(k)
]

,

k = 1, . . . ,K .

Numerical examples. We consider a G/G/1/30 queue (in
fact, it is M/M/1/30 queue, as we assumeC2

A = C2
B = 1). In

Example 1the input rateλ(t) is varying in time as presented in
Fig. 1. It represents a typical TCP flow with additive increases
and multiplicative decreases in the case of packet losses, the
range of time is [0,100] time units. In computations, the values
of diffusion parameters are changed each 0.5 time unit. Figs.
2 - 5 present the main results of the diffusion model compared
with the simulation results (in the latter case it is the average
of 500 000 independent runs).

In Figs. 2 and 3 display the same numerical results con-
cerning the values of the mean queue. Fig. 2 displays them
in linear scale and Fig. 3 does it in logarithmic scale, to see
better the errors of the diffusion approximation: they become
visible for very small mean queue values, i.e. less then 0.001
at this model. Next figures present the probabilityp(0, t) of the
empty queue as a function of time, following time-dependent

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0  10  20  30  40  50  60  70  80  90  100

Input rate

Lambda

Fig. 1. Example 1: Input traffic intensityλ(t).

input, Fig. 4, and the probabilityp(N, t) that the queue is full,
i.e. saturated, and rejects the arriving customers, Fig. 5.

In Example 2the input rate is periodically varying between
values 0.25 and 5. Figs. 6, 7, 8 display the same kind of results
as previously: the mean number of customers, the probability
of the empty and the probability of the saturated queue as a
function of time. All results prove an almost perfect match of
diffusion and simulation results. All simulations in the article
have been performed with the use of OMNET++ [26].

III. O PEN NETWORK OFG/G/1/N QUEUES

The diffusion steady state model of an open network of
G/G/1 or G/G/1/N queues was presented in [15]. Below we
present its short summary. LetM be the number of stations,
the throughput of stationi is, as usual, obtained from traffic
equations

λi = λ0i +

M
∑

j=1

λjrji , i = 1, . . . ,M, (14)

whererji is routing probability between stationj and station
i; λ0i is external flow of customers coming from outside of
network.

The second moment of interarrival time distribution is
obtained from two systems of equations; the first definesC2

Di,
the squared coefficient of variation of interdeparture times
distribution at stationi, as a function ofC2

Ai and C2
Bi; the

second definesC2
Aj as another function ofC2

D1, . . . ,C2
DM :

1) The formula (15) defining the density functiondi(x)
of interdeparture times at stationi is exact for M/G/1,
M/G/1/N stations and is approximate in the case of non-
Poisson input [3]

di(x) = ̺ibx(t) + (1 − ̺i)ai(x) ∗ bi(x) , i = 1, . . . ,M,
(15)

where * denotes the convolution operation. From (15) we get

C2
Di = ̺2

iC
2
Bi + C2

Ai(1 − ̺i) + ̺i(1 − ̺i) . (16)
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G/G/1/N Model

Mean Queue Length E[N] Diffusion
Mean Queue Length E[N] Simulation

Fig. 2. Example 1: The mean number of customers as a function of time;
diffusion approximation and simulation results. .
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Fig. 3. Example 1: The mean number of customers (logarithmic scale) as a
function of time; diffusion approximation and simulation results. .
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Fig. 4. Example 1: The probabilityp(0, t) of the empty queue, diffusion
approximation and simulation results.
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Fig. 5. Example 1: The probabilityp(N, t) of the saturated queue, diffusion
approximation and simulation results.
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Fig. 6. Example 2: The mean number of customers as a function of time;
diffusion approximation and simulation results. .
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Fig. 7. Example 2: The probabilityp(0, t) of the empty queue, diffusion
approximation and simulation results.
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Fig. 8. Example 2: The probabilityp(N, t) of the saturated queue, diffusion
approximation and simulation results.

2) Customers leaving stationi choose stationj with proba-
bility rij : intervals between customers passing this way have
the pdfdij(x)

dij(x) = di(x)rij + di(x) ∗ di(x)(1 − rij)rij +

+ di(x) ∗ di(x) ∗ di(x)(1 − rij)
2rij + · · ·

or, after Laplace transform,

d̄ij(s) = d̄i(s)rij + d̄i(s)
2(1 − rij)rij +

+ d̄i(s)
3(1 − rij)

2rij + · · · =
rij d̄i(s)

1 − (1 − rij)d̄i(s)
,

hence

E[Dij ] =
1

λirij
, C2

Dij = rij(C
2
Di − 1) + 1 . (17)

E[Dij ], C2
Dij refer to interdeparture times; the number of

customers passing from stationi to j in a time interval t
has approximately normal distribution with meanλirijt and
variationC2

Dijλirijt. The sum of streams entering stationj
has normal distribution with mean

λjt = [

M
∑

i=1

λirij + λ0j ] t

and variance

σ2
Ajt = {

M
∑

i=1

C2
Dijλirij + C2

0jλ0j}t ,

hence

C2
Aj =

1

λj

M
∑

i=1

rijλi[(C
2
Di − 1)rij + 1] +

C2
0jλ0j

λj
. (18)

Parametersλ0j , C2
0j represent the external stream of cus-

tomers.

For K classes of customers with routing probabilitiesr(k)ij

(let us assume for the sake of simplicity that the customers do
not change their classes) we have

λ
(k)
i = λ

(k)
0i +

M
∑

j=1

λ
(k)
j r

(k)
ji , i = 1, . . . ,M ; k = 1, . . . ,K,

(19)
and

C2
Di = λi

K
∑

k=1

λ
(k)
i

µ
(k)
i

2 [C
(k)
Bi

2
+ 1] + 2̺i(1 − ̺i) +

+(C2
Ai + 1)(1 − ̺i) − 1 . (20)

A customer in the stream leaving stationi belongs to classk

with probability λ(k)
i /λi and we can determineC(k)

Di

2
in the

similar way as it has been done in Eqs. (17-18), replacingrij
by λ(k)

i /λi:

C
(k)
Di

2
=
λ

(k)
i

λi
(C2

Di − 1) + 1 ; (21)

then

C2
Aj =

1

λj

K
∑

l=1

K
∑

k=1

r
(k)
ij λi

[(

λ
(k)
i

λi
(C2

Di − 1)

)

r
(k)
ij + 1

]

+

K
∑

k=1

C
(k)
0j

2
λ

(k)
0j

λj
. (22)

Eqs. (16), (18) or (20), (22) form a linear system of
equations and allow us to determineC2

Ai and, in consequence,
parametersβi, αi for each station.

In the case of transient analysis, the time axis is divided
into small intervals (equal e.g to the smallest mean service
time) and at the beginning of each interval the Eqs. (14),
(16), (18) are used to determine the input parameters of each
station based on the values of̺i(t) obtained at the end of
the precedent interval. A software tool was prepared and the
examples below, concerning 2 network topologies, see Fig. 9
a,b, are computed with its use.

Example 3. The network is composed of the source and
three stations in tandem, Fig. 9a. The source parameters are:
λ = 0.1 t ∈ [0, 10], λ = 4.0 t ∈ [10, 20]. Parameters of all
stations are the same:Ni = 10, µi = 2, C2

Bi = 1, i = 1, 2, 3.
Fig. 10a presents mean queue lengths of stations in Model

1 as a function of time. Diffusion approximation is compared
with simulation.

Example 4. The network topology is as in Fig. 9b. The
characteristics of three sources and of one station are changing
with time in the following pattern:
source A:λA = 0.1 for t ∈ [0, 10], λA = 4.0 for t ∈ [10, 21],
λA = 0.1 for t ∈ [21, 40],
source B:λB = 0.1 for t ∈ [0, 11], λB = 4.0 for t ∈ [11, 20],
λB = 0.1 for t ∈ [20, 40],
source C:λC = 0.1 for t ∈ [0, 15], λC = 2.0 for t ∈ [15, 22],
λC = 4.0 for t ∈ [22, 30], λC = 2.0 for t ∈ [30, 31], λC = 0.1
for t ∈ [31, 40].
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(a)
source station 1 station 2 station 3

(b)

source A

station 2

station 4

station 5 station 6

station 3

source C

source B

station 1

Fig. 9. Example 3 and 4 network topologies

Station 6:µ6 = 2 for t ∈ [10, 15] andt ∈ [31, 40]; µ6 = 4 for
t ∈ [15, 31].

Other parameters are constant: maximum queue lengths
N1 = N4 = 10, N3 = 5, N2 = N6 = 20, µ1 = · · · = µ5 = 2.
Routing probabilities are:r12 = r13 = r14 = 1/3, r64 = 0.8.
Initial state:N1(0) = 5,N1(0) = 5,N2(0) = 10,N3(0) = 10,
N4(0) = 5, N5(0) = 5, N6(0) = 10. The results in the
form of mean queue lengths are presented and compared with
simulation in Figs. 10, 11.

We observe that the output of queueing network models is
not as good as in the case of single station models, but still
reasonable.

IV. D IFFUSION APPROXIMATION OF THEG/G/1 AND

G/G/1/N BUSY PERIODS

Busy periods play an important role in the description
of priority queues. During a busy period of higher priority
customers, the sever is not available for lower priorities.

A. G/G/1 station

Let Γ(t) and γ(t) denote PDF and pdf of the busy period
duration; for the M/M/1 system the functionγ(t) is known
explicitly [19]

γ(t) =
1

t
√
̺
e(λ+µ)tI1(2tµ̺)

whereI1(x) = x
2

∑∞
k=0

1
k!(k+1)!

(

x
2

)2k
is the modified Bessel

function of the first kind and of order one. For M/G/1 system,
a functional equation,

γ̄(s) = B̄(s+ λ+ λγ̄(s))

whereγ̄(s) =
∫∞
0
e−stγ(t)dt, B̄(s) =

∫∞
0
e−stb(t)dt are the

Laplace transforms ofγ(t), b(t), although impossible to invert
in most cases, enables us to compute the moments ofγ(t), e.g.

E[γ] = − d

ds
γ̄(s)s=0 =

1/µ

1 − ̺
(23)

E[γ2] =
d2

ds2
γ̄(s)s=0 =

E[b2]

(1 − ̺)3
(24)
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Fig. 10. (a) Example 3: The mean queue lengths of station1, station2 and
station3 as a function of time — diffusion and simulation (100 000 repetitions)
results; the source intensityλ(t) is indicated. (b) Example 4: The mean
queue lengths of station1 and station2 as a function of time — diffusion and
simulation (100 000 repetitions) results; the source intensities λA(t), λB(t)
are indicated.

The expression

Γ(t) =

∫ t

0

∞
∑

n=1

e−λt
(λt)n−1

n!
b∗n(t)dt

where b∗n(t) is the n-fold convolution of b(t) with itself,
could be helpful in numerical evaluation of the busy time
distribution for the M/G/1 queue [19]. We know virtually
nothing aboutΓ(t), γ(t) for the G/G/1 system. In the diffusion
approximation, the busy period has a simple interpretation. In
the case of G/G/1 system, it is just the first passage time from
x = 1 to the absorbing barrier atx = 0, its pdf is given by
Eq. (4) that yields

E[γdif ] =
1

−β , E[γ2
dif ] = − α

β3
+

1

β2

which are exact results in the case of M/M/1 and M/G/1
systems.
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Fig. 11. Example 4: The mean queue lengths of station3 and station4 (a)
and of station5 and station6 (b)

B. Busy period at G/G/1/N

As the process starting atx = 1 may visit the barrier at
x = N an unlimited number of times before coming tox =
0, the density function of the busy period is, preserving the
previously used notation

γ(t) = γ1,0(t) + γ1,N (t) ∗ lN (t) ∗ γN−1,0(t) +

+ γ1,N (t) ∗ lN (t) ∗ γN−1,N (t) ∗ lN (t) ∗ γN−1,0(t) + . . .

(25)

where * denotes the convolution operator, or

γ̄(s) = γ̄1,0(s) + γ̄1,N (s)lN (s)γ̄N−1,0(s) +

+ γ̄1,N (s)l̄N (s)γ̄N−1,N (s)l̄N (s)γ̄N−1,0(s) + . . .

= γ̄1,0(s) +
γ̄1,N (s)lN (s)γ̄N−1,0(s)

1 − γ̄1,N (s)lN (s)
. (26)

Fig. 12 presents the comparison of busy period pdf given
by diffusion approximation and simulation.

 0.001
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Busy Periods Diffusion
Busy Periods Simulation 1879107 periods

Fig. 12. M/M/1/20 queue,̺ = 0.75, busy period diffusion approximation
compared with simulation (histogram of over 1.8 million samples).

V. D IFFUSION APPROXIMATION OF PREEMPTIVE- RESUME

PRIORITY SYSTEM

This paragraph introduces a diffusion model of a single
server with priority preemptive - resume queuing discipline.
Customers arriving to the system are divided into a certain
number, sayK, of classes. Each class is distinguished by its
index k, k = 1, . . . ,K, and has its own priority. The lower
the number of the index, the higher the priority of the class.
When a customer of classk is being served and a customer of
classl, l < k arrives, the current service is suspended and the
service of the newcomer begins. After the completion of this
service and the service of other, more privileged than class
k customers, who have arrived meanwhile, the interrupted
service is resumed at the point of suspension. Customers of
the same priority class are served in the order of arrival. The
presence of lower class customers is transparent to customers
of a given class. We assume that interarrival times in the
particular stream are characterized by parametersλ(k), σ(k)2

A

having the same meaning asλ, σ2
A in the case of one-class

system. The service time of customers of classk has mean
value1/µ(k) and varianceσ(k)2

B .
Following exactly the same procedure as for the FIFO

system, we define: input processE(K)(t) as the total number
of customers of allK classes who arrived to the system during
the time period[0, t], and the output processH(K)(t) as the
number of customers of allK classes who left the system
in [0, t]. Applying the central limit theorem and using the
same arguments as for the first-come-first-served discipline,
we can prove that these processes have approximately normal
distributions if the period[0, t] is sufficiently long and within a
busy period of the server. The input processE(K)(t) consists
of separate input processesε(k)(t) for each class of customers:

E(K)(t) =
K
∑

k=1

ε(k)(t)
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The output processH(K)(t) can be described as

H(K)(t) =

K
∑

k=1

η(k)(t)
̺(k)

1 −R(k−1)
(1 −R(k−1))

1

R(k)

=

K
∑

k=1

̺(k)

R(k)
η(k)(t) (27)

whereη(k)(t) is the output process for thek-priority stream
in the absence of other classes,R(k) =

∑(k)
t=1 ̺

(l) and̺(l) =
λ(l)/µ(l). R(k) denotes the probability that the busy period for
customers of classes1, ..., k taken altogether is in progress,
̺(k)

1−R(k) denotes the probability that a customer of classk is
present in the system. Classk has the1 −R(k−1) part of the
server time at its disposal.1−R(k−1) denotes the probability
that there are no customers of priority higher thank present in
the system. The total number of customers of classes1, ...,K
present in the system

N (K)(t) = E(K)(t) −H(K)(t)

is changing and its changes during the time period[0, t] have
the meanβ(K)t and the varianceα(K)t,

β(K) =

K
∑

k=1

λ(k) −
K
∑

k=1

̺(k)

R(k)
µ(k),

α(K) =

K
∑

k=1

λ(k)C
(k)2

A +

K
∑

k=1

̺(k)

R(k)
µ(k)C

(k)2

B ,

C
(k)2

A = λ(k)2σ
(k)2

A , C
(k)2

B = µ(k)2σ
(k)2

B

and are approximately normally distributed. We replace the
discrete-state processN (K)(t) by the continuous-state process
X(K)(t) whose infinitesimal changes have normal distribution
with the meanβKdt and the varianceαKdt. Solving the
diffusion equation with the same type of boundary condi-
tions as defined earlier with the intensity of jumps from
x = 0: Λ(K) =

∑K
k=1 λ

(k) we obtain the density function
f (K)(x, t;x0) for all classes considered together.

Let v(K)(n) denote the probability thatn customers of class
K are present in the system andp(K−1)(N − n) denote the
probability thatN−n customers of all other classes are present
in the system. Obviously,

p(K)(N) =
N
∑

n=0

p(K−1)(N − n)v(K)(n)

and similarily,

p(k)(n) =

n
∑

ν=0

p(k−1)(n− ν)v(k)(ν), k = 2, ...,K

or

vk(n) =
p(k)(n) −

∑n−1

ν=0
p(k−1)(n− ν)v(k)(ν)

p(k−1)(0)
, k = 2, ...,K.

For the highest priority class

v(1)(n) = p(1)(n).

Thus, we know the distributionvk(n), the mean number of
customers present in the system

E[n(k)] =

∞
∑

ν=0

v(k)(ν)ν

and, by Little’s result, the mean time they spend in the system

E[T (k)] =
E[n(k)]

λ(k)
k = 1, ...,K

for each class of customers.
The inconvenience of this approach is the propagation of

errors of the method. An alternative approach is to study the
diffusion processes corresponding to the number of each class
customers separately and to see the influence of higher classes
on the queues of lower classes through the probability that the
system is occupied by higher classes and thus is not able to
serve the lower ones.

For example, if we take two classes, the first diffusion
process corresponding to the priority class has parameters
β(1) = λ(1) −µ(1) andα(1) = σ

(1)2

A λ(1)3 +σ
(1)2

B µ(1)3 and the
second one, corresponding to the lower class which is served
only in absence of the higher class, has the parameters

β(2) = λ(2) − µ(2)p(1)(0, t)

α(2) = σ
(1)2

A λ(1)3 + σ
(2)2

A λ(2)3 + σ
(2)2

B µ(2)3p(1)(0, t) +

+σ
(1)2

B µ(1)3 .

Before the waiting time can be considered, we have to
define the distribution of the completion time. The completion
time is the time period between the beginning and the end
of the service of any customer. On the highest priority level
the completion time is equal to the service time, for the other
classes it additionally includes the breaks caused by the service
of more privileged customers. LetT be the service time of a
customer of classk. If n customers of classes1, ..., k−1 arrive
during the timeT , the service will be interruptedn times,n
has approximately normal distribution with the meanΛ(k−1)

and the variance
∑k−1
l=1 λ

(l)C
(l)2

A T .
The duration of any ofn breaks is distributed like the

busy periodγ(k−1) of the system serving customers of classes
1, ..., k − 1. The total time of breaks inT has the pdf

ϕ(k)(t
∣

∣ T ) =

∞
∑

n=0

pn|T γ
(k−1)(∗n)(t)

wherepn|T is the probability ofn breaks inT , γ(k−1)(∗n)(t)
is then-fold convolution ofγ(k−1)(t) with itself. Thus the pdf
c(k)(t) of the completion time is

c(k)(t) =

∫ ∞

0

b(k)(t)ϕ(k)(t− T
∣

∣ T )1(t− T )dT,

where1(t) = 0 for t < 0 and1(t) = 1 for t ≥ 0, and from
its Laplace transform

c(k)(s) =

∫ ∞

0

b(k)(T )e−sT
∞
∑

n=0

{pn/T [γ̄(k)(s)]n}dT

213

International Journal on Advances in Networks and Services, vol 2 no 2&3, year 2009, http://www.iariajournals.org/networks_and_services/



we obtain its momentsE = [c(k)] andE[(c(k))2]:

E = [c(k)] = −
d

ds
c(k)(s)s=0 = {E[γ(k−1)]Λ(k−1) + 1}

1

µ(k)
,

E[(c(k))2] =
d2

ds2
c(k)(s)s=0 =

= E[γ(k−1)]2
[(

(k−1)
∑

l=1

λ(l)C
(l)2

A

)

1

µ(k)
+

− Λ(k−1) 1

µ(k)

]

+ E[(γ(k−1))2]Λ(k−1) 1

µ(k)
+

+ E[γ(k−1)]E[(b(k))2]Λ(k) ·

·{E[γ(k−1)]Λ(k−1) + 2} + E[(b(k))2].

When all input streams are Poisson, i.e.C
(l)2

A = 1, l =
1, ..., k the results are identical to the exact formula given for
this case in [18]. Finally, we can define the mean waiting time
for every priority level as

E[w(k)] =
E[n(k)]

λ(k)
− E[c(k)].

If we intend to consider a network of servers, we are obliged
to determine the output stream of each server. In the case of
priority queues we extend the approach used previously for a
network of G/G/1/N stations, see Eqs. (16), (18) or (20), (22).

Let us denoted(k)(t) the pdf of interdeparture times in the
stream of classk customers, it can be expressed as

d(k)(t) =
̺(k)

1 −R(k−1)
c(k)(t) +

(

1 − ̺(k)

1 −R(k−1)

)

×[(1 −R(k−)1)a(k)(t) ∗ c(k)(t)
+R(k−1)a(k)(t) ∗ γ(k−1)(t) ∗ c(k)(t)]. (28)

The components of this expression correspond to three situa-
tions, possible after the departure of any customer of classk:
– the next customer of the classk is in the system (it
occurs with probability ̺(k)

1−R(k−1) ) and will leave it after its
completion time,
– there are no customers of this class in the system and
we shall wait the time described bya(k)(t), the interarrival
time pdf (when the input is non-Poisson it is merely an
approximation) until it appears and enters the server,
– no customer of classk is present in the system and a
customer of higher class comes before him, so the busy period
γ(k−1) must be terminated first.
The mean interdeparture time is obviously the same as the
mean interarrival time and from the above (28), where in
turn the densities of busy periods at each priority level are
given by expressions of the type (25) and their moments are
obtained from (26), we calculate the squared coefficient of the
variation of interdeparture times at each priority customers,
needed to integrate a single priority station into a networkof
such stations. The final formula is as follows:

C
(k)
D

2
=

k
∑

l=1

h(k,l)C
(l)
A

2
+ ψ(k) (29)

where

h(k,l) =

{

(

ζ(k,l) + 1−R(k)

1−R(k−1)R
(k−1)g(k−1,l)

)

(λ(k))2, l < k,

1−R(k)

1−R(k−1) , l = k,

and

ζ(k,l) =
λ(l)

µ(k)(β(k−1))2
+ g(k−1,l) Λ

(k−1)

µ(k)
,

g(k,l) =
1

(β(k))3
,

ψ(k) = χ(k)(λ(k))2 +
1 −R(k)

1 −R(k−1)

{

1 +R(k−1)e(k−1)(λ(k))2

+2̺(k)

(

1 −
Λ(k−1)

β(k−1)

)

+

−
λ(k)R(k−1)

β(k−1)

[

1 + 2̺(k)

(

1 −
Λ(k−1)

β(k−1)

)]

}

− 1,

χ(k) =
C

(k)
B

2
+ 1

(µ(k))2
Λ(k−1)

β(k−1)

(

Λ(k−1)

β(k−1)
− 2

)

−

Λ(k−1)

(β(k−1))2µ(k)
+ e(k−1) Λ(k)

µ(k)

C
(k)
B

2
+ 1

(µ(k))2
,

e(k) =
1

(β(k))2
−

1

(β(k))3

k
∑

l=1

̺(l)

R(k)
µ(l)C

(l)
B

2
.

The equation (29) corresponds to (16): it defines how the
variation of the interdeparture times of the class-k customers
depends on the variations of the interarrival times of all classes
that may influence the output of this class. The parameters of
service time distributions are hidden in the coefficients ofthe
equation. Similarly, the extension of the equation (18) defining
the squared coefficient of variation of interarrival times in the
flow of class-l customers coming to stationj has the following
form

C
(l)
Aj

2
=

1

λ
(l)
j

M
∑

i=1

K
∑

k=1

r
(kl)
ij λ

(k)
i [(C

(k)
Di

2
−1)r

(kl)
ij +1]+

C
(l)
0j

2
λ

(l)
0j

λ
(l)
j

,

(30)
wherer(kl)ij is the probability that a class-k customer leaving
stationi goes directly to stationj having there class-l priority.
Equations (29) and (30) taken together determine the input
flow parameters for each class and each station, allowing us
to analyze each station separately. As usual, in the case of
transient states, all parameters should be considered constant
at small intervals and all model equations should be solved
for these parameters to define conditions at the beginning of
the next interval.

Numerical examplesConsider a server with two priority
levels. In Example 5, the priority customers come with inten-
sity λ(1) = 0.4 during intervalst ∈ [0, 10], [20, 30], [40, 50],
etc. Otherwiseλ(1) = 0. The intensity of non-priority cus-
tomers is constant,λ(2) = 0.4. In Example 6the server utiliza-
tion is higher and the bursts of priority input stream are longer,
λ(1) = 1.2 during intervalst ∈ [0, 20], [40, 60], [80, 100],
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andλ(1) = 0 between these intervals while the second class
intensity is constant,λ(2) = 0.5.

The queue capacities are in both cases limited:N (1) =
N (2) = 20. To validate the diffusion model by the comparison
of its results with the exact ones obtained with Markov chain
model solved numerically, we assume Poisson input streams
and exponential service time distributions for both types of
customers,µ(1) = µ(2) = 1. Figs. 13, 14 refer to the Example
5. Fig. 13 displays the mean number of customers of each
class as a function of time, given by diffusion model and by
the corresponding Markov model. Fig. 14 compares the total
number of customers of both classes.

Figs. 15, 16 give the same results for the Example 6.
Of course, diffusion approximation gives not only the mean

values but also the queue distributions; e.g. Fig. 17 presents,
for Example 5, exact and estimated probabilitiesp(1)(0, t),
p(2)(0, t) that the queues of class 1 or class 2 are empty. Fig.
18 presents for Example 6 exact and estimated probabilities
p(1)(N (1), t), p(2)(N (2), t) that the queues of class 1 or class
2 are saturated. For all computations we considered constant
parameters inside subintervals of the 0.1 time unit length.In all
cases the errors observed for priority queues are smaller then
for non-priority ones. It is natural, the errors of the second
class queue accumulate the errors of both classes.

VI. CONCLUSIONS

The article presents an adaptation of the diffusion approx-
imation model with absorbing barriers to the analysis of
transient states of queueing models. The method was applied
previously to G/G/1/N service stations, here we also present
the case of preemptive-resume priority queues.

In the article, we demonstrate how the diffusion approxi-
mation formalism is applied to study transient and behavior
of G/G/1 and G/G/1/N non-priority and preemptive-priority
models. The way we switch from one model to another
demonstrates the flexibility of the method. Also the preemptive
discipline can be easily converted to non-preemptive queue-
ing discipline. Also the introduction of self-similar traffic
is possible: as we change the diffusion parameters each
small time-interval, we can modulate them to reflect self-
similarity and long-term correlation of the traffic. Some other
applications may be considered: recently we have used the
diffusion approximation to estimate transfer times insidea
sensor network [9], to model the performance of leaky-bucket
algorithm as well as to study the work of call centers [10], and
to investigate the stability of TCP connections with IP routers
having AQM queues [8]. In the first case the diffusion process
reflects the distance defined as the number of hops between
the transmitted packet and its destination (sink). Owing to
the introduction of the transient state analysis, the model
captures more parameters (time-dependent and heterogeneous
transmission, the presence of losses specific to each hop) of
a sensor network transmission time than the already existing
models of this type, also based on the diffusion approximation
[16]. It also gives more detailed results: the density function
of a packet travel time instead of its mean value. In the second
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Fig. 13. Example 5: Mean number of customers as a function of time for
the first and second priority levels, diffusion approximation and exact results
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Fig. 14. Example 5: Global mean number of customers as a function of
time, diffusion approximation and exact results.
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Fig. 15. Example 6: The mean number of customers as a function of time for
the first and second priority levels, diffusion approximation and exact results.
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Fig. 16. Example 6: Global mean number of customers as a function of
time, diffusion approximation and exact results.
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Fig. 17. Example 5: Probabilitiesp(1)(0, t), p(2)(0, t) that the queues of
class 1 or class 2 are empty, diffusion approximation and exactresults.
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Fig. 18. Example 6: Probabilitiesp(1)(N(1), t), p(2)(N(2), t) that the
queues of class 1 or class 2 are saturated, diffusion approximation and exact
results. Logarithmic scale is chosen for better presentation of very small
probabilities.

case, the introduction of state-dependent diffusion coefficients
enables us to study transient states of parallel stations of
G/G/N/N type. The third position proposes a diffusion model
of a queue with RED (Random Early Detection) mechanism
and considers the dynamics of TCP connections having RED
queue in the congested router. Also the application of diffusion
approximation to model wireless networks based on IEEE
802.11 standard gives promising results, [12].

Numerical examples, where the quantitative results of dif-
fusion approximations are compared with simulations or the
numerical solutions of corresponding Markov chain models,
indicate acceptable level of errors of the proposed approach.

Of course, there are several ways we can analyze transient
states in queueing models. In recent years we have put a
considerable effort to master their use as efficient tools that
give sound numerical results. Each of them has its advantages
and disadvantages. Firstly, we can use simulation models. In
this purpose we have developed an extension of OMNET++
(a popular simulation tool written in C++, [26]) allowing the
simulation of transient state models. In particular, random gen-
erators were modified to make the changes of their parameters
as a function of time possible, a new software was added
to collect the statistics of multiple runs and to aggregate it.
We used this module to validate the diffusion approximation
results. Basically, the simulation run in a transient stateinvesti-
gation should be repeated sufficient number of times (e.g. 500
000 in our examples) and the results for a fixed time should be
averaged. As the number of repetitions is high, the estimation
of errors is easy (confidence interval) on the basis of normal
distribution. However, the number of repetitions is related to
the value of the investigated probabilities and in the case of
rare events should be high and it increases the simulation time
(typically in some of our examples, 5 minuts of computations
for a diffusion model are compared to 24 hours of simulations,
on a standard PC station).

The other way to model transient states is to create a Markov
chain model and to solve it numerically. This approach,
also combined with the use of stochastic Petri nets, gained
already a considerable attention of researches, e.g. [13],[30],
[27] and a number of software tools, e.g. SHARP, PEPSY,
SNMP, MOSES [2] or XMARCA [20] was implemented. The
numerical problems of solving very large systems of equations
related to Markov models were thoroughly studied, e.g. [21].
This effort concerned mainly steady-state models. For several
years we have developed a software to construct and to solve
very large (having millions of states) Markov chains relating
to queueing models and we have adopted suitable numerical
methods and distributed algorithms. In the case of transient
states, the implementation is based on the reduction of state
space due to Arnoldi’s orthogonal projection into the Krylov
subspace [29]. We have also used Markov model to evaluate
the errors in the case of the priority model presented here.
Naturally, the usability of the approach depends on the sizeof
the considered model, and it is relatively easy to go beyond the
limit number, i.e. some tens of millions, of tractable states. We
are still working on more powerful Markovian modules using
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distributed algorithms and run on a cluster architecture.
Another well-known approach of modeling is the fluid-

flow approximation where only the mean values of traffic
intensity and service intensity are considered. Compared to the
diffusion approximation, the model is simple: instead of partial
differential equations of second order, the ordinary first-order
linear differential equations are used. Due to its simplicity,
it gained much interest in the analysis of transient states in
Internet and in investigation of stability of its connections, e.g.
[24]. However, as we tested in [7], the errors of the fluid-flow
approximation in modeling queues dynamics are considerably
larger than in the case of diffusion approximation which is a
second-order approximation, where not only the mean values
but also the variances of flow changes and of service times
are considered.

Therefore we consider the diffusion approximation as a very
convenient tool in the analysis of transient states queueing
models in performance evaluation of computer and communi-
cation networks.
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