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Foreword

The volume carries on the objectives of the journal and publishes papers covering a broad range

of current issues in networking and network services. Particularly, the nine papers selected for

this volume among twenty four submissions discuss problems and their proposed solutions from

the areas of network routing, Quality of Service, Internet traffic analysis, and wireless local area

and sensor networks. Routing is still one of the most important issues in networking along with

the trends in optical and electronic switching and traffic engineering. We included two papers

in this topic. The paper “Implementing and Testing a Formal Framework for Constraint-Based

Routing over Scale-free Networks” describes a formal model to represent and solve the

Constraint-Based Routing problem in networks. They utilize the Soft Constraint Logic

Programming (SCLP) framework as a programming environment to solve the routing problem.

The other paper, “Optimum routing and forwarding path arrangement in bufferless Data Vortex

networks” studies the different routing and forwarding path arrangements in Data Vortex

networks. While current optical fiber networks provide a vast amount of bandwidth, they lack

the capabilities in optical processing and optical buffering techniques to implement most

existing switching and routing architectures. A Data Vortex network is uniquely designed with

three-dimensional arrangements of the routing nodes and allows for bufferless operation using

deflection based routing. The minimal routing decision can be implemented electronically within

distributed routing nodes. The paper proposes a modified Data Vortex network architecture

based on general k-ary decoding routing. Different cases are compared to study the optimum

layout.

Quality of Service (QoS) is of increasing importance in all networks, especially in next generation

networks. QoS deals with the strict management of network traffic in that guarantees can be

made for successful packet delivery between communicating parties of the Internet. The

authors of the paper “Dynamic End-to-End QoS Provisioning and Service Composition over

Heterogeneous Networks” propose a multi-service, multi-technology model based on

Bandwidth Broke to provide QoS inside each domain and to ensure it on the end to end data

path.

Analysis of the Internet traffic has been a focal point of research in network modeling and

simulation in terms of the traffic burstiness or self-similarity. It is an extremely important

question for network designers and engineers to determine if the planned or existing network is

vulnerable to the harmful consequences of bursty traffic and predict the anticipated trends in

network traffic. The paper “Time Dependent Lévy Flights Models for Internet Traffic” analyzes

and compares the burstiness of traffic traces captured in the Internet backbone in 2003 and

2008 in terms of interarrival time. The paper illustrates the tendency of Internet traffic

burstiness in recent years.



Considering the basic human desire for freedom of mobility, it is not a surprise that the demand

for wireless networks is enormous. With the introduction of sensor, cellular and WLAN

communications, we have seen an increasing demand for wireless services. As a result, there

has been a dramatic shift in network usage: the number of wireless subscribers has exceeded

the number of landline users. The last five papers correspond to the wireless networks

category. The paper entitled “Multi-band Gigabit Mesh Networks: Opportunities and

Challenges” discusses the benefits of multi-band gigabit mesh networks that can potentially

satisfy the requirements set out in the IEEE 802.11ad proposal including the diversity gain, range

extension and spatial reuse gain. The authors present the results of the simulation of a 2-hop 60

GHz mesh for an office WLAN to demonstrate that the spatial reuse gain can be very significant

in 60 GHz mesh networks. The authors of the second paper in the wireless topic entitled

“Automated Selection of Computing Elements for Energy Efficient Wireless Sensor Networks”

propose a new statistical technique for energy consumption estimation for a specific application

on various platforms. They have empirically verified the methodology on various classes of

embedded processors commonly used in sensor nodes. The experimental evaluation results on

various platforms will help to understand the implications of using different processing elements

and their effects on the lifetime of a wireless sensor network. The paper entitled “Adjustable

Multi-Sector Cellular Base Station Antenna” presents a dual beam array (DBA) for higher-order

sectorization of a cellular site providing a means of cost-effective increase in network capacity

without the use of additional frequency spectrum. The paper “Robustness in Sensor Networks:

Difference Between Self-Organized Control and Centralized Control” studies the robustness of

self-organized control against a wide range of perturbations by comparing it with centralized

control in sensor networks. The authors demonstrate through simulations that self-organized

control maintains the functionality of its data collection even in a variety of perturbations. The

last paper “Context Modeling for Cross-layer Context Aware Adaptations” proposes a new

architecture for cross-layer interactions as an alternative solution to existing layered protocol

stack in wireless networks for improved delivery of real-time traffic. As example architecture, a

context aware adaptive multi-homed Mobile IP environment is also discussed.

We hope the readers will find the published articles inspiring and constructive that will

contribute to the discovery of new findings in the covered research areas. We thank the authors

for their submissions and the reviewers for devoting their time and effort to this issue. We are

also grateful to Professor Petre Dini for his energy and time to coordinate the works of the

authors and reviewers.

Tibor Gyires, Editor-in-Chief
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Abstract 
 
Extended performance evaluation is carried out 
on Data Vortex optical interconnection networks 
with different routing and forwarding path 
arrangements [1]. A modified Data Vortex 
network architecture based on general k-ary 
decoding routing at each node has been 
proposed and different cases are compared in 
search for the optimum layout. For bufferless 
implementation, the original Data Vortex 
networks based on binary decoding stages are 
shown to achieve the best combined routing 
performance in throughput and latency. We 
specifically focus on the performance 
comparison between the binary decoding (k=2) 
and 4-ary decoding (k=4) cases to illustrate the 
different network behaviors. The results provide 
insight to how the different routing and 
forwarding path arrangements affect the overall 
network performance in throughput and latency. 
The binary Data Vortex networks outperform 4-
ary networks even though a much smaller 
number of cylinder levels are required in a 4-ary 
network. There is only slight reduction in the 
average packet latency within the 4-ary network, 
while its deflection induced traffic backpressure 
under bufferless operation could greatly limit the 
throughput and make it less desirable. Future 
work may include such performance evaluation 
when extra buffering is available at routing 
nodes. 
 
Keywords: Packet Switch, Interconnection 
Network, Optical Network, Data Vortex, 
Deflection. 
 
1. Introduction  

 
Packet switched interconnection networks 

are key subsystems in high capacity data 
communication systems and multi-processor 
supercomputer systems [2-3]. As I/O ports or 
high-speed processors that are connected through 
such networks upgrade dramatically, the 

interconnection networks must be able to handle 
very high data rates (tens of Gbit/s) as well as to 
support a large number of communication ports 
(on the order of thousands).  The key network 
performance such as throughput and latency 
must be able to sustain as such networks scale to 
larger sizes and higher bit rates. A natural way to 
achieve the higher bandwidth is using optical 
packet switched interconnections. Current optical 
fiber and optical amplifier technologies provide 
enormous operation bandwidth with hundreds of 
densely packed wavelength division 
multiplexing (WDM) channels each running at 
bit rate of tens of Gibit/s. It is thus rather easy to 
accomplish the high transmission bandwidth in 
optics. On the other hand, there is still very 
limited capability in optical processing and 
optical buffering techniques [4-5]. As a result, 
the main challenge in these interconnection 
networks is to handle traffic routing and traffic 
contention. This has led to difficulty in adapting 
most existing switching architectures for optical 
implementations. For example Banyan and 
Butterfly networks are popular and effective as 
self-routing electrical switching fabrics 
networks, however it is very challenging to 
implement them in the optical domain because of 
the lack of RAM buffering at each node. Even 
though pure deflection routing (vs. store and 
forward routing) is possible, Banyan and 
Butterfly networks require the deflected packet 
to travel around the network diameter in order to 
return to an open path that leads to the target 
output port. Thus the deflection penalty is 
prohibitively high and it induces large latency as 
well as poor network throughput in these two-
dimensional network topologies [6]. 

To take advantages of optics while avoiding 
extensive buffering and processing optically, 
Data Vortex network architecture is designed to 
be a great alternative for the purpose and it is 
particularly suitable for optical system 
implementation. The network routing 
performance has been studied extensively in 
earlier works and its system implementation and 
physical layer limitations have also been 
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addressed in a small scale experimental testbed 
by the research group in Columbia University [7-
12]. In this paper, a modified or generalized k-
ary decoding Data Vortex architecture with 
multiple header bits decoding stages has been 
proposed as a potential implementation. The 
proposal is based on the attractive feature of 
smaller forwarding hops in the higher k-ary 
decoding Data Vortex networks. Due to different 
arrangements of routing and forwarding paths, it 
is essential to study the combined routing 
performance under different traffic conditions in 
these extended network architectures.  

The organization of the paper is as follows: 
Section 2 describes the background of the 
original Data Vortex network design. Section 3 
presents the proposed k-ary decoding Data 
Vortex architecture that is extended from the 
original binary decoding networks. Section 4 
presents the details of the performance 
evaluation through simulation study. Different 
network and traffic cases are included to 
thoroughly study the network behaviors as well 
as the scalability of the results. The comparison 
study is only focused on between binary and 4-
ary networks due to much higher deflection 
penalty disadvantage in higher k systems. The 
latency performance is also broken down to 
routing hops, forwarding hops and deflection 
hops for the analysis and the traffic distribution 
among cylinder levels within the networks are 
presented to support our findings. Finally 
Section 5 concludes and summarizes the study.  

  
2. Background: Original Data Vortex   
architecture 
 

Data Vortex network is uniquely designed 
with three dimensional arrangements of the 
routing nodes. Due to the additional dimension, 
it allows for bufferless operation using deflection 
based routing while requiring minimal routing 
decision that can be implemented electronically 
within distributed routing nodes. This switching 
architecture implements a single-packet-routing 
rule at each node through a traffic control 
mechanism, and the topology provides multiple 
open paths to each target address so that 
deflection routing encounters a much smaller 
latency penalty (in 2 hops) that is also 
independent of the network diameter. These 
network characteristics allow for great network 
scalability and achieve good throughput and 
latency performance even for very large network 
sizes. The bufferless operation offers the 

simplest possible contention resolution in the 
optical domain [7-8]. In the physical layer 
implementation, optical techniques such as dense 
wavelength division multiplexing (DWDM) are 
used for achieving ultra high data throughput as 
well as for simple header bit extraction and 
decoding. With the available DWDM techniques 
and the broadband fast switching devices such as 
Semiconductor Optical Amplifier (SOA), Data 
Vortex networks allow for relatively short packet 
(tens of nanoseconds to hundreds of 
nanoseconds) for efficient operation. This is 
achieved simply by stacking the data bits along 
the abundant wavelength channels available 
within the amplifier bandwidth. Each of the 
binary header bits uses an additional wavelength 
channel so that simple and inexpensive filtering 
and detection can be used for header extraction. 
More details on physical layer implementation 
and system limitation can be found in [9-10].  
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Fig.1. Routing nodes and intra-cylinder links 
within Data Vortex of A=4, H=16 and C=5 
 

The Data Vortex network can be viewed as a 
multi-stage interconnection network (MIN). The 
routing nodes are arranged in concentric 
cylinders with A, H and 1log2 += HC  
designating the number of nodes along the angle, 
height and cylinder respectively. An example of 
A=4, H=16 and C=5 Data Vortex network is 
shown in Fig.1 with proper index of angle (a) 
cylinder (c) and height (h, shown in binary 
format) location of the nodes. The intra-cylinder 
link patterns at each cylinder level are 

specifically shown from the outermost (c=0) 
level to the innermost (c=4) level. These links 
repeat the same pattern from angle to angle for 
simple implementation and they route a packet 
back and forth between two height groups, i.e. 
with specific (highlighted in red) binary bit 
alternating between “1” and “0”. The inter-
cylinder links (not shown in Fig.1) are to 
forward a packet to an inner neighbor cylinder 
while maintaining its height location, i.e. a node 
at angle a, cylinder c and height of h will be 
connected to an inner node at angle a+1, 
cylinder c+1 and same height of h. Therefore, 
inter-cylinder paths simply appear to be parallel 
paths between the cylinders [6]. The network is 
wrapped around as cylinders, therefore, nodes at 
angle a=3 is connected back to nodes at angle 
a=0 in a network of A=4. The last cylinder 
maintains the exit height position and it serves as 
an optical buffering stage in case electrical 
buffers at the output ports. It is also necessary if 
angular resolution is required for system 
implementation when only a specific exit angle 
is connected to the output ports.  

 

 
Fig.2 Routing node implementation at ith 
cylinder 

 
The packet routing in the Data Vortex 

network is operated in a synchronous and slotted 
fashion. Packet length is typically chosen to be 
the same as the hop latency for a simple and 
efficient implementation. Each node directs a 
single arrival packet to the next node not only 
based on the packet’s target address, but also 
based on the inner node’s traffic. In Fig.2, a 
routing node at ith cylinder and its routing logic 
is shown, and the routing decision is based on 
the packet frame bit (which tells whether or not a 
packet is arriving), the corresponding ith header 
bit (which matches the ith bit of node height or 
not) as well as the electrical control bit sent from 
its inner competing node (which permits or 
blocks the outer traffic). Both the frame and 
header bits can be extracted by a small power tap 
and through passive filtering and low packet rate 
optical/electronic (O/E) conversion. The traffic 
control signal is generated at each node to 
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properly permit or block the packet of the outer 
cylinder so that the single-packet-routing rule is 
always satisfied for bufferless operation for all 
the routing nodes [11].  

 

 
 
Fig.3 Distributed control signal among routing 
nodes 
 

Fig.3 shows the distributed control signals 
(in dashed line) among the routing nodes on 
different cylinders. As an example shown, node 
3 and node 4 both send packets to node 5, 
therefore node 4 of the inner cylinder generates a 
control signal for node 3 to set up the single 
packet routing rule. Similarly node 3 generates a 
control signal for its outer cylinder’s competing 
node 7 since they both send packet to node 6. 
Packets receiving the blocking control are 
deflected to stay on the current cylinder which 
acts as virtual buffers with a two hop delay 
penalty. Once the packet arrives at the correct 
target, it exits the network in the innermost 
cylinder. As mentioned, the last cylinder allows 
for additional optical buffering if necessary.  If 
not all angles at exit are connected to output 
ports, the last cylinder also deals with angular 
address resolution of the packet. More details on 
the angular resolution and choice of angles vs. 
network height or I/O ports have been discussed 
in [12].  

As mentioned above the routing in the Data 
Vortex network is progressed through a series of 
binary-tree decoding stages. Each node only 
decodes a single header bit in the binary target 
address that corresponds to the node’s specific 
cylinder, and it decides to route the packet 
further in the current level (current cylinder) or 
forward the packet to the next level (inner 
cylinder). Successful forwarding is also 
dependent on the availability of open control 
signal due to the traffic condition of the inner 
cylinder. At different traffic conditions, overall 
traffic latency is accumulated through routing, 
deflection and forwarding hops. In this study, we 

are interested in the optimum arrangement of the 
routing and forwarding paths. In particular, we 
explore the potentials of non-binary tree 
decoding stages.    
 
3. Extended to k-ary Data Vortex 
 

Since the header decoding is extremely 
simple with passive filtering and low speed 
electronics for detection, it is possible to allow 
for multiple header bits decoding at each stage. 
In general, we can implement the Data Vortex 
network using k-ary decoding (i.e.  
header-bit-decoding) at each routing node, where 
the binary-tree decoding specially uses k=2. We 
are interested in exploring alternative 
implementations of the Data Vortex network as 
well as verifying the optimum arrangement of 
the routing and forwarding paths in these 
networks. Because each packet spends at least C 
(number of cylinders) hops just forwarding from 
input port to output port assuming they do not 
need to stay on the cylinders for additional 
routing or for traffic contention induced 
deflection, it is important to study whether or not 
the overall latency has been minimized under the 
original Data Vortex network design, or if 
alternative arrangement of routing and forward 
paths would change or improve the latency or 
routing performance. The optimum layout should 
achieve a best combined routing performance in 
data throughput and latency. In extending the 
binary-tree decoding in the Data Vortex network 
to general k-ary decoding at each stage, we 
maintain the single packet routing condition and 
the usage of bufferless routing nodes to facilitate 
the optical implementation of the networks. 
Therefore, the performance study in this paper is 
bounded by such design constraints. Future work 
may address the performance variation in the 
case of networks with node buffering capabilities, 
however such networks must require additional 
hardware cost and implementation complexity 
[8]. 

k2log

In the case of binary tree decoding in regular 
Data Vortex networks, each node decodes one 
header bit, and the routing on a specified 
cylinder chooses one out of two groups (upper 
vs. lower group or specific header bit being “1” 
vs. “0”), and the deflection latency penalty in the 
network is two hops. If we extend the concept to 
general k-ary decoding, each stage then decodes 

bits, and each hop along the same 
cylinder allows for the packet to choose one out 
of k groups (i.e. specific bits alternate 

)(log2 k

)(log2 k
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among all possible k combinations). When the 
corresponding header bits in the target 

address are matched with the bits in 
the routing node height address, the packet will 
proceed to the next inner cylinder if the 
corresponding traffic control opens the path at 
the same time. So the same traffic control 
mechanism is set up for the purpose as that in the 
original Data Vortex network. Otherwise, the 
packet stays on the current cylinder for further 
routing or deflection. Since no buffering is 
necessary the routing logic is kept as minimal as 
possible. Compared to binary Data Vortex 
networks, the deflected packet also undergoes 
longer delay penalty due to the need to go 
through all k hops to return to the matched height 
group or to the open path to the next cylinder 
routing. 

)(log2 k
)(log2 k

 

 
 

           

   
 
Fig.4 Routing patterns at each of the three 
cylinders in a 4-ary decoding Data Vortex 
network. A=4, H=16, 31log 4 =+= HC  

 
In order to allow for a complete permutation 

of k groups based on the corresponding 
header bits, the intra-cylinder routing 

paths are slightly modified from the binary-tree 
decoding networks. In Fig.4 an example of 4-ary 
decoding network is shown where each hop 
decodes 2 header bits in a network of A=4, H=16 
and the number of cylinders 
is

)(log2 k

31log 4 =+= HC . Note the 
interconnection patterns at different cylinders in 
the binary decoding Data Vortex network are 
combined and also reversed at proper angles to 
construct the 4-ary decoding networks. In such 
an arrangement, a packet takes k hops to go 
through all k possible groups along the cylinder, 
so the deflection latency penalty would increase 
to 4 hops in 4-ry decoding networks, which is the 
obvious disadvantage of using bigger value of k. 
On the other hand, in extended k-ary Data Vortex 
implementation, the number of cylinders 
required is 1log += HC k , assuming the last 
cylinder maintains the same height just for 
output buffering purpose as that of regular Data 
Vortex network. As a result, the forwarding 
latency or number of cylinders is much smaller 
with a larger value of k. In this study, we choose 
H so that is kept an integer for 
simplicity. We are specifically interested in 4-ary 
networks and its performance comparison with 
regular binary-decoding Data Vortex network for 
gain insight of optimum arrangement of routing 
and forwarding paths. We expect that larger k 
(k>4) would cause too much deflection latency 
and traffic backpressure, which will be verified 

Hklog
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in the 4-ary network study. The node 
implementation in 4-ary network is slightly 
modified with the need to filter and detect 2 
header bits in parallel instead of a single header 
bit and it is shown in Fig.5. While the routing 
node complexity and speed is kept at the same 
level, the additional filter and detector increase 
the hardware cost slightly especially when the 
number of routing nodes are large.  
 

 
 
Fig.5 Routing node implementation at ith 
cylinder in 4-ary decoding network 

 
4. Performance evaluation  
 

In order to compare the network 
performance with different k-ary decoding 
schemes and find the optimum arrangement, a 
C/C++ event simulator is specially developed to 
evaluate these networks with various operation 
and traffic conditions. In Data Vortex, once the 
packets are accepted at injection point, they are 
routed through the network without loss. 
Therefore, the measure of through performance 
is calculated as the rate of successful injection. 
The latency and latency variation statistics is 
collected by examining the packets that reach the 
output ports during the simulation. We 
particularly focus on comparison between the 
binary-tree decoding network and a network 
using k=4 decoding scheme due to much more 
significant deflection latency penalty and traffic 
backpressure in larger k cases.  

 
4.1 Network Cost and Throughput 

and Latency Performance 
 

To make a fair comparison, the number of 
input ports is kept the same and the number of 
routing nodes and routing links that mainly 
determine the network cost are either same or in 
the comparable range. First we studied a regular 
Data Vortex network, network P with C=9 and 
H=256. Packets at only injected at a single angle 
i.e. Ain=1 (so number of I/O is the same as the H) 
in a network of A=4. We compare its routing 
performance with two networks Q (A=8, C=5, 

H=256) and Q’ (A=7, C=5, H=256) with 4-ary 
decoding both inject using Ain=1 to keep the 
same number of I/O ports as that in network P. 
In both Q and Q’, every stage or cylinder level 
decodes 2 bits and locates 1 out of 4 height 
groups. Since the number of cylinders C=5 is 
almost half of that in network P, we allow 
network Q and Q’ to have about twice of the 
network angles for a similar hardware cost. The 
detailed hardware comparison is listed in Table 1 
below. For the same number of I/O ports, the 
cost of network P is between that of network Q 
and network Q’. In this study, we assume no 
angular resolution is required; therefore, packets 
that arrive at the correct height will immediately 
exit the network and be converted to electronic 
domain. Sufficient electrical buffers are assumed 
to accept any arrival packet at the output port. If 
additional angular resolution is required, we 
shall keep that in mind when we examine the 
results of different angle networks because a 
larger angle network generally requires 
additional hops in the last cylinder before 
packets exit the optical network.  

 
Table.1 Hardware comparison in network P, Q 

and Q’ 
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k=2 k=4 k=4
Network P Network Q Network Q’'

Number of I/O, H 256 256 256
Number of angles 4 8 7
Number of cylinders 9 5 5
Number of nodes 9216 10240 8960

Fig.6 Latency comparison of network P, Q and 
Q’ 
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Throughput comparison
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Fig.7 Throughput comparison of network P, Q 
and Q’ 
 

Fig.6 and Fig.7 have shown the latency and 
throughput performance comparison of the three 
networks under different traffic loads 
respectively. For simplicity, all traffics are 
random and uniform traffic from each I/O port 
within this study. As shown, overall the regular 
binary decoding Data Vortex network (in solid 
line) outperforms the networks with 4-ary 
decoding. Even though the number of cylinders 
is much smaller in network Q and Q’, for a 
similar cost, their throughput performances are 
significantly worse than network P especially at 
higher load conditions. The average latency of 
arrival packets is shown to be slightly better in 
network Q and Q’. However, if angular 
resolution is required, then network Q and Q’ 
would also encounter more delay in the last 
cylinder due to the larger A, therefore the gain in 
latency is not necessarily noticeable. 

Latency variance Ain=1, H=256
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Fig.8 Latency variance in network P, Q and Q’ 
when load=1.0. 
 

The latency distribution in these three 
networks is shown in Fig.8 for a case of fully 
loaded condition, i.e. the applied traffic 
load=1.0. The results have indicated that network 

Q and Q’ both have pushed part of the packets to 
much shorter latency (left side of the distribution 
curve moves earlier), however due to the larger 
deflection delay which also induces more traffic 
backpressure, the overall distribution has wider 
deviation range in these 4-ary networks, and its 
tail also extends noticeably further even though 
the percentage of packets with very large latency 
is kept small. In comparison, the binary tree 
decoding Data Vortex has a narrow and confined 
distribution curve.   

 
4.2 Latency Performance in 
breakdown categories  
 

 Next, we studied a case where two 
networks chosen have the exact same hardware 
cost for the given same number of I/O ports. 
Network M in binary tree decoding Data Vortex 
has A=5, C=9 and H=256 whereas network N 
using 4-ary decoding stages has A=9, C=5 and 
H=256. Both networks use a single angle 
injection Ain=1 for the simple comparison. The 
detailed hardware comparison is shown in Table 
2 below. The throughput and latency 
performance under different traffic loads are 
shown in Fig.9 and Fig.10 respectively. In the 
average latency plot in Fig.10, we also plot 
individual category of delay such as average 
deflection hops and average routing hops to gain 
further insights. The forwarding number of hops 
is not shown but it is fixed to the number of 
cylinders. As seen, it verifies the better 
throughput performance in binary Data Vortex 
network especially at heavier traffic load 
conditions given the same network cost. The 
average number of hops in network N is slightly 
better, however keep in mind it may experience 
additional hops in angular resolution if compared 
to that in network M. Fig.10 also shows why it 
doesn’t gain much advantage in latency 
performance in 4-ry network even though its 
forwarding hops (C=5) is 4 hops smaller than 
that in the binary network (C=9). The number of 
the routing hops on average is shown to be about 
3~4 hops more in network N compared to that in 
network M.  In this case, the deflection hop only 
counts those hops of staying in the current 
cylinder due to unavailability of open control 
signal, and the penalty hops are lumped to the 
routing hops. Therefore, the results show that the 
deflection probability is  pretty close in two 
networks under different traffic conditions, 
however the routing hops is much larger in 
network N due to larger deflection hop penalty 
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and generally more hops required to match the 
permutations even in regular routings.  

 
Table.2 Hardware in network M and N 

      
 k=2 

Network M 
k=4 

Network N 
Number of I/O, H 256 256 
Number of angles 5 9 

Number of cylinders 9 5 
Number of nodes 11520 11520 
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Fig.9 Throughput comparison in network M and 
N. 
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Fig.10 Latency comparison in network M and N 

 
Fig.11 shows the latency distribution curves 

of the two networks in the case of load=1.0. 
Similar to the results in Fig.8, it is found that 
certain packets go through a smaller number of 
hops leading to the earlier front trail of the 
distribution curve, however the overall 
distribution is wider and the ending tail is longer 
as a result in the 4-ry network. On average the 
routing hops in network N is larger than that in 

network M, and this cancels out the advantage of 
less forwarding hops. The latency and the 
latency distribution performance are also closely 
related to the throughput performance because of 
the backpressure effect in traffic. If more packets 
are pushed through the network in a faster pace, 
it allows for better throughput, otherwise, the 
packet occupies the network resource which 
causes additional deflection and delay. The 
statistics of all the packets within the network 
prove that 4-ary routing does not bring sufficient 
benefit in latency and throughput performance 
even with a much smaller number of the 
forwarding hops.  

 
Latency variance  Ain=1, H=256
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Fig.11 Latency variation at load=1.0 in network 
M and N 
 

It is also important to study the performance 
comparison for different network sizes. For this 
purpose, we used two additional network M2 
(A=6, C=11, H=1024) and N2 (A=11, C=6, 
H=1024) both with Ain=1. These two networks 
are chosen because they share the same hardware 
cost for the same number of I/O ports while 
support much larger network height or I/O 
numbers. The detailed hardware comparison is 
shown in Table 3. 

 
Table.3 Hardware in network M2 and N2     

 k=2 
Network M2

k=4 
Network N2

Number of I/O, H 1024 1024 
Number of angles 6 11 

Number of cylinders 11 6 
Number of nodes 67584 67584 
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Fig.12 Throughput comparison in network M2 
and N2
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Fig.13 Latency comparison in network M2 and 
N2
 

The routing performances in throughput and 
latency of M2 and N2 are compared in Fig.12 and 
Fig.13 respectively. As shown, the performance 
difference between these two networks follows a 
very similar trend as that in the comparisons of 
network M and N. The results have confirmed 
that at different network sizes and network load 
conditions, the binary decoding Data Vortex 
network almost always outperforms the 4-ary 
network, mainly due to its inherent small 
deflection latency penalty and more frequent 
encounter of open paths between different 
cylinder levels. Therefore, binary decoding Data 
Vortex provides the best combined routing 
performance with the optimum routing and 
forwarding paths arrangement for bufferless 
operations.    

In addition to the overall routing 
performance, the latency distribution curves also 

show some non smoothness in 4-ry decoding 
networks which is not present in regular Data 
Vortex network. It seems to be dependent on the 
angle of the network. To study this further, 
several networks with H=256 and a varying 
network angle are compared and shown in 
Fig.14, and all of them use 4-ary decoding stages 
with a single angle injection, i.e. Ain=1. The 
distribution curves show that for the fixed 
number of I/O ports (fixed H and Ain), a larger 
network angle result in earlier leading edge of 
the distribution curve due to relatively more 
redundancy in the network resource. It is also 
shown that at angles that are integer multiple of k 
such as A=8 and A=12, the distribution curve is 
rather smooth because of regular distribution of 
the traffic pattern and equal probability to each 
node. On the other hand, if A is not an integer 
multiple of k, traffic may not be evenly 
distributed among groups of nodes, and this 
leads to multiple peaks in the distribution curves 
or rather non-smooth distribution. Only when the 
number of angles A is relatively large, such non-
smoothness becomes insignificant due to 
contributed hardware redundancy. In 
comparison, in the binary decoding Data Vortex 
network, the latency distribution smoothness is 
rather insensitive to the number of network 
angles whether A is even or odd.   

Latency variance at different network angles

0

2

4

6

8

10

12

1 6 11 16 21 26 31 36 41 46 51

Number of hops

P
er

ce
nt

ag
e 

of
 p

ac
ke

ts A=6
A=8

A=10

A=12

 
Fig.14 Smoothness of latency distribution curve 
at different network angles 
 
4.3 Traffic distribution within 

different cylinder levels 
 

We can gain further insight of the network 
behaviors by examining the traffic pressure 
among the cylinders. To compare the two 
different architectures with different routing and 
forwarding path arrangements, we record the 
traffic load or packet count of each specific 
cylinder at different operation conditions. 
Packets on the specific cylinder and the ones 
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entering the cylinders are counted as the packet 
of the cylinder, and each cylinder’s packet count 
is monitored for comparison study.  
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Fig. 15 Packet count of each cylinder in network 
M with load of 0.3 during simulation  
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Fig.16 Packet count of each cylinder in network 
N with load of 0.3 during simulation 
 

We specifically compared the traffic or 
packet count at each cylinder level in both lightly 
loaded and heavily loaded conditions. In Fig. 15 
and Fig. 16, the packet counts over simulation 
time (5000 time slots) under traffic load of 0.3 in 
network M and network N are shown for 
comparison.  To get better view, the ranges of 
the packet / traffic load (once the traffic reaches 
a relatively steady state after the initial packet 
injection) at each cylinder are also shown in Fig. 
17 and Fig. 18 respectively. We found that under 
this lightly loaded condition, both networks 
distribute their traffic among different levels 
pretty evenly, and there is only slight difference 
between outer cylinders and inner cylinders, 
which indicate no significant traffic back 
pressure buildups in both network M and 
network N. In our study, since no angular 
resolution is required, the last cylinder’s packet 
count is not shown due to immediate exit at the 
stage. The absolute level of packet count in two 
networks may not provide a direct comparison 
due to different number of cylinders, but the 
pattern and difference between different cylinder 
levels are compared and focus of the study. 
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Fig.17 Traffic range at each cylinder in network 
M with load of 0.3 during network operation  
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Fig.18 Traffic range at each cylinder in network 
N with load of 0.3 during network operation  
 

The same networks M and N under a heavier 
load of 0.8 are also studied for the comparison 
purpose. The results of the traffic distribution 
among different cylinder levels are shown in Fig. 
19, Fig. 20, Fig. 21 and Fig. 22 respectively. We 
observed that in network M the outer cylinders 
bear very similar level of traffic loads, and only 
the last few inner cylinders carry slightly less 
loads (more visible compared with lightly loaded 
condition). On the other hand, in network N, 
while the total number of cylinders is much less, 
and outermost cylinder carries significantly more 
traffic compared with that of the inner cylinders. 
The difference in each cylinder is much more 
visible compared to that in network M, and such 
difference is also more significant in this heavier 
load condition than that in the lightly loaded 
network. There are a couple factors contributed 
to the difference. First of all, network N has 
about double the angle (for the same hardware 
cost), which amplify the traffic load difference 
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for each cylinder by a factor of 2 given the same 
height H in both networks.  The second factor is 
due to more accumulated traffic backpressure at 
the outer cylinders in network N than that in 
network M. Because of longer deflection penalty 
and generally longer routing steps at each 
cylinder in 4-ary networks, packets are staying in 
the cylinders for statistically longer period of 
time. So in comparison, the traffic backpressure 
is less in binary Data Vortex network, which 
creates much evenly distributed traffic among 
the different cylinder levels. The most inner 
cylinders always carry slightly lower loads 
compared to their outer cylinders because its 
input traffic is rather balanced or smoothed after 
the outer cylinder’s routings. The traffic 
distribution among cylinders explains the overall 
more effective routing from the binary Data 
Vortex network, and thus it explains its higher 
throughput performance compared to its 4-ary 
counterpart with the same I/O port and same 
hardware cost.  
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Fig. 19 Packet count of each cylinder in network 
M with load of 0.8 during the simulation 
 

Network N, load=0.8

0

200

400

600

800

1000

1200

1400

1600

0 1000 2000 3000 4000 5000

time (slot)

Pa
ck

et
 o

f c
yl

in
de

rs

cylinder0 cylinder1

cylinder2 cylinder3

 
Fig.20 Packet count of each cylinder in network 
N with load of 0.8 during the simulation 
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Fig.21 Traffic range at each cylinder in network 
M during network operation  

network N, load=0.8
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Fig.22 Traffic range at each cylinder in network 
N during network operation 
 
 
5. Conclusion 
 
We have explored the potential of general k-ary 
decoding scheme in the Data Vortex networks. 
The comparison study has focused on studying 
the network behavior difference between the 4-
ary decoding network and the regular binary-tree 
decoding Data Vortex network. The results have 
concluded that overall routing performance is 
optimum with the original binary Data Vortex 
networks even though its forwarding latency is 
much longer than that in a 4-ary network of a 
similar network cost. The main reason is that 
binary decoding provides the lowest deflection 
latency penalty, which in turn reduces the traffic 
backpressure during bufferless deflection based 
operation. Therefore, without any additional 
buffering at node, the binary Data Vortex 
networks allow for the system to push the most 
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packet traffic through at the lowest average 
latency. Future work may explore the effect of 
buffering capability within the nodes, however 
additional hardware cost must be included in the 
consideration.   
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Abstract

We propose a formal model to represent and solve the
Constraint-Based Routing problem in networks. To attain
this, we model the network adapting it to a weighted or
graph (unicast delivery) or and-or graph (multicast deliv-
ery), where the weight on a connector corresponds to the
cost of sending a packet on the network link modelled by
that connector. We use the Soft Constraint Logic Pro-
gramming (SCLP) framework as a convenient declarative
programming environment in which to solve the routing
problem. In particular, we show how the semantics of an
SCLP program computes the best route in the correspond-
ing graph. The costs on the connectors can be described
also as vectors (multidimensional costs), with each com-
ponent representing a different Quality of Service metric
value. At last, we provide an implementation of the frame-
work over scale-free networks with the ECLiPSe program-
ming environment, and we present the obtained results.

Keywords: Constraint-Based Routing, Quality of Ser-
vice, Scale-free Networks, Soft Constraint Logic Program-
ming.

1 Introduction

Towards the second half of the nineties, Internet En-
gineering Task Force (IETF) and the research community
have proposed many models and mechanisms to meet the
demand for network Quality of Service (QoS). The classical
routing problem has consequently been extended to include
and to guarantee the QoS [35]: QoS routing [35, 15] de-
notes a class of routing algorithms that base path selection

∗Partially supported by Istituto di Informatica e Telematica (IIT-CNR)
Pisa, and Dipartimento di Scienze, Università “G. d’Annunzio”, Pescara,
Italy.

decisions on a set of QoS requirements or constraints, in ad-
dition to the destination. As defined in [15], QoS is a set of
service requirements to be met by the network while trans-
porting a flow. Service requirements have to be expressed
in some measurable metric, such as bandwidth, number of
hops, delay, jitter, cost and loss probability of packets.

In this paper we propose a formal framework based on
Soft Constraint Logic Programming (SCLP) [4, 6] in which
it is possible to represent and solve QoS-Routing [9] (and
CBR in general). First, we will describe how to represent
a network configuration in a corresponding or graph (for
the unicast delivery scheme) or and-or graph (for multi-
cast), mapping network nodes to graph nodes and links to
graph connectors. In the following, we will generally use
the term and-or graph, or simply graph. QoS link costs
will be translated into multidimensional costs for the asso-
ciated connectors. Afterwards, we will propose the SCLP
framework [4, 6] as a convenient declarative programming
environment in which to specify and solve such problem.
SCLP programs are an extension of usual Constraint Logic
Programming (CLP) programs where logic programming
is used in conjunction with soft constraints, that is, con-
straints which can be satisfied at a certain level. In partic-
ular, we will show how to represent an and-or graph as an
SCLP program, and how the semantics of such a program
computes the best route the corresponding weighted and-or
graph (with route we will consider both multicast tree and
unicast paths). SCLP is based on the general structure of
c-semiring (or simply semiring), having the two operations
× and +: the × is used to combine the costs, while the par-
tial order defined by + operation (see Section 3), is used to
compare the costs. Notice that the cartesian product of two
semirings is a semiring [7], and this can be fruitfully used to
describe multi-criteria problems. In Section 6, we will sug-
gest an implementation of the proposed framework to re-
ally test the performance on scale-free networks generated
ad-hoc. In scale-free networks some nodes act as “highly
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connected hubs” (i.e., high degree), although most nodes
are of low degree. Moreover, these networks maintain their
clustered structure during their growth. Scale-free networks
represent the state-of-the-art topology (since replaced ran-
dom networks) and can help reducing the complexity of our
framework. This paper extends the work presented in [1]
with a new implementation and new test results (see Sec-
tion 6.2).

1.1 Structure of the Paper

A more theoretical version of this work is represented by
[10]. The paper is organized as follows: in Section 2 we
present some general background information about rout-
ing and scale-free networks. Section 3 features the SCLP
framework, while Section 4 depicts how to represent a net-
work environment with an and-or graph. In Section 5
we describe the way to pass from and-or graphs to SCLP
programs, showing that the semantic of SCLP program is
able to compute the best route in the corresponding and-or
graph. Then, in Section 6, which represents the new con-
tent w.r.t. [1], we propose a practical implementation of the
framework with a description on how to improve the perfor-
mance. Lastly, Section 7 present the related work and and
Section 8 draws the final conclusions.

2 Constraint-Based Routing and Scale-free
Networks

Constraint-Based Routing. Constraint-Based Rout-
ing [35] (CBR) refers to a class of routing algorithms
that base path selection decisions on a set of requirements
or constraints, in addition to destination criteria. These
constraints may be imposed by QoS needs (i.e., QoS-
Routing) or administrative policies (i.e., Policy-Routing).
The aim of CBR is to reduce the manual configuration
and intervention required for attaining traffic engineering
objectives [30]; for this reason, CBR enhances the classical
routing paradigm with special properties, such as being
resource reservation-aware and demand-driven.

Policy-Routing selects paths that conform to administra-
tive rules and Service Level Agreements (SLAs) stipulated
among service providers and clients. For example, rout-
ing decisions can be based on the applications or protocols
used, size of packets or identity of the communicating en-
tities. Policy constraints can help improving the global se-
curity of the network and also help the resource allocation
problem that includes business decisions. QoS routing in-
stead attempts to simultaneously satisfy multiple QoS re-
quirements requested by real-time applications: e.g., video
conference, distributed simulation, stock quotes or multi-
media entertainment.

Multiple metrics can certainly represent the requests
more accurately than using a single measure. However, it
is well known that the problem of finding a route subject
to multiple constraints is inherently hard [35]. When some
metrics take real or unbounded integer values [12], satisfy-
ing two boolean constraints (saying whether or not a route
is feasible), or a boolean constraint and a quantitative con-
straint (i.e., optimizing a metric) is NP-complete [34, 35,
12]. For example the set of constraints C = (delay ≤
40msec,min(Cost)) is intractable. For this reason, most of
the implemented algorithms in this area apply heuristics to
reduce the complexity. The unicast problem can be recon-
ducted to the generic Multi-Constrained Optimal Path prob-
lem [12], while the multicast case refers to the Constrained
Steiner Tree [35]; both these problems are NP-complete in
their nature.

Regarding unicast QoS Routing, in [21] the authors pro-
pose another heuristic approach for the multi-constrained
optimal path problem (defined a H MCOP), which opti-
mizes a non-linear function (for feasibility) and a primary
function (for optimality). The approach proposed in [23]
exploits the dependencies among resources, e.g., available
bandwidth, delay, and buffer space, to simplify the prob-
lem; then, a modified version Bellman-Ford algorithm can
be used. Multicast QoS routing is generally more complex
than unicast QoS routing, and for this reason less propos-
als have been elaborated in this area [35]: in MOSPF [26]
the authors extend the classical (unicast) OSPF algorithm in
order to optimize the delay, while the Delay Variation Mul-
ticast Algorithm (DVMA) [31] computes a multicast tree
with both bounded delay and bounded jitter. Also, delay-
bounded and cost-optimized multicast routing can be for-
mulated as a Steiner tree: an example approach is QoS-
aware Multicast Routing Protocol [13] (QMRP).

Scale-free Networks. In Section 6.2 we present some
results obtained by testing our framework with generated
scale-free networks, since several works as [19, 33] show
that Internet topology can be modeled with such model.
Small-world networks may belong to three classes: single-
scale, broad-scale, or scale-free depending on their connec-
tivity distribution P (k), which is the probability that a ran-
domly selected node has exactly k edges. Scale-free net-
works follow a power law of the generic form P (k) v
k−γ [19]: in words, in these networks some nodes act as
“highly connected hubs” (with a high degree), although
most nodes are of low degree. Intuitively, the nodes that al-
ready have many links are more likely to acquire even more
links when new nodes join in the graph: this is the so-called
“rich gets richer” phenomenon. These hubs are the respon-
sible for the small world phenomenon. The consequences
of this behavior are that, compared to a random graph with
the same size and the same average degree, the average path
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Figure 1. a) a network with a clustering coef-
ficient of 0.1, and b) with a clustering coeffi-
cient of 0.62.

length of the scale-free model is somewhat smaller, and the
clustering coefficient of the network is higher, suggesting
that the graph is partitioned in sub-communities. As an ex-
ample, see in Figure 1 the difference between a scale-free
network with a very high clustering coefficient (i.e., Fig-
ure 1b) and a network with a lower one (Figure 1a). Black
nodes show the big hubs in both networks, and it is graph-
ically visible how Figure 1b is more partitioned in sub-
communities.

Several works as [19, 33] show that Internet topology can
be modeled with scale-free graphs: in [33], the authors dis-
tinguish between the Autonomous System (AS) level, where
each AS refers to one single administrative domain of the
Internet, and the Internet Router level (IR). At the IR level,
we have graphs with nodes representing the routers and
links representing the physical connections among them; at
the AS level graphs each node represents an AS and each
link represents a peer connection trough the use of the Bor-
der Gateway Protocol (BGP) protocol. Each AS groups
a generally large number of routers, and therefore the AS
maps are in some sense a coarse-grained view of the IR
maps. The scale-free property of both these kinds of graphs
is confirmed in [33] with a γ = 2.1± 0.1, even if IR graphs
have a power-law behavior smoothed by an exponential cut-
off: for large k the connectivity distribution follows a faster
decay, i.e., we have much less nodes with a high degree.
This truncation is probably due to the limited number of
physical router interfaces. In [14] the authors prove that
scale free networks with 2 < γ < 3 have a very small di-
ameter, i.e., ln ln N , where N is the number of nodes in the
graph.

3 Soft Constraint Logic Programming

The SCLP framework [4, 6], is based on the notion of
c-semiring introduced in [7]. A c-semiring S is a tuple
〈A, +,×,0,1〉 where A is a set with two special elements
(0,1 ∈ A) and with two operations + and× that satisfy cer-

Table 1. A simple SCLP program.
s(X) :- p(X,Y). q(a) :- t(a).
p(a,b) :- q(a). t(a) :- 2.
p(a,c) :- r(a). r(a) :- 3.

tain properties: + is defined over (possibly infinite) sets of
elements of A and thus is commutative, associative, idem-
potent, it is closed and 0 is its unit element and 1 is its
absorbing element; × is closed, associative, commutative,
distributes over +, 1 is its unit element, and 0 is its ab-
sorbing element (for the exhaustive definition, please refer
to [7]). The + operation defines a partial order ≤S over A
such that a ≤S b iff a + b = b; we say that a ≤S b if b
represents a value better than a. Other properties related to
the two operations are that + and× are monotone on≤S , 0
is its minimum and 1 its maximum, 〈A,≤S〉 is a complete
lattice and + is its lub. Finally, if × is idempotent, then +
distributes over×, 〈A,≤S〉 is a complete distributive lattice
and × its glb.

Semiring-based constraint satisfaction problems (SC-
SPs) are constraint problems where each variable instanti-
ation is associated to an element of a c-semiring A (to be
interpreted as a cost, level of preference or, in this case, as a
trust/reputation level), and constraints are combined via the
× operation and compared via the≤S ordering. Varying the
set A and the meaning of the + and × operations, we can
represent many different kinds of problems, having features
like fuzziness, probability, and optimization. In Section 4,
the set A is used to collect the values of a QoS metric, the×
operator to combine them into a result for a complete end-
to-end route, and + to find the best route w.r.t. the chosen
QoS metric.

A simple example of a SCLP program over the semiring
〈N, min,+, +∞, 0〉, where N is the set of non-negative in-
tegers and D = {a, b, c}, is represented in Table 1. The in-
tuitive meaning of a semiring value like 3 associated to the
atom r(a) (in Table 1) is that r(a) costs 3 units. Thus the
set N contains all possible costs, and the choice of the two
operations min and + implies that we intend to minimize
the sum of the costs. This gives us the possibility to select
the atom instantiation which gives the minimum cost over-
all. Given a goal like s(x) to this program, the operational
semantics collects both a substitution for x (in this case,
x = a) and also a semiring value (in this case, 2) which
represents the minimum cost among the costs for all deriva-
tions for s(x). To find one of these solutions, it starts from
the goal and uses the clauses as usual in logic programming,
except that at each step two items are accumulated and com-
bined with the current state: a substitution and a semiring
value (both provided by the used clause). The combination
of these two items with what is contained in the current goal
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is done via the usual combination of substitutions (for the
substitution part) and via the multiplicative operation of the
semiring (for the semiring value part), which in this exam-
ple is the arithmetic +. Thus, in the example of goal s(X),
we get two possible solutions, both with substitution X = a
but with two different semiring values: 2 and 3. Then, the
combination of such two solutions via the min operation
give us the semiring value 2.

4 Using and-or Graphs to Represent Net-
works with QoS Requirements

An and-or graph [25] is defined essentially as a hyper-
graph. Namely, instead of arcs connecting pairs of nodes
there are hyperarcs connecting an n-tuple of nodes (n =
1, 2, 3, . . .). The arcs are called connectors and they must
be considered as directed from their first node to all others.
Formally an and-or graph is a pair G = (N, C), where
N is a set of nodes and C is a set of connectors C ⊆
N ×⋃k

i=0 N i. Note that the definition allows 0-connectors,
i.e., connectors with one input and no output node. In the
following of the explanation we will also use the concept of
and tree [25]: given an and-or graph G, an and tree H is
a solution tree of G with start node nr, if there is a func-
tion g mapping nodes of H into nodes of G such that: i)
the root of H is mapped in nr, and ii) if (ni0 , ni1 , . . . , nik

)
is a connector of H , then (g(ni0), g(ni1), . . . , g(nik

)) is a
connector of G.

Informally, a solution tree of an and-or graph is anal-
ogous to a path of an ordinary graph: it can be obtained
by selecting exactly one outgoing connector for each node,
and we use the resulting tree to model the multicast delivery.
The unicast case is even simpler: we use an or graph (i.e., a
classical graph) to represent the network and selecting one
connector for each node clearly results in a path (not a tree).

In Figure 2 we directly represent a very simple network
as a weighted and-or graph. Each of the nodes can be eas-
ily cast in a corresponding node of the and-or graph. In
Figure 2, different icons feature the different role of the
node in the network: the source of packets n0, the routers
n1, n2 and n3, a subnetwork n5 or plain receiver host n4).
To model the networks links between two nodes we use 1-
connectors: (n0, n1), (n1, n2), (n1, n3), (n2, n4), (n3, n4)
and (n3, n5). We remind that the connectors are directed,
and thus, for example the connector (n0, n1) means that n0

can send packets to n1. Moreover, since we are possibly
interested in a multicast communication, we need to repre-
sent the event of sending the same packet to multiple des-
tinations at the same time. To attain this, in Figure 2 we
can see the two 2-connectors (n1, n2, n3) and (n3, n4, n5):
we draw these n-connectors (with n > 1) as curved ori-
ented arcs where the set of their output nodes corresponds
to the destination nodes of the 1-connectors traversed by the
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Figure 2. A network in and-or graph represen-
tation.

curved arc. Considering the ordering of the nodes in the tu-
ple describing the connector, the input node is at the first
position and the output nodes (when more than one) follow
the orientation of the related arc in the graph (in Figure 2
this orientation is lexicographic). Notice that in the exam-
ple we decided to use connectors with dimension at most
equal to 2 (i.e., 2-connectors) for sake of simplicity. How-
ever it is possible to represent whatever cardinality (e.g., n)
of multicast destination nodes (i.e., with a n-connector). 0-
connectors are represented as a line ending with a square in
Figure 2 and are added only for receiver nodes.

In the example we propose here, we are interested in QoS
link-state information concerning only the bandwidth and a
generic money cost (e.g., to supply the service or to main-
tain a device). Bandwidth and cost can be seen as either
QoS or policy constraints. Therefore, each link cost of the
network can be labeled with a 2-dimensional cost for the
related connector. For example, the pair 〈8, 1〉 for the con-
nector (n0, n1) tells us that the maximum bandwidth on that
represented link is 80Mbps and a cost of 10e. In general,
we could have a cost expressed with a v-dimensional vec-
tor, where v is the number of metrics to be taken in ac-
count while computing the best distribution tree. In the
case when a connector represent a multicast delivery (i.e.,
a n-connector with n > 1), its cost is decided by assem-
bling the costs of all the n links with the composition op-
eration ◦, which takes as many v-dimensional cost vectors
as operands, as the n number of links represented by the
connector. For this example, the result of ◦ is the minimum
bandwidth and the highest cost, ergo, the worst QoS metric
values among the considered links:

◦(〈b1, c1〉, 〈b2, c2〉, . . . , 〈bn, cn〉) −→

〈min(b1, b2, . . . , bn), max(c1, c2, . . . , cn)〉
For example, the cost of the connector (n1, n2, n3)
in Figure 2 is 〈4, 3〉, since the costs of connectors
(n1, n2) and (n1, n3) are respectively 〈4, 3〉 and 〈7, 2〉:
◦(〈4, 3〉, 〈7, 2〉) = 〈4, 3〉. All the costs of the connectors
are reported in Table 2.

4

16

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



Then, we need some algebraic framework to model
our preferences for the links in order to find the
best route; to attain this, we use the semiring struc-
ture as described in Section 3. Since we are in-
terested in maximizing the bandwidth of the distribu-
tion tree, we can use the c-semiring SBandwidth =
〈R+, max, min, 0, +∞〉 (otherwise, we could be interested
in finding the route with the minimal feasible bandwidth
with 〈R+, min, min, +∞, 0〉, for traffic engineering rea-
sons). We can use SCost = 〈R+, min,+, +∞, 0〉 as
the semiring to represent the cost, if we need to min-
imize it (here, + is the arithmetic operator). Since
the composition of c-semirings is still a c-semiring [7],
SNetwork = 〈〈R+,R+〉, +′,×′, 〈0,+∞〉, 〈+∞, 0〉〉 is the
adopted semiring, where +′ and ×′ correspond to the
vectorization of the + and × operations in the two c-
semirings: 〈b1, c1〉+′ 〈b2, c2〉 = 〈max(b1, b2), min(c1, c2)〉
and 〈b1, c1〉 ×′ 〈b2, c2〉 = 〈min(b1, b2), c1 + c2〉.

Clearly, the problem of finding best route is multi-
criteria, since both bandwidth and delay must be optimized.
We consider the criteria as independent among them, other-
wise they can be rephrased to a single criteria [34]. Thus,
the multidimensional costs of the connectors are not ele-
ments of a totally ordered set, and it may be possible to
obtain several routes for the same destination (or destina-
tions, if looking for a multicast distribution), all of which
are not dominated by others, but which have different in-
comparable costs. The set of constraints for our problem
is C = (max(Bandwidth),min(Cost)), which are both
quantitative constraints: the semiring structure is suitable
for metric optimization (i.e., to represent quantitative con-
straints), but in Section 5 we will apply also boolean con-
straints, e.g., only paths with Cost < 22e.

For each possible receiver node, the cost of its outgoing
0-connector will be always included in every route reaching
it. As a remind, a 0-connector has only one input node but
no destination nodes. If we consider a receiver as a plain
node (e.g., n4 in Figure 2), we can set this cost as the 1
element of the adopted c-semiring (1 is the unit element
for ×), since the cost to reach the node is already com-
pletely described by the other connectors in the route: prac-
tically, we associate the highest possible QoS values to this
0-connector, in this case infinite bandwidth and null cost.
Otherwise we can imagine a receiver as a more complex
subnetwork (as n5 in Figure 2), and thus we can set the cost
of the 0-connector as the cost needed to finally reach a node
in that subnetwork (as the cost 〈6, 1〉 for the 0-connector
after node n5 in Figure 2), in case we do not want, or can-
not, show the topology of the subnetwork, e.g., for security
reasons.

Table 2. The CIAO program representing all
the routes over the weighted and-or graph
problem in Figure 2.

E
d

g
e
s

2)

3)

4)5)

L
e
a
v
e
s

:- module(network,_,_).
:- use_module(library(lists)).

min([X, Y], X) :- X < Y. 
min([X, Y], Y) :- X >= Y.
max([X, Y], X) :- X > Y. 
max([X, Y], Y) :- X =< Y.

times([B1, C1], [B2, C2], [B, C]) :-  
      min([B1, B2], B),
      C is (C1 + C2).

leaf([n4], [1000, 0]).
leaf([n5], [6, 1]).

edge(n0, [n1], [8, 1]). 
edge(n1, [n2], [4, 3]). 
edge(n1, [n3], [7, 2]).  
edge(n2, [n4], [10, 1]). 
edge(n3, [n4], [6, 1]). 
edge(n3, [n5], [7, 1]). 

connector(X, [Y], L, [B,C]):-
    nocontainsx(L, Y),
    edge(X, Y, [B,C]).

connector(X, [Y|Ys], L, [B,C]):-
    edge(X, Y, [B1,C2]),    
    nocontainsx(L,Y),     
    insert_last(L, Y, Z),
    connector(X, Ys, Z, [B2,C2]),
    min([B1,B2], B]),
    max([C1,C2], C).

1)

routeList([X|Xs], Z, [B, C]):-
    route(X, Z1, [B1, C1]),
    append(Z1, Z2, Z),
    routeList(Xs, Z2, [B2, C2]),
    times([B1, C1], [B2, C2], [B, C]).

routeList([], [], [100, 0]).

route(X, [X], [B, C]):- 
    leaf([X], [B, C]).

route(X, Z, [B, C]):-
    connector(X, W, [], [B1, C1]),
    routeList(W, Z, [B2, C2]),
    times([B1, C1], [B2, C2], [B, C]).

5 And-or graphs using SCLP

In this Section, we represent the and-or graph in Fig-
ure 2 with a program in SCLP. programming environment
and the semiring structure is a very parametric tool where to
represent several and different cost models, with respect to
QoS metrics. Using this framework, we can easily solve the
Constraint-Based Routing problem by querying for either
multicast trees or unicast paths.

To represent the network edges (i.e., 1-connectors), in
SCLP we can write clauses like edge(n1, n2) : −〈4, 3〉,
stating that the graph has a connector from n1 to nodes
n2 and n3 with a bandwidth cost of 40Mbps and a money
cost of 30e. Other SCLP clauses can properly describe the
structure of the route we desire to search over the graph.

We chose to represent an and-or graph with a program
in CIAO Prolog [11], a system that offers a complete Pro-
log system supporting ISO-Prolog and several extensions.
CIAO Prolog has also a fuzzy extension, but since it does
not completely conform to the semantic of SCLP defined
in [6] (due to interpolation in the interval of the fuzzy set),
we decided to use the CIAO operators among constraints
(as < and≤), and to model the× operator of the c-semiring
with them. For this reason, we added the cost of the connec-
tor in the head of the clauses, differently from SCLP clauses
which have the cost in the body of the clause.

From the weighted and-or graph problem in Figure 2 we
can build the corresponding CIAO program of Table 2 as
follows. The set of network edges (or 1-connectors) is high-
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lighted as Edges in Table 2. Each fact has the structure

edge(source node, [dest nodes], [bandwidth, cost])

e.g., the fact edge(n1, [n2], [4, 3]) represents the 1-
connector of the graph (n1, n2) with bandwidth equal to
40Mbps and cost 30e. The Rules 1 in Table 2 are used to
compose the edges (i.e., the 1-connectors) together in or-
der to find all the possible n-connectors with n ≥ 1, by
aggregating the costs of 1-connectors with the ◦ composi-
tion operator, as described in Section 4 (the lowest of the
bandwidths and the greatest of the costs of the composed
1-connectors). Therefore, with these clauses (in Rules 1)
we can automatically generate the set of all the connec-
tors outgoing from the considered node (in Table 2, no-
contains and insert last are CIAO predicates used to build
a well-formed connector). The Leaves in Table 2 repre-
sent the 0-connectors (a value of 1000 represents ∞ for
bandwidth). The time rule in Table 2 mimics the × oper-
ation of the semiring proposed in Section 4: SNetwork =
〈〈R+,R+〉, +′,×′, 〈0,+∞〉, 〈+∞, 0〉〉, where +′ is equal
to 〈max, min〉 and ×′ is equal to 〈min, +〉, as defined in
Section 4. At last, the rules 2-3-4-5 of Table 2 describe the
structure of the routes we want to find over the graph. Rule
2 represents a route made of only one leaf node, Rule 3 out-
lines a route made of a connector plus a list of sub-routes
with root nodes in the list of the destination nodes of the
connector, Rule 4 is the termination for Rule 5, and Rule 4
is needed to manage the junction of the disjoint sub-routes
with roots in the list [X|Xs]; clearly, when the list [X|Xs]
of destination nodes contains more than one node, it means
we are looking for a multicast route. When we compose
connectors or trees (Rule 2 and Rule 5), we use the times
rule to compose their costs together. In Rule 5, append is a
CIAO predicate used to join together the lists of destination
nodes, when the query asks for a multicast route.

To solve the CBR problem it is enough to perform a
query in the Prolog language: for example, if we want to
compute the cost of all the multicast trees rooted at n0

and having as leaves the nodes representing the receivers
(in this case, n4 and n5), we have to perform the query
route(n0, [n4, n5], [B, C]), where B and C variables will
be instantiated with the bandwidth and cost of the found
trees. For this query, the best output (in terms of the adopted
QoS metrics) of the CIAO program corresponds to the cost
of the tree in Figure 3a, i.e., 〈6, 5〉, since ×′ computes the
minimum bandwidth - cost sum of the connectors.

The best unicast path between n0 and n4 can instead be
found with the query route(n0, [n4], [B,C]), and it is rep-
resented in Figure 3b; its cost is 〈6, 4〉. Notice that the best
path or tree is directly computed by the SCLP engine as
described in the example in Section 3: given a query, the
operational semantics collects a semiring value which rep-
resents the best cost (w.r.t. the + operator) among the costs

Path cost = <6,4>

<7,2><8,1> <  ,0>

n n n
0

3 4n1

<6,1> 8

(times = <min,+>)

Subnetwork

Tree cost = <6,5>

<7,2><8,1>

<  ,0>

n n

n

0
3

4

5
n

n1

<6,1>

<6,1>

8

(times = <min,+>)

a)

b)

Figure 3. a) The best multicast tree among n0

and n4-n5, and b) the best unicast path be-
tween n0 and n4.

of all the derivations satisfying the query. In Table 2, the
SCLP engine is prototyped with a CIAO Prolog program.

As anticipated in Section 4, semiring structures are the
ideal to represent quantitative constraints since the + op-
eration of the semiring defines a partial order over A (see
Section 3), i.e., over the set of QoS metric values. This oper-
ation can be consequently used to optimize the route. How-
ever, also boolean constraints, e.g., a route is accepted only
if its cost is below a given threshold (e.g., Cost < 30e),
can be modeled in our framework. For example, with the
query route(n0, [n4], [B, C]), C < 3 no path is returned
since the best possible path in Figure 3 has a money cost
equal to 4. The C < 3 requirement can be directly embed-
ded in the times rule of the CIAO program Table 2, in order
to also optimize the search by stopping it as soon as C < 3
is no longer true.

Other constraints that could be easily represented in our
framework are those based on modalities [8], where each
link has an associated information about the modality to be
used to traverse it. For example, a list of protocols, ports
or applications admitted on that link (e.g., RSVP, port 80,
VPN), or reserved time slots. shortest-paths have been stud-
ied in [8].

6 Implementing the Framework

To develop and test a practical implementation of our
model, we adopt the Java Universal Network/Graph Frame-
work (JUNG) [28], a software library for the modeling,
analysis, and visualization of a graph or network. With this
library it is also possible to generate scale-free networks ac-
cording to the preferential attachment proposed in [3]: each
time a new vertex vn is added to the network G, the proba-
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bility p of creating an edge between an existing vertex v and
vn is p = (degree(v) + 1)/(|E|+ |V |), where |E| and |V |
are respectively the current number of edges and vertices
in G. Therefore, vertices with higher degree have a higher
probability of being selected for attachment. We generated
the scale-free network in Figure 4 (the edges are undirected)
and then we automatically produced the corresponding pro-
gram in CIAO (where the edges are directed), as shown in
Section 5. This translation can be easily achieved by writ-
ing a text file (from the same Java program generating the
network) with all the clauses representing the edges. The
clauses that find the best paths/trees are instead always the
same ones.

The statistics in Figure 4 suggest the scale-free nature of
our network: a quite high clustering coefficient, a low av-
erage shortest path and a high variability of vertex degrees
(between average and max). These features are evidences
of the presence of few big hubs that can be used to shortly
reach the destinations. To generate the network in Figure 4,
we used the JUNG constructor public BarabasiAlbertGen-
erator(int init vertices, int numEdgesToAttach, boolean di-
rected, boolean parallel, int seed) with parameters respec-
tively instantiated to 100, 3, false, false, 1: init vertices
represents the number of unconnected “seed” vertices that
the graph should start with, numEdgesToAttach is the num-
ber of edges that should be attached from the new ver-
tex to pre-existing vertices at each time step; the follow-
ing two instantiated parameters state that we want directed
and not parallel edges in the graph, while the last parameter
is a random number seed. Then, the public void evolve-
Graph(int numTimeSteps) Java method instructs the algo-
rithm to evolve the graph numTimeSteps time steps (instan-
tiated to 200) and returns the most current evolved state of
the graph.

However, with the CIAO program representing the net-
work in Figure 4, all the queries we tried to perform over
that graph were explicitly stopped after 5 minutes without
discovering the best QoS route solution. Therefore, a prac-
tical implementation definitely needs a strong performance
improvement: in Section 6.1 and Section 6.2 we show some
possible solutions that could all be used also together. In
Section 6.1 we suggest that tabling techniques could help
for such problem. In Section 6.2 we show an implementa-
tion of the exactly same program in ECLiPSe [2]: in addi-
tion, we use branch-and-bound to prune the search and we
claim that only this technique is sufficient to experience a
feasible response time for the queries.

Nodes Edges Clustering Avg. SP
265 600 0.13 3.74

Min Deg Max Deg. Avg. Deg Diameter
1 20 4.52 8

Figure 4. The test scale-free network and the
related statistics.

6.1 Tabled Soft Constraint Logic Pro-
gramming and Network Decomposi-
tion

In logic programming, the basic idea behind tabling (or
memoing) is that the calls to tabled predicates are stored in
a searchable structure together with their proven instances:
subsequent identical calls can use the stored answers with-
out repeating the computation.

Tabling improves the computability power of Prolog sys-
tems and for this reason many programming frameworks
have been extended in this direction. Due to the power
of this extension, many efforts have been made to in-
clude it also in CLP, thus leading to the Tabled Constraint
Logic Programming (TCLP) framework. In [16] the authors
present a TCLP framework for constraint solvers written us-
ing attributed variables; however, when programming with
attributed variables, the user have to take care of of many
implementation issues such as constraint store representa-
tion and scheduling strategies. A more recent work [32]
explains how to port Constraint Handling Rules (CHR) to
XSB (acronym of eXtended Stony Brook), and in particu-
lar its focus is on technical issues related to the integra-
tion of CHR with tabled resolution: as a result, a CHR li-
brary is presently combined with tabling techniques within
the XSB system. CHR is a high-level natural formalism
to specify constraint solvers and propagation algorithms.
This represents a promising framework where to solve QoS
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routing problems and improve the performance (for exam-
ple, tabling efficiency is shown in [29]), since soft con-
straints have already been successfully ported to the CHR
system [5]. Hence, part of the soft constraint solving can be
performed once and reused many times.

6.2 An branch-and-bound implementa-
tion in ECLiPSe

As shown in Section 4, the representation of the outgoing
edges of node in the multicast model can be composed by a
total of O(2n) connectors, thus in the worst case it is expo-
nential in the number of graph nodes. This drawback, which
is vigorously perceived in strongly connected networks, and
together with considering a real case network linking hun-
dreds of nodes, would heavily impact on the time-response
performance during a practical application of our model.
Therefore, it is necessary to elaborate some improvements
to reduce the complexity of the tree search, for example
by visiting as few branches of the SCLP tree as possible
(thus, restricting the solution space to be explored). For this
reason, we provide a further implementation by using the
ECLiPSe [2] system.

ECLiPSe is a software system for the development and
deployment of constraint programming applications, e.g.,
in the areas of planning, scheduling, resource allocation,
timetabling, transport and more. It contains several con-
straint solver libraries, a high-level modelling and con-
trol language, interfaces to third-party solvers, an inte-
grated development environment and interfaces for embed-
ding into host environments [2]. In particular, we exploit
the branch and bound library in order to reduce the space
of explored solutions and consequently improve the perfor-
mance. Branch-and-bound is a well-known technique for
optimization problems, which is used to immediately cut
away not promising partial solutions, by basing on a “cost”
function. Unfortunately, as far as we know, ECLiPSe does
not support tabling techniques (introduced in Section 6.1)
and therefore it cannot be adopted to compose the benefits
of both techniques.

In Figure 5 we show a program in ECLiPSe that rep-
resents the unicast QoS routing problem for the scale-free
network in Figure 4. We decided to show only the unicast
case for sakes of clarity, but feasible time responses can be
similarly obtained for the multicast case (i.e., searching for
a tree instead of a plain path) by working on the branch-and-
bound interval of explored costs, as we will better explain
in the following. Clearly, in Figure 5 we report only some
of the 600 edges of the network.

The code in Figure 5 has been automatically gener-
ated with a Java program using JUNG, as done for the
CIAO program in Section 6: the corresponding text file is
30Kbyte. The size can be halved by not printing the reverse

:- lib(ic). 
:- lib(branch_and_bound). 
:- lib(lists).

edge(n0,[n192], [9, 2]). 
edge(n1,[n119], [4, 2]). 
edge(n2,[n183], [5, 9]). 
edge(n2,[n23], [7,7]). 
edge(n2,[n260], [2, 1]). 
edge(n2,[n115], [6, 9]). 
edge(n2,[n156], [9, 4]). 
edge(n2,[n4], [6, 5]).
          .
          .
          .
edge(n263,[n167], [2, 4]). 
edge(n263,[n191], [6, 9]). 
edge(n263,[n70], [5, 2]). 
edge(n263,[n108], [6, 4]). 
edge(n263,[n26], [5, 9]). 
edge(n263,[n46], [8, 5]). 
edge(n263,[n171], [6, 7]). 
edge(n263,[n35], [6, 3]). 
edge(n264,[n102], [6, 4]). 
edge(n264,[n189], [3, 1]).
edge(n264,[n68], [8, 6]). 
edge(n264,[n119], [5, 9]). 
edge(n264,[n156], [5, 1]).

path(X, [Y], C, D, L, [Y]):-   
    edge(X, [Y], [A, B]), 
    C #= A + B,  
    nonmember(Y, L),   
    D is 1.

path(X, [Y], C, D, L, N):-     
    C1 #>= 0, C2 #>=0,
    C1 #= A + B,
    C #= C1 + C2,     
    D #= 1 + D2,           
    edge(X, [Z], [A, B]),    
    nonmember(Z, L),    
    append(L, [Z], L2),       
    path(Z, [Y], C2, D2, L2, N2),
    append(N2, [Z], N).

searchpath_bb(X, Y, C, D, L, N):-  
    D #>= 1, D #=< 16, 
    C #>= 0, C #=< 160, 
    minimize(path(X, [Y], C, D, L, N2), C),  
    append(N2, [X], N).

searchpath_all(X, Y, C, D , K, L, N):- 
    findall(C, path(X, [Y], C, D, K, N2), L),   
    append(N2, [X], N).

Figure 5. The representation in ECLiPSe (with
branch-and-bound optimization) of the QoS
routing problem for the network in Figure 4;
clearly, only some of the 600 edges are
shown.

links and generating them with a specific clause, if each link
and its reverse one have the same cost.

The branch-and-bound optimization is achieved
with minimize(+Goal, ?Cost) (importing the
branch and bound library) in the searchpath bb clause
in Figure 5, where the Goal is a nondeterministic search
routine (the clauses that describe the path structure) that
instantiates a Cost variable (i.e., the QoS cost of the path)
when a solution is found. Notice that for each of the
edges of the network we randomly generated two different
QoS costs by using the java.util.Random Class, each of
them in the interval [1..10]. Therefore, the cost of a link
is represented by a pair of values: the cost of the path is
computed by summing the two QoS features together (i.e.,
A and B in Figure 5): we compute w1A + w2B and we
suppose w1 = w2 = 1, i.e., the composed cost of a link
is in the interval [2..20]. The reason we compose the two
costs together is that ECLiPSe natively allows to apply a
branch-and-bound procedure focused only on a single cost
variable (it can be extended to consider more costs).

The two clauses searchpath bb and searchpath all
represent the queries that can be asked to the system: they
respectively use and not use the branch-and-bound opti-
mization, i.e., searchpath all finds all the possible paths in
order to find the best one. In order to describe the structure
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Figure 6. The ECLiPSe shell with the query
searchpath bb(n6, n261, C, D, [n6], L) and the
corresponding found result for the program
in Figure 5.

of a searchpath bb query (see Figure 5), we take as ex-
ample searchpath bb(n2, n262, C, D, [n2], L): with this
query we want to find the best path between the nodes n2
and n262, C is the cost of the path (used also by the branch-
and-bound pruning), D is the number of hops, L (in Fig-
ure 5) is the list of already traversed nodes and N is a list
used to collect the nodes of the path (in reverse order). The
result of this query is reported in Figure 6, by showing di-
rectly the ECLiPSe window: the best cost value (i.e., 20)
was found after 0.33 seconds with a path of 4 hops, i.e.,
n2-n260-n125-n202-n262.

The query searchpath all(n6, n261, C, D, K, [n6], N)
(K is the list of solutions found by the findall predicate),
which does not use the branch-and-bound pruning (and con-
straints), was explicitly interrupted after 10 minutes without
finding an answer for the goal. Other queries are satisfied
in even less than one second, depending on the efficiency of
the pruning efficiency for the specific case.

To better describe and accelerate the search we added
also some constraints, which are explained in Table 3. In
Figure 5 we also import the hybrid integer/real interval
arithmetic constraint solver of ECLiPSe to use them, i.e.,

 C #>= 0,
C #=< 160

 D #>= 1, 
D #=< 16   

D #= 1 + D2   

         C1 #>= 0, 
         C2 #>=0,
      C1 #= A + B,
     C #= C1 + C2

Used to limit the space of cost values: its
reduction sensibly improves the performance. It is
possible to start the search with a small threshold
and then raise it if no solution is found. For the
example in Fig. 15 it was computed as the
maximum possible cost of a path: EdgeMaxCost
x Diameter = 20 x 8 = 160. 

These two constraints are used to limit the depth 
(i.e. the number of hops) of the path we want to
find. For the example in Fig. 15 it was computed
as Diameter x 2 = 8 x 2 = 16. It is a good
overestimation since we are dealing with a
scale-free network (see Sec 7.1).

Used to compute the depth of the path.

Four constraints are used to compute the cost of
the path: it is the cost of an edge (i.e. C1 is
obtained by summing the two QoS features A
and B) plus the cost of the remaining part of the
path (i.e. C2). Clearly, both C1 and C2 must be
greater than 0.

Table 3. The description of the constraints
used in Figure 5.

the ic library. Notice that the constraints depending on the
Diameter of the network (i.e., 8, as shown in Figure 4) limit
the search space and provides a mild approximation at the
same time: in scale-free networks, the average distance be-
tween two nodes can be ln ln N , where N is the number
of nodes [14] (see also Section 2). This property of scale-
free networks clearly helps in improving the performance of
our model, and scale-free networks show better end-to-end
performance in general [27]. Therefore, considering a max
depth of the path as twice the diameter value (i.e., 16) still
results in a large number of alternative routes, since, for the
scale-free network in Figure 4, this value is 4-5 times the
average shortest path of the network (i.e., 3.74 as shown in
Figure 4). Notice that, after the execution of the program
in Figure 5, if no solution is found or we want to try if the
obtained solution is really the one with the best cost, it is
possible to change the constraints in Table 3 by trying dis-
joint intervals (e.g., C #> 160, C #<= 320 or D #> 16,
D #<= 32), and then executing the program one more time
(since performance permit to do so). The bound values for
these intervals can be directly obtained from the statistics
acquired during the network generation (see Figure 4). No-
tice that without the constraints in Table 3, the branch-and-
bound optimization alone cannot improve the performance
below the 5 minutes threshold.

In order to show the scalability property of our frame-
work, in Table 5 we summarize the performance results
of k queries executed on three distinct scale-free networks
with a different number of n nodes: n = 50 (50 < 26),
n = 265 (265 < 29) i.e., the network in Figure 4 and
n = 877 (877 < 210). The k number of queries is respec-
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Nodes Queries Min Time Avg. Time
50 30 ∼ 0s 0.1s

265 45 0.02s 4.08s
877 50 0.5s 4.89s

Nodes Avg. Cost Avg. Depth Max Depth
50 17.54 3.04 7

265 29.8 5.46 11
877 37.72 6.72 14

Table 4. Some performance statistics ob-
tained with the ECLiPSe framework (with
branch-and-bound), collected on three differ-
ent size networks (i.e., 50, 265 and 877 nodes).
On each network we performed 50 queries.

tively scaled with the network size: k = 30 (i.e., 6 × 5),
k = 45 (i.e., 9× 5) and k = 50 (i.e., 10× 5). These statis-
tics are related to the Min/Average Time needed to obtain
a path, its Average Cost and its Max/Average Depth. For
each query, the source and destination nodes have been ran-
domly generated. We can see that Min Time sensibly differs
from the Average Time, and this is due to the poor efficiency
of the branch-and-bound pruning in some cases. However,
this technique performs very well in most of cases, as the
low Average Time in Table 5 shows (even for n = 877).
The performance results in Table 5 have been collected on
a Pentium M 1.7Ghz and 1Gb of memory.

Comparable performance results are achievable as well
also for the multicast case, by enforcing the structure of the
tree with other ad-hoc constraints: for example, by con-
straining the width of the searched tree to the number of
the multicast receivers in the query, since it is useless to
find wider trees. Moreover, the problem can be first over-
constrained and then relaxed step-by-step if no solution is
found. For example, we can start by searching a solution
in the cost interval [0..35] and then, if the best solution is
not included in this interval, setting the interval to [36..70]
(and so on until the best solution is found). Notice that in
this way we strongly speed-up the search while preserv-
ing all the information, due to the characteristics of the
branch-and-bound technique. This behaviour can be eas-
ily reproduced in ECLiPSe, since the customizable options
of bb min(+Goal, ?Cost, ?Options) (i.e., another clause
to express branch-and-bound) include the [From..To] in-
terval parameters.

Finally, the ECLiPSe system can be used to further im-
prove the performance, since it is possible to change the pa-
rameters of branch-and-bound, e.g., by changing the strat-
egy after finding a solution [2]: continue search with the
newly found bound imposed on Cost, restart or perform a
dichotomic after finding a solution, by splitting the remain-

Nodes Queries Min Time Avg. Time
50 50 10.63s 107s

Table 5. Performance reported for the multi-
cast program in Figure 7.

ing cost range and restart search to find a solution in the
lower sub-range. If it fails, the procedure assumes the up-
per sub-range as the remaining cost range and splits again.
Moreover, it is possible to add Local Search to the tree
search, and to program specific heuristics [2].

Just as a first example, in Figure 7 we provide an
ECLiPSe implementation also for the multicast routing
case. Figure 7 does not report the imported libraries (which
are the same of Figure 5) and the facts representing the
edges in the graph. This program represents a first step
towards a fast solution for the problem: even with only
branch-and-bound techniques the problem becomes solv-
able inside the framework (without, the computation takes
too much time and needs to be interrupted), as the results
obtained for the network with 50 nodes: with 50 queries
(one sender to 3 receivers) we have obtained an average re-
sponse time of 107 seconds, with a minimum response time
of 10.63 (see Table 5). The disJoint clauses are used to pre-
vent the search from visiting the same node twice.

7 Related Work

Concerning the related works, in [18] and [20] the au-
thors adopt a hypergraph model in joint with semirings too,
but the minimal path between two nodes (thus, not over an
entire tree) is computed via a hypergraph rewriting system
instead of SCLP. At the moment, all these frameworks are
not comparable from the computational performance point
of view, since they have not yet been implemented. Even
the work in [24] presents some general algebraic operators
in order to handle QoS in networks, but without any prac-
tical results. We compare our work only with other the-
oretical frameworks, since our study aims at representing
general routing constraints in order to solve different prob-
lems: due to the complexity of QoS routing, state-of-the-art
practical solutions (presented in Section 2) deal only with
a subset of metrics and constraints. On the other hand, a
more general framework can help to analyze the problem
from a global point of view, not linked to specific algo-
rithms. With Declarative routing [22], a routing protocol
is implemented by writing a simple query in a declarative
query language (like Datalog as in [22]), which is then exe-
cuted in a distributed fashion at some or all of the nodes. It
is based on the observation that recursive query languages
are a natural-fit for expressing routing protocols. However,
the authors of [22] did not go deep in modelling QoS fea-
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disJoint(L1,L2,X):-    
    member(A,L1),    
    X\=A,    
    member(A,L2),    !,   fail. 

disJoint(L1,L2,X).  

tree(X, [X], L, 0, [X]):-   
    leaf([X], [_, _]).

tree(X, Z, L, Q, Nodes):-   
    Q #= C1 + C2, C2 #>= 0,    
    CL #>= 1, CL #=< 3,   
    connector(X, W, [], C1),   
    length(W, CL),   
    disJoint(L, W, X),    
    append(L, W, K),    
    treeList(W, Z, K, C2, Nodes).

treeList([], [], L, 0, L).

treeList([X|Xs], Z, L, Q, Nodes):-   
    C1 #>= 0, C2 #>= 0, Q #= C1 + C2,  
    tree(X, Z1, L, C1, Nodes1),   
    disJoint(L,Z1,X),    
    append(L, Z1, K),      
    treeList(Xs, Z2, K, C2, Nodes2),      
    append(Z1, Z2, Z),    
    append(Nodes1,  Nodes2, NNN),  
    sort(NNN,Nodes).  

connector(X, [Y], L, Q):-       
    edge(X, [Y], [B,C]),   
    Q #= B + C,   
    append(L, [Y], Z),   
    sort(Z,Z),         
    nonmember(Y, L).  

connector(X, [Y|Ys], L, Q):-     
    Q2 #>= 0, Q #= (B1 + C1 + Q2),
    sort(L,L),     
    edge(X, [Y], [B1,C1]),     
    nonmember(Y,L),     
    append(L, [Y], Z),     
    sort(Z,Z),         
    connector(X, Ys, Z, Q2).

route(X, Y, Q, Nodes):-    
    Q #>= 0, Q #=< 50,    
    minimize(tree(X, Y, [X], Q, Nodes), Q)

Figure 7. The ECLiPSe program for the multi-
cast routing.

tures, and we think that c-semirings represent a very good
method to include these metrics.

To go further, aside the elegant formalization due to the
SCLP framework, we build a bridge to a real implementa-
tion of the model (Section 6) and several ideas to improve
the experienced performance. The final SCLP tool can be
used to quickly prototype and test different routing paths.
As far as we know, other formal representations completely
miss this practical implementation [24]. Therefore, our pa-
per vertically covers the problem: from theoretical to prac-
tical aspects, without reaching the performance of existing
routing algorithms implemented inside the routers, but thor-
oughly and expressively facing the problem. The drawback
of being so expressive is clearly represented by resulting
performance: however, our goal is to deal with the off-line
study of a network (e.g., to plan the laying of new cables and
routers) and the shown performance easily permit to do so;
in this sense, to build a routing table in a proactive way cor-
responds to a faster answer provided to the final user [17].
In this case our expressivity can be used to easily optimize
the sets of QoS metrics (and features) for which no algo-
rithm has been provided yet, especially for the less-studied
multicast case [35] (only delay and cost metrics are opti-

mized).

8 Conclusion

We have described a method to represent and solve the
CBR problem with the combination of and-or graph and the
declarative SCLP environment: the best multicast or unicast
route found on an and-or graph corresponds to the seman-
tics of a SCLP program. The route satisfies multiple con-
straints regarding QoS requirements, e.g., minimizing the
global bandwidth consumption, reducing the delay, or ac-
cepting only the routes that use k hops at most. The semir-
ing structure is a very parametric tool where to represent
different QoS metrics. Since it is well-known that even a
shortest path problem with two or more independent met-
rics is NP-complete (see Section 1), we have proposed a
framework based on AI techniques (i.e., soft constraints).
The convenience is to use a declarative framework where
constraints on the routes can be easily represented. More-
over we have provided a practical implementation of the
framework and a test on a scale-free network, whose results
are quite promising. We have used the ECLiPSe program-
ming environment in order to use the branch-and-bound li-
brary to improve the results. The framework can be used to
prototype and test new constraints in small networks (i.e.,
100-1000 nodes) or parts of wider graphs.

Concerning future works, we want to produce more tests,
also with different scale-free/small-world topology gener-
ators. We plan to improve the computational results by
adding to the program some clauses that describe the topol-
ogy of the network. Moreover, we will study ad-hoc mem-
oization techniques to reduce the complexity of big hubs.
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Abstract — This article presents a dual beam array (DBA) for 

higher-order sectorization of a cellular site. This technique 
provides a means of cost-effective boosting network capacity 
without the use of additional frequency spectrum. The DBA 
comprises of a multi-column array and a beam forming circuit, 
which produces two overlapping beams with adjustable beam 
patterns. The proposed antenna is an adjustable cylindrical sector 
array, composed of three separate linear array columns. This 
structure allows for the formation of two overlapping beams with 
amplitude and phase excitations which can be implemented using 
a compact and low loss circuit. The adjustable offset displacement 
for the center column array allows for the refinement and 
adjustment of the pattern characteristics of the two overlapping 
beams. This method results in a beam split loss of less than 0.5dB 
in comparison to a single beam case. Performance parameters 
such as the beam cross-over loss and pattern discrimination 
between beams can also be adjusted in-situ for optimum 
operation.  

Index Terms — Beam forming network, multi-beam, base 
station antenna, smart antenna, multi-sector array. 
 

I. I NTRODUCTION  

Higher order sectorization provides a means of increasing 
cellular network capacity and providing optimum coverage 
without the use of additional frequency spectrum. Partial use 
of higher order sectorization is particularly useful for cost- 
effective accommodation of service growth in a localized 
service area within a cellular coverage. In these localized 
‘hotspot’ areas antennas with multiple beams of narrower 
beamwidth and higher directivity can be used to increase the 
overall capacity. For instance, one of the 65 degree sectors 
within a cell site that has a higher traffic may be served using 
two overlapping beams of 33 degrees. This method allows an 
increase in an overall network capacity by using multiple 
columns of linear array arranged on a cylindrical curvature. 
This arrangement results in an amplitude and phase excitation 
that can be implemented using a simple and low-loss beam-
forming network. It produces two symmetrical beams with 
respect to the azimuth boresight. Radiation patterns of the two 
beams are overlapped in the manner that the coverage of the 
cellular sector can be optimized using the adjustable beam 
array.  
 
Multibeam patterns of a multi-column array are typically 
formed using a combination of hybrids, couplers and phase 
shifters [2-4]. This general beam forming method often incurs 
an additional front-end loss as a result of circuit path losses 
and signal split between beams. Furthermore, a general beam 

forming method often requires multiple crossing between input 
feed lines, which can cause difficulties in the actual beam-
forming circuit implementation. This article is an extension of 
the previous reports [1][5], which presents the concept and test 
results of a proposed dual beam array (DBA) and the 
associated beam forming structure for use in efficient beam 
forming of two overlapping beams. Details of simulations and 
test results are also included. The adjustable DBA and the 
associated BFN technology under this development are patent 
pending and are strictly proprietary to Powerwave 
Technologies.   
 
A brief summary of the concept, design goals, and critical 
parameters of the proposed DBA is given in Section II. 
Section III describes theoretical background and feasibility of 
the implementation using a three-column array, while the 
proposed concept and implementation of the compact 3-to-2 
microstrip beam forming network is given in Section IV. The 
geometry and performances of the broad beamwidth aperture-
coupled patch is described in Section V. EM Simulations 
using HFSS and measured radiations patterns using spherical 
near-field range is given in Section VI and Section VII, 
respectively. Section VIII briefly compares and discusses the 
theoretical and measured results. Section IX concludes the 
paper.  

II.  DUAL BEAM ARRAY  

Fig. 1 shows the concept of the proposed dual beam array. 
Each of the overlapping beams has a typical HPBW of 33 deg. 
The design is such that the combined pattern of the array 
matches the required coverage of a typical cellular sector     
(65 degree coverage). The dual beam array can potentially 
increase the overall capacity because of the narrower beams 
and higher antenna directivities. However, because the two 
beams are adjacent to each other, compromises in antenna 
performances such as signal interference between the two 
beams and hand-over loss are often required. By using a three-
column array with a movable center column, these 
compromises can be made adjustable in-situ to meet any 
particular need.  
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                                         Fig.1. Dual beam concept  
          
Fig. 2 shows a schematic of the 3x2 beam forming network 
(BFN). Two simultaneous beams are formed using three 
separate columns of linear array, which consists of a number 
of dual polarized aperture-couple patches (ACP).   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          Fig. 2.  Three-column dual beam BFN   
          
Table 1 gives a summary of the desired antenna parameters of 
the DBA. In this case, the antenna is designed for UMTS 
band, 1700MHz to 2200MHz. The total coverage angle is 
typically 67 degree. Beamwidth of the dual beams is expected 
to be approximately 33 degree.   
 
Key parameters of the dual-beam array are: (1) Aperture size 
and overall RF beam forming losses, (2) signal interference 
between the two adjacent beams, (3) loss factor at the cross-
over (hand-over) point. A typical DBA using conventional 
beam forming technique cannot deliver optimum performance 
in all these aspects. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The goal of this study is to develop a DBA which will permit 
trade-off and compromises between these parameters in order 
to achieve the optimum performance for a given application. 
The design will allow trade-off between signal interference 
and the cross-over loss between the two beams.   
 

III. 3- COLUMN DUAL BEAM ARRAY  

The proposed antenna can be perceived as a superposition of 
two partially-filled ring arrays. The azimuth pattern of the two-
ring circular array can be varied by adjusting the relative 
dimension of the radiuses of the rings. Fig. 3 depicts the 
theoretical model of a general two-ring array. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.3. Theoretical two-ring concept of the dual beam array  
          

θ

φ

φ∆

 

 

 

                Table 1: Antenna Parameters 
 Parameter  

1 Frequency 1710 - 2150 MHz 
2 Az Beamwidth Individual   : 33 to 45 deg  
  Combined  : 67 to 92 deg 
3 El Beamwidth  6 - 8 deg 
4 Directivity 19.7 to 21.3 dBi  
5 Polarization  ±45 deg 
6 El Tilt 6-7 deg (RET) 
7 Cross-pol Level < -20dB 
8 Cross-over loss 2.5 dB to 6.5 dB 
9 Upper SLL -18 dB (relative to main beam,  

30 deg above horizon) 
10 Port-port Isolation 30 dB 
11 F/B 30 dB 
12 Return Loss -14 dB 
13 Power Handling 200W (CW) 
14 Passive Intermod -150 dBc (3rd order) 
15 Mechanical  
 Length 1.4m 
 Width 28cm 
 Depth 15cm 
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A simplified mathematical model for the total field of the 
three-column two-ring array is  
             

)]cos(sinexp[),(ˆ),(ˆ
111 φφθφθφθ ∆−∗∗= ajkEIF  

                 )]cos(sinexp[),(ˆ
200 φθφθ ajkEI ∗∗+  

               )]cos(sinexp[),(ˆ
111 φφθφθ ∆+∗∗+ −− ajkEI   (1) 

Where, 

              ),(ˆ),(ˆ
01 φφθφθ ∆−= EE                                  (2) 

            ),(ˆ),(ˆ
01 φφθφθ ∆+=− EE                                  (3) 

 

),(ˆ
0 φθE  represents element pattern of radiators on the center 

column. I1 and I-1 are complex coefficients of excitations for 
radiators 1 and -1. Radiuses of the two rings are a1 and a2, 
respectively. k is the wave number. φ∆  is the angular spacing 

between radiating elements. 
 
Fig. 4 shows the front and cross-sectional views of the 30-
element, three-column, cylindrical sector array. The array is 
designed to operate in a typical wireless communication band, 
1700 MHz to 2200 MHz.  
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
        Fig. 4. Three-column array with adjustable center column  

 

The radiating elements are aperture-coupled patches. Each of 
the three linear arrays is mounted on a separate reflector. 
Radius of the inside ring, a1, is determined by the subtend 
angle of the two edge reflectors, α. Radius of the outside ring, 
a2, is set and adjusted by the vertical displacement, D, which 
can be varied between -5mm to +25mm in the direction of the 
mechanical boresight direction.       
 
The relative slope of the two edge columns, α, with respect to 
the center column, is critical in achieving the required pattern 
shapes and beam cross-over loss. Typically, this angle is set 
between 20 degree and 30 degree with respect to the center 
column. With these parameters, the dual beam patterns can be 
maintained over a relatively broad frequency bandwidth. Fig. 5 
shows a simulated 65˚ full coverage beam pattern and three 
independent narrow beams at 2200 MHz. For these analyses, 
the angle (α) is set at 20 degree. The half-power-beamwidth 
(HPBW) of each individual narrow beam is approximately 33 
degree, which provides combined azimuth coverage of 65 
degree for a typical cell sector.  
 
For some applications, it is possible that signals are 
transmitted at one polarization using the broad beam pattern 
(65 degree), while the receive signals at other polarization 
using the two narrow beams. For other applications, both 
transmit and receive signals operate using the dual beams. A 
narrow center beam can also be formed if necessary. 
Combinations of these can be formed depending on the 
application. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            Fig. 5. Simulated beam patterns of the three-column array 
 
With the displacement distance of the center column set at 
D=0mm (reflector surface of the center column levels with the 
top edges of the two edge columns), the three narrow beams 
and the 65˚ broad beam pattern can be formed using the 
amplitude and phase excitations given in Table 2. 
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       Table 2. Amplitude and Phase excitations for various beams 
Beam Left  

(L) 
Center  

(C) 
Right  
(R)  

Left 33˚ (1, 0˚+∆φ) (0.74, 0˚) (0.34,-180˚+∆φ) 
Center 33˚ (0.5, 0˚+∆φ) (1.0, -30˚) (0.5, 0˚+∆φ) 
Right 33˚ (0.34,-180˚+∆φ) (0.74, 0˚) (1.0, 0˚+∆φ) 
65˚ Beam (0.5, -45˚) (1.0, 0˚) (0.5, -45˚) 

 
∆φ represents an additional phase adjustment, which can be 
introduced into the excitation by the addition of a fixed line 
length on the feed line, or varying the relative displacement 
distance of the center column, D. This adjustable phase allows 
further optimization of beam parameters such as the beam 
cross-over losses and pattern discrimination.  

IV. BEAM FORMING CIRCUIT  

Fig. 6 shows the amplitude and phase excitations of the 3-to-2 
beam forming network for the dual beam patterns. Fig. 7 and 8 
show the equivalent signal diagram and the implementation of 
the compact dual beam former using micorstrip transmission 
line method.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       
           Fig. 6. Excitations function of the dual beam former 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 7. Equivalent excitation signal diagram of the dual beam former 

The proposed 3-to-2 beam former is implemented using two 
unequally-split 180deg splitters and two in-phase Wilkinson 
combiners. This simple implementation has an added 
advantage of excellent isolations between antenna ports as 
shown in Fig. 9, simulated using Agilent ADS. These are 
inherent merits from port cancellation at the sum and 
difference ports of the 180 degree splitters.  
 
Another significant advantage of this implementation is the 
low beam-split signal losses. Each of the dual beams are 
formed using a 180 degree splitter (10 dB) on the 
corresponding edge column and a 3dB (0 deg) splitter on the 
center column. The total signal loss due to the beam split is 
less than 0.5 dB in comparison to the single beam case (center 
33˚), which has an excitation taper of (0.5, 1.0, 0.5). This is a 
direct result of the optimum phase and amplitude tapers from 
the array configuration. Furthermore, the path loss is also 
minimized because of the compact circuit design. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

   Fig. 8. Microstrip implementation of the compact dual beam former 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         
           Fig. 9. Isolation between antenna ports of dual beam former 

  

 

R Beam 
C 

L Beam 

R 

L

 

Isolation between Antenna Ports of 3x2 Beam Former 

-60

-50

-40

-30

-20

-10

0

1.70 1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 2.15 2.20

A
m

pl
itu

de
 [

dB
]

R to L 

R to C 
C to L 

28

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



 

V. APERTURE-COUPLED PATCH (ACP)  

One of the critical elements of this development is the dual-
polarized radiators with relatively broad beamwidth over a 
large operating frequency. For optimum array performance, it 
is desirable that the azimuth pattern of the radiator can be 
adjusted to allow optimization of the azimuth beam pattern, 
port isolations, and the overall directivity of the array.  
 
Use of metallic boundaries in the near-field enables 
broadening of HPBW of a patch antenna up to approximately 
90 deg at the expense of the overall frequency bandwidth. The 
proposed method of dielectric fortification [5] between the 
radiator and the metallic boundaries provides a systematic 
means for significant broadening of HPBW over a large 
frequency bandwidth. Subsequently, this method allows 
optimization of array performance by selecting appropriate 
thickness or height of the dielectric material. The dielectric 
loading in this manner does not seem to degrade performance 
in the cross polarization pattern as long as the dielectric 
loading is symmetrical in all four directions.  

 
Fig. 10 shows the isometric and cross-sectional views of a 
dielectric fortified stacked patch. In this case, the aperture-
coupled stacked patch is dual linearly polarized. Two radiating 
patches are fed by a pair of orthogonal cross slots on the 
bottom ground. The radiating patches are centered in a square 
area with a perimeter formed by four dielectric walls with the 
outside dimension of approximately half-wave length. The 
outside surfaces of the dielectric walls can be backed by 
electrically conductive walls. This arrangement allows a 
compact construction of the patches. The top radiating patch 
can be conveniently flash-mounted on top of the dielectric 
walls, while the lower radiating patch are secured at a 
predetermined height from the ground via small recessed 
grooves cut onto the inside surfaces of the dielectric walls.    
 
The electrically conductive layer may be of the equal height as 
the dielectric walls, or preferably recessed from the top of the 
dielectric walls for better frequency bandwidth. For a given 
dielectric material with a fixed height, the HPBW is directly 
proportional to the thickness of the dielectric walls.  
 
A fullwave FEM model of a dual-polarized aperture-coupled 
stacked patch with dielectric fortification is simulated using 
the Ansoft HFSS. For the purposes of these demonstrations, 

FR-4 (εr=4.6) is assumed for dielectric material. The height of 
dielectric walls is fixed at 20mm and the height of the metallic 
boundaries is kept at 14mm. Fig. 11 shows the simulated 
azimuth HPBW for various thicknesses of dielectric walls. As 
indicated in the figure, the HPBW is varying from 70 degree 
to 125 degree for value of the dielectric thickness between 0 
mm and 7.5mm. 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
                   Fig. 10: Dielectric fortified stacked patch 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             Fig. 11: HPBW of the dielectric fortified stacked patch 

VI.  EM  SIMULATIONS  

A 4-element sub-array model of the three-column array is 
simulated using the Ansoft 3D full-wave Finite Element 
Method (FEM) HFSS. For these analyses, the subtend angle is 
set to 20 degree. Fig. 12 and 13 show the simulated azimuth 
patterns at 1700 MHz and 2200 MHz with the displacement 
distance (D) set at 0mm.  
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              Fig. 12.  Simulated dual beam patterns at 1700 MHz 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

               
 
 
              Fig. 13. Simulated dual beam patterns at 2200 MHz 

 
At this setting, the beam cross-over loss at azimuth=0 deg is 

between 3.5dB@1700 MHz to 3.7dB@2200 MHz (D =0mm). 
These beam patterns and the cross-over losses can be varied 
by introducing an additional phase offset between the center 
column and the two edge columns using the adjustable 
displacement feature of the array. Fig 14 shows comparisons 
of the dual beam patterns for the displacement distance at 
various positions: -5mm, 0mm, and +15mm.  

 
When displacement distance (D) is between -5mm and 

+15mm, the beam cross-over loss is varying between -1.6dB 
to -4.9 dB. The lowest beam cross-over loss is -1.6 dB when 
the displacement distance is at D=-10mm. This low cross-over 
loss, however, comes at the expense of pattern discrimination 
performance (4dB at beam peak). 

 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 14. Dual beam patterns for various displacement distance D  
 
On the other hand, at D=+15mm, the dual beams has an 

optimum pattern discrimination of over 24dB at the expense of 
the beam cross-over loss of -4.9dB. Table 3 summarizes the 
dual beam performances for various displacement distance D. 

 
 Table 3. Pattern parameters at various displacement distance D 

Displacement 
Distance 

Cross-over 
Loss 

Discrimination 
At Peak 

HPBW 
(deg)  

D=-10 mm -1.6 dB 4 dB 36 

D=-5.0mm -2.3 dB 6.5 dB 35 

D= 0.0mm -3.7 dB 10.5 dB 33 

D=+15mm -4.9 dB 24 dB 35 

 
 These results clearly demonstrated the advantage of the 

variable displacement of the center column, which allows 
optimization of performance between hand-over loss (cross-
over loss) and interference discrimination. 

VII. M EASURED RESULTS 

Fig. 15 show the prototype of the dual-beam array constructed 
based on the principle of the three-column variable beamwidth 
array presented in the previous sections. A total of five 3x2 
microstrip BFNs are used to feed the 30-element array. Two   
1-to-5 elevation power combiner & phase shifter (RET) are 
used to distribute the BFN Outputs of the left (L) and right (R) 
beams. This allows separate beam tilt of the R and the L 
beams in elevation plane between 0 and 7 degree. 
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          Fig.15.Prototype of the 3-Column DBA and BFN Feeds 
 

Fig. 16 shows the detailed layout of the 3x2 BFN circuit. 
Outputs of the three linear arrays (Left, Center, Right) are fed 
to the BFNs at L, C and R, respectively. The Wilkinson 
combiners produce the Right and Left beams as indicated.   

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

       Fig.16.   3-Column Dual Beam Array and BFN Feeds 

Table 4 gives the measured amplitudes and phases of the BFN.   
 
 
 
 
 
 
 
 
 
 
 
 

Antenna patterns of the array were measured in the 
Powerwave spherical near-field chamber in Santa Ana, 
California. Two polarizations (slant ±45deg) are measured at 
two RET settings (0 deg tilt and 7 deg tilt). 
 
Fig. 17 shows the measured azimuth beam patterns 
(1710MHz, 1950MHz, 2150 MHz) of the DBA when the RET 
is set to 0 deg and center displacement D=-10mm.  At this 
setting, the measured HPBW is between 32deg to 39deg with 
cross-over loss between -3.5dB to -3.9dB. The array produces 
very low cross-polar field components at well below -20 dB. 
Fig. 18 shows the measured azimuth beam patterns of the 
DBA when the RET remains set at 0 deg but the center 
displacement D is moved to -5mm. The HPBW is reduced 
very slightly, but the cross-over loss is increased to between    
-4.0dB to -4.4dB. Fig. 19 gives the measured patterns when 
the displacement is set to 0mm. The HPBW is reduced to 
between 31 deg and 37 deg, while the cross-over loss is 
approximately -4.9dB for all frequencies. As shown in Fig. 20, 
as the displacement is moved up to +10mm, the HPBW is 
increased to over 36deg and the cross over loss is over 5.9dB.  
 
Fig. 21 to 23 show the azimuth patterns of the DBA when the 
RET is set to 7 deg. These results are similar to the previous 
when RET is set to 0deg. However, the cross-over losses are 
generally lower. For instance, the cross-over loss is reduced to 
-2.3 dB when the displacement D=-10mm. This is significantly 
lower than the previous case. However, this comes at the price 
of lower beam discrimination.   

 
Fig. 24 gives the measured elevation patterns of the array at 
1710MHz and 2150MHz when RET=0deg, for various 
displacement D. Similarly, Fig. 23 gives the elevation patterns 
for RET=7deg. Apparently, the offset distance (D) does not 
seem to affect the beam patterns in the elevation plane 
significantly. However, SLLs tend to increase as the offset 
distance decreases. 

 
 
 
 

  

 

L-Beam  R-Beam 

L 

R 

C 

      Table 4: Measured BFN excitation functions 
      1700 MHz   2200 MHz 

R-Beam Amp Phase Amp Phase 

 Center 0.96     0.0 0.92 0.0 

 Right 1.0 - 37.0 1.0 -45.0 

 Left 0.44 -200.0 0.376 -223.0 

L-Beam     

 Center 0.96 0.0 0.92 0.0 

 Right 0.44 -200.0 0.376 -223.0 

 Left 1.0 -37.0 1.0 -45.0 
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        Fig.17(a) Measured DBA Az Pattern (0deg Tilt, D=-10mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

        Fig.17(c) Measured DBA Az Pattern (0deg Tilt, D=-10mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

        Fig.17(e) Measured DBA Az Pattern (0deg Tilt, D=-10mm, 2200MHz)  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.17(b) Measured cross-over loss (0deg Tilt, D=-10mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.17(d) Measured cross-over loss (0deg Tilt, D=-10mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.17(f) Measured cross-over loss (0deg Tilt, D=-10mm, 2200MHz) 
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      Fig.18(a) Measured DBA Az Pattern (0deg Tilt, D=-5mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

      Fig.18(c) Measured DBA Az Pattern (0deg Tilt, D=-5mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.18(e)  Measured DBA Az Pattern (0deg Tilt, D=-5mm, 2200MHz)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.18(b) Measured cross-over loss (0deg Tilt, D=-5mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.18(d) Measured cross-over loss (0deg Tilt, D=-5mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.18(f) Measured cross-over loss (0deg Tilt, D=-5mm, 2200MHz) 
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      Fig.19(a) Measured DBA Az Pattern (0deg Tilt, D=0mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

      Fig.19(c) Measured DBA Az Pattern (0deg Tilt, D=0mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.19(e)  Measured DBA Az Pattern (0deg Tilt, D=0mm, 2200MHz)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.19(b) Measured cross-over loss (0deg Tilt, D=0mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.19(d) Measured cross-over loss (0deg Tilt, D=0mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.19(f) Measured cross-over loss (0deg Tilt, D=0mm, 2200MHz) 
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      Fig.20(a) Measured DBA Az Pattern (0deg Tilt, D=+10mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

      Fig.20(c) Measured DBA Az Pattern (0deg Tilt, D=+10mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.20(e)  Measured DBA Az Pattern (0deg Tilt, D=+10mm, 2200MHz)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.20(b) Measured cross-over loss (0deg Tilt, D=+10mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.20(d) Measured cross-over loss (0deg Tilt, D=+10mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.20(f) Measured cross-over loss (0deg Tilt, D=+10mm, 2200MHz) 
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      Fig.21(a) Measured DBA Az Pattern (7deg Tilt, D=-10mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

      Fig.21(c) Measured DBA Az Pattern (7deg Tilt, D=-10mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.21(e)  Measured DBA Az Pattern (7deg Tilt, D=-10mm, 2200MHz)  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.21(b) Measured cross-over loss (7deg Tilt, D=-10mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.21(d) Measured cross-over loss (7deg Tilt, D=-10mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.21(f) Measured cross-over loss (7deg Tilt, D=-10mm, 2200MHz) 
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      Fig.22(a) Measured DBA Az Pattern (7deg Tilt, D=0mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

      Fig.22(c) Measured DBA Az Pattern (7deg Tilt, D=0mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.22(e)  Measured DBA Az Pattern (7deg Tilt, D=0mm, 2200MHz)  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.22(b) Measured cross-over loss (7deg Tilt, D=0mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.22(d) Measured cross-over loss (7deg Tilt, D=0mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.22(f) Measured cross-over loss (7deg Tilt, D=0mm, 2200MHz) 
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      Fig.23(a) Measured DBA Az Pattern (7deg Tilt, D=+10mm, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

      Fig.23(c) Measured DBA Az Pattern (7deg Tilt, D=+10mm, 1950MHz) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Fig.23(e)  Measured DBA Az Pattern (7deg Tilt, D=+10mm, 2200MHz)  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.23(b) Measured cross-over loss (7deg Tilt, D=+10mm, 1710MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.23(d) Measured cross-over loss (7deg Tilt, D=+10mm, 1950MHz) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
    Fig.23(f) Measured cross-over loss (7deg Tilt, D=+10mm, 2200MHz) 
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                   Fig.24(a) Measured DBA EL Pattern (0deg Tilt, 1710MHz) 

     
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

                   Fig.24(a) Measured DBA EL Pattern (7deg Tilt, 1710MHz) 

VIII.  DISCUSSION AND RESULTS COMPARISONS 

Table 5 summarizes measured antenna parameters of the 
prototype DBA., including: 

1) Cross-over loss 
2) Discrimination at peak 
3) HPBW 
4) Directivity 

Table 6 compares these parameters at various values of center 
displacement, D. HPBW of the two beams are, in general, 
within 31 deg and 41 deg for D within ±10mm. The measured 
directivities are approximately between 20 to 21dBi, relatively 
independent of the displacement D. The cross-over loss varies 
significantly as the center displacement changes. When D is 
set to -10mm, the cross-over loss is reduced to -2.3 dB for 
RET=7deg and -3.5dB when RET=7deg. However, at the 
same time, the pattern discrimination is also reduced to 
between 6 to 9dB. The pattern discrimination is improved as 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
              Fig.24(b) Measured DBA EL Pattern (0deg Tilt, 2150MHz) 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                 Fig.24(b) Measured EL Pattern (7deg Tilt, 2150MHz) 
 

the center displacement increases. When D=+10mm, the 
pattern discrimination is over 13 dB, but the cross-over loss is 
over 4.7 dB.      
 
The HPBW of the elevation patterns are generally between     
6 to 8 deg. A maximum elevation tilt of 7 deg is feasible using 
the current Powerwave RET phase shifter. Measured elevation 
patterns at 7deg tilt indicate a slightly higher SLL, above 
16dB. Fig. 24 and 25 compare HFSS simulations and 
measured patterns (1700 MHz and 2200 MHz) in the azimuth 
plane for D=0.0mm and -5.0mm. These results show very 
good correlations between the simulations and measured 
results. However, the HPBW is somewhat better correlated 
when the displacement D is above 0 mm and the cross-over 
loss is better predicted when D is below 0mm. Nevertheless, 
measured patterns and the HFSS simulated results compare 
relatively well.  
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              Fig.25(a)  Pattern comparison at 1700 MHz, D= 0.0mm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
                Fig.26(a) Pattern comparison at 1700 MHz, D=-5.0mm 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
               
              Fig.25 (b) Pattern comparison at 2200MHz, D=0.0mm 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

               
       
          Fig.26(b) Pattern comparison at 2200 MHz, D=-5.0mm 
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Table 5: Summary of measured DBA parameters 
Item Parameter  
1 Frequency 1710 - 2150 MHz 
2 Az Beamwidth Individual   : 31 to 41 deg  
  Combined  : 67 to 92 deg 
3 El Beamwidth  6 - 8 deg 
4 Directivity 19.7 to 21.3 dBi  
5 Cross Pol Level < -20 dB 
5 Polarization  ±45 deg 
6 El Tilt 6-7 deg (RET) 
7 Cross-Over loss 2.3 to 6.5 dB 

 
 

Table 6: Pattern parameters for various displacement distance D 
Distance 

(D) 
Cross-over 
Loss (dB) 

Discrimination 
At Peak (dB) 

HPBW 
(deg)  

Dmax  
(dBi) 

RET=0deg          

D=-10 mm 3.5 - 3.9  >9 32 - 39 19.7 – 21.3 

D= 0.0mm 4.9  >12  31 - 37 20.2 – 21.4 

D=+10mm 5.9 - 6.5  >16 36 - 41 20.1 – 21.1 

RET=7deg          

D=-10 mm 2.3 - 2.8  >6 34 - 40 19.4 – 20.8 

D= 0.0mm 3.3 – 3.9 >9 32 - 36 19.7 – 21.3 

D=+10mm 4.7 – 5.4 >13 31 - 37 20.0 – 21.3 
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IX.  CONCLUSION  

 
Concept of an adjustable dual beam array for cell site 
enhancement of wireless base station is presented. This 
method allows for an increase in network capacity through 
higher order sectorization. The concept is realized using an 
adjustable three-column array and a compact, low-loss beam 
former. This structure produces two symmetrical narrow 
beams with respect to the azimuth boresight within a cellular 
sector. Radiation patterns of the two beams are adjustable for 
optimization of coverage of a cellular sector to minimize 
beam-split loss, or to optimize pattern discrimination and 
HPBW performance.  
 
The array is capable of delivering more than two beams using 
a suitable BFN circuit. Theoretically, the device is capable of 
producing a broad beam for the full azimuth coverage and 
three narrow beams, simultaneously. It is therefore feasible for 
the array to transmit signal at one polarization using the broad 
beam pattern (65 degree), while receive signals at other 
polarization using the two narrow beams for diversity. For 
other applications, the dual beam can be used to transmit and 
to receive simultaneously. The issue with cross-over loss 
between beams can also be eliminated using three narrow 
beams, if required. This method allows an effective increase in 
the overall network capacity as a result of low-loss and narrow 
beam patterns.  
 
A full array prototype was built and radiation patterns are also 
presented. The measured results are well correlated with the 
EM simulated results. 

 
The adjustable DBA and the associated BFN technology under 
this development are patent pending (Application #12/252,334 
and #12/175,725) and are strictly proprietary to Powerwave 
Technologies.   
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Abstract—Self-organized control has received significant atten-
tion in the area of networking, and one of the main factors for
this attention is its robustness. However, it should be stressed that
deciding whether self-organized control is robust or not is not a
trivial task. Even if it is in fact robust, the factors underlying
its robustness have not yet been explored in sufficient detail.
In this paper, we provide the first quantitative demonstration
of the superior robustness of self-organized control through
comparison with centralized control in a sensor network scenario.
Through simulation experiments, we show that self-organized
control maintains the functionality of its data collection even
in a variety of perturbations. In addition, we point out that
the difference in the robustness of the abovementioned control
schemes stems from the degree to which the comprehension of a
given node about the state of the network depends on information
obtained from other nodes.

Keywords—sensor network; self-organized control; centralized
control; robustness; simulation

I. INTRODUCTION

As networks are becoming increasingly larger and more
complex, a critical issue in today’s dynamically changing
and uncertain environments is to maintain the functionality
of networks in a manner which allows them to adapt to
environmental changes. A control scheme which maintains
the performance even when the network state changes dra-
matically or unforeseeable circumstances occur is preferable
for present and future networks, even if the basic network
performance in such cases is inferior to that of networks
operating with other control schemes. The property which
allows a system to maintain its functionality despite external
and internal perturbations is called “robustness” [15]. In this
age when networks play an essential role in our everyday lives,
the robustness of networks is becoming increasingly important.

Distributed control has been said to be superior to central-
ized control with respect to robustness. Currently, a type of
distributed control scheme which is beginning to attract con-
siderable attention is one of self-organized control [10][20].
The communication networks based on such a self-organized
control are considered to be suitable as a network which
consists of movable nodes like many persons or cars, and a
network used in the situation where environmental variation

is remarkable, like disaster sites. In this control scheme, each
component autonomously decides the following action on
the basis of local information, and the simple microscopic
actions of the components collectively provide structure and
functionality at macroscopic level without any centralized co-
ordination [19]. Such behavior is distinct from plain distributed
control, where individual components act autonomously but
depend on global information. Although scalability, adaptabil-
ity, and fault tolerance, which are included in the concept of
robustness in a broad sense, are “known” as properties inherent
to self-organized control, we stress that this knowledge is cer-
tainly not trivial. Even assuming that the notion of robustness
is true, to the best of our knowledge the reasons why self-
organized control is robust and the factors which determine
the superiority of its robustness as compared to other control
schemes have not been examined with sufficient rigor.

In our previous work [13][14], we provided quantitative
evidence of the robustness of self-organized control with
respect to transmission errors and node failures, and concluded
that the robustness of the self-organized control scheme is
superior to that of other control schemes. However, since
sensor networks face a wider range of perturbations, the
purpose of this paper is to demonstrate the advantages of self-
organized control against perturbations different from those in
our previous work. Furthermore, based on the results of the
evaluation, we also pose interesting questions such as why and
how self-organized control is robust. In [21], from the results
of the comparison, we pointed out that the difference in the
robustness is derived from the degree to which the comprehen-
sion of a given node about the state of the network depends on
information from other nodes. This is the key to differentiating
the degrees of robustness of those two control schemes. In
this paper, we describe the details of each method which were
not able to be described in [21]. Furthermore, we show the
characteristic of self-organized control by distribution of the
number of hop of routes, and present the difference in the
robustness of each control method against bit error.

The remainder of the paper is organized as follows. In
Section II, earlier approaches to self-organized control are
reviewed. Sections III describes the mechanisms of centralized

42

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



control and self-organized control, respectively. Section IV
presents the simulation results so as to compare the robustness
of both control approaches. In Section V, we discusses what
brings robustness to self-organized control on the basis of these
results. The paper is concluded in Section VI and discusses
the generalization of our conclusions.

II. RELATED WORK

The principle of self-organization is developed in nature [8],
and we can find it everywhere. Each component autonomously
decides its next action on the basis of local information, and
the microscopic simple actions of the components collectively
provide structure and functionality at the macroscopic level
without any centralized coordination [19]. Such self-organized
behavior is disparate from the distributed paradigm where
individual components act autonomously while sharing global
information, and many researchers have tried to derive the
advantageous properties of the self-organizing system in ef-
forts to solve scalability, reliability, availability, and robustness
problems. For example, Directed Diffusion [12] is a well-
known self-organization paradigm for certain novel features,
including reinforcement-based adaptation of the gradient to the
empirically best path. It is also known to be robust against
node failures. [9] is proposed to achieve good adaptability
and scalability by endowing mobile agents with simple intelli-
gence. Some researchers further this approach and incorporate
the behavior of social insects into the agents. BiSNET [4],
which was shown to have strong self-healing capability for
false positive data in data gathering, are examples that were
inspired by the foraging principles of honey bees, while
[16][5][25] are inspired by the Ant colony metaheuristic and
said to be robust against node mobility. ACE [6] is an emergent
algorithm that forms clusters through three rounds of feedback
between nodes. Using local information alone, it efficiently
covers the network with only a small amount of overhead.
Ant-based clustering [11][24][22] is also a clustering method,
drawing its inspiration from the behavior of ant colonies, but
it is applied for data analysis. In addition, the task allocation
method proposed in [17] uses the concepts of the “division of
labor” of ants to achieve higher coverage in sensor network.

III. CENTRALIZED AND SELF-ORGANIZED CONTROL

SCHEMES IN SENSOR NETWORKS

We provide detailed explanation of our centralized and
self-organized control schemes, which are the subjects of
robustness evaluation in the present study. The operations of
both control schemes are based on the premise that multiple
sinks are deployed in their respective monitoring regions.
Using this multi-sink configuration, both control schemes take
a cluster-based approach, in which the same number of node
clusters and sinks is formed, and individual sensor nodes
transmit their sensed data to the sink located in their cluster
(Figure 1).

A. Centralized control

Younis et al. [23] proposed a data-gathering scheme
for sensor networks that assumes the existence of multiple

Internet / P2P network /
Other network

Data server

Monitoring region

Sink node

Sensor nodes
Sink node

Sink node

Fig. 1. Network model.

sinks (for consistency with the terminology used in our self-
organized control [13], we use “sinks” here instead of the
“gateway nodes” used in [23]). Sinks are significantly less
energy-constrained than sensor nodes and the sensed data is
gathered first in them. Sensor nodes are divided into the cluster
which each sink manages, and the sinks calculate the route
from each sensor node to themselves based on the residual
power, state, etc. of a sensor node. They then tell their cluster
members their previous- and next-hop nodes and the state they
should stay in next (e.g., active or sleep state). In this data-
gathering scheme the role of the clusters is almost same as
that of the clusters in the scheme described in [13] — in both
the cluster determines the eventual destination to which data
packets are sent — so these two schemes are well-suited to
be compared. Younis et al. [23], however, describe only the
routing and node-state management and do not specify how the
sensor nodes should be apportioned into clusters. In addition,
some of its assumptions, for example, that each sink is located
within the one-hop of all the sensor nodes in its cluster, are
not appropriate for large-scale sensor networks. So we made
some modifications to the proposed mechanism in order to
make a convincing comparison.

We assume the existence of a control station, which is wired
to all sinks. The station knows the initial power and locations
of all nodes and sinks, and manages the overall network. Up-
to-date residual power is reported periodically from sensor
nodes, but the reporting packet is forwarded to the sink in a
multi-hop fashion instead of direct communication. The station
first divides the sensor nodes into as many clusters as there
are sinks. The role of a cluster is to determine the destination
sink for each sensor node, and we say that “sensor node � �

belongs to cluster ��” if �� transmits their sensing data to the
destination sink �� . The clustering method used is same as
Voronoi tessellations using locations of sinks as basing points.
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In other words, the central station splits the sensor nodes into
clusters in such a way that each sensor node transmits packets
to the nearest sink.

After clusters are determined, the station constructs routes
for packets. As described in [23], the routes are determined
by using Dijkstra’s algorithm to minimize the total link cost.
Link cost is assigned by the station beforehand to all the links
between all node-and-node, node-and-sink pairs. Calculation
of link cost is modified from [23] due to difference of
assumptions, and the cost ��� of the link between node �� and
�� is defined by residual power of the node and the distance
between them:

��� �

����
���

���

���

�������������
�

�
if ���������Æ

���

���

��������
�

	�
if Æ�����������max

� if �max������ ���

(1)

where �
� and ���
are respectively the initial and residual

powers of node �� , 	 is the radio wavelength, 
 is the height
of the antenna, and ����� ��� is the distance between nodes
�� and �� . The threshold value Æ is a constant defined as
Æ � ��	�

�
, and �max is the communication range of a sensor

node.
After route construction is finished, the central station

transmits the route information to sinks. For the sake of
simplicity, packets which includes the route information are
called “command packets” hereafter. The sink uses minimal
transmission power when transmitting the command packet
so that all the sensor nodes in its cluster can receive them.
Command packet provides following information to sensor
node ��.

� Cluster to which �� belongs.
� The previous-hop node from which � � receives a packet

and the next-hop node to which � � should transmit a
packet.

The detection of node failure is based on a soft state
model. Each sensor node transmits a hello message at a
regular interval �hello. On receiving the hello message from
a neighboring sensor node ��, sensor node �� registers entry
of �� to its neighboring node table and interprets the reception
as a sign that �� is working properly. Every time �� receives a
hello message from ��, expiry-time field in the entry is updated
to the sum of �expire and the value of ��’s internal timer. Only if
��’s timer exceeds the value of expiry-time field, � � is deemed
to have failed, and �� sends a failure-indication packet to its
sink. This packet passes through the same route which the
station calculated for data packets, and it reaches the sink. The
sink passes the failure-indication packet to the station, which
then recalculates new routes that circumvent the failed node.
New routes are packed in a command packet and transmitted
from the sink to sensor nodes.

Even when �� works normally, hello packets from � � might
not arrive within the expiry time because of interference
or transmission error. This possibility must be allowed for,
because the accumulation of such false positives would cause

a virtual connectivity problem limiting network performance.
Preparing for such a false detection, node � � memorizes an
ID of the failed node when detecting the failure. And if � �

could receive a hello packet from ��, it deems the detection
of ��’s failure to have been false positive, and transmits a
failure-recovery packet to inform the station about that. The
sink relays it to the station, and the station recomputes new
routes and distributes them to sensor nodes.

In this centralized control, sink-failure can be easily detected
because of the assumption that sinks and the central station
are linked with wire. By keeping track of sinks’ status, the
station can recompute clusters and routes just after the sink
failure. It does not need to take explicit measures, and all it
has to do is to transmit a command packet containing new
cluster organization and route information as usual. Reliable
communication can be readily provided in wired networks. So
we ignore the possibility of false detection of sink failure.

B. Self-organized control

We have proposed a bio-inspired control which shows a self-
organized property [13]. Our self-organized control approach
is based on pheromone-mediated ant-swarm behaviors called
ant colony optimization (ACO) [3] and ant-based clustering
[11][24][22]. Sensor nodes are divided into as many clusters
as there are sinks by using ant-based clustering with a virtual
“cluster pheromone,” and routing is performed in each cluster
by using “routing pheromone.” The detailed operation for our
proposal is given in the following.

ACO is a probabilistic approach inspired by ants in their
foraging activity to combinatorial optimization problems like
the traveling salesman problem [7]. Ants follow efficient routes
to their food by being attracted to higher concentrations of
pheromones left by other ants. An ant will leave a volatile
pheromone trail while carrying food back to the nest. If an-
other ant finds the trail before it dissipates, that ant will follow
it to the food and it too will leave pheromone on the way
back, reinforcing the trail. If there is enough food that several
workers can bring food back to the nest, a high pheromone
concentration will be maintained and even more ants will be
attracted. As the food supply becomes smaller, fewer ants
will be attracted and the trail will gradually disappear as the
pheromone evaporates. This positive-feedback trail building is
the basic idea behind the ACO approach, and ACO has been
applied to some of the routing problems.

We have also applied the principle of ACO to hop-by-
hop routing in our proposed scheme. Each sensor node has
a pheromone table, and the advantages of neighbors as a
next-hop node are stored in the form of routing pheromones.
When a sensor node transmits a packet to notify the sink of
obtained data, it refers to its pheromone table, and stochas-
tically selects the next-hop node leading to the sink based
on the routing-pheromone value. Thus, each sensor nodes
selects a next-hop node with greater probability of having
more routing pheromones (sensor node with more routing
pheromones means preferable next-hop node). Furthermore,
if some neighboring nodes have almost the same routing-
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pheromone value, they are selected as next-hop nodes with
almost the same frequency, and the number of packets that
must be relayed is distributed among them.

An important problem of applying ACO to routing is how to
determine which route should have higher routing-pheromone
value, in other words, how to define what are the “preferable
routes” in a given network. We define good routes in sensor
networks as follows:
� routes with a small hop count on the way to a sink.
� routes that go through sensor nodes with high residual

power.
It is not necessary for each node to send packets (ants) in

order to find good paths to the destination as some ant-based
routing employed [5][25][2]. Such strategies could cause un-
necessary power consumption and needlessly occupy wireless
channels, because of ants traveling back and forth over the
network. Thus, we chose sinks to flood the ants, which we call
backward ants. Backward ants do not go back into the sink.
As we previously pointed out, the required next-hop node is
a sensor node located nearer to the sink, which has enough
residual power. With that in mind, the role of backward ants
is to establish a routing-pheromone distribution in which the
required next-hop node has a higher routing-pheromone value.
Let us introduce following terms to simplify our explanation
of routing.

��: ID of sensor node.
��: ID of sink. At the same time, �� also

represents ID of cluster to which sink
�� is dedicated.

��� : ID of sink that �� belongs to.
Pb
� ����: Routing-pheromone value that �� as-

signs to backward ant, which is trans-
mitted by ��.

������� Routing-pheromone value for � � to de-
clare as its own pheromone.

������ � ���: Routing-pheromone value stored in � �’s
pheromone table that represents bene-
fits of �� as next-hop node to transmit
packet to ��.

�������: Cluster pheromone of �� estimated by
��.

A sink �� broadcasts backward ant 
 with maximum
routing-pheromone value Pb
����� � ����. On receiving

, sensor node �� stores routing pheromone carried by the
backward ant (Pb
�����), its source node (��), and sensor
node which relays 
 immediately before (��) as an entry, in
its own pheromone table. Thus, �� memorizes that the benefit
of selecting �� as a next-hop node for transmitting packets to
�� is ����. After that, �� relays 
, making 
 carry a new
routing-pheromone value. This new routing-pheromone value
Pb������ is calculated according to:

Pb��������

�
�����

�
��

���

�
�

��
Pb
�����

� � � � �� � � � (2)

After receiving 
, which is relayed by ��, �� creates a
new entry ���� ���Pb������� as in the case of ��. Then,
�� calculates a new routing-pheromone value according to
Eq. (2), and forwards 
 with a new routing-pheromone again.
A good pheromone distribution emerges through frequent
repetitions of these behaviors.

Sensor nodes periodically communicate using a hello mes-
sage like that in the centralized control described in Sect. III-A.
But the purpose of this hello message is not only to provide
a countermeasure to node failures but also to comprehend the
situation of surrounding area. The hello message transmitted
from �� conveys routing-pheromone value of � � itself (���),
cluster ID to which �� belongs to (���), and cluster pheromone
of ��� evaluated by �� (��������), which is described in detail
later in this section. ��� is the mean routing-pheromone value
for all entries in ��’s routing table. After receiving the hello
message, �� updates the routing-pheromone value for the � �’s
entry in ��’s routing table following Eq. (3) with � � 	�� �
.

��� ���� ��� � � ���� ���� ���� � ��� ����� (3)

A sensor node chooses its next-hop node stochastically
using the routing-pheromone distribution, and relays packets to
it. Assuming ��� is a set of neighboring nodes for ��, which is
equivalent to candidate set of next-hop nodes, the probability
of �� selecting �� as its next-hop node is represented as:

������� �
������ � ����

�

�
�����

������ ����
� (4)

This form of equation is used in some propositions using the
ACO approach, e.g., [5]. Routing loop can be constructed due
to the probabilistic approach, but discarding the looped packets
made the data collection unreliable in our simulations. So now
we avoid routing loops by appending node IDs the packet went
through to the header. Sensor nodes listed in the header are
excluded from the set of candidate for next-hop node. This
requires only a small amount of communications overhead.

How to select a destination sink still remains a question in
multi-sink sensor networks. Our clustering method, ant-based
clustering, is also inspired by a swarm behavior of ants. Ant-
based clustering was originally a method of swarm intelligence
by ants grouping eggs or larvae according to their size. Ants
repeatedly pick up and drop larvae based on their degree
of similarity with neighbor eggs while wandering around. In
such a behavior, larvae which differ substantially from their
neighbors in size move toward similar-sized ones, and clusters
of different-sized larvae emerge in a self-organized way. We
substitute similarity with the advantage of belonging to a
cluster, and do clustering to suit the network situation.

Each node calculates a cluster-pheromone value based on
the routing-pheromone values, and uses them to determine
which cluster it should belong to. Cluster ���’s cluster
pheromone evaluated by �� is defined as:

�������� �

�
��blng�� �
�� �

������� � avg ph�������

�blng��������� �
(5)
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where blng������� represents a set of neighboring nodes of
�� that participate in cluster ��� . This information can be
recognized via hello messages, which has the cluster ID of
the sender. The term avg ph������� is the mean of routing-
pheromone values in entries having destination sink ��� :

avg ph��������

�
��blng�� �
���

������ ����

�blng��������
(6)

Cluster-pheromone value is conveyed in hello packets, so
each sensor node can acquire the cluster-pheromone values
of neighboring clusters. Sensor nodes regard a cluster with a
higher cluster-pheromone value as a good cluster to join, and
stochastically switch to it. The probability of �� changing its
cluster from �� to �� is

������ � ��� �

�
������ � ���

�th � ������ � ���

��
(7)

where �th is a constant value used to control the probability
and where ������ � ��� is calculated as follows:

������ � �����
�

�
��
�blng�������

���

���������������

�������

�
(8)

The detection of node failures is exactly equivalent to that
of centralized control described in Sect. III-A. After � expire

passes without receiving hello packets from sensor node � � ,
neighboring node �� detects that �� has failed. By deleting the
entry for �� in its pheromone table, �� selects appropriate next-
hop nodes according to Eq. (4) without any special handling.

Detecting sink failure was also based on the same soft-
state model. That is, the sink periodically broadcast hello
message as well as sensor nodes. Sensor nodes around the
sink determine that the sink has failed if they had not received
hello message from the sink for �� �expire. The cluster in sink
failure is no longer preferable. Thus, sensor nodes set cluster-
pheromone values of all the entries stored in their neighbors
table to 0 and abandon their membership. As hello messages
indicating the sink failure propagated over the network after
that, sensor nodes participating in the failed sink’s cluster also
abandoned their membership, and joined other clusters.

IV. EVALUATION AND DISCUSSION

We try comparison of our self-organized and centralized
controls by simulation experiments. First, we explain the
simulation model which experimented, then we evaluate the
robustness against various perturbations.

A. Simulation Environment

We implemented our self-organized and centralized controls
on ns-2 network simulator [1]. In the following experiments,
we randomly placed 300 sensor nodes over a region moni-
toring a square, 100 m per side, unless otherwise stated. We
assumed there were four sinks at ���� ���, ���� ���, ���� ���,
���� ���, respectively. We tested other sink positions, and
obtained almost the same results.

TABLE I
SENSOR NODE PARAMETERS

Transmission power 0 dB
Communication range 10 m

Frequency 2,450 MHz
Bit rate 250 kbps

Height of antenna 20 cm
Initial power 25 J

Power consumption in transmission state 40.95 mW
Power consumption in receiving state 45.78 mW

TABLE II
SIMULATION PARAMETERS

�hello 1 s
�expire 5 s
�max 10
� 0.7
� 7
� 0.875
�th 0.5

Size of a hello packet 10 bytes
Size of a failure detection packet 10 bytes
Size of a failure recovery packet 10 bytes

Size of a data packet 64 bytes

We used the two-ray ground reflection model [1] as the
radio propagation model, and the MAC and PHY layers
follow the IEEE 802.15.4 specification. In the simulation
of the centralized control, the size of command packet can
easily exceeded the value specified in IEEE 802.15.4. We
therefore virtually set aMaxPHYPacketSize, which determines
the maximum length of a packet, to infinity. The size of the
command packet transmitted from sink �� is calculated using
the following equation:�

�

� � ��� � num
� � � (9)

where ��� is the number of previous- and next-hop node pairs
assigned to node �� and num
� is the number of sensor nodes
in cluster �� . We assume that 6 bytes are enough for the
pair, and that 7 bytes are enough for a header. We set the
parameters of sensor nodes (listed in Table. I) by referring to
[18]. The simulation parameters are also listed in Table. II.
We do not consider FEC to take particular note of the effect
of transmission error, therefore the packet is discarded even if
one bit error occurs.

In the following data-collection model we used, sensor
nodes send the information they obtain to their sinks in a multi-
hop way at a predefined interval � intval � �� s. Sensor nodes
do not synchronized with each other, and the transmission
time of it is independent of that of the others. One of the
most important metrics for sensor networks is the reliability
of which information is brought to a sink. We therefore defined
a metric we call the data-collection rate. When the number of
sensor nodes that work properly is �act, the number of data
packets generated in �intval is of course �act. When the number
of packets that reach one of the sinks is �, the data-collection
rate is defined as ���act.

In the centralized control, the parameter with the greatest
influence on the data-collection rate is command-packet trans-
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Fig. 2. Efficiency of routes generated by centralized control and of routes
generated by self-organized control.

mission interval. If this interval is too long, sensor nodes will
only slowly find out what it should do next, especially when
the command packets are frequently lost. And if the interval is
too short, command packets coming one after another result in
severe interference problems. We conducted simulation experi-
ments to find out whether 1 s, 10 s, 100 s, or 500 s would be the
best interval and chose 10 s as the one yielding the best balance
between data-collection rate and power consumption. Not only
in centralized control, transmission interval of backward ants
in our self-organized control also has great influence. Too
short an interval causes repeated interference and too long an
interval does not construct pheromone distribution enough for
data gathering. We simulated transmission intervals of 10 s,
100 s, and 500 s and selected 100 s.

In the simulation experiments, each sink transmits command
packets or backward ants until at least 100 s pass over. So we
consider the network is in the transient state for 100 s from
the start, and do not plot a graph in the time window.

B. Instability of Generated Routes

We first compared the efficiency, in terms of hop counts,
of the routes generated using centralized control and self-
organized control. The hop counts reported here are mean
values of all routes between each sensor node and its sink.
The distribution of hop count is shown in Figure 2 with 95%
confidence intervals. This graph is for the idealized scenario in
which no node failures occur, and bit error rate is set to ����.
Changing BER did not generate significant influence. Actually,
there is only a little difference in their distribution as shown
in Figure 2, and the same is true for their mean values as
shown in Table. III, where statistics values of the routes are
listed. However, variance of both control approaches differs
substantially. These interesting results suggest that quality of
generated routes can fluctuate widely, i.e., low predictability
and controllability, in self-organized control. A sensor node
in self-organized control decides its own action on the basis
of limited, local information. Their lack of global viewpoint
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Fig. 3. Influence of BER on data-collection rate.

leads to difficulty in finding global optimum, and results in
wide fluctuation.

C. Measures against Transmission Error

We conducted simulation experiments to study the robust-
ness of both control approaches against transmission error
under the assumption that no node failures occur. In Figure 3,
both kinds of control show about the same data-collection rate
with BER � ����, but that of centralized control becomes
slow to rise up along with the increase in BER.

In the centralized control, the tremendous amount of infor-
mation is gathered to the central station to decide a course
of actions for each sensor node, and the station issues the
instructions to sensor nodes. Sensor nodes completely rely
on the control information from the station, and the station
believes sensor nodes follow the order. With this strong
dependency, what will happen when the information is beyond
some sensors’ reach? This situation just arises due to trans-
mission error in this simulation experiment. In the case where
some sensors can receive the instruction and others cannot,
inconsistent views of the routes can be introduced among
them. Such inconsistency makes sensor nodes lose their next-
hop node for a received packet, and the network gets stuck in
the pathological state until their views get consistent. Actually,
data-collection rate increases with time in Figure 3, but this is
because frequently transmitted command packets (i.e., with an
interval of only 10 s) compensate discarded ones. This slow
ascent means that the network does not adapt well when the
route changes for any reason.

In the self-organized control, sensor nodes are not able to
know global information of the network, leading to easily have
inconsistent information among them. But the adverse effects
of their inconsistency are localized around them, because they
have its own knowledge base based on their limited view,
instead of sharing global information. That results in the good
robustness against transmission error as shown in Figure 3.

Differences in the behaviors of the two kinds of control also
appear in Figure 4, where mean of the data-collection rate
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TABLE III
STATISTICS OF ROUTES GENERATED IN CENTRALIZED CONTROL AND SELF-ORGANIZED CONTROL. 95% CONFIDENCE INTERVALS ARE ALSO SHOWN.

Centralized control Self-organized control
Average hop count ����� ���� ����� ����

Average delay ���	�� ���
� ��
��

��
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Fig. 4. Data-collection rate versus BER.
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are plotted against BER. Logarithmic approximation lines for
their decays are also shown. Self-organized control keeps data-
collection rate above 80% about 3 times longer. In addition,
the gradient of the self-organized control is only 58% of the
centralized control. When the gradient is steep, the network
function might deteriorate markedly in response to even a
small change of BER. When the gradient is gentle, however,
data collection is not affected significantly if the BER changes.
For that reason, self-organized control is more robust against
transmission error. As mentioned above, such robustness of
the self-organized control originates the fact that each node
operates based on only its local information. On the other
hand, the lack of the correspondence of routing information
by the packet loss causes the performance deterioration at the
centralized control.

D. Measures against sink failure

Figure 5 presents the results for the case in which a sink
located at ���� ��� fails at 400 s. After the sink failure, the data
collection rate drops sharply to about 75%, except in the case
of centralized control with ���� BER (Bit Error Rate), where
the rate drops to only 90%. A rate of 75% means that one
cluster suffered catastrophic damage (the ratio of data packets
gathered within a cluster is about 25%). Not only is the drop
in the data collection rate in the case of centralized control and
low BER small, but also the recovery is almost immediate. The
control station which is wired to the sinks becomes aware of
the failure within a short amount of time (in our simulations,
it is set to 0 s), after which the clusters are reconstructed
and the routes are recomputed upon receiving the command
packet, in order to adapt the whole network to the failure.
Sensor nodes immediately modify their cluster membership
and routing table according to the instructions contained in
the command packet, and the data collection rate is restored
soon after that. Indeed, in cases where the channel quality
is poor, the data collection rate in the centralized control
scheme is unable to recover within the simulation time shown
in Figure 5, since centralized control is weak with respect to
transmission errors, as indicated in [14].

In contrast to the centralized control scheme, the self-
organized control scheme needs more time for the distant
sensor nodes to adapt to the sink failure. In addition, since
the network has no supervisor and no explicit instructions,
some nodes might be prone to taking contradicting actions
based on the possibility of receiving inaccurate information
about the condition of the network. For these reasons, in
low BER environments, the self-organized control scheme
exhibits worse recovery than the centralized one. In high
BER environments, however, the relationship between self-
organized control and centralized control is reversed, since
the self-organized control scheme inherently does not have
critically important information whose loss can bring serious
and adverse influence to the network.

E. Measures against node failure

We already demonstrated the robustness against node failure
in our previous work [14]. Moreover, we showed that although
most of the sensor nodes other than the failed ones exhibit data
collection rates of about 100% in the self-organized control
scheme, failures in the case of the centralized control scheme
have considerable influence on the data collection rates at
the cluster level, where many sensor nodes are unable to
transmit packets to their sinks, and this influence is especially
notable when concentrated and simultaneous failures occur.
However, when we tested random failures in a 100 m �100 m
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Fig. 6. Variances of the data collection rates among trials.

monitoring region containing 300 nodes, the difference in the
robustness of the self-organized and the centralized control
schemes was not clear due to the connectivity degradation
caused by the continual node failures. Therefore, here we
temporarily used a narrower monitoring region of 50 m �
50 m while keeping the number of nodes and sinks, and
defined �fail as the failure rate per second for each sensor node.

The variances of the data collection rates of both control
schemes among trials are shown in Figure 6. The variance in
the self-organized control scheme is small and not as sensitive
to the failure rates. However, in the centralized control scheme,
the data collection rates in some trials experience sudden
drops, which lead to the higher variance of the data collection
rates, as shown in Figure 6. The high variance in the case
of centralized control indicates the difficulty of predicting the
data gathering capability in harsh environments, although all
of the plots are prepared using the same parameters.

F. Measures against link disconnection

As links can become disconnected intermittently in wireless
networks, in the case where the link between nodes � � and
�� is disconnected but the link between �� and �� is still
connected, there is a possibility that the status of �� as seen
from the perspective of �� and �� is inconsistent. Therefore,
in order to study the differences in the robustness of the two
schemes, we randomly disconnected a percentage of the links.
We assume that each node is linked to an arbitrary neighboring
node, and each link is disconnected with probability � link in
both directions. This disconnection process was conducted for
all nodes, and the duration of the disconnection was 400 s,
from �=300 s to �=700 s.

In the results shown in Figure 7, the data collection rate
in the self-organized control scheme immediately recovers
to the rate before the disconnection, although it experiences
a declination for a short amount of time. The centralized
control scheme, on the other hand, suffers greatly from the
disconnections, where detection of massive node failures oc-
curs since neighboring nodes regard disconnected nodes as
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Fig. 7. Influence of link disconnections on the data collection rate.

failed due to their inability to transmit hello messages. In
other words, sensor nodes cannot distinguish failures from link
disconnections in our centralized control scheme. Furthermore,
after the detection of a missing link, the neighboring nodes
transmit failure-indication packets, which are in fact false-
positive detection packets, to the control station. As a result,
the control station does not provide routes to the node which
is considered as failed, and the packets from the disconnected
node are discarded, which is the main reason for the decay of
the data detection rate in Figure 7(b).

V. DEPENDENCE ON CONTROL INFORMATION

Next, we consider the factor which affects the difference in
robustness and perform the evaluation by additional simula-
tions.
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Fig. 8. Results of injecting incorrect information.

A. Factors influencing the difference in robustness

In the evaluation presented in Section IV and in previous
works, there was a significant difference between the robust-
ness of self-organized control and centralized control. We are
inclined to explain this trend in terms of “dependence on
control information”. In this case, “dependence” has almost
the same meaning as that used in fault management. The
dependence is a relation in which an error or failure in
an object may cause an error or failure in another object.
We define control information as the information exchanged
between entities of a given network which coordinates their
joint operation.

In Sections IV-E and IV-F, even the control station itself did
not comprehend the correct state of the network. This is caused
by the fact that the control station also depends on control
information received from the nodes in the network. The

0

1

(a) From �=160 s to �=200 s

0

1

be notified of having recoverd
after its failure

(b) From �=200 s to �=1000 s

Fig. 9. State of the network after injecting false-recovery information.

control station constructs a precise view of the whole network
by integrating each piece of information about the state of the
network. In other words, the problem of the dependence is that
the control information from potentially unreliable nodes in
environments where reliable communication is not guaranteed
plays a critical role in generating the control scheme at the
control station. In Section IV-E, failure indication packets,
which notify the command node about the correct state of
the network, did not reach the control station, resulting in a
sudden drop of the data collection capability of the clusters.
In Section IV-F, one node considers a neighboring node to
be operating correctly, while another node considers the same
neighboring node as faulty, resulting in the transmission of
failure indication packets even though no nodes have failed.
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In this way, information which does not reflect the correct state
of the network brings vulnerability to the centralized control
scheme. However, since optimization of the whole network
cannot be performed if the dependency on the control infor-
mation is reduced, general network performance like delay or
a throughput degrades. For example, as shown in Figure 2,
in self-organization control, distribution of the number of hop
from a node to the sink is large, and there are nodes to whom
delay becomes large very much.

Of course, at the node level, self-organized control is
identical to centralized control, meaning that individual nodes
potentially have an erroneous understanding about the state
of the network. However, individual nodes affect only their
surrounding environment or neighboring nodes since all nodes
have only partial view of the network, and do not transmit or
receive explicit control information. Due to this behavior, the
influence of individual nodes on the global state of the network
is much smaller than in the centralized control scheme. In
this regard, since we have not yet clarified the influence
of erroneous information received from individual nodes, in
the next section we verify our idea by deliberately injecting
incorrect information into the network.

B. Influence of incorrect information

The purpose of this demonstration is to determine how
strong the influence of information received from individual
nodes is, as well as how potentially unreliable nodes affect
the behavior of the whole network. Therefore, in this section,
we deliberately inject spurious information in order to show
unambiguously the influence of information received from
individual nodes on the functionality of the network. At first, in
the centralized control scheme, we considered two scenarios:
1) we injected false-positive failure detection packets, which
convey the misinformation that a properly working node is
detected as failed, and 2) false-recovery packets, which inform
the surrounding nodes that a node which has failed is detected
as recovered.

Although we deliberately injected incorrect information at

�=200 s that the node nearest to the coordinate ���� ��� had
failed, there was no fluctuation or drop in the data collection
rate due to the injection, as seen from the results shown in
Figure 8(a). In fact, the node which was wrongly detected
as failed was not able to send its packets to the sink as the
control station did not consider the failed node as a member
of the data collection cluster. However, routing information
was supplied to the other sensor nodes correctly, and thus the
influence of the erroneous information was limited.

Next, we tested the scenario where incorrect information
about the recovery of a node is injected into the network.
At first, we made the node nearest to the coordinate ���� ���
fail at �=160 s, followed by the injection of information that
the node has recovered at �=200 s. Figure 8(b) shows the
results of five trials, and it is clear that the behavior of the
data collection rates are different among them, i.e., they are
different depending on the node deployment. There is a clear
drop in two of the plotted lines just after the injection of
erroneous information at �=200 s. Given this factor, focusing
on one of those lines, in Figure 9 we visualized the data
collection rate of the individual nodes from the time when
node fails (�=160 s) until the injection of misinformation
(�=200 s), and from the injection (�=200 s) to the end of the
simulation (�=1000 s), respectively. As shown in Figure 9(a),
the influence of the node failure can be limited. However, after
the injection, data collection in the larger part of the respective
cluster becomes impossible.

Self-organized control does not have any means for explicit
indication of failure or failure recovery. Therefore, it was
impossible to compare it directly with the centralized control
in terms of the influence of erroneous information. Instead, we
used the indication of sink failure, which is a message which
explicitly conveys information about the failure of a sink to
the neighboring nodes by using a hello message. Furthermore,
we made the sensor node nearest to the coordinate ���� ���
transmit the information about the sink failure. This indication
is spread over the respective cluster through forwarding by
nodes which receive the indication.

As a result, although spurious sink failure indication was
injected into the network at � � ��� s, there was no clear
difference in the data collection rate before and after the
injection, as seen from the data collection rates from five trials
presented in Figure 10. In our self-organized control scheme,
sensor nodes invalidate their membership to the respective
cluster upon receiving the sink failure indication, and negative
influence was expected due to the dynamic change of cluster
membership. However, contrary to our expectation, the cluster
memberships were restored to those before the injection. In
other words, correct information from other nodes naturally
adjusts the situation caused by erroneous information, and this
fact contributes to the robustness of self-organized control.

VI. CONCLUSION

In spite of growing interest, there are many points regard-
ing self-organization which remain insufficiently understood.
In this paper, we studied the robustness of self-organized
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control against a wide range of perturbations by compar-
ing it with centralized control, and we attempted to answer
some important questions. One such question is whether self-
organized control is in fact robust, and we quantitatively
demonstrated the affirmative answer by examining various
scenarios. Although this result is not surprising, it was found
that self-organized control has the obvious benefit of superior
robustness, especially if applied to systems in dynamically
changing environments, although at the cost of reduced system
predictability. Furthermore, the questions about why self-
organized control is robust and what factors determine the
robustness of self-organized control were also addressed, and
based on the results obtained from the simulation experiments,
we arrived at the conclusion that the dependence on the control
information in the system plays a critical role in determining
whether or not the robustness is sufficient. In a network which
is composed of potentially unreliable nodes and is located in a
harsh environment, decreasing the dependence on the control
information received from the nodes is critical to yielding
sufficient robustness, and self-organized control inherently
possesses such properties.
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Abstract

A wide range of wireless sensor network applications
are characterized by local processing of the sensed data
and only meager data communication requirements. Since
sensor nodes are battery powered and wireless commu-
nication bears a high energy cost, data transmission can
be traded for on-node-computing in order to extend the
lifetime of a node as well as the network. Furthermore,
the energy consumption can be reduced significantly by
selecting and realizing the application on an appropriate
processing element. In this article, we propose a new
statistical technique for energy consumption estimation
for a specific application on various platforms. We have
empirically verified the methodology on various classes
of embedded processors commonly used for sensor nodes.
The methodology is also applicable to multiprocessor
platforms. Our solution is not only capable of achieving
high degree of accuracy but also facilitates the application
developer to evaluate different platforms without actually
implementing the application on each of these platforms.
Our experimental evaluation results on different platforms
will help understand the implications of using different
processing elements and their effects on the lifetime of a
wireless sensor network.

Keywords: Wireless sensor networks; energy efficiency;
energy consumption estimation.

1 Introduction

Wireless Sensor Networks (WSNs) have a wide range
of applications with long operational lifetime requirements.
Since WSN nodes are generally battery operated, achieving
long lifetime just by changing batteries is either too cum-
bersome or impossible. Therefore, efficient use of the avail-

able battery source becomes an important issue in WSNs. A
sensor node essentially includes a microcontroller, a radio
transceiver and a few sensors. The usage of all the compo-
nents needs to be optimized for battery conservation. Ra-
dio communication exhibits the highest energy consump-
tion budget in many applications while others are dominated
by computations. Low power MAC protocols are designed
to optimize the use of radio resource by periodically turning
on/off the radio in order to save energy, while the radio is
inactive. One class of MAC protocols is the common sched-
ule based protocols like S-MAC [17] and its variants. These
protocols coordinate the active periods of the nodes so that
messages are sent only when all the nodes are active at a
common wake-up period. Another common class of MAC
protocols is the preamble sampling MAC protocols like B-
MAC [13] and its variants, where nodes sleep and wake-up
asynchronously and rely on long preambles to signal the
upcoming data.

While MAC protocols play an important role in appli-
cations where data communication is dominant in terms of
energy consumption, these have little influence in computa-
tionally intensive applications with meager communication
requirements. In order to meet the computing requirements,
many types of microcontrollers with different characteris-
tics are used. These include ASIC (Application Specific
Integrated Circuit), ASIP (Application Specific Integrated
Processor), RISC (Reduced Instruction Set Computer) and
CISC (Complex Instruction Set Computer). A DSP (Digi-
tal Signal Processor) is an ASIP specialized in digital signal
processing. RISCs and CISCs are both GPPs (General Pur-
pose Processors). Each of these different classes of process-
ing elements suits better to different application demands.
For instance, a DSP is more suitable for performing sig-
nal processing, e.g. computing Fast Fourier Transformation
(FFT), while it is inefficient for controlling Serial Periph-
eral Interface (SPI) communication. In order to select the
most power efficient processor, it is necessary to determine
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the anticipated energy consumption of a processing element
executing the application.

Code execution depends on several factors such as ac-
quiring sensor data or other external inputs. Thus the en-
ergy consumed can only be measured at runtime. For a
runtime measurement, the application needs to be imple-
mented on the WSN platform. The implementation efforts
are relatively high due to different instruction sets and pro-
cessing element specifics. It is neither cost nor time efficient
to implement an application on all the available WSN plat-
forms in order to determine the optimal one. The number
of implementations required can be lowered with the expe-
rience of a code developer, but still the number of possible
platforms remains relatively high. Therefore, a technique
to determine power consumption estimation without actual
implementation effort is desirable.

Simulators such as a circuit simulator cannot produce
accurate results for energy consumption, since they cannot
completely simulate the wireless sensor node environment.
Furthermore, simulators are hardware specific and are not
available for each platform. The effort required to imple-
ment an application on a simulator is very similar to the
effort required to implement the application on a real hard-
ware platform. Therefore, it is easier to estimate energy
consumption on a higher level independent from the actual
implementation. The next higher level of abstraction that al-
lows energy estimation is the code level. We describe in the
following a methodology for estimating energy consump-
tion of a specific application on a specific WSN platform at
the code level. Our method is also applicable to platforms
with multiple processors as we describe in the later sections.
This article is an extended version of earlier paper [1], pub-
lished in the International Conference on Sensor Technolo-
gies and Applications, SENSORCOMM 2008.

The rest of the article is organized as follows: Section 2
presents the related work in this area, Section 3 and 4 detail
our solution, Section 5 presents the results that we obtained
by applying our methodology on a single processing ele-
ment on two different classes of application requirements.
Section 6, describe the methodology applicable on multi-
processor architecture. Finally, in Section 7 we conclude
the article.

2 Related Work

The energy consumption of a specific application de-
pends on the hardware platform. The suitability of the
hardware to the required software functionality allows to
achieve energy efficiency. The energy consumption estima-
tion for computing elements has been an on-going research
issue [3, 5, 9]. However these studies concentrate on deter-
mining the energy consumption on one specific platform for
a specific application.

Feinstein et al. [5] have developed a method to mea-
sure power consumption using a single measurement point.
Their method assigns a unique ID to each process and logs
in the corresponding real time power consumption and the
execution time of the task. Although this approach enables
a precise estimation of the energy consumption at the task-
level, it requires a sensor node, for carrying out the measure-
ments and an implementation of the application on each of
the target platforms.

Bircher et al. [3] proposes to use event counters (e.g.,
DMA accesses or interrupts) for modeling the power con-
sumption of a whole computing platform. From specific
events to the microcontroller, their approach derives values
for the rest of the platform e.g. I/O power consumption.
Similar to the method by Feinstein et al. [5], this approach
also requires the implementation of the application on each
target platform.

PowerTOSSIM [14] is a tool for estimating the power
consumption of applications developed in the TinyOS op-
erating system environment for the supported platforms.
Since it is a high level power consumption estimator, the
accuracy is not high enough. PowerTOSSIM is based on
the TinyOS simulator TOSSIM, which lacks the ability to
model the simulations accurately owing to its inability to
handle preemption of tasks and lackness of precise timings
the execution of different functions [7], PowerTOSSIM also
remains inaccurate.

A. Dunkels et al. [4] developed a software based tech-
nique for measuring online power consumption of a certain
application developed for Contiki operating system running
on Moteiv Inc.’s TmoteSky sensor node platform. Since
the power consumption of the node in each state is known
beforehand, a sensor node can estimate its own energy con-
sumption by time-stamping each of its states. This tech-
nique however requires a full implementation of the appli-
cation on the supported platform and hence makes it a time-
taking and tedious job for the code developer.

Circuit simulators for energy consumption can give cy-
cle accurate results but require long execution time. Niar et
al. [9] proposes to combine statistical simulation to circuit
simulation. It generates a short synthetic program repre-
senting the original application using statistical values, e.g.,
instruction distribution or cache miss rate. It then simulates
the short synthetic program, giving substantial speed gains
with only an average error of 3.8%.

The work by H. Joe et al. [6] aims at designing an accu-
rate instruction level power estimator for sensor networks.
They developed a power estimation tool using a machine
instruction level simulator and correspondingly an energy
consumption estimation module. The energy consumption
estimation module is instructed by the instruction level sim-
ulator for profiling the energy consumption during the run
time of the application. A post-processing module handles
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the adjustments for the function call/returns and the I/O
accesses to estimate the per node energy consumption in
function calls and hardware components. Again this pro-
vides a very low level power consumption estimation which
requires a pre-implementation of the application. Further-
more, for large simulation of sensor network applications,
this approach is very slow.

In contrast to the approaches described above for power
consumption estimation, we aim at estimating and evaluat-
ing the power consumption of a particular application on
different platforms without implementing it. We trade-off
estimation precision for ease of use. In order to evaluate and
verify our work, we used three different microcontrollers in
our experiments which represent the three different classes
of computing elements. This includes the 8051 architec-
ture [8], the MSP430 architecture [16] and the Coolflux ar-
chitecture [10].

The 8051 is an 8-bit CISC type processor with Harward
architecture as part of the CC2430 [15]. It was one of the
first embedded processors that included CPU, RAM, ROM,
I/O, interrupt logic and timers in a single package. Despite
its design age, 8051 is still in use for many embedded sys-
tem applications. The MSP430 is a 16-bit RISC with von
Neumann processor architecture. Its design was specifically
developed as a RISC architecture with very low power con-
sumption. There is a wide selection of MSP430s in the mar-
ket, providing different combinations of peripherals.

The NXP CoolFlux is a 24-bit DSP with features such as
pipelining, MMU, register file structure and a very efficient
Multiplication/Accumulation (MAC) implementation.

3 Methodologies for Power Consumption Es-
timation

Calculating the required number of instructions for a
specific application and analyzing the required energy con-
sumption enables to compare the energy efficiency of differ-
ent computing elements. While considering different pro-
cessing platforms, the operating clock frequencies vary sig-
nificantly from one platform to another. It implies that the
possible number of executable instructions within a certain
time-frame varies correspondingly. For all the processing
elements, Million Instructions Per Second (MIPS) can be
calculated and is used as the common performance refer-
ence. However, the computational power consumption of
a single instruction differs much from one platform to an-
other. Certain instructions may require only one cycle on a
RISC platform and take several hundred cycles on a CISC
platform. Therefore, MIPS is not a reliable means to de-
rive energy comparison. Other benchmarks are not widely
available for embedded systems and are bound to only a
small set of applications due to a different combination of
instructions. So a new approach needs to be devised in order

to analyze the energy consumption with a wider focus than
conventional benchmarking. In the following, we present
a method for estimating power consumption of an applica-
tion utilizing the code level. It consists of two steps. First
the code of a new application is divided in short blocks of
code. We call weight a physical measure applying to a block
of code, e.g., run time or energy consumption. In the fol-
lowing we explain the methodology restraining the meaning
of weight to energy consumption for clarity purpose. Sec-
ond, the empirical weight of the blocks of code is multiplied
with their number of occurrence which gives an estimate of
the overall power consumption of the application. Next we
explain how to choose the relevant blocks for splitting the
application and how to calculate their weights.

3.1 Blocks of Code Granularity

A high level programming language is composed of dif-
ferent instructions. An application is a sequence of instruc-
tions. The shortest atomic element of an application is thus
an instruction. But an application can also be described as
a sequence of different combination of instructions. For es-
timating an application we split it up into a large number of
blocks of code. A block of code is a combination of instruc-
tion. The size of a block of code is determined by the num-
ber of instructions it contains. When splitting an application
all blocks of code have the same size. The first step of our
approach is to identify the relevant blocks independently.
The granularity of the blocks is decisive for the accuracy
and the complexity of the estimation. Long blocks of code
give more accurate results because they contain more dy-
namic effects, like for instance compiler optimization. On
the other side, increasing the length of the blocks of code
increases quadratically the complexity of the method. As-
sume l is the length of the blocks of code and k the number
of possible blocks (all different combination of instructions
of size l), increasing to 2l the length of the blocks increases
to k2 the number of possible blocks. Our experiments show
that single instructions (l = 1) such as additions, jumps and
explicit memory accesses are flexible and efficient process-
ing blocks for multiple platforms.

3.2 Blocks of Code Weight

The second step is to determine the weights assigned to
blocks of code. A simple approach is to measure the energy
consumption of all single blocks on each platform. We im-
plement a program for each block of code (e.g. an addition
or jump instruction) containing a sequence of the block in a
row. We measure the energy expended by this program and
derive the energy consumption of the block of code. Apply-
ing the calculated weights to real world WSN applications
show that the results have a 95% confidence interval within
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Figure 1. Overall system for optimal comput-
ing element selection.

[-27% 23%]. The imprecision of the results is caused by
the compiler optimizations and runtime effects. In order to
improve the accuracy of the results, a statistical approach
is introduced which decreases the influence of the compiler
optimizations.

3.2.1 System Description

It is assumed that the effects of the compiler optimizations
in reducing the energy consumption are statistically foresee-
able. Instead of using the measured energy consumption of
constant-sized-blocks-of-code to determine the weights of
the blocks, we measure the energy consumption of several
representative WSN applications and derive statistically the
cost of each block of code. This approach has the advantage
of taking into account much of the dynamic effects occur-
ring due to compiler optimizations while keeping shorter
blocks of code for fast and flexible power estimation. Our
overall system is illustrated in Figure 1. We implement on
P platforms N applications {prog1,...,progN} such as sim-
ple instructions concatenation and also more sophisticated
algorithms such as FFT or field calculations. The power
consumption and the runtime of those applications are em-
pirically measured. We maintain a database with tables T1

and T2 for storing:

1. The runtime tnp and the energy consumption enp of
each application for each platform with n ∈ [1, N ] and
p ∈ [1, P ].

T1 =


(t11, e11) (t12, e12) ... (t1P , e1P )
(t21, e21) (t22, e22) ... (t2P , e2P )

... ... ... ...
(tN1, eN1) (tN2, eN2) ... (tNP , eNP )



2. The number of occurrence ckn of each blocks of code
in each application (assuming K possible blocks of
code) with k ∈ [1,K] and n ∈ [1, N ].

T2 =


c11 c12 ... c1K
c21 c22 ... c2K
... ... ... ...
cN1 cN2 ... cNK


We use a linear programming solver to find the weights wkp
of each block of the code on each platform with k ∈ [1,K]
and p ∈ [1, P ]. The problem to solve has the following form
for energy consumption:

for each n ∈ [1, N ], p ∈ [1, P ],
K∑
k=1

ckn.w
e
kp = e′

np (1)

and for run time

for each n ∈ [1, N ], p ∈ [1, P ],
K∑
k=1

ckn.w
t
kp = t′np (2)

where e′
np is the statistical energy consumption and t′np the

statistical run time of a specific program on a specific plat-
form (e′

np ≥ enp because compiler optimizations tend to
remove or regroup instructions, thus making the code more
efficient and more compact than originally written). We put
the following constraints which represent the fact that the
energy consumption of one operation must be positive:

for each k ∈ [1,K], p ∈ [1, P ], wekp > 0, wtkp > 0 (3)

Finally, we minimize the sum of the squared relative error
between e′

np and enp among all the applications:

for each p ∈ [1, P ],
N∑
n=1

(
e′
np

enp
− 1
)2

(4)

Respectively, we minimize the error in terms of time

for each p ∈ [1, P ],
N∑
n=1

(
t′np
tnp
− 1
)2

(5)

From now on, if one wants to estimate the power consump-
tion (respectively the run time) of a new application, one
just needs to count the number of occurrences of each block
of the code in the program (e.g., with a parser) and to multi-
ply them with their statistical cost. We maintain a database
table T3 for the weights of the form

T3 =


(wt11, w

e
11) (wt12, w

e
12) ... (wt1P , w

e
1P )

(wt21, w
e
21) (wt22, w

e
22) ... (wt2P , w

e
2P )

... ... ... ...
(wtK1, w

e
K1) (wtK2, w

e
K2) ... (wtKP , w

e
KP )


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Figure 2. Overview of estimation methodol-
ogy.

Instruction 8051 8 bit 8051 16 bit 8051 float CF 24 bit
Summation 16.17 53.79 158.07 0.01
Subtraction 21.12 49.5 816.42 0.10
Multiplication 31.68 86.46 611.49 0.85
Division 76.23 127.05 712.80 2.27
IF Then 4.95 42.24 273.57 0.62
IF Then ELSE 138.93 111.21 2749.89 0.00
Loop Repetition 5.61 4.95 28.38 0.00
Array access 9.57 0.00 106.26 0.10
Assignment 20.13 29.70 130.68 0.00
Modulo 667.92 714.78 113.85 0.61

Table 1. Statistical energy consumption of
processing elements in nano Joules.

We illustrate a global overview of the methodology in Fig-
ure 2 The left part of the schema illustrates how the esti-
mation system is built. This computation work is processed
only once to generate all the statistical weights. The right
part illustrates the work which take place when estimating
a new application, this is the part that needs to be fast and
simple.

3.2.2 Results

The results for finding the weight of blocks of code are
shown in Table 1 (note that only a subset of all possible
blocks of code is presented). Using those weights, we es-
timated the energy consumption of several other applica-
tions (two of them are presented in more detail in Section
5) and verified the results with measurements. Our method
shows significantly better results for all the platforms as
shown in Table 2. The algorithm is reliable and accurate
for both computational time and computational energy con-
sumption.

3.2.3 Multiprocessor Approach

The evaluation method that we developed is not only capa-
ble to forecast energy consumption for a single computing
element but also for a multi-processor platform. We assume
a proper mapping of the application on the different pro-

Processing element Word-Width 95% Confidence interval
8051 8 [-13 %;13 %]
8051 16 [-14 %;14 %]
MSP430 16 [-13 %;13 %]
Coolflux 24 [-8,3 %; 8,3 %]

Table 2. Confidence intervals for energy esti-
mation on 8051, MSP430 and Coolflux.

cessors. We estimate the energy consumption of the code
running on each processing element separately. Then, we
calculate the power required for communication between all
processors (more details in Section 4) and add it to the pre-
viously estimated processor consumptions. This approach
enables to find the optimal WSN platform for a specific ap-
plication when it requires more than one processor (the case
study in Section 5.2 highlights it). For example combining
a CISC for controlling the peripherals and a DSP for com-
puting may be beneficial as long as the overhead in terms
of internal communication and double-powering does not
counter-balance the gains in terms of processing efficiency.

4 WSN platform Power Consumption

In Section 3, we presented a method to determine the
power consumption of a specific application on a specific
computing element. Because our main interest is in WSN
applications, we propose a method to estimate the energy
consumption of the whole WSN platform using the forecast
for the computing element. We first indicate the dominant
factors for WSN platforms with respect to power consump-
tion.

4.1 Power Consumption Factors in WSN
Platforms

Data Acquisition is the sampling of data from a sensor
of the processing element. It contains the power consump-
tion of the sensor (taken from the data sheet or measured
once) and the energy needed by the processing element to
control the communication interface. This last value can be
measured one time for each platform and reuse for any new
application to be benchmarked.

Computation is evaluated as described in Section 3.
Power Mode Change is the action for the processing ele-

ment to go from active mode to sleep mode (and vice-versa).
It is specific for each platform, but only have to be measured
once for each platform.

Power Down Mode or Sleep Mode represents the en-
ergy consumed by the processing element while sleeping.
Usually processing elements provide a set of power down
modes, diverging with available peripherals, timers and
memory. Each power mode was measured once per plat-
form.
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Task Coolflux 8051 MSP 430
Data acquisition 654 306 170
Computation 0.05 291 46
Power mode changes 0.00 585 158
Idle power 1211 565 794
Overall 1866 1747 1167

Table 3. Power consumption of the first case
(in µJ) on the evaluated platforms.

Wireless Communication is predicted using methods de-
scribed in [2] [11].

4.2 Methodology

In order to evaluate the total power consumption of a
WSN platform, we add the individual power consumption
of all those factors together. In order to predict the time that
an application spends in sleep mode or to foresee the num-
ber of power mode changes, we use a periodic model which
is used in most of the WSN applications and consists of six
phases: 1) Power-up mode, 2) Sample data from the sensor,
3) Process data, 4) Transmit data, 5) Power down mode and
6) Sleep mode. The total period of one cycle is chosen by
the programmer and the sleep time is determined by sub-
tracting the foreseen time for data sampling, computation,
transmission and power mode change.

5 Case Studies

In this section, we describe the performance results ob-
tained from our implementation. We carried out the imple-
mentation and evaluation of two very typical sensor network
applications and discuss their energy efficiency on different
processing elements. We consider single processor as well
as multiprocessor solutions in this regard.

5.1 Applications with Moderate Compu-
tational Requirements

In order to provide a concrete example on how to apply
our method, the first application that we consider is acceler-
ation sensing. An accelerometer acquires 16 bit values at a
frequency of 50Hz. If the values are greater than a specific
threshold, an alert is transmitted to a hub. The computing
element is shut-down between each sample. Table 3 shows
the break-down of power consumption of the application on
various platforms (over 1s). In the following, we describe
the various sources of energy consumption in the sample
application.

5.1.1 Data Acquisition

Out of the previously described classes of processing el-
ements, GPPs are the most efficient for data acquisition.

Since GPP platforms have integrated peripheral interfaces
such as UART and SPI, these can communicate with the
sensors very efficiently. Both MSP430 and 8051 have an in-
tegrated SPI. The activation of the interface consumes only
60 µW of power, which is insignificant compared to the ac-
tive power consumption of the two processors. In the sam-
ple application, the processing elements cannot utilize the
idle time during the data acquisition for computations as
there is only a single task running. Furthermore, energy
savings cannot be obtained just by switching into the sleep
mode as the time interval is too short.

Coolflux platform requires a significant amount of en-
ergy for data acquisition owing to the absence of a dedicated
serial interface and can only emulate the serial protocol in
the software (bit-banging). This causes very high acquisi-
tion time and current consumption on Coolflux. Therefore,
a Coolflux is the least efficient processing element during
data acquisition.

5.1.2 Computation

From the computational point of view, Coolflux is the
most energy and time efficient processor element in our
study. Coolflux contains two Arithmetic Logical Units
(ALUs) and can therefore execute multiple instructions in
a single cycle. In the 16-bit data processing application,
Coolflux can work on its 24-bit native word-width. 8051
and MSP430 require a comparable run-time for computa-
tions. 8051 has an 8 bit ALU. Therefore, it requires addi-
tional cycles for each 16 bit operation. MSP430 as a RISC
processor, is more cycle effective and additionally can work
at its native word-width. Therefore, the power consumed by
MSP430 is significantly lower for this application. Overall,
Coolflux is magnitude times more energy and time effective
than the CC2430 and the MSP430.

5.1.3 Power Mode Changes

8051 requires a significant amount of energy for a single
power mode change. For a sampling rate of 50 Hz, the en-
ergy spent in mode transitions is more than the computation
itself. 8051 spends about 94 % of its time in power down
mode and 4 % of time in power mode changes, but through
the low energy consumption in power down mode, most of
the energy is spent in the mode changes. MSP430 requires
about the same time to switch to sleep mode, but through
its lower current, the energy consumption for that is sig-
nificantly lower. Contrary to the GPPs, Coolflux platform
decouples the clock network and does it within a few cy-
cles. The energy consumed for the power mode change is
only 0.16 nW.
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5.1.4 Energy Consumption in Sleep Mode

Coolflux can change its power mode very fast. On the other
hand, the power down mode itself is less effective. Coolflux
consumes about 25 % of its active power in sleep mode.
By spending a long time in sleep mode, the overall power
spent in sleep mode exceeds the power spent in all the other
operations in the sample application.

The power down modes of MSP430 and 8051 consume
about the same amount of energy. 8051 also supports more
effective power modes than the chosen power mode in our
application, but only supports half of its memory. MSP430
also supports other power down modes but since it has a
relatively large switching time, these are not used in our
sample application.

5.1.5 Efficiency depending on the Sampling Rate

We change the accelerometer sampling rate to understand
its impact on the overall energy efficiency. Results are
shown in Figure 3. Note that CC2430 relates to a platform
containing a 8051. If the sample rate is very low, 8051 turns
out to be the most energy efficient processing element, be-
cause of its low power consumption in power down mode.
MSP430 is more effective in data acquisition and power
mode changes. Therefore, starting at a sample rate of 18
Hz, MSP430 becomes more efficient for our sample appli-
cation.

It may be noted that Coolflux becomes more power effi-
cient than 8051 beyond a certain sampling rate. Although
the Coolflux is less effective in data acquisition, its ability
for computation and energy effective power mode changes
compensates it. Overall, the MSP430 is relatively the most
preferred processing element for high sampling rates.

The maximum supported sampling rates are 1310 Hz for
Coolflux, 2564 Hz for 8051 and 3322 Hz for MSP430. A
lower maximum sampling frequency of Coolflux is caused
by its inability for higher data acquisition rate. The differ-
ence between 8051 and MSP430 is caused by the computa-
tional ability of MSP430.

5.1.6 Efficiency depending on the Computation

Depending upon the computational power, the efficiency
of the processing elements is also evaluated. We modify
the number of calculations in the application. Figure 4
shows the energy consumption depending on the propor-
tion of computations compared to the initial application. It
allows estimating, how much computation would make it
worth to implement the algorithm on another processing el-
ement. 8051 becomes less effective than Coolflux for the
application if the number of computations is doubled. If
the amount of computation is increased by a factor of 20,
Coolflux becomes more efficient than MSP430.
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Figure 3. Influence of the sensor sampling
rate on the energy consumption of the 8051
(inside CC2430), MSP430 and Coolflux.
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Figure 4. Influence of the computational load
on the energy consumption of the 8051 (in-
side CC2430), MSP430 and Coolflux.

In conclusion, the presented example highlights the at-
tributes of different classes of processing elements. As a
DSP is more effective for calculations, GPPs are more ef-
fective during data acquisition. The sample application con-
sidered above is very simple and requires only a very lim-
ited number of computations. Also, the number of compu-
tations required are clearly dominated by conditional jumps
and not by arithmetic operations. Therefore, a simple pro-
cessor efficiently supporting fast switching modes and low
energy consumption in power down mode is the best choice
for this kind of application. Multiprocessor concepts are
not suitable, since the complexity of the algorithm is low
and the energy spent in power down mode exceeds all the
possible energy improvements.

5.2 Applications with High Computa-
tional Requirements

A second study case is the recognition of heart rate from
ECG data using a real-time algorithm. The heart rate must
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Task 8051 MSP430 MSP430+Coolflux
Data acquisition 7.5 3.0 3.0
Computation 6 3.9 0.1
Wireless communication 1.2 1.3 1.2
Serial communication 0.1
Power mode changes 5.9 2.4 2.4
Idle power 0.0 0.2 1.3
Overall 20.6 10.8 8.1

Table 4. Power consumption of the second
case (in mJ) on the evaluated platforms.

be sampled at high frequency to obtain reliable results. The
amount of computations is high because of the real-time na-
ture of the algorithm. The heart rate calculation is sent reg-
ularly to a hub. We evaluated an in-house developed heart
rate analysis code using a sampling rate of 500 Hz. It cal-
culates the heart beat using an algorithm described in [12].
This algorithm does not store all the heart beat samples and
therefore requires little memory. The algorithm is dom-
inated by comparison operations and 32 bit calculations.
The application is divided into data acquisition, computa-
tion and wireless communication.

A comparison of a platform combining MSP430 and
Coolflux is shown in Table 4 (over 1s). A stand alone
Coolflux solution is not appropriate, because of its ineffec-
tive data acquisition. On the combined platform, data ac-
quisition is done on MSP430 because there is no ADC on
Coolflux. Due to the high sampling rate, it takes a signifi-
cant amount of time and energy. The multiprocessor solu-
tion has the advantage to allow higher sampling rates than
the single processor solution. The computations are very ef-
fective on Coolflux DSP. Indeed the 12-bit data gets double
after multiplication and fits very well to the 24-bit architec-
ture of Coolflux unlike MSP430 or 8051. Therefore, the
Coolflux is magnitude times more effective than MSP430
or 8051. Altogether with the multiprocessor approach, the
power consumption is reduced by a factor of 28%. The pro-
posed multiprocessor solution benefits from the strenghs of
both classes of processing elements, namely the computa-
tional ability of DSPs and the fast data acquisition of GPPs,
but this at the expense of size and complexity.

6 Multi-processor Scheduling

It is evident from the previous section that in some cases,
an application can be implemented more energy efficiently
on multiple specialized processing elements rather than on
a single multi-purpose processing element. This leads to
finding the best combination of the selected hardware. Si-
multaneously, it is required to split-up the application into
tasks that are can be assigned to the selected hardware. The
hardware selection and the correspondingly task scheduling
is done mostly manually, which remains inefficient. With

a wider range of energy efficient processing elements and
furthermore their distributed nature such as in wireless sen-
sor networks, the task becomes increasingly complex and
unmanageable.

In Section 3, we have developed an approach that can be
used to support power efficient implementation of a given
application on multi-processor hardware. Tasks such as
data acquisition, performing calculations, data communi-
cation, power mode switching and energy consumption in
idle mode are the fundamental blocks of the overall energy
consumption on a sensor node. In our approach, after the
system designer specifies an application, the code is broken
down to granular blocks and weights are calculated for each
of the block on all the processing elements under considera-
tion. In addition to the application related facts, the designer
also specifies timing and data dependency of the application
tasks. The hardware and software requirements are formu-
lated as conditions. Each combination of hardware with the
regarding scheduling has to meet all the conditions. The
sum of the weights of each block shows the total energy
consumption of a working solution. The minimum of this
sum shows the most energy efficient solution of the evalu-
ated hardware.

The solution space for the described conditions grows
exponentially with the number of considered processing el-
ements and tasks. In order to calculate the energy consump-
tion of a wide range of possible solutions, NP solvers are
used. Integer Linear Programming (ILP) solvers can di-
rectly be used to calculate the most energy efficient solution.
In the following, we describe the detailed formulation of the
multi-processing scheduling problem to be solved through
ILP.

6.1 Attributes of the Tasks

Each task requires a set of constraints in order to describe
their behaviour and to allow the formulation of equations
for their scheduling.

Eβ,γ Energy consumed by task β on
hardware γ

Tβ,γ Average time required per second for
task β on node γ

Tβ Average maximum execution time
required for task β

Cβ1,β2 Number of exchangeable bits from
task β1 to β2

Ξ Number of all tasks to be scheduled
Oβ Average number occurrence of task β

Eβ,γ describes the energy consumed by task β on hard-
ware γ. Also the run-time of a task Tβ,γ on a certain hard-
ware has to be ascertained. It is referenced against the
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scaled real-time constraint Tβ . These values are scaled to
the required time per second. This allows to consider the
number of occurrences and the elapsed time on the hard-
ware simultaneously. If the number of exchangeable bits
Cβ1,β2 for a task is greater than zero, both parts are depen-
dent on each other. Additionally, this value is used to cal-
culate the energy consumption cost of the communication
task.

6.2 Attributes of the Networked Nodes

The networked nodes require a set of attributes in order
to distribute the hardware according to the specification.

Sα,β,γ,δ Task β is scheduled on node α on
hardware γ with ID δ

Υ Available sensor nodes
∆ Available hardware IDs

The variable Sα,β,γ,δ describes the scheduling of task β on
hardware γ with hardware ID δ to the node α. Furthermore,
the scheduling implicitly contains a hardware selection γ.
It is possible to have multiple instances of γ in the network
node and these instances are numbered with δ.

6.3 Attributes of the Hardware

The hardware requires attributes in order to describe the
hardware for the solver and checking the suitability of spe-
cific tasks. The hardware attributes optimize the hardware
for the constraints given by the tasks and the network nodes’
attributes.

EIγ Energy consumed by hardware γ
in idle mode

CCα1,α2,γ1,γ2,δ1,δ2 Communication cost between
hardware γ1 and γ2

Γ Available hardware
ECγ Energy consumption of power mode

change on hardware γ

The idle state energy consumptionEIγ becomes significant
when a processing element is used very rarely. Each hard-
ware has certain available peripherals APγ,ε. The commu-
nication cost of two hardware elements CCα1,α2,γ1,γ2,δ1,δ2

depends on hardware location. ECγ describes the energy
required to change power mode on hardware γ.

6.4 Computing the Overall Energy Con-
sumption

Integer Linear Programming requires an objective func-
tion that is either maximized or minimized. The term to

be minimized in our case is the energy consumption of the
overall network. It consists of the energy consumption of
all the tasks running on different nodes. The run-time and
real-time constraints are applied to the summed energy con-
sumption formulation in order to obtain the optimum.
Sα,β1,γ,δ1 is used as Boolean including the scheduled el-

ements. The first sum describes the energy consumption of
the tasks. ∑

tasks

=
∑

αεΥ,βεΞ,γεΓ,δε∆

Sα,β,γ,δEβ,γ . (6)

The second sum contains the energy consumed in idle
mode. Therefore the average run-time in idle mode is cal-
culated by subtracting the time spent in active mode. This
is multiplied by the energy of the elements in idle mode∑

idle

=
∑

αεΥ,γεΓ,δε∆

(1−
∑
βεΞ

Sα,β,γ,δTβ,γ)EIγ . (7)

The next sum is the communication costs between the tasks.
Again Sα,β1,γ,δ1 is used as Boolean to exclude not sched-
uled tasks, whereasCβ1,β2 describes the amount of commu-
nication and CCα1,α2,γ1,γ2,δ1,δ2 the communication costs∑
com

=
∑

αεΥ,β1εΞ,β2εΞ,γεΓ,δ1ε∆,δ2ε∆

Cβ1,β2Sα,β1,γ,δ1∗

Sα,β2,γ,δ2CCα1,α2,γ1,γ2,δ1,δ2.

(8)

The last sum describes the energy spent on task mode
changes. The assumption of diverging sample rates of the
different applications does not allow to combine tasks to
save energy through a decrease of power mode changes.∑

changes

=
∑

αεΥ,βεΞ,γεΓ,δε∆

Sα,β2,γ,δ2OβECγ . (9)

All considered energy consumptions can be summed to-
gether in ∑

total

=
∑
tasks

+
∑
idle

+
∑
com

+
∑

changes

(10)

The implementations constraints need to be formulated. For
example equation 11 describes the real-time constraints of
the problem. It is necessary to be sure, that the run-time
of all scheduled tasks on the hardware is smaller than the
real-time constraint of the task.;∑

αεΥ,γεΓ,δε∆

Sα,β,γ,δTβ,γ ≤ Tβ . (11)

Additional constraints are required for computational re-
strictions, fixed hardware assignments, identification of
hardware in a specific node and hardware restrictions.
These are formulated analogously.
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This formulation as ILP of minimization of the global
energy consumption of the network, although not allready
solved, provides some understanding of the problem. It
highlights the trade-off between computation, communica-
tion, power mode changes and idle mode that need to be
take in account to reach an optimal solution.

7 Conclusions and Future Work

In this article, we described a new method for estimating
the power consumption of a particular application on differ-
ent wireless sensor node platforms. The method involves
slicing down a whole application into smaller granular
blocks of code. We use a linear programming solver to de-
termine the weights associated for each of the code block on
each platform. Through a detailed case study, we analyzed
the trade-offs among CISC, RISC and DSP approaches for
WSN nodes and showed empirically that our method is ac-
curate. We carried out the evaluation of our methodology
on 8051, MSP430 and Coolflux processors, representing the
three processor classes. Our method provides easy way to
estimate the power consumption but trades-off the accuracy.
However, it is worth noticing that our method achieved a
worst-case accuracy of 86%. We evaluated an application
with meager computing requirements as well as a compu-
tationally intensive application. Our scheme requires just a
single code implementation of the application for determin-
ing the most power efficient computing element, which will
help code developers easily select the most suitable plat-
form. The presented scheme also allows efficient bench-
marking of the processing elements and determining the
most energy efficient element, thereby saving costs and im-
plementation efforts. We have also presented an extension
of the scheme to multi-processor architectures. We have ap-
plied linear programming approach to efficiently schedule
different tasks on a multi-processor platform. Real world
applications are typically realized on a number of network
nodes rather than just on a single node. Therefore, a local
energy optimal solution may not necessary be the global en-
ergy optimal solution. In order to find a globally optimized
estimate, a system wide hardware selection and scheduling
is required. It is possible to build up a system of linear
conditions, which represent the restrictions for a practical
WSN. Using linear programming, the global energy opti-
mal implementation of a network can be calculated based
on the local estimation provided by our methodology.
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Division of Mobile

Networking & Computing
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Abstract

Demand for real-time services over the Internet while
moving, is growing rapidly. This necessitates efficient de-
livery of wireless real-time traffic. Limitations of exist-
ing layered protocol stack for wireless networks lead to
the proposal of cross-layer interactions as an alternative
solution. At the same time, next generation ubiquitous
computing drives wireless applications and protocols to
be context aware. A generic context aware architecture
with context modeling can aid increasingly demanding real-
time applications over highly dynamic wireless networks to
be cross-layer context aware and adaptive. Moreover, a
generic architecture can make lower layer protocols to be
context aware and adaptive to various situations dynam-
ically. This article discusses the adaptive approach sup-
ported by proposed cross layer context aware architecture
called CA3RM-Com. The scope of this article is to discuss
context modeling specifically and address the issue of con-
text representation of multi-layer context for various adap-
tive situations. Various single layer and multi-layer cross-
layer adaptations and the representation of context param-
eters with respect to each layer of the protocol stack is dis-
cussed. We discuss how these adaptations can be operated
in the proposed CA3RM-Com architecture. Context aware
adaptive multi-homed Mobile IP is discussed as an example
adaptation that the architecture can support. Moreover, the
extended simulation of context aware adaptive multi-homed
Mobile IP is discussed.

Index Terms—Context Awareness; Real-time Commu-
nications; Mobile IP

1. Introduction

Rapid growth of Internet, increasing demand to stay con-
nected while on the move are the driving forces of evolv-
ing wireless technologies. Demand for real time wireless

traffic such as voice, multimedia teleconferencing, mobile
PC, mobile TV, mobile games and video conferencing is in-
creasing day by day. Moreover, next generation computing
is becoming ubiquitous necessitating wireless technologies
to accomplish context aware adaptations [1].

Unlike in static wired networks, wireless networks re-
quire adaptations to various situations for efficient real-time
communication. The reasons for such adaptations are the
challenges arise due to nature of wireless networks, wire-
less devices in use and characteristics of real-time media.
Wireless networks have inherent limitations of radio links
such as noise, shadowing, channel fading and interference;
network topology is unpredictable due to highly dynamic
nature; network management and routing is complex com-
pared to static wired networks. Moreover, there are con-
straints in wireless network devices in terms of energy and
computational capabilities. On the other hand, real-time
applications are bandwidth intensive, latency sensitive and
loss tolerable in nature [2]. Real-time applications demand
for high data rates and are coupled with stringent delay con-
straints. These data packets should be delivered with tol-
erable delays and loss rates to avoid decode errors and to
guaranty the Quality of Service (QoS) levels. Even though
the technology is growing and trying to satisfy the grow-
ing demands of applications, there exists an impediment in
wireless networks due to the dynamic nature and limited re-
sources of the underlying network compared to wired net-
works [1]. Because of this, the next generation wireless
technologies should facilitate adaptations to various situa-
tions dynamically. Challenge in facilitating dynamic adap-
tations is the awareness of the situations.

Modern communication systems use layered protocol
stack for inter-networking due to several reasons. The initial
purpose of layering [3] was to ensure modularity. In a mod-
ular system, each module has clearly defined functions, pro-
cedures, specified and controlled interactions among mod-
ular component to enable layer independence. Because of
the abstractions, the overall system is easy to understand.
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Hence, layered approach reduces system design complex-
ity. So, layering ensures easy implementation and main-
tainability. Moreover, the layered approach assures the in-
teroperability between different systems. Standardized ab-
stractions allow designers of various subsystems to focus
on their particular subsystem without bothering about the
entire system interoperability.

Though strict layered approach serves as an elegant solu-
tion for inter-networking static wired networks, it is argued
in the literature that the layered protocol stack is not ade-
quate for efficient functionality of wireless networks [4],[5].
The layered protocol stack is insufficient to cater for the
adaptations of demanding applications and complex net-
working conditions. Further, the system performance im-
provements are restricted in layered approach, because most
of the time performance improvement is achieved through
multi-layer joint interactions.

The rest of the article is organized as follows. Section
2 discusses the background and related work. Section 3
presents motivation of the context modeling, classification
of context parameters related to adaptive situations and con-
text representation mechanism we propose. Section 4 dis-
cusses the simulation of context aware adaptive handover.
Finally, Section 5 concludes the article.

2. Background and Related Work

2.1 Cross Layer Design

Cross-layer interaction was proposed as a solution to
overcome limitations of layered protocol stack when ap-
plied in wireless networks [6]. Cross-layer design is defined
as Protocol design by the violation of a reference layered
communication architecture with respect to that layered
architecture [7].

According to aforementioned definition, designing pro-
tocol by violating the reference architecture, by allowing di-
rect communication between protocols at nonadjacent lay-
ers or sharing variables between layers is cross-layer de-
sign with respect to the reference architecture. It is argued
that violation of layered architecture includes creating new
interfaces between layers, redefining the layer boundaries,
designing protocol at a layer based on the details of how
another layer is designed, joint tuning of parameters across
layers and giving up the luxury of designing protocols at
different layered independently [7].

A number of cross layer designs are proposed in the lit-
erature including [8], [9], [10], [11], [12]. They can be clas-
sified as specific solutions and generic architectures.

Specific solutions are not based on the objective of
providing a generic framework and are tailored towards
a specific adaptation/requirement. Joint adaptations with

multi-layer interactions were proposed with various perfor-
mance objectives. Joint adaptations of adaptive routing and
rate/channel adaptations are proposed in [13]. Joint con-
gestion Control, rate control, adaptive routing and chan-
nel scheduling is proposed in [14]. Cross-layer mecha-
nism of joint channel scheduling and rate/channel adapta-
tion is presented [15]. Congestion control together with
channel scheduling is proposed in [16]. Adaptive routing
with joint link rate adaptation is discussed in [17]. Link rate
adaptation ([12], [18]) and joint power control is studied in
[19]. Joint application layer and lower layer interactions are
also presented. Packetization with joint link rate adaptation
([11],[20]), Packetization with joint adaptive routing [21],
Packetization with adaptive routing and adaptive modula-
tion are studied in [22]. Energy optimizes routing was pro-
posed in [23]. QoS Control with joint adaptive modulation
and power Control at physical layer is studies in [2]. Study
related to QoS control with joint channel scheduling is pre-
sented [24]. Moreover joint rate control, adaptive routing,
channel scheduling and link rate adaptation are studied in
[25] and [26].

The frameworks which are based on generic cross layer
design are considered in detail for further analysis as bellow.

Cross-Layer Signaling Shortcuts-CLASS. The cross-
layer signaling design framework suggests in [4] is called
Cross-Layer Signaling Shortcuts (CLASS). CLASS pro-
poses direct signaling between non-neighboring layers. In-
ternal message format of CLASS is defined with the objec-
tive of supporting local adaptations. External information
flow is based on standard ICMP and TCP/IP headers.

The direct signaling across the layers proposed by
CLASS inherently has a very low latency. The mecha-
nism is highly flexible, because any protocol or applica-
tion at any layer can exchange context. So, wide range
of adaptations can be supported. Internal signals are light
weighted but the external messages are wrapped in either
ICMP or TCP/IP headers so, it introduces some overhead.
Hence, average signaling overhead of internal and external
context exchange is moderate. However, direct interaction
among the protocols introduce high design complexity and
hence, maintenance difficulty. Moreover, CLASS proposal
violates the concept of layered protocol stack by direct sig-
naling among layers for performance objectives.

Cross-layer Coordination Planes. A framework based
on cross-layer coordination planes for wireless terminals is
proposed [27]. Cross-layer coordination model composed
of four coordination planes where each of them is a cross-
section of layered-protocol stack. The planes are classified
according to the functionality as security, QoS, mobility,
and wireless link. Internal details of signaling and inter-
actions are not available.

Coordination planes separate the wireless networking
problems from the existing functionality of the layered
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stack hence ensures uninterrupted operation to existing
stack. So this concept has high degree of coexistence in the
existing layered stack. Due to the cross-section views intro-
duced as coordination planes the modularity of the proposal
is low. Implementation and changes to the existing proto-
cols and proving operations of planes is complex. Similarly
maintenance is also difficult due to the complexity in chang-
ing and evolving the protocols. Flexibility is low since the
adaptations are limited to the once defined in coordination
planes. Moreover, the system cannot support adaptations
which may involve interaction among the planes and scala-
bility is low.

WIreless DEployable Network System-WIDENS. The
WIreless DEployable Network System (WIDENS) [28, 29],
is a ad-hoc communication system specifically designed for
public safety or emergency applications. WIDENS archi-
tecture supports combination of several joint optimizations
such as secured QoS extension for route optimization, mo-
bility management, resource allocation at the MAC layer
with hard QoS support, combine opportunistic scheduling
and channel coding, slotted multiuser/stream capability.

WIDENS cross-layer architecture preserves modularity
to a great extent, by allowing layer by layer interaction. The
cross-layer interaction is separated from non-cross layer in-
formation flow, so the solution can coexist with the exist-
ing layered protocol stack. However, providing mapping
function with the separated standard protocol functionality
is complex and demands synchronization mechanisms. Fur-
ther, to support wide range of adaptations it demands com-
plex and considerable amount of changes to the protocol
stack. So, design complexity is high introducing difficult
maintainability. The processing overhead of context passes
to the next layer is very high due to mapping of state in-
formation and parameters of adjacent layers. In addition
to that, latency of layer-by-layer traversal and processing
at each layer is very high. However, unnecessary and un-
intended cross-layer operations are avoided by controlling
information flow through the translation at each layer. Flex-
ibility of the architecture to support range of adaptation
is low. Each newly added adaptation requisite changes to
whole protocol stack that the packets flow through.

ECLAIR Cross-layer Architecture. ECLAIR architec-
ture proposed [8], is based on the fact that protocol behav-
ior is determined by the protocol data-structure. ECLAIR
provides an interface to read and update the protocol data-
structures through the interface called a Tuning Layer (TL)
for each layer. TL is further divided in to generic tuning
layer nad implementation specific tuning layer for porta-
bility objectives of implementation. Cross layer feedback
algorithms and data structures are added in to Protocol Op-
timizers (PO). The collection of POs forms the Optimizing
SubSystem (OSS).

ECLAIR cross-layer architecture is separated and can be

easily enabled/ disabled it facilitates the uninterrupted op-
eration to the layered protocol stack. Modularity of the sys-
tem is high because it allows layer separation and preserves
the modular functionality. Cross-layer interaction can be
facilitated at any layer, and the solution can be extended to
range of adaptations and optimizations through OSS. So,
the scalability of the architecture is high. However, the
design involves changes to almost every protocol that uses
context as well as providing the context. So, maintenance
and management of product is difficult and it hindered the
evolution. In addition to that, there exists an extra complex-
ity in implementing TLs and POs. Further, TLs and POs
add extra signaling overhead and latency.

Cross-Layer Decision Support Based on Global
Knowledge-CrossTalk. A cross layer architecture called
CrossTalk for decision support based on global knowledge
is proposed [9]. CrossTalk enables mobile devices to es-
tablish the state of the mobile node as a local view and
relative status called global view compared to global net-
work conditions. Local view is represented as the sum of
local parameters such as battery level, SNR, location infor-
mation, transmit power, etc. Global view is based on the
metrics such as energy level, communication load or neigh-
bor degree. The CrossTalk architecture consists of two data
management entities to manage aforementioned two views.
CrossTalk proposes local adaptations of the mobile device
based on the global status. Global view is encouraged to use
whenever possible to have network wide accurate decisions.

CrossTalk proposes a comprehensive network wide deci-
sion mechanism. The architecture can coexist with the lay-
ered architecture with uninterrupted operation to the stack.
However, CrossTalk does not address the local view in de-
tail for example how the local parameters are acquired by
the local view management entity and how they are ex-
changed to the interested protocols. Further, establishing
a global view and data dissemination is costly and com-
plex. Solution is less flexible in local adaptations and per-
formance improvements because of the lack of support for
local adaptations. Latency and overhead is high due to
complex network wide data dissemination procedure. Lo-
cal data accessibility and dissemination procedure is not
addressed and information about modularity of signaling
mechanism is not available.

Local Server based Cross-Layer Coordination
Framework. A cross-layer coordination framework which
consists of a local cross-layer coordination server and
clients at each layer is suggested in [30]. Non-adjacent
layer interaction is done through the cross-layer server.
Context delivery is performed in a way that, when an
initiating layer wants to send a certain event to another
target layer, the client of the initiating layer first sends
event to the server, and then the server forwards it to
the target layer. How the interested cross-layer protocols
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and applications can express interest for context is not
addressed. A parameter repository is maintained at the
server.

The framework preserves the modularity while maintain-
ing a higher degree of flexibility by allowing interaction
among non-adjacent layers. Since the cross-layer interac-
tions are separated from the standard operational protocol
stack, coexistence of the framework with the layered stack
is high. However, since the layers that support the param-
eters also need to be changed and all the adaptations are
maintained at the layer client itself, the design complex-
ity of the framework is high. Since the parameters traverse
through server and client are kept in a repository rather than
notifying the interested layers as an when the event occurs,
there is a latency of the signaling. Signaling overhead is low
because the event structure composed of few fields.

2.2 Context Aware Adaptations

A general definition of context for context aware com-
puting domain is presented in [31]. According to the def-
inition provided in [31] context is: any information that
can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered rele-
vant to the interaction between a user and an application,
including the user and applications themselves.

Challenges in context aware computing, include uncer-
tainty, diversity and complexity of context information. Re-
search had been tried to investigate important aspects of
context aware computing such as context discovery, context
presentation, and context execution including reasoning to
address aforementioned challenges [32, 33, 34, 35].

Context Modeling. Context representation and mod-
eling has been addressed various domain specific require-
ments to describe context. Mark-up based models ex-
tend existing web standards such as XML 1 and RDF 2

to represent contextual information. Composite Capabil-
ity/Preference Profiles (CC/PP) 3 is a data representation
mark-up format based on RDF, which is proposed to de-
scribe user agent and proxy capabilities and preferences.
The Comprehensive Structured Context Profiles (CSCP)
context model which overcomes structural shortcoming of
CC/PP is proposed in [36]. XML based context represen-
tation is proposed in [37]. XML is used to encode context
configurations and values, and XML associated tree struc-
ture and XML schema are used to represent richer data and
meta-data. A context modeling approach called Context
Spaces which describe context and situations with spatial
metaphors of state and space is presented in [38]. Context
Space explicitly models context and situations in general

1urlhttp://www.w3.org/XML/
2urlhttp://www.w3.org/TR/1999/REC-rdf-syntax-19990222/
3urlhttp://www.w3.org/TR/2001/WD-CCPP-struct-vocab-20010315/

rather representing specific contextual information.

3 Context Representation and Support for
Adaptations

3.1 Motivation

A number of research studies has been done in specific
cross-layer adaptations as discussed in Section 2. Almost
none of studies address the context awareness in cross-layer
signaling in great detail. None of the studies present a clear,
generic way to model context parameters. None analyses
the context at various layers of the protocol stack relation to
each adaptation.

The generic architectures address the context exchange
and signaling mechanisms and very few studies try to ad-
dress context acquisition including [4, 39]. To facilitate
context awareness it is necessary to investigate other as-
pects of context awareness mentioned in 2.2 in addition
to the signaling mechanisms (context exchange) addressed
in the cross-layer architectures. Generic mechanisms for
context presentation and context acquisition are key aspects
which are missing in the generic cross-layer architectures
proposed in literature. In addition to that, clear definition of
context parameters used in specific adaptations and appli-
cations is necessary in order to facilitate control over multi-
ple adaptations to avoid performance degradation of wholes
system.

3.2 Classification of context parameters

A detail classification of context parameters used in vari-
ous cross-layer context aware adaptations discussed in Sec-
tion 2 is presented in this section. Table 1 shows the iden-
tified layer parameters related to adaptations at each layer.
This parameter identification is based on the review of the
specific adaptations found in the related work.

3.3 Context Aware Architecture

We propose the CA3RM-Com architecture [44] as a
generic cross-layer context aware framework. The archi-
tectural details, design principles are discussed in [44]. The
CA3RM-Com architecture and its modular components are
illustrated in Figure 1. The CA3RM-Com architecture com-
posed of several components to facilitate aspects of con-
text awareness. The components are Context Exchange
Module (CEM), Context Acquisition Module (CAM), Con-
text Representation Module (CRM) and a Context Manage-
ment Module (CMM). Context exchange across the proto-
col stack and across the network is carried out through the
CEM which is called ConEx [45]. ConEx is an event driven
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Table 1. Context Parameters of Layer Adaptations

Adaptation Layer Parameter
Application Layer Adaptations
QoS Control ( [25], [2],
[26], [24] )

Application Layer user application priorities, user QoS preferences (delay sensitivity, loss tolerance),
Source distortion, packet loss rate, video source coding, user satisfaction (MOS),
PSNR

Link Layer packet Size
Physical Layer modulation, code rate, symbol rate

Packetization ( [21],
[11], [20], [40] )

Application Layer QoS (delay sensitivity)
Data Link Layer channel rate, multiple access, network access delay, error detection (retry limits, frame

length, BER)
Transport Layer hybrid ARQ error control
Physical Layer modulation, antenna diversity, power delay profile, time delay profile, time delay

speed, transmitter signal power, maximum adaptation frequency, battery power
Transport Layer Adaptations
Mobility Adaptations (
[41] )

Network Layer hand over notifications

Congestion Control/Rate
Control/ Error
corrections ( [14], [10],
[16], [25], [26], [40] )

Application Layer service quality, source bit rate
Transport Layer Congestion distortion, receiver window, timeout clock, congestion window, TCP/UDP

header checksum, TCP/UDP header options, serial number of corrupted packet
Network Layer route data( route failures, route changes)
Data Link Layer SNR, BER, error coding, channel conditions (channel access delay, congestion)

Network Layer Adaptations
Adaptive routing ( [14],
[13], [10], [25], [26],
[22], [21], [23], [17],
[19], [12], [18] )

Application Layer traffic type, delay bound, transmission delay jitter bound
Network Layer routing metrics, route outage probability, number of nodes in routes, network packet

size(routing protocol), bit rate
Data Link Layer link outage probability, network congestion, packet delay, link state routing, average

SNR, SNR threshold
Physical Layer battery power, min transmission power, path loss exponent, transmission range

Mobility Management (
[42], [43] )

Application Layer Application/User QoS requirements
Data Link Layer Link layer hand over triggers

Data Link Layer Adaptations
Scheduling and
Adaptive Error Control (
[14], [10], [15], [16],
[25], [26], [24], [40] )

Application Layer service quality
Network Layer routing data (route failures, changes)
Data Link Layer SNR, link transmission rate, packet size/length, symbol rate, constellation size, error

control system, channel conditions (packet loss, sequence number of packets), network
delay, congestion(queue length, average link layer utilization), link BW, PER,RTT,
Time slots, queue of packets per user, partial checksum

Physical Layer channel conditions (equalizer information -fading.), battery power
Channel/Rate adaptation
( [25], [20], [23], [17],
[12], [18] )

Application Layer transmission rate
Data Link Layer SNR, BER, error detection (retry limits, frame control), BW, link capacity, outage

probability of links, link transmission rates
Physical Layer interference, SNR, noise, fading

Physical Layer Adaptations
Adaptive Modula-
tion/Transmission mode
( [25], [26], [22], [2] )

Application Layer service quality
Network Layer Routing data/traffic, network data rate
Data Link Layer SNR, payload data,
physical Layer mode, Channel fading, channel code rate, modulation, bytes per symbol, BS-user gain,

transmit power, SINR
Congestion Recognition Physical Layer load estimation intra-cell interference, Base station transmit power
Power Control ( [10],
[2], [11], [23], [19] )

Data Link Layer angle of arrival (AOA) of RTS, CTS, transmission rate
Physical Layer energy usage (CPU, network )
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Figure 1. Cross-layer Context Aware Archi-
tecture

context exchange framework in which context delivery is
based on subscriptions. Details about ConEx, the algo-
rithms and message formats are presented in [45]. Mod-
eling of ConEx is presented in [46]. Light weighted mes-
sage format of ConEx ensures low overhead of context ex-
change mechanism. Event driven context exchange through
subscriptions and notifications facilitated by ConEx ensures
low latency in context delivery. ConEx preserves modular-
ity of the protocol stack by enabling cross-layer signaling
through layer agents and by restricting the direct interaction
across protocols at non adjacent layers. Context acquisition
is accomplished through the Local Traffic Analyzer CAM,
which sniffs the packets flow through the protocol stack.
Local packet analyzer is utilized in context acquisition to
minimize changes to the existing protocols during the pro-
cess of acquiring the context and to introduce the uninter-
rupted functioning of non-cross layering protocols in the ex-
isting stack. CAM exchanges context via ConEx. Context
is represented using context space which is a generic rep-
resentation of situations which consists of context parame-
ters at each layer and performance parameters. Moreover,
CA3RM-com supports local and global context awareness
through it ConEx module. Context Manager enables policy
based system driven adaptations and controls adaptations
to avoid conflicts which would consequence performance
degradations. The architecture is flexible and can support
adaptations ranging from application adaptations to chan-
nel adaptations. Architecture can be easily enabled and dis-
abled hence ensures higher degree of coexistence with the
existing layered protocol stack.

3.4 Context Representation Module

Context representation is a key aspect in any context
aware system. CA3RM-com architecture exploits extended
multi-layer version of Context Space [38] to represent con-
text parameters and performance optimizing metrics used in
cross-layer adaptations.

Figure 2 illustrates the representation of context parame-
ters and performance parameters in Euclidean vector space
for a given problem domain. These set of parameters rep-
resent a situation. Combination of context and performance
parameters (could be static or dynamic) form the context
vector of a particular situation.

Figure 2. Multi-layer Context Representation

Context vector corresponding to a given situation at time
t vt, can be represented as a vector consists of a set of con-
text parameters (cp) and set of performance parameters (pp)
as shown in Equation 1.

Vt =
n∑

i=1

aicpxit +
m∑

j=1

bippit (1)

Where, ai , bi are scalars.
x indicates the layer number 1 to 5, which represent the

physical, mac, network, transport, and application layers of
the practical protocol stack.

cpxnt is the nth adaptation parameter at layer x at time t.
ppnt is the nth performance parameter at time t.
So, context vector at time t, can be written as shown in

Equation 2

Vt = a1.cp11t... + an.cp5nt + b1.pp1t... + bm.ppmt (2)

Further, granularity is introduced to dynamic parameter
ranges in order to provide reasoning and more reliable de-
cision making about the situation as shown in Table 2. For
example, parameter cp11t context space values range from
r1lcp11t to rnucp11t. where, r1l represents lower bound and
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rnu represents the upper bound. The context value range is
subdivided in to n number of ranges.

Table 2. Context parameter value ranges
Range Parameter values

range1 r1lcp11t - r1ucp11t

range2 r2lcp11t - r2ucp11t

. .

. .

. .

rangen rnlcp11t - rnucp11t

3.5 Context Management Module

Context Management Module (CMM) in CA3RM-Com
architecture executes two major tasks. Firstly, Context
Manager (CM) ensures that the context aware adaptations
are based on predefined user and system policies through
the Policy Manager (PM). Secondly, CMM controls context
aware adaptations to avoid unintended conflicts that may
arise by uncontrolled adaptations. This is done through the
Conflict Handler. Two main categories of adaptation are
considered in the proposed CA3RM-com architecture as il-
lustrated in Figure 3.

Figure 3. Categorization of Adaptations

The two categories of adaptations, entity-executed adap-
tations and system-executed are supported in the architec-
ture. In entity-executed adaptations the entity (the term en-
tity is used to represent any protocol or application at any
layer of the protocol stack) which is executing the adapta-
tion subscribes to the architecture to acquire the context.

Entity-executed adaptation can be achieved based on two
types of subscriptions. In one type of entity-executed adap-
tations the entity requests particular context parameters in

order to make the adaptation decision based on its own
rules or policies and conditions. In the other type of entity-
executed adaptations, entitys subscription is to an adaptive
situation, where the policy manager executes the policies re-
lated to the adaptation and notifies the adaptation decision to
the relevant entity [1]. In system-executed adaptations, the
entity is not involved in subscriptions but the context man-
ager forces the adaptation to the entity, based on system and
user defined policies which enables control and administra-
tion of the system [1].

4 Simulation

4.1 Adaptive Handover

We have evaluated the context aware adaptive Multi-
homed Mobile IP [47] handover mechanism based on the
proposed CA3RM-Com architecture in simulation. The de-
tail discussion of algorithm and simulation of handover sce-
nario is out of scope of this article. In this section we discuss
the simulation in brief and the extended experiments with
multiple candidate networks to provide a validated exam-
ple of adaptation that CA3RM-Com can support. In brief,
context aware adaptive Multi-homed Mobile IP handover
is an adaptive mechanism is an entity-executed adaptation
(as discussed above), where the adaptation decision is done
by the MIP protocol itself based on the subscribed context
parameters. We show overall handover delay can be mini-
mized by fast agent discovery and fast move detection and
context aware decision for adaptation to mobility can be
made. Hence increased throughput and minimized packet
loss is achieved through fast handover. In context aware
adaptive handover, fast movement detection was done us-
ing SNR based movement prediction without waiting for the
conventional unreachability detection. The least congested
GW is selected based on RNL metric [48].

The extended simulation presented here is based on the
topology shown in Figure 4 with multiple candidate net-
works, where more than one possible approaching gateways
are available for the MN for handover. Results are presented
as mean value of multiple simulations with different seeds
to use normal distribution. Results are presented with 90%
confidence level.

Context space discussed in section previously is used as
shown in Figure 5. The context vector for adaptive han-
dover is shown in Equation 3 and the range of values of
the parameters in Table 3. Granularity of SNR and RNL is
shown in Table 4.

Vah := a1.snr + a2.snrth + a3.snrcth + a4.ctp
+a.5.cps + a6.cbf + a7.cdr + a8.rnl

+a9.aaf + b1.pl + b2.thr
(3)
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Figure 4. Simulation Network Topology

Figure 5. Context Space for context aware
handover

SNR is Signal to Noise Ratio of received agent advertise-
ment in multi-homed MIPV4 or binding updates of Multi-
homed MIPV6. Context parameters such as RTT, jitter and
frequency of agent advertisement are used to calculate RNL
metric. Simulation of the proposed solution was carried out
using the network simulator Glomosim. Time out for bind-
ings used is three times the agent advertisement time. Sim-
ulation was carried out for 200 seconds. Constant Bit Rate
(CBR) traffic flows were sent from MN to CN every 3MS.
Results of different data rates with different packet sizes
were simulated. Agent advertisements in the MIP were sent
every half a second and MN registered every third adver-
tisement with the HA.

Pure M-MIP approach, which does not use context ex-

Table 3. Context Parameters of Adaptive Han-
dover simulation

Symbol Parameter Range of Values/Value
Vah : Adaptive Handover
snr SNR of agent advertise-

ments
>10dB

snrth radio receiver SNR
threshold

10dB

snrcth CBR traffic SNR thresh-
old

15dB

ctp CBR traffic priority 0/1
cps CBR packet size ( 1460 ) Bytes
cbf CBR packet interval (0.003-0.011) second
cdr CBR data rate (4-4.2)Mbps
rnl RNL metric 0-1
aaf agent advertisements fre-

quency
2 per second

pl CBR pakcet loss rate (0 - 1)% 4

thr CBR throughput (3.96 - 4.22) bits per sec-
ond

Table 4. Parameter ranges of SNR and RNL
SNR

SNR Range (dB) Relationship to channel
quality

<15 very poor
15 to 20 poor
20 to 30 good
>30 excellent

RNL
RNL Relationship to congestion

0.1 to 1 poor
.01 to 0.1 good
0 to 0.01 excellent

change for handover decision is represented as WithOut
ConEx (WOConEx) approach. Adaptive handover decision
and is based on ConEx architecture is referred to as the
ConEx (ConEx) approach.

Figure 6 illustrates the packet loss rate of CBR traffic
with variable data rates. Due to the delay of move detec-
tion in WOConEx approach a considerable packet loss is
noticed. In ConEx approach the move detection delay is
zero with the proactive move detection technique. So the
packet loss rate is zero in ConEx approach. The graph in
Figure 7 illustrates the throughput results of CBR traffic for
variable data rates. In the WOConEx approach, there ex-
ists a delay for move detection, which causes the packet
loss. Due to this packet loss during the handover in this ap-
proach, the throughput is decreased. In ConEx approach the
move detection is done proactive without a delay. Hence to-
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Figure 6. Packet loss rates of CBR traffic

tal handover delay is reduced and maximum throughput is
available in ConEx approach compared to WOConEx ap-
proach.

Figure 7. Throughput results of CBR traffic

4.2 Context Representation Extensibility

The proposed CA3RM-Com architecture is extensible to
support various single layer and multi layer context aware
adaptations. These adaptation techniques can be entity-
executed or system-executed based on the application and
the policy managers system policies.

User Perceived Quality Maximization. CA3RM-Com
architecture can be used in user perceived quality maxi-
mization discussed in [24]. The context vector corresponds
to the adaptive quality maximization of video applications is
shown in Equation 4. Static parameter values and ranges of
parameter values for dynamic parameters of context space

are shown in Table 5. MOS values between 0 to 4.4 are used
to represent user satisfaction.

V 2 : upqm = a1.m + a2.cr + a3.smr + a4.snr
+b1.mos + b2.us + b2.abs+

b1.psnr + b2.sl + b3.us
(4)

Table 5. User Perceived Quality Maximization
Symbol Parameter Range of Values/Value
V2upqm - User Perceived Quality Maximization of video
m Modulation scheme DBPSK, BPSK, QPSK,

16-QAM, 64-QAM,
DQPSK

cr Channel Code rates 1/2,4/3,2/3
smr Symbol/modulation rate (500, 700,900)kSym-

bolds/s
snr Signal to Noise Ration

(SNR)
(7-25) dB

mos Mean Opinion Score
(MOS)

0-4.4

psnr percieved SNR (PSNR) (50-200)kbits/s
sl slice losses 0-15%
us user satisfaction very satisfied, satisfied,

some users dissatisfied,
Many users dissatisfied,
Nearly All users dissatis-
fied, Not recommended.

TCP congestion & flow control. TCP congestion and
flow control mechanism is proposed in [49]. The context
vector representation of this adaptation in CA3RM-Com ar-
chitecture we propose is shown in Equation 5. Static pa-
rameter values and ranges of parameter values for dynamic
parameters of context space are shown in Table 6.

V 3 : tcp = a1.up + a2.bw + a3.rtt + a4.aw
+b1.thr

(5)

Energy Optimized Routing. Context modeling pro-
posed in this article can be extended in energy optimized
routing as an adaptation [23, 19]. The context vector repre-
sentation of this adaptation is shown in Equation 6. Static
parameter values and ranges of parameter values for dy-
namic parameters of context space are shown in Table 7.

V 4 : eor = a1.ps + a2.nn + a3.br + a4.es
+a5.tr + a6.ple + a7.mtp

+b1.thr
(6)

Optimal Transmission Mode. Link adaptation/optimal
transmission mode for IEEE802.11a is proposed in [15].
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Table 6. TCP congestion and flow control

Symbol Parameter Range of Values/Value
V3:tcp - TCP congestion and flow control
up User priorities 1,2,3
bw Network BW 100Mbps
rtt Round Trip Time about 5ms
aw Advertised window 8 KB(for transmission < 1

Mbps), 17 KB(for transmission
1-100 Mbps), 64 KB (for trans-
mission > 100 Mbps)

thr throughput (500-1060) kbps

Table 7. Energy Optimized routing
Symbol Parameter Range of Values/Value
V4:eor - Energy Optimized routing
ps Network packet size 512B
nn number of nodes 10-25/25
br bit rate 2Mbps
es Energy Saving (0-100)%
tr Transmission range 150-250m
mtp Min transmit power 280mW
ple Path loss exponent 4
thr throughput (0-200)kbps

The context vector representation of adaptive transmission
mode is shown in Equation 7. Static parameter values and
ranges of parameter values for dynamic parameters of con-
text space are shown in Table 8.

Table 8. Optimal transmission mode
Symbol Parameter Range of Values/Value
V5:otm - Optimal transmission mode
tm Transmission mode 1, 2, 3 ,4 ,5, 6, 7, 8
snr SNR region (dB) 0-5(Not used) , 5-9, 9-11,

11-15 , 15-20, 20-21, 21-
30

cr Code rate (FEC) 1/2, 3/4, 1/2, 3/4, 1/2, 3/4,
2/3, 3/4

bps bytes per OFDM symbol 3, 4.5,6,9,12,18,24,27
dr Network Data rate

(Mbps)
6, 9, 12, 18, 24, 36, 48, 54

m modulation BPSK, BPSK, QPSK,
QPSK, 16-QAM, 16-
QAM, 64-QAM, 64-
QAM

pl payload data 16000 bits
thr throughput (0-200)kbps

V 5 : otm = a1.tm + a2.snr + a3.cr + a4.bps
+a5.dr + a6.pl + a7.m

+b1.thr
(7)

5 Conclusion

Cross-layer adaptations proposed in the literature are
classified based on the layer in which the adaptation is ex-
ecuted. The context parameter set for the adaptations, rele-
vant to each layer is identified. We have presented context
modeling mechanism for cross-layer context aware adap-
tations in proposed CA3RM-Com architecture. CA3RM-
Com is the generic architecture proposed to support adapta-
tion through the multilayer context exchange based on inter-
est, maintaining the system modularity. Various adaptations
and relevant context representation that CA3RM-Com can
support are discussed. Context-aware adaptive handover is
used to illustrate the context modeling. The extended sim-
ulation of context aware adaptive Multi-homed Mobile IP
handover and the performance improvements of the simula-
tion results are discussed. Identification of dependency re-
lationships and conflicts among adaptation parameters with
the objective of system stability is a open research area to
be addressed in future work.
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[47] C. Åhlund, R. Brännström, and A. Zaslavsky, Lecture
Notes in Computer Science. Berlin / Heidelberg:
Springer, April 2005, vol. 3420/2005, ch. M-MIP: Ex-
tended Mobile IP to Maintain Multiple Connections
to Overlapping Wireless Access Networks, pp. 204 –
213.

[48] C. Åhlund, R. Bränström, and A. Zaslavsky, “Run-
ning Variance Metric for evaluating performance of
wireless IP networks in the MobileCty testbed,” in
The First International Conference on Testbeds and
Research Infrastructures for the Development of Net-
works and Communities (Tridentcom), Italy, Feb.
2005, pp. 120–127.

[49] V. Raisinghani, A. Singh, and S. Iyer, “Improving TCP
Performance over Mobile Wireless Environments us-
ing Cross Layer Feedback,” in The 2002 IEEE Inter-
national Conference on Personal Wireless Communi-
cations (ICPWC-2002), New Delhi, India, Dec. 2002,
pp. 81–85.

75

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



Dynamic End-to-End QoS Provisioning and Service Composition over 
Heterogeneous Networks 

 
 

N. Van Wambeke1,2, F. Racaru1,2, C. Chassot1,2, and M. Diaz1,2 
1CNRS ; LAAS ; 7 avenue du colonel Roche, F-31077 Toulouse, France 

2Université de Toulouse ; UPS, INSA, INP, ISAE ; LAAS ; F-31077 Toulouse, France 
{van.wambeke, racaru, chassot, diaz}@laas.fr 

 
 

Abstract 
 

This paper presents an approach that aims to 
provide Quality of Services (QoS) over heterogeneous 
Internet domains. The goal is to install and to manage 
QoS inside each domain and to ensure it on the end to 
end data path. QoS is a key requirement representing 
a significant infrastructure upgrade for future 
networks. Our proposal relies on the multi-service, 
multi-technology model based on Bandwidth Broker, 
entity in charge of controlling a given domain. It 
introduces a concept able to provide QoS in a set of 
domains using an inter domain signaling protocol as 
well as dynamic provisioning schemes that optimize 
resource usage. The approach is independent of the 
intra-domain routing protocol. Moreover it is 
independent of the underlying technology and imposes 
minimal constraints leaving a maximum degree of 
freedom for users and domains providers to implement 
specific internal solutions. The efficiency of the 
solution is shown through extensive simulations. 

Keywords: QoS, CAC algorithm, adaptive 
provisioning, resource optimization 
 
1. Introduction 

The progress of new technologies during past years 
contributed to a development of new types of various 
applications. These applications, simultaneously 
multimedia and/or multi users, cover a large spectrum 
such as IP telephony, video on demand, streaming, 
tele-engineering, interactive games, peer to peer. Such 
applications need a special handling for their packets 
in order to work properly, thus they require new 
services other than those supported by the actual 
Internet. At the same time, current (and future) 
networks are deeply heterogeneous: from IP wired 
networks, to WI-FI, satellite, and UMTS. Moreover, 
each domain (that we assimilate later on to 

Autonomous System - AS) has independent policies in 
terms of services, security, admission control etc. As a 
result, the problem of end to end QoS must be 
addressed. QoS is targeted to support new applications 
and mechanisms. Therefore, QoS allows the 
deployment of richer services, potentially chargeable 
per user, thus it is a source of revenue, both for 
operators and for service providers. This analysis leads 
us to answer the next challenge: how to offer and 
control in the network the QoS required by 
applications (especially multimedia and real-time 
ones), taking into account the strong heterogeneity of 
the multi domain context Internet.  

 
The convergence of services over the same IP 

infrastructure and the growth of the number of users 
lead the Internet community to research on standards 
and prototypes in order to implement these new 
technologies.  

Actually, all packets receive the same treatment in 
network devices, without any differentiation. The need 
to offer new services demands a reconsideration of 
actual Internet packet treatment: 
• new functionalities are needed in network devices 

(routers) in order to support service 
differentiation; 

• new provisioning, resource management and 
admission control mechanisms are required on the 
data path; 

• communication and cooperation between network 
equipments are required; these exchanges 
represent the signaling necessary to install and 
manage the quality of service on the data path. 

In the following of this section, extending the work 
presented in [1], we present several proposals that 
aimed to deal with the QoS at different level on 
Internet architecture over IP networks. 
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1.1. Previous work 

First IntServ [2]-[4] and then DiffServ [5]-[7] were 
proposed by the Internet Engineering Task Force 
(IETF - www.ietf.org) working groups to add QoS to 
best-effort Internet. Note that several contributions 
proposed a combined inter functioning architecture 
taking into account the advantages of each IntServ and 
DiffServ [8]. 

IntServ and Diffserv models have been used as a 
basis for several American and European projects such 
as QBone (http://qbone.internet2.edu) in USA or 
AQUILA (http://www-st.inf.tu-dresden.de/aquila), 
TEQUILA (www.ist-tequila.org), CADENUS 
(http://wwwcadenus.fokus.fraunhofer.de), MESCAL 
(www.mescal.org) and more recently EUQOS 
(www.euqos.eu) in Europe.  

None of the above proposals answer to the QoS 
problem completely. The difficulty comes, on the one 
hand, from the variety of requirements of applications, 
and on the other hand, from the Internet structure, 
nowadays heterogeneous at several levels. By 
definition multi technology, Internet is now multi 
domain, each domain (AS) managing independently its 
resources and its services. Several issues need to be 
taken into account in this context: 
• provisioning: the goal of service provisioning is to 

properly dimension of network resources 
accordingly to signed contracts (SLA) with 
different clients (individuals, companies, other 
providers); 

• admission control: it aims to accept new traffic in 
the network without harming previous flows. 
Controlling the amount of traffic allows avoiding 
congestions and performance deterioration in the 
network; 

• signaling: in a multi-domain Internet, it is 
imperative to install and manage QoS in each 
domain. Therefore a signaling across all domains 
on the data-path is needed. 

The contributions which are described in this paper 
have been mainly performed within the EuQoS project 
[9], whose main goal was to develop a new QoS 
architecture over a multi-domain heterogeneous 
Internet. The key objective of EuQoS was to research, 
integrate, test and demonstrate end-to-end QoS 
technologies to support the infrastructure upgrade for 
advanced QoS-aware applications over multiple, 
heterogeneous network domains. The EuQoS system 
has been deployed on a Pan European test bed for the 
purposes of trial and validation.  

More precisely, our contributions aim to offer QoS 
guarantees by coupling provisioning and admission 
control in a single signaling protocol. We propose an 
evolving architecture that decouples the service and 
the control plane that minimizes constraints for 
network administrators. We also propose a dynamic 
user centric provisioning, which allows optimizing the 
use of the most costly resources still satisfying the QoS 
demand. 

The rest of the paper is organized as follows: the 
QoS architecture on which our proposition is built as 
well as related work are presented in Section 2. Section 
3 details our dynamic end to end provisioning 
approach. Section 4 introduces the specifications of the 
signaling protocol that supports the process. These 
proposals are evaluated in Section 5 which also 
addresses scalability issues. Finally, conclusion and 
future work are given in Section 6. 

 
2. QoS Architecture 
 
2.1. General Considerations 

Guaranteeing quality of service requires mastering 
the vastly distributed and dynamic nature of Internet 
and defining a new architecture and a set of new 
mechanisms. Our proposal is based on the following 
fundamental high level design rules: 
• such a complex system cannot be provided 

without a high level design, i.e. without 
conceiving the architecture globally and without a 
strong coherence between all its sub-systems; 

• given the geographical distribution and the high 
heterogeneity of Internet, proposals based on a set 
of identical solutions for each sub-system cannot 
work, as it will not possible to efficiently handle 
all possible underlying (different) technologies; 

• as the involved sub-systems can range from simple 
to very complex, the proposed approach must 
allow a possible recursive handling of the different 
networks and technologies; 

• starting from the global architecture, only key 
interfaces or APIs have to be defined, to leave as 
much freedom as possible to designers and users. 

 
2.2. Definitions 

1. QoS-Domains (or QoS-AS) is a domain that 
offers QoS guarantees for the transversal traffic. 

2. Over-provisioned QoS-Domain. A QoS-domain D 
is over-provisioned if it is able to transfer any entering 
communication, via an ingress border router, to 
another domain by an egress border router, introducing 
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a modification of its properties that is under a well 
defined and accepted threshold. Naturally, the domain 
owns enough resources to satisfy all the incoming 
requests. 

3. Controlled QoS-Domain. A QoS-domain is 
controlled if it is not Over-provisioned although it 
contains a control function allowing selecting a subset 
of the entering communications, for which it ensures 
the modification of their properties to be under a given 
threshold. 

Therefore, a QoS-domain is a domain that is either 
controlled (C-AS) or over-provisioned (O-AS). In 
order to guarantee end to end QoS, all domains on the 
data path must be QoS Domains (either over 
provisioned or controlled). The sequence of domains 
followed by data is given by the Border Gateway 
Protocol (BGP), the “de-facto” inter-domain routing 
protocol in Internet.  

 
2.3. Bandwidth Broker 

The RFC 2638 [10] defines the Bandwidth Broker 
in the framework of DiffServ as the entity that has the 
knowledge of a domain’s policies and resource 
availability, and allocates bandwidth with respect of 
these policies. In order to have a successful end to end 
reservation across several domains, the Bandwidth 
Broker managing a domain must communicate with its 
adjacent peers, which allows configuring the end to 
end path. This procedure also requires a particular 
agreement between involved peer domains. 

Several concepts of Bandwidth Broker are present in 
current literature. According to the way they distribute 
the activity in term of processing, they may be 
classified as centralized, distributed or hybrid. We 
adopt the centralized approach in our study. 
Nevertheless we leave open the possibility to a further 
evolution of the architecture. 

The Bandwidth Broker efficiency depends on the 
interoperability between all of its subcomponents. 
Bandwidth Broker functions are distributed both 
horizontally (among the different QoS domains) and 
vertically among different layers. Our Bandwidth 
Broker instantiation functionalities are summarized as 
follows: 
• it acquires topology and routing information; 
• it controls end to end network technology 

independent QoS; 
• it implements the suitable signaling in order to 

support the QoS in all domains on the end to end 
data path; 

• it performs the inter-domain admission control 

(distributed among all Bandwidth Broker) and 
local admission control based on resource 
availability or policies; 

• it sets up path and ensures that the requirements 
will be met by the network when a request is 
accepted. 

 
2.4. Underlying Network Representation 

As stated previously, our proposal aims 
guaranteeing end to end QoS for communications that 
cross several heterogeneous domains. We present an 
approach that attempts to address the provisioning, 
admission control and signaling problems. 

First of all we separate the service plane (set of 
devices offering application functionalities) from the 
control plane (equipments in charge of establishment 
and management of communications) and the inter-
domain signaling from the intra-domain one. In this 
way, the domain administrators can implement any 
particular solution inside their own domain. Moreover, 
the reservation system can be triggered independently 
by an application, proxy, gateway or any other trusted 
entity and the associated network QoS management is 
independent from any application layer negotiation 
(for instance SIP, H323 or other proprietary solution).  

Our QoS mechanism relies on the characterization 
of performances inside a domain between each couple 
of border routers. For such characterization model, 
please refer to our previous work [11]. As a result, we 
consider a high level representation of the physical 
network (devices and interconnections). This 
representation is independent from the underlying 
technology and it is stored in a database handled by the 
Bandwidth Broker. We reduce the topology of the 
domain to its border routers and the performances 
between them. The management of each domain is 
addressed in a hierarchical manner by using the 
concept of Bandwidth Broker (presented paragraph 
2.3). The goal of our approach is to eliminate from the 
network topology the internal equipments keeping only 
the border routers (see Fig. 1).  
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Fig. 1: Topology Representation 

 
For instance, considering the bandwidth available 

between a couple of border routers, we do not store all 
values from intermediate routers in the database, but a 
unique value that is the result of composition of all 
intermediate values (the minimum bandwidth available 
from each link). Interested readers may refer to [12] 
for an optimized algorithm to perform such mapping. 

 
2.5. Admission Control 

Resource provisioning is not enough in order to 
guarantee at any moment the resource availability on 
the data path. Consequently, the solution is to set up an 
admission control applied to all new QoS requests. 
Therefore, admission control is one of the major tasks 
that a Bandwidth Broker has to perform, in order to 
decide if a new request is accepted or not. Admission 
control modules could have various and sophisticated 
algorithms using several metrics as peak bit rate, 
latency, network occupation etc.  

There are two possible approaches to perform 
admission control: measure-based and reservation-
based. The first one assumes a periodical estimation of 
resource load and consumption by the new requests. A 
new flow is accepted if its load does not produce a 
congestion risk level. The second approach (that we 
follow in our proposal) assumes a reservation (by flow, 
class or aggregate) in some devices. A new request is 
accepted if the resources are available taking into 
account prior reservations. In order to pass on the 
requests to next involved devices, a signaling protocol 
is required. 

In our proposal, the second approach is adopted.  
We divide the admission control process in two steps: 
• Step 1: based on the knowledge from the database 

and from routing information (network topology, 
resource availability); a high level admission 
control is performed using the mapping 
mechanism described in 2.4. We call this 
processing “pre reservation”. We prompt that the 

result of the database is reliable and coherent with 
the physical resource availability. 

• Step 2: after having the confirmation of all 
following domains (using the signaling protocol 
that propagates the request to the next peer 
Bandwidth Broker), the pre-reservation is ratified. 
This procedure ends with the configuration of 
devices (routers) by the means of protocols such 
as COPS, SNMP, etc. 

 
Considering the reservation activation, there are two 

types of request, taking into account the period for 
which the resources are desired: 
• immediate requests: the resource reservation is 

effective right after the request result; 
• advance requests: the reserved resources are to be 

used in the future, and do not need immediate 
installation. The classical example of application 
that uses this type of reservation is the current pre-
established audio or video conference. 

Our work is mainly centred on the first design, 
considering a system delivering QoS on demand with 
instant result. Nevertheless, the signalling protocol that 
we propose is not affected by one of these approaches. 
It can be equally used in both cases by introducing 
advance request functionality in the BB. 

 
2.6. Service Provisioning 

To guaranty an end-to-end QoS in the Internet, it is 
necessary to take into account the heterogeneity of the 
IP services provided by the domains involved in the 
data path, by choosing a concatenation of services 
matching the client’s QoS requirements. This choice is 
part of the service provisioning problem, which we 
address in this paper. 

Two points of view are considered to deal with the 
end to end provisioning: 
• in the first one, the problem is approached from a 

static point of view, where providers offer their 
clients with end-to-end services having pre-
defined static performances; the goal is to 
establish a compromise between the global 
capacity of the domain and its external links, and 
the number of potential clients; 

• the second point of view relies on the “on-
demand” mechanism using a signaling that 
dynamically checks and select the end-to-end 
service matching the QoS requirements; the goal is 
to invoke the service that best suits the QoS 
requirements.  
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In the first case, the user invokes the service that has 
been defined to be a priori adapted to its application. 
In the second case, the invocation is done only after 
the adequacy of the concatenated service classes has 
been verified. Our work follows the second point of 
view and proposes a characterization of the end-to-end 
performances, which allows performing a 
concatenation choice guided by a quantitative 
expression of the QoS requirements.  

 
So as for the reader to have a more detailed view of 

the different service provisioning approaches, the next 
section (2.7) is devoted to the corresponding state of 
the art. Our contribution to service provisioning is then 
detailed in section 3. 

 
2.7. State of the art of provisioning 

Several solutions have been proposed to tackle the 
service provisioning problem. They are detailed 
hereafter. 

Following the static point of view: 
−  reference [13] proposes a solution based on the 

establishment of end-to-end pipes for which 
bandwidth reservation has been performed. Those 
pipes only concern the provider’s domain and are 
only established for a few predefined services, 
supported by all domains. The concatenation choice 
consists in the choosing of a pipe compatible with 
the request. The main drawback of the proposed 
solution comes from the strong homogeneity of the 
provided services; moreover, the automation of the 
pipe set up is an open issue, which is necessary to 
make the approach dynamic; 

− the MESCAL approach [14] proposes a solution for 
inter provider provisioning that quantifies the 
performances of services before the invocation step. 
The concatenation choice is based on the extended 
QoS class concept (e-QC), which is recursively 
defined as the concatenation of a local class (l-QC) 
and a e-QC of an adjacent domain. Prior to the 
subscription requests, the concatenations of the l-QC 
with the e-QC of the adjacent domains are evaluated; 
then, one of those satisfying the SLS is retained [15]. 

Following the dynamic point of view: 
− [16] proposes mechanisms allowing the providers to 

exchange QoS parameters for the supported services 
in order to provide information on the available QoS 
before the SLS.  

− in [17], the author’s proposition is based on service 
vectors allowing the choice of different successive 
services retrieved using PROBE RSVP messages on 
each router, in order to obtain a concatenation 

matching the targeted requirements. However, the 
multi domain context is not explicitly considered. 

 
Our proposed provisioning method is also of 

dynamic nature. However, it defers from [16] by the 
fact that the concatenation choice is performed at the 
time of the QoS request (and not at the subscription 
step). Moreover, we propose a model of service 
characterization which: (1) allows the request to take 
the usual forms of the QoS request into account, and 
(2) is applicable at the scale of one or more domains 
(typically those involved in the data path). Our 
proposal follows a similar approach to [17], but in a 
multi domain context. The dynamic end-to-end 
provisioning relies on a signaling protocol coupled 
with an optimized algorithm to choose the best 
concatenation of classes of services that fulfils QoS 
requirements and respects a set of predefined 
preferences. 

The reminder of the paper is structured as follows. 
Section 3 presents the end-to-end service 
characterization. We first illustrate the interest of the 
proposed model. Next, we explain the composition and 
the compliance with a multi domain context. In Section 
4, we discuss the signaling solution adapted to 
dynamic end-to-end provisioning. Finally, Section 5 
presents a set of simulation results followed by the 
conclusion and future work. 

 
3.

)

 End-to-End Dynamic Provisioning 
 
3.1. Service Characterization 

The usual performance characterization of a domain 
(from an entry point to an exit point) is often given in 
terms of maximal transit delay and/or jitter. The 
drawback of this model is that it conducts to non 
optimal characterization when considering the end-to-
end service provided by several domains.  

In previous work [18], based on ns-2 simulations 
and real measurements, we propose to characterize the 
performances between two edge routers by the 
cumulative distribution function (CDF) of the transit 
delay. Considering X, the transit delay of each packet 
between two edge routers as a random variable, the 
CDF FX is defined by ( tXPtFX <=)( , where P 
defines, for a packet, the probability that its transit 
delay is lower than t. 

Such a characterization is interesting for different 
kinds of application requirements. For instance, if the 
required QoS is expressed in terms of: 
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− partial reliability τr (e.g. for a video stream without 
strong constraint on the delay), then it is satisfied if  
τr ≤ lim F(t→∞); 
• partial reliability τd and constraints on the 

maximal transit delay b (e.g. for distributed 
games), then it is satisfied if τd < F(b); 

• bounded jitter g and constraint on the average 
transit delay dm (e.g. for interactive audio), then it 
is satisfied if g ≥ k.σ and dm ≤ x , where x and σ 
respectively define the mean value and the 
standard deviation of the transit delay (k defining 
a constant function of the probability law of the 
delay). 

 
3.2. Multi Domain Composition 
 

In a multi domains context, there is a need for 
characterization of the performances resulting from the 
concatenation of several service classes along a data 
path involving several domains (Fig. 2). 

 
Fig. 2: Multi Domain Case 

In the case of two consecutive domains D1 and D2, 
let X1 and X2 be the transit delays of a same packet 
crossing each of the domains, and let F1(t) and F2(t) be 
the corresponding CDF. One can assume that the 
transit delays observed in each domain are independent 
in probability. Thus, the CDF F1,2(t) of the end-to-end 
transit delay X1,2 = X1 + X2, is given by: 

( ) ( ) ( )( )tFtF
dt
dtF 2121 ∗=,  

where * indicates the convolution product. The 
generalization for n domains is obtained using the 
associative property of the concatenation resulting in: 

( ) ( ) ( )( )tFtF
dt
dtF nnn 1,1,1 −∗=  

This result makes it possible to consider that an 
application can determine the concatenation(s) of 
classes which meet its QoS requirements once having 
the knowledge of performances for all services in 
domains on the data path. 

 
3.3. Formalization 
 

3.3.1. Hypothesis 
Our proposal relies on the following assumptions: 
• Inside each domain, there are one or more Classes 

of Service (CoS) supported by the providers; 
• An entity in each domain has the knowledge at 

each moment of resource availability for each CoS 
between all couples of ingress-egress point 
(routers) in the domain. 

For each CoS i in the domain D, we associate: 

• An amount  of available bandwidth; iDBw

• A cost  for a client to use it; iDC

• A QoS function which represents the 
resource characterization between each couple of 
ingress-egress point in the domain. In our work we 
considered for now the characterization described 
in section 

iDFqos

3.1 assimilating to the CDF, but other 
function may be used as well. 

 
3.3.2. Multi domain service composition 

We propose an evolutionary approach that: (1) first 
evaluates the end-to-end performances on the data path 
and resulting from all possible concatenation and (2) 
choose and invokes the most adequate one with regard 
to a set of preferences and that fulfils application’s 
QoS requirements at the same time. The preferences 
can be chosen from various criteria, grouped into two 
main categories: 
• User-oriented (lower cost) or 
• Provider oriented (income maximization, 

resources utilization). 
Let us remark that a combination of several 

preferences can be also considered. Nevertheless, in 
this paper we illustrate our proposal with an approach 
that minimizes the cost by choosing the less expensive 
concatenation from all possible alternatives.  

Based on the client QoS request (in terms of 
bandwidth and parameters presented in section 3.1), 
the conditions to be fulfilled by the chosen 
concatenation of CoS are: 

( )
( )NDDDett

i

FqosFqosFqosF
BwMinBandwidth

ooo ..)2
)1

21arg >→
≤→

 

where “o” represents a general function composition. 
In our instantiation, the target function is represented 
by the convolution product as explained in section 3.2. 
This means that on the data path there is enough 
bandwidth for the service and additionally, the 
application QoS requirements are satisfied. 

Let suppose N QoS domains and at most M CoS in 
each domain. The goal of our selection mechanism is 

81

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



to choose a vector [ ] (one CoS in 
each domain on the data path) under conditions 1) and 
2) such that ). In other words, the 

mechanism is able to find a concatenation of CoS in 
each domain that fulfils application requirements (1 
and 2) and that maximize a QoS function with respect 
to imposed preferences. An example is illustrated in 
Fig. 3. In our study, the QoS function that minimizes 
the cost is: 

DND CoSCoS ,..,1

)(DQoSMax
D

( )∑
= =

=
N

i
ij

M

j
CMinDQoS

1 1
)(  

 
Fig. 3: Class of Service Selection 

 
4. Signaling Protocol 

As presented in Section 2, several models of QoS 
management have been proposed for multi domain 
Internet. The convergence point of these proposals is 
the necessity to set up a signaling in order to 
interoperate between different network equipments. 
Several contributions dealing with the signaling issue 
have been considered, mainly at the IETF (especially 
Next Step In Signaling NSIS work group). Two 
perspectives are present in the literature: 
• path-coupled signaling (also called “on-path”) that 

extends the IntServ/RSVP view. The entities 
involved in signaling process are mandatory on 
the data path; 

• path-decoupled signaling (or “off-path”). The 
signaling entities cannot be all located on the data 
path, but they are aware it. 

In our work we adopt a path decoupled approach in 
a hierarchical way using the Bandwidth Brokers (BB) 
concept [9] for the intra domain management. 
Moreover, we assume the knowledge by each BB of 
the IP services for all couples of its border routers. 
Therefore the BBs are the main admission control and 
signaling equipments of the domain. Considering the 

hierarchical management of a domain, we consider the 
off-path solution in order to impose arrival of signaling 
messages to the Bandwidth Broker.  

The concatenation of the domains and the related 
admission control are performed dynamically after a 
QoS request expressed in terms of parameters such as 
a maximal transit delay, a maximal loss rate, etc. 
The concatenation choice is resolved in three steps: 
• first, the classes of service (and their performances 

expressed by means of the CDF of the transit 
delay) available on each domain of the data 
path(s) are discovered;  

• second, the end-to-end performance model is 
evaluated for all the service classes available on 
the data path; this evaluation is performed by 
means of convolution; 

• third, the choice of the adequate service satisfying 
the QoS request and given preferences is 
performed. This algorithm is implemented at the 
client’s level (or proxy). 

The signaling protocol will then be handled by: 
• the sender and receiver hosts or dedicated 

equipments such as proxies., 
• the Bandwidth Broker of each domain. 
 
Our protocol relies on BGP (Border Gateway 

Protocol), the inter AS routing protocol used in the 
Internet. The sequence of domains and the two data 
and signaling paths are illustrated in Fig. 4. Our 
solution decouples then the inter-domain signaling 
from the intra domain one. In all domains, decisions 
are local, and so any routing protocol can be defined 
within one domain. The purpose of this approach is to 
give a maximum degree of freedom to providers to 
implement the most suitable solution inside their 
domain. Consequently, the end-to-end inter-domain 
path is given by BGP tables and internal path (i.e. 
within each AS) can be freely selected by the AS 
providers, depending on local constraints.  

 
Fig. 4: BGP Data Path and Signaling Path 

 
The performance of the end-to-end path and later the 

corresponding admission algorithm requires checking 
availability of the needed resources along the data 
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path. This has to be done by some dedicated 
equipment, the Bandwidth Broker. The following Fig. 
5 illustrates the case of a QoS request which transverse 
three domains. Following [19], the selection of the 
service matching the QoS requirements is based on: 
• the discovery of the available services on the data 

path (request/response PDU exchanges), 
• the characterization of the end-to-end services 

resultant from the composition of the available 
services classes, and then the selection of the 
cheapest service matching the QoS requirements, 

• the reservation and the refreshing of the selected 
service class. 

 
 

Step 2) Reservation  

Step 1)  
- ServiceDiscovery 
- End to end service 
   characterization 
- Service selection 

Step 3) Reservation refresh 

 
Fig. 5: PDU exchange 

 
5. Simulation Results 
 
In this section, the simulation results obtained for both 
the signaling protocol and the dynamic provisioning 
algorithm presented previously are presented. In both 
studies, issues regarding the scalability of the 
approaches are identified and discussed. 
 
5.1. Evaluation of the architecture and 

signaling protocol 
 
5.1.1. Performance tests 

The performance tests performed on our signaling 
protocols were conducted on a platform composed by: 
• power edge 750 computers with Intel Pentium 4 

processor at 3 GHz and 1 GB RAM memory; 
(running Linux Debian or Fedora with 2.); 

• two Cisco switches c2960. 
In order to test and validate our implementation, we 

developed multithread tools that simulate the high 
level behavior of an application and trigger the QoS 
system.  The java virtual machine used was 1.5.0_11 
and the database server was MySQL 5.0.18. Using the 
testbed described above, we emulated the multi-
domain context presented in figure 4. 

We first measured the processing time on all 
Bandwidth Brokers, the results being comparable for 
all of them. We stressed the system by launching 
simulation of 5, 10, 50, till 200 requests per second. 
Fig. 6 illustrates the answer time for each of the above 
scenarios. Note that time consists of request parsing, 
several access to the database, state management and 
also an emulation of device configuration. Let us 
observe the increase response time when the number of 
requests became greater than 150 per seconds. This 
can be explained by the different time spent in the 
queues while waiting for processing. Tuning the 
implementation prototype to take into account this 
limitation is one of the prospects of this work. 

 
Fig. 6: Processing time 

 
In a second time, we measured the round trip time 

between the client request and the response arrival 
(Fig. 7). We suppose a communication crossing three 
domains and this time includes: the processing time in 
each Bandwidth Broker, the time to exchange 
signaling messages (RESERVE and RESPONSE) and 
the update of configuration in each domain.  
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Fig. 7: RTT for three domains 

 
Let us remark that the response time is increasing 

with the number of requests. The mean RTT remains 
under 4 seconds for less than 100 requests per second 
and under 8 seconds between 100 and 150 requests per 
second. We also observe an increase of this time after 
150 requests per second, with a mean around 12 
seconds for 200 requests per second. However, the 
processing and request handling in each domain of our 
protocol conducts to satisfactory values of the RTT for 
reasonable number of requests per second. 

 
Next Fig. 8 and 9 describe the usage of CPU and 

memory, measured during the same simulation on the 
second BB. During the processing of all 200 flows, a 
separate process investigates each second the resource 
utilization of the computer where the Bandwidth 
Broker is located. 

 
Fig. 8: CPU utilization 

 
It is worth mentioning that for this specific test we 

used the results obtained by the Linux based tools (top, 

htop, ps). Therefore, the CPU utilization represents the 
CPU time used divided by the time the process has 
been running (CPU time / real time ratio) expressed as 
a percentage. We can observe the increase during the 
processing off requests, the values being satisfactory 
even if we didn’t use very powerful equipments (such 
as the operator owns). 
 

Let us note the augmentation of memory (the 
physical resident size that a task uses expressed in Kilo 
Bytes) due to possibly creation of new threads to 
process new requests. It is worth to observe that after 
handling all requests, the CPU percentage is 
decreasing while the memory remains at its last stable 
level. This is caused by the implementation 
collaborated with the memory allocation/free algorithm 
of the virtual machine. When all the threads in the 
handling pool are started the memory will not increase, 
having a stable value. 

 
Fig. 9: Memory Utilization 

 
5.1.2. Conclusions 

The previous results show that the memory and CPU 
consumption of BBs remain in reasonable values. The 
RTT and the processing time are also acceptable in the 
vision of a session establishment in a multi-domain 
context, matching ITU requirements [20]. Moreover, 
the network overhead introduced by our signaling 
protocol is limited (in the current implementation 64 
bytes to request reservation for a flow and 68 bytes for 
the response). 

In the general case, QoS seems to be difficult to 
deploy. Nevertheless, the users requesting QoS will be 
much less numerous than the number of best-effort 
users. It will start with a reasonable number of users 
and domains, and extend them when the number of 
QoS requests will grow. Moreover, when the number 
of requests becomes important, the tasks of the 
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Bandwidth Broker can be distributed.  
 

5.2. Performance of the dynamic provisioning 
algorithm 

This section is focused on the performance results 
related to the dynamic end-to-end provisioning scheme 
which has benne proposed in section 3. Let us recall 
that we consider an algorithm aimed at choosing the 
“best” (here the less expensive) CoS concatenation 
along the data path, using the mechanism described in 
section 3.2. Details for the composition using 
cumulative distribution function can be found in [11].  

Our simulation is based on a Java implementation of 
the proposed model. We use a multi domain model 
similar to the one presented in Fig. 4 considering four 
domains (identified from 0 to 3). For simplicity, we 
consider three CoS in each domain, having the same 
QoS characteristics. We name these classes CoS1, 
CoS2 and CoS3, and we assume that the quality 
associated with these classes is such that: QoS(CoS3) > 
QoS(CoS2) > QoS(CoS1). Consequently, the price to 
use one of these classes follows the same relation. The 
bandwidth amount allocated in each domain for each 
class of service is 60% for CoS1, 20% for CoS2 and 
20% for CoS3. 

The simulation time is set to take into account one 
day with collection of results each second using 
300000 clients equally spread in each domain. The 
communication duration of each client follows the 
Poisson law and the reservation invocation time is 
uniformly distributed throughout the simulation 
duration. Each client performs one QoS request 
through several randomly chosen domains (the 
destination domain being always identified by a grater 
number). We compare our model with the general most 
used one that statically associates a well defined CoS 
to a given type of application (same in each domain). 
In this basic approach, the user attempts to reserve the 
same related CoS in all domains on the data path. 

 We remind that in our approach, the QoS request 
does not precise a specific CoS, but only parameters. 
Retrieving all available CoS on the data path and based 
on the application requirements and given preferences, 
a concatenation of CoS (which can be different on 
each domain) is chosen and resources are reserved 
afterwards.  

We consider three types of application, each one 
having specific well defined QoS characteristics (i.e. 
video streaming, telephony, etc). The need in QoS for 
these applications follows a similar relation as for the 
CoS: N(Type3) > N(Type2) > N(Type1). A client uses 

one of the application types following a probability 
law: 0.6 for Type1, 0.2 for Type2 and 0.2 for Type3. 

 

 
Fig. 9: Number of Accepted Clients 

 
First of all, we analyze the number of clients 

accepted in each domain. Fig. 9 illustrates the number 
of accepted clients and Fig. 10 the total number of 
clients that made a QoS request to a BB (per domain).  

 
Fig. 10: Total Number of Clients 

 
We can observe that with our model, the number of 

accepted clients is greater on each domain compared 
with the classical algorithm. Furthermore, the total 
number of clients is superior in our approach, meaning 
that more QoS request can be satisfied. The fact that a 
greater number of client requests are processed with 
our algorithm results from the behavior of our 
signaling approach: if the resources are not available, 
the request is not propagated forward. Compared with 
the basic general approach, our methodology gathers 
information for all available CoS and do not reduce the 
solution to only one CoS. This flexibility allows a 
greater number of requests to be satisfied.  

These results are also confirmed by the Fig. 11 
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which represents the bandwidth occupation on the 
second Bandwidth Broker (on the other BB the results 
are similar; we choose to illustrate the second one as a 
greater number of requests are processed). We can 
remark that using our algorithm, we obtain a better 
occupation of the bandwidth which is predisposed to 
increase the profits for providers. 

 
Fig. 11: Total Bandwidth Occupation 

 
We also analyzed the bandwidth occupation for each 

CoS. We illustrate the CoS1 as it is the most used in 
these simulations (see Fig. 12).  

 
Fig. 12: CoS 1 Bandwidth Occupation 

 
Let us remark that we also performed simulations 

using different distributions of application types with 
the same three CoS. Results are comparable, the 
bandwidth occupation being greater with our 
algorithm, however with increasing differences if the 
proportion of CoS2 and CoS3 are greater. 

Based on these results, we conclude that not only the 
degree of satisfaction of clients is improved, but also 
that providers can take advantage of this approach. 
Having a larger number of clients and a better 

bandwidth occupation implies more incomes and also 
an optimization of resources. 
 
6.

7.

 Conclusion 
This paper addresses the problem of providing a 

guaranteed end to end QoS over multiple Internet 
domains. More precisely, we proposed a solution of 
QoS domain architecture managed in a hierarchical 
manner by a Bandwidth Broker. In addition we 
presented solutions for both inter-domain signaling and 
optimized QoS management to perform admission 
control. With respect to other similar contributions, our 
proposal is independent of the underlying network 
technology and minimizes the constraints introduced to 
the global architecture. In addition to the 
implementation of several modules, we presented a 
first round of tests that aims at validating our solution. 
 
The main perspectives of this work are: 
• to conduct further investigation on performance 

and scalability; 
• to take into account the heterogeneity of the 

Internet with non QoS domains and to consider 
several different domains with different 
technologies. 

•    to introduce other criteria for our selection 
algorithm (possible provider preferences. In this 
paper we used minimization of cost as criteria).  

• to extend our solution in order to integrate the 
evolution of the NSIS protocol suite. 
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Abstract — 60 GHz has attracted a lot of commercial interest due 

to its abundance of unlicensed frequency spectrum and the recent 

advances in building inexpensive transceivers. IEEE 802.11 has 

started a new Task Group, 802.11ad, to develop a 60 GHz PHY 

and MAC that can deliver at least 1Gbps MAC throughput. The 

802.11ad amendment is also required to enable seamless session 

switch between the existing 2.4/5 GHz and the new 60 GHz radio. 

This paper proposes the system concept of multi-band gigabit 

mesh networks that can potentially satisfy the requirements set 

out in 802.11ad. The benefits of multi-band gigabit mesh 

networks are presented, including the diversity gain, range 

extension and spatial reuse gain. In particular, a 2-hop 60 GHz 

mesh is simulated for an office WLAN example to demonstrate 

that the spatial reuse gain can be very significant in 60 GHz mesh 

networks thanks to the nature of the highly directional 

beamformed links. Such high degree of spatial reuse can 

significantly improve the end to end network throughput of a 

multi-hop mesh network while providing reasonable range. The 

key challenges for the multi-band gigabit mesh are also discussed 

along with some open research questions for future work. 

Keywords: mmWave, 60GHz, Multi-band, Multi-channel, Mesh 

Networks, Gbps Wireless Networks, IEEE 802.11ad, IEEE 

802.11VHT 

I.  INTRODUCTION 

The abundance of bandwidth in the unlicensed 60 GHz 
band (57-66 GHz band, also known as the millimeter-wave 
band) has attracted more and more interest from both the 
research community and the industry [1-11] in recent years for 
short range indoor wireless communications including both 
Wireless Personal Area Networks (WPAN) and Wireless Local 
Area Networks (WLAN). Recent advances [12] of using SiGe 
and CMOS to build inexpensive 60 GHz transceiver 
components has created commercial interest to productize and 
standardize 60 GHz radio technology for mass market 
applications.  

This higher frequency band comes with a larger free space 
propagation loss which must be compensated for by high gain 
directional antennas. Fortunately, high gain directional 
antennas are feasible to implement even for small form factor 
devices due to the shorter wavelengths (5 mm).  

60GHz channel generally exhibits quasi-optical properties, 
meaning the strongest components tend to be Line of Sight 
(LOS). Non Line of Sight (NLOS) components do exist, mostly 
in the form of reflection. However, the short wavelengths in 
this band impose some serious challenges such as greater signal 
diffusion and difficulty diffracting around obstacles. 60 GHz 
band measurements [13] show that in general, the strongest 
reflected components are at least 10 dB below the line of sight 

(LOS) component. Even more challenging are the problems 
caused by obstructions. A human body walking into the path 
between the transmitter and the receiver can attenuate the 
signal by 15 dB or more and easily break the link. Common 
objects such as furniture, walls, doors and floors found in 
indoor environments can also be problematic. As a result, the 
practical indoor operation range at 60 GHz is likely to be 
limited by penetration loss instead of free space propagation 
loss and therefore mostly confined to a single room. In 
comparison, the link characteristics are very different in the 
lower frequency bands such as 2.4/5 GHz, where penetration 
loss is less, rich multi-path exists to provide diversity, and the 
range can reach up to hundreds of meters. Millions of users 
have come to enjoy the convenience of broadband wireless 
access thanks to 802.11-based WLAN technology (aka Wi-Fi) 
in the home, office and hotspots. It is commonplace for Wi-Fi 
users to experience link quality fluctuations and even link 
outage, but typically not just because someone walks by. As 
most wireless users don’t really care about or even know the 
difference between RF bands, it will be natural for the users to 
compare their usage experience of 60 GHz products with that 
of Wi-Fi. While higher throughput will enhance the user 
experience, other factors such as ease-of-use, robustness and 
range will also significantly affect the experience. We believe 
delivering satisfactory range and robustness along with gigabit 
level performance is one of the most important challenges for 
MAC and system design at 60 GHz, and that is the motivation 
behind the concept of multi-band gigabit mesh networks 
proposed in this paper.  

This paper proposes the system design concept of multi-
band gigabit mesh networks and articulates why this may 
significantly improve the user experience with 60 GHz 
technology. The focus of the paper is on quantifying the benefit 
of such concept instead of the protocol design and 
implementation details.  

Section II briefly surveys the multiple standardization 
efforts taking place today, including the newly formed IEEE 
802.11ad Task Group. Section III compares the data rate and 
range tradeoff at 5 and 60 GHz and show the complementary 
nature of these bands. Such complementary nature of 2.4/5 and 
60 GHz bands motivates the design concept of multi-band 
gigabit mesh networks. Section IV introduces the concept of 
multi-band gigabit mesh, presents the target usages for this 
concept and the benefits. Spatial reuse in 60 GHz mesh is 
especially significant due to the nature of highly directional 
beamformed links, and detailed simulation results are presented 
for an office scenario as an example in Section V. Section VI 
contrasts our proposal with some of the prior work. Section VII 
highlights new design and research challenges in the 

88

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



framework of multi-band Gigabit mesh and Section VIII 
concludes the paper. 

II. 60GHZ STANDARD EFFORTS 

Several international standard bodies have ongoing 
standard development efforts for 60 GHz specifications. 
ECMA TC48 [6, 14] has completed a 60 GHz PHY and MAC 
standard specification to provide high rate WPAN transport. 
The usage cases are high definition (uncompressed or lightly 
compressed) AV streaming, wireless docking station and short 
range sync-n-go. The IEEE 802.15.3c Task Group [7] is also in 
the process of developing a millimeter-wave-based alternative 
PHY for the existing 802.15.3 WPAN Standard 802.15.3-2003. 
This mmWave WPAN will support at least 1 Gbps and 
optionally 2 Gbps for applications such as high speed internet 
access, streaming content download, multiple real time HDTV 
video streams and wireless data bus for cable replacement.  

The IEEE 802.11 working group began a new “Very High 
Throughput” study group (VHT SG) [10] in 2007 to investigate 
technologies beyond 802.11n capabilities for WLAN. The Wi-
Fi Alliance (WFA) was consulted to develop the usages for 
VHT SG and the six categories of usages envisioned [17] 
include wireless display, in home distribution of video, rapid 
upload and download to and from a remote server, mesh or 
point-to-point backhaul traffic, campus or auditorium 
deployments, and manufacturing floor automation. Two 802.11 
Task Groups have been formed toward the end of 2008 as a 
result of the work done by VHT SG. One of the two Task 
Groups, 802.11ad, is chartered to define standardized 
modifications to both the 802.11 physical layers (PHY) and 
Medium Access Control Layer (MAC) to enable operation in 
the 60 GHz frequency band capable of at least 1 Gbps, as 
measured at the MAC data service access point (SAP). The 
802.11ad amendment will also enable fast session transfer 
between 60 GHz and 2.4/5 GHz PHYs. The fast session 
transfer between 60 GHz and 2.4/5 GHz PHYs will distinguish 
802.11ad solution from the others including ECMA TC48 and 
IEEE 802.15.3c. 

The system concept of multi-band gigabit mesh network 
proposed in this paper is largely motivated by the objectives of 
802.11ad to leverage both the existing 802.11 (a.k.a. Wi-Fi) 
solutions in 2.4/5 GHz and the new solution in 60 GHz band to 
reach gigabit level performance for WLAN and WPAN 
applications. 

III. RANGE AND PEROFRMANCE TRADEOFF IN 5 AND 60 

GHZ BANDS 

In order to understand the motivation and benefits of multi-
band gigabit mesh networks, let us first examine the 
propagation characteristics and channel properties of 60 GHz 
band in comparison with that of 5 GHz.  

Using the log-distance path loss model [20], the average 

path loss )(dPL  between a transmitter and a receiver separated 

by d (m) can be calculated as follows 
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where d0 is the close-in reference distance, λ is the wavelength, 

and n is the path-loss exponent. The penetration loss of a non-
LOS (NLOS) environment is abstracted as a larger path loss 
exponent. In [19], the 60GHz channel measurements show that 
n is approximately 3.5 for NLOS and 2 for LOS at 60 GHz; the 
path loss exponent is only 2.6 for NLOS at 5 GHz.  

Although 60 GHz experiences much higher path loss than 
the 5 GHz band, the very short wavelength makes it possible to 
integrate a very large number of antennas (e.g. 36 antenna 
elements) in a very small area and use the array antenna for 
beamforming to compensate for the additional 20 dB of path 
loss due to operation at a much higher frequency. Assuming the 
transmitter and receiver both have Na antennas, the transmit 
and receive beamforming gain can be expressed as Gt[dB]= 
Gr[dB]=10logNa. Assuming 36 antenna elements on each side 
of the link, the beamforming gain is approximately 30 dB, 
which not only compensates for the additional path loss but 
also increases the link budget of the 60 GHz link by 10dB.  

Assuming the transmit power of each antenna is Pt[dBm], 
the link budget of a 60 GHz link PLB[dB] can be expressed as 
follows 

          

min][][])[(

][][][][][

SNRdBLdBmNdBdPL
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−−−−

+++=
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where Gc is the power combining gain due to the distributed 
power amplifiers on each RF chain, N is the noise power, L is 
the sum of noise figure and other implementation losses, and 
SNRmin is the minimum signal-to-noise ratio (SNR) for a 
specific modulation and coding scheme (MCS) that guarantees 
the quality of the link (e.g. bit error rate (BER) <10e-5). From 
(1) and (2), the transmission range d that satisfies BER<10e-5 
can be derived. 

TABLE III 

MCS FOR 60GHZ  

Data rate 1.2Gbps 2.5Gbps  5Gbps  

Modulation BPSK QPSK 16QAM 

Code rate 3/4 3/4 3/4 

 

TABLE II 

MCS FOR 5GHZ  

Data rate 120Mbps 180Mbps 360Mbps  600Mbps  

Modulation BPSK QPSK 16QAM 64QAM 

Code rate 3/4 3/4 3/4 5/6 

Eb/N0@BER10e-5 9.6dB 9.6dB 14.5dB 19dB 

 

TABLE I 

PARAMETERS FOR 5GHZ AND 60GHZ 

 5GHz  60GHz  

Number of antennas 4 36 

Maximum EIRP (FCC) 30dBm +  
6dBi (antenna gain) 

40dBm 

Maximum transmit power/antenna 

(Pt) 

24dBm 4dBm 

Transmit beamforming gain (Gt) 0 15dB 

Power combining gain (Gc) 0 15dB 

Receive beamforming gain (Gr) 0 15dB 

Aperture loss @ 1m -48dB -68dB 

NLOS path loss exponent (n) [19] 2.6 3.5 
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TABLE I shows some of the parameters of 5 GHz and 60 
GHz. TABLE II and TABLE III show the MCS and PHY data 
rates used for numerical analysis. Using the parameters shown 
in Table I, II, and III, and (1) and (2), the transmission ranges 
of various MCS modes of 5 GHz and 60 GHz can be calculated 
and compared. Fig.1 shows the numerical results comparing 
the transmission ranges and the data rates of 5 GHz and 60 
GHz in both LOS and NLOS environments based on the 
measurement results of [19] with the maximum transmit power 
per antenna (Pt = 24 dBm for 5 GHz band assuming a WiFi 
device and Pt = 4 dBm for 60 GHz band). It is interesting to 
note that in a LOS environment, 60 GHz is comparable to 5 
GHz in terms of the transmission range and also has a much 
higher data rate. The reasons are as follows:  

• the additional 20 dB path loss at 60 GHz is already 
compensated for by the transmit and receive 
beamforming gains (~30 dB)  

• 60 GHz has higher EIRP (Effective Isotropic Radiated 
Power) than 5 GHz  

• 60 GHz can use a very simple modulation scheme such 
as BPSK or QPSK to achieve a very high data rate (>1 
Gbps) by utilizing a very wide bandwidth (~1.7 GHz), 
which requires very low Eb/N0 (~10 dB) for reliable 
communications.  

 
For a NLOS environment, however, the transmission range 

of 60 GHz quickly decreases and becomes much shorter than 5 
GHz due to much higher penetration loss of obstacles between 
the transmitter and receiver. Considering the typical transmit 
power of 5 GHz and 60 GHz devices, the transmission range 
further decreases. Fig. 2 compares the transmission ranges and 
the data rates of 5 GHz and 60 GHz with a typical transmit 
power. For an 802.11 device, a typical transmit power per 
antenna is approximately 17 dBm. For a 60 GHz device, the 
total transmit power of a 60 GHz device is limited to 10 dBm 
due to the regulations in Korea, Japan, and Australia [39], 
which limits the transmit power per antenna to Pt=-5.6dBm for 
the 36 antenna case. Fig. 2 show that the transmission range of 
60 GHz over a NLOS channel is less than 10 meters.  

Fig.1 and Fig. 2 clearly show that the tradeoff of range and 
performance for 5 GHz and 60 GHz is different and 

complementary in nature. While 5 GHz excels in achieving 
larger range and robust performance in the NLOS channel, the 
performance of 60 GHz link is much higher with very short 
range but it drops off rather quickly as the range increases, 
especially with NLOS channel. The complementary nature of 
these two bands suggests a compelling reason to combine the 
two so to keep the best of both worlds. This is exactly the 
motivation behind the concept of multi-band gigabit mesh 
networks.  

IV. BENEFITS OF MULTI-BAND GIGABIT MESH 

A. Multi-band Gigabit Mesh: The Concept 

The concept of multi-band gigabit mesh is to allow the 
flexibility of two devices communicating with each other in 
either the low frequency band such as 2.4 or 5 GHz, or in the 
60 GHz frequency band. Moreover, there is also the flexibility 
to choose a multi-hop 60 GHz path, if it is advantageous for the 
network performance and user experience. There are three 
distinct characteristics that define a multi-band gigabit mesh: 1) 
Some, if not all, of the devices in the mesh are capable of 
operating in multiple radio bands, more specifically, in a low 
frequency band such as 2.4 or 5 GHz (using Wi-Fi technology), 
and in the 60 GHz band. The network should exploit the multi-
band capabilities of these devices to improve the user 
experience with these devices and the network in general. 2) 
There exists at least one multi-hop 60 GHz path among the 60 
GHz devices. 3) The end to end performance between any two 
devices in the mesh should be above 1 Gbps measured at the 
MAC level.  

B. The Target Usages for Multi-band Gigabit Mesh 

Looking across the various standard efforts for 60 GHz, it is 
clear that the superset of the usages addressed by these efforts 
really span across WPAN and WLAN. Let’s consider the 
requirements of these usages in terms of range, channel 
condition and link robustness, and see which usages can benefit 
from the concept of the multi-band gigabit mesh networks. 

• Very short range (<1 meter)  with LOS guarantee  
The first set of usages operate at a very short range (<1 m) 

with a LOS condition almost always guaranteed. One such 
usage example is sync-n-go. Sync-n-go refers to the usage of 
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Fig. 1. Comparison of transmission ranges and data rates of 5 GHz and 60 
GHz in LOS and NLOS environments using maximum transmit power per 

antenna (Pt = 24 dBm for 5 GHz and Pt = 4 dBm for 60 GHz) 
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Fig. 2. Comparison of transmission ranges and data rates of 5 GHz and 

60 GHz in LOS and NLOS environments using typical transmit power (Pt = 

17 dBm for 5 GHz and Pt = -5.6 dBm for 60 GHz) 
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rapidly transferring data from one device to another. It may be 
downloading a multimedia file like HD (High Definition) 
movie from a Kiosk to a handheld device; it may also be 
exchanging photos between two peer to peer devices such as 
cell phones. The speed is the key to make this usage 
compelling, especially when the amount of data is huge. Sync-
n-go typically does not involve a range beyond 1 meter, and so 
the user has greater control to help position the devices so that 
they are in range with LOS toward each other. This set of 
usages is generally considered the least challenging from range, 
link budget and channel condition’s point of view. This 
category of usages does not need multi-band gigabit mesh to 
achieve satisfactory user experience and so such usages are not 
the target applications of multi-band gigabit mesh networks. 

• Medium range (1-10 meters), without LOS guarantee  
The second set of the usages operate at medium range (1-10 

meters, within one room) with reasonable probability of LOS 

but no guarantee. Even if there is a clear LOS path, movement 

of people or objects may easily disrupt the LOS path and so it 

is expected that NLOS links would be heavily used for these 

usages. Some examples include: i) Wireless HDMI (High-

Definition Multimedia Interface) [11] to replace the HDMI 

cable between a TV and other video devices with a high rate 

60 GHz link. This may be used in the home, a conference 

room or an auditorium. ii) Wireless docking in the office: The 

wireless docking station may be embedded into a display or 

monitor or may be a fixed standalone device. Mobile devices 

such as laptops or MID (Mobile Internet Devices) are 

connected wirelessly to the docking station when in the office. 

Other fixed devices such as keyboard, mouse, printer, and 

storage device (e.g., a hard drive) may be plugged into the 

docking station either via a wired interface (e.g., USB) or 

wirelessly. iii) Densely deployed 60 GHz WLAN: 60GHz APs 

mounted on the ceiling to deliver Gbps connectivity to many 

stations on an office floor.  

Fig. 2 shows that it is feasible to deliver 1.2 Gbps PHY rate 

at the range of 10 meters under NLOS condition in 60 GHz. 

This may translate into 1 Gbps MAC rate if the MAC 

efficiency is 84% or more. But the actual range would greatly 

depend on the reflection surface materials and obstacles in the 

path. Lower MAC efficiency would also lower the achievable 

MAC performance below the targeted 1 Gbps. So it could still 

be challenging to deliver 1 Gbps MAC rate at 10 meter range 

in some indoor environment. A multi-hop path in 60 GHz may 

allow shorter distance for each single hop link and hence may 

increase the possibility of LOS for each single hop link. As the 

distance between the transmitter and the receiver increases, the 

likelihood of blockage with people moving about in the room 

also dramatically increases. While it is generally expected that 

60 GHz radio will build in antenna tracking and re-training 

capability upon link breakage, concept such as multi-band 

mesh networks can help to provide additional diversity and 

robustness, and minimize the impact of 60 GHz link outage on 

the user experience. 

• Long range (>10 meters), NLOS 
As Fig. 2 shows that it may be very challenging to achieve 

transmission range beyond 10 meters for NLOS 60 GHz 
channel. Even more challenging than the distance is the 
obstruction caused by walls, doors, windows, furniture and 
other clutters commonly found in indoor environments. Such 
severe obstructions make it extremely difficult to cover a larger 
room or multiple rooms with a single hop 60 GHz link. For 
example, to provide full house coverage with multiple rooms, 
doors and floors, a multi-band mesh network is a must-have in 
order to meet the basic expectations of coverage. With multi-
band mesh, it becomes possible to provide coverage 
comparable to lower bands and higher peak throughput in part 
of the house. The user may experience different levels of 
performance when moving about the house, but that is nothing 
new since the user would have experienced similar effect even 
with 802.11n products, albeit at a less profound level. 

So in summary, the target usages for the multi-hop gigabit 
mesh networks are any usage that requires a distance of more 
than 1 meter without LOS guarantee.  

C. The Benefits of Multi-band Gigabit Mesh 

We’ve already touched on some of the benefits of multi-
band gigabit mesh networks in the previous discussion; here we 
examine them more closely. The first benefit is the diversity 
gain, which may be due to the flexibility to switch between 
different bands, or the flexibility to choose different path within 
the 60 GHz mesh. Another major benefit is range and spatial 
reuse performance gain provided by the 60GHz mesh. While 
there may exist spatial reuse gain in any mesh network in any 
band, the spatial reuse gain in 60 GHz mesh networks is much 
more significant due to the nature of highly directional 
beamformed links in 60 GHz. Detailed simulation results are 
provided in the next section for an office mesh deployment 
scenario to illustrate the extend of spatial reuse gain. 

• Multi-band diversity gain by switching between bands 
1) Data plane: The multi-band aspect refers to the fact that 

the wireless system consists of multi-band wireless devices 
which are capable of operating in both the lower frequency 
bands (e.g., 2.4 and/or 5 GHz) and a higher frequency band (60 
GHz). This combines the coverage and link robustness benefit 
offered by the lower frequency bands with the high rate benefit 
offered by the 60 GHz band as illustrated in Fig. 1 and Fig. 2. 
In other words, a data link would be carried over 60 GHz 
whenever possible (e.g., when the receiver is within reach at 60 
GHz), and would fall back to 2.4/5 GHz when the 60 GHz link 
breaks. 
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2) Control plane: Diversity gain can also be achieved in the 
control plane as well as the data plane. Most of the 60 GHz 
WPAN specifications employ TDMA (time division multiple 
access) to access the shared medium efficiently between 
different devices [6][7][11]. Although TDMA has higher 
efficiency in utilizing the medium compared to a random 
access scheme, it needs a scheduler that schedules the traffic in 
the network and the scheduling control messages need to be 
exchanged between the scheduler and the devices before the 
actual data transmissions to their target devices. When the 
scheduling messages are lost due to the link breakage between 
the devices and the scheduler in the 60 GHz band, the devices 
can fall back to the lower bands and maintain the control plane 
with the scheduler and continue to exchange data with their 
target devices in the 60 GHz band with minimal interruption. 

Another example to leverage multi-band integration in the 
control plane is to facilitate faster link establishment in one 
band when a link is already established in another band. For 
example, device discovery in 60 GHz can be time-consuming 
due to the directivity of 60 GHz link. One 60 GHz device 
looking for other 60 GHz devices needs to employ some kind 
of omni-communication because there is no prior knowledge of 
the existence and the direction of the other devices. Having a 
link already established in 2.4 or 5 GHz enables some 
information about the other multi-band devices to be 
communicated more quickly in 2.4 or 5 GHz band to speed up 
the discovery process in the 60 GHz band. 

• Multipath diversity gain by switching path within 60GHz 
There may exist different paths between a pair of 60GHz 

devices that intend to communicate. For example, there may be 
a single hop path and a 2-hop path between a transmitter and a 
receiver. If the single hop path is broken due to obstacles such 
as a person walking by, another path such as the 2-hop path 
may be taken to get around the obstructions. It is also possible 
that the 2-hop path is a concatenation of two direct LOS links 

and such a path is better than a single hop NLOS path. So 
having an option of taking the multi-hop path can also be 
considered as another aspect of the diversity gain  

• Range extension by the 60 GHz mesh 
Let’s first consider the range extension benefit alone 

without considering spatial reuse gain achievable within the 
mesh. As illustrated in Fig. 3(a), for a linear topology of mesh 
without considering any spatial reuse possibility, if the number 
of hops between the source and the destination is N, the 
coverage range d(N) increases by N; but the effective end to 
end data rate R(N) decreases by N [27], without taking into 
account the overhead associated with creating and maintaining 
the mesh network. Fig 4 shows a very simplistic comparison of 
multi-hop (2~4 hops) 60 GHz mesh links with a single hop 5 
GHz link for NLOS environments in a linear topology network 
such as shown in Fig 3(a). Similar comparisons can be done for 
LOS (not shown here). The important finding from Fig. 4 is 
that a 4-hop 60 GHz link still significantly outperforms a 1-hop 
5 GHz link while the range remains comparable. While a single 
hop link in 60 GHz can achieve 1.2 Gbps or above for a range 
of 18 meters, a multi-hop link can achieve 1.2 Gbps or above 
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Fig. 3. Illustrations of the link schedules in a linear topology multi-hop mesh 

with and without spatial reuse (source to destination is separated by N hops)  
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for a range of 36 meters, effectively doubling the range while 
still maintaining Gbps level performance. Note that two factors 
that would affect the mesh performance are not yet accounted 
for in Fig 4, namely, the MAC overhead in the mesh, and the 
spatial reuse due to highly directional beam formed links. 
While the MAC overhead may reduce the actual performance, 
on the other hand, the spatial reuse may significantly increase 
the performance, as discussed below. 

• Spatial reuse performance gain within the 60 GHz mesh 
With the spatial reuse benefit, the effective throughput of 

the 60 GHz multi-hop mesh can be improved significantly. 
Since a large number of antenna elements are used in the 60 
GHz devices, a very narrow beam can be formed in a particular 
direction with very high gain and thus the mesh can have a 
good chance of having multiple active links simultaneously 
without interfering with each other. Assuming full spatial reuse 
and perfect scheduling in the mesh, for example, for the linear 
topology mesh as shown in Fig. 3(b), half of the segments of 
the multi-hop link can be active simultaneously regardless of 
the number of hops. Therefore, the effective end to end data 
rate R(N) can be expressed as R(N)=R(1)/2 for the linear 
topology. Fig.5 compares the PHY data rate and the 
transmission range of the multi-hop (2~4 hops) 60 GHz mesh 
links with and without exploiting the spatial reuse benefit for 
NLOS environments using the typical total transmit power (10 
dBm). Considering a partial spatial reuse gain, imperfect 
scheduling in a real network, and the actual deployment 
scenario, the effective end-to-end PHY rate of the linear 
topology mesh will fall somewhere in between the solid and 
dashed lines shown in Fig.5. More realistic bound of the spatial 
reuse is shown in the next section by simulation of an office 
WLAN deployment example. 

V. SIMULATION STUDY ON SPATIAL REUSE OF A 60 GHZ 

OFFICE MESH  

A. Simulation Scenario and Assumptions 

To further quantify the spatial reuse performance in a mesh 
for a realistic deployment scenario, let’s consider the example 
of a multi-band WLAN mesh for office environments as shown 
in Fig. 6. The office area WLAN is comprised of devices in 

nine cubicles. There are two kinds of APs in this network: 60 
GHz-only-APs, each covering a small area such as one cubicle; 
and a combo-AP that operates in both 5 and 60 GHz and hence 
can cover the larger area of all nine cubicles. The combo-AP 
also serves as the 60 GHz AP for the center cubicle. This 
combo-AP has a wired connection such as Gigabit Ethernet, 
acting as the connectivity gateway to the external network for 
all the devices in this office WLAN. The other eight 60 GHz-
only APs do not require wired Ethernet connections on the 
ceiling as they can communicate with the combo-AP using 60 
GHz links. Through these eight 60 GHz-only APs and one 
combo-AP, all the stations in the office area can form a 2-hop 
mesh network in 60 GHz.  

The focus of our simulation study is on the spatial reuse 
aspect of the 60 GHz mesh. We implemented a 60 GHz 
MATLAB simulator that can quantify the spatial reuse gain in 
this 60 GHz office mesh network. 

1) Simulation scenario: The network is comprised of nine 
cubicles each with dimensions of 5×5×3 (width × length × 
height in meters). All the APs are placed on the ceiling with the 
height of 3 meters. Each cubicle has one station that is placed 
randomly within its boundary and 1 meter above the floor level 
(assuming the stations are on a desk). For 2-hop data 
transmission in 60 GHz, a station in a cubicle first transmits 
data to its 60 GHz AP in the first hop, and in the second hop 
the 60 GHz AP communicates with the combo-AP. In order to 
make the system design simpler for 2-hop data transmission in 
the 60 GHz band, a station in one cube routes its data only 
through the 60 GHz AP above the station’s cubicle. 

2) Channel model: The channel model for the first hop 
between a station and its 60 GHz AP is modeled as NLOS 
(path loss exponent n=3.5 [19]) to capture the obstacles in the 
office environment, and the channel model for the second hop 
between the 60 GHz AP and the multi-band 5/60 GHz AP is 
modeled as LOS (n=2 [19]) since APs are installed on the 
ceiling and hence unlikely to encounter obstacles. 

3) Reflector model: Very strong specular reflectors (such as 
metallic bookshelves or cabinets commonly found in the 
office) are modeled by randomly placing them in each cubicle 
between the height of 1~2 meters. It is assumed that a signal 
ray is reflected by the reflector only once without any signal 
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Fig. 6. A network topology of 2-hop mesh network for a dense office  
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attenuation to capture only the first order reflections. By 
varying the number of reflectors (Nf = 0, 5, and 10) in a cubicle 
the effect of a multi-path environment can be simulated. 

4) Antenna model: All the APs are equipped with a 6x6 
square array antenna (36 antenna elements) and the stations are 
equipped with a 6x6 or a 4x4 square array antenna considering 
the fact that there are more limitations such as form factors and 
cost for the stations than the APs. The adjacent antenna 
elements are separated by a half wavelength. The total transmit 
power of each array antenna is fixed to 10 dBm. Each antenna 
element is assumed to be an ideal isotropic radiator. The 
orientation of the array antenna is randomly rotated in the x, y, 
and z-axis.  

5) PHY Data rates: Depending on the SINR of each link, 
the data rate can be chosen from three different MCS modes 
shown in Table IV. For the simulations, the SINR thresholds 
are set to 5.5 dB, 13 dB, and 18 dB for MCS1=0.952 Gbps, 
MCS2=1.904 Gbps, and MCS3=3.807 Gbps, respectively to 
have BER lower than 10e-5.  

B. Metrics to Measure Spatial Reuse 

Several metrics are used to measure spatial reuse in the 60 
GHz mesh. The first metric is the number of simultaneous 
active links in the network.  

The notation Lij
(2)

 is used to denote the link in this 2-hop 
office mesh network, the superscript 

(2)
 denoting the 2-hop path 

between the stations and the combo-AP, with the cubicle index 
i = 0,1,…,8 denoting the location of the station where the data 
communication is initiated or destined, and the hop index j=1,2  
distinguishing if it is the first or the second hop. This is shown 
in Fig. 6(b). Note that for the center cubicle there is only a 
single hop from the station to the combo-AP, while for the 
other cubicles there will be a 2-hop path. Just for the 
convenience of notation, the center cubicle is assigned with 

index i=0; and so effectively L01
(2)

 = L02
(2)

. Therefore, there are 
totally 17 distinct links in this office network, denoted as { Lij

(2)
 

: i = 0,1,…,8 ; j=1,2  }. For the rest of this subsection, the set of 
links between the stations and the 60 GHz-APs, {Li1

(2)
 : i = 

0,1,…,8}, is referred to 1
st
 hop links, and the set of links 

between the 60 GHz APs and the combo-AP, {Li2
(2)

 : i = 
0,1,…,8}, referred to 2

nd
 hop links. 

Note that only one of the 2
nd

 hop links can be active at any 
given time. So theoretically there cannot be more than 9 
simultaneously active links in this mesh network, and the only 
possible set of 9 simultaneously active links is {Li1

(2)
: i = 

0,1,…,8} . If the number of active links is no more than 1, there 
is effectively no spatial reuse in the network. So the number of 
simultaneous active links is a very intuitive metric to indicate 
the degree of spatial reuse. But it is not the most accurate one 
as it does not reflect the quality of these active links. Therefore 
another metric, the aggregated end to end PHY throughput in 
the mesh, is introduced as a more accurate measurement of the 
mesh performance at the PHY level. 

Both metrics are presented in the form of CCDF 
(Complementary Cumulative Distribution Function) curves, 
generated from Monte Carlo simulation of 1000 runs. For each 
run, the stations and the reflectors are placed randomly within 

TABLE IV 

MCS AND DATA RATES [11] 

MCS mode MCS1 MCS2 MCS3 

Modulation QPSK QPSK 16 QAM 

Code rate 1/2 2/3 2/3 

Data rate  0.952 Gbps 1.904 Gbps 3.807 Gbps 
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Fig. 8. Distribution of the SINR of the 2nd hop links between one of the 60 

GHz AP and the combo-AP for the two-hop mesh (all the APs using the 6x6 
square array antenna) 
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Fig. 9. Distribution of the PHY rate of the 2nd hop link between one of the 60 

GHz AP and the combo-AP for the two-hop mesh (all the APs using the 6x6 
square array antenna) 
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Fig. 7. Distribution of the number of simultaneous active links in 60 GHz 2-

hop mesh network (all the stations and the APs use the 6x6 square array 
antenna) 

  

94

International Journal On Advances in Networks and Services, vol 2 no 1, year 2009, http://www.iariajournals.org/networks_and_services/



the cubicles and the antenna array is oriented randomly. It is 
assumed that a link can be active only if the SINR of the link is 
above the lowest SINR threshold (i.e. 5.5 dB) and if the link 
does not lower the SINR of the preexisting active links below 
the lowest SINR threshold.  

C. Simulation Results with 6x6 Antenna Array 

 Fig. 7 shows the distribution of the number of 
simultaneous active links in the network with all the APs and 
the stations using the 6x6 square antenna array. The way to 
determine the number of simultaneous active links in each run 
of simulation is to first randomly pick a 60 GHz AP to form a 
2

nd
 hop link with the combo-AP; then determine which and 

how many of the 1
st
 hop links can be activated successfully 

with the chosen 2
nd

 hop link. The order of activation among the 
1

st
 hop links is random in each run. The simulation results show 

that eight links are almost always active and the number of 
reflectors (Nf = 0, 5, and 10) does not cause much change on 
that. Remember that there can be only one 2

nd
 hop link active at 

any given time, say L12
(2)

. This means all the rest of 7 cubicles 
(index i = 2 to 8) can still be actively transmitting or receiving 
from their 60 GHz-only AP at the same time. Fig. 7 shows that 
extremely high degree of spatial reuse is obtained in this 
scenario. This is possible because all the APs and stations are 
using an antenna array with a large number of antenna 
elements (i.e. 36) which provides very high transmit and 
receive beamforming gain (~30 dB) and very narrow beam 
width, the distance between a station and the AP in its cell is 
very close, and the beams pointing to or from the APs on the 
ceiling do not interfere with each other. 

While the number of reflectors does not impact the number 
of active links, it does affect the quality of these links. Fig. 8 
shows the SINR distribution of the 2

nd
 hop links {Li2

(2)
 : i = 

0,1,…,8} (that is, links between one of the 60 GHz APs and the 
combo-AP on the ceiling). As the number of reflectors 
increases, interference from the other active first hop links in 
the network increases and thus the SINR of the 2

nd
 hop link 

between the APs decreases. The SINR distribution in Fig. 8 is 
converted into the distribution of the PHY rate of the 2

nd
 hop 

links in Fig. 9. The results show that for the moderate number 
of reflectors (Nf =5), the 2

nd
 hop links can maintain the highest 

MCS (i.e. 3.8 Gbps) for more than 90% of the time. Since there 

can be only one active 2
nd

 hop link at any given time, Fig. 9 
effectively shows the aggregated throughput of the 2

nd
 hop link 

at the combo-AP in the network.  
Let’s now consider the aggregated PHY rate of 1

st
 hop links 

in Fig. 10. The aggregated PHY rate is defined as the sum of all 
the active links’ PHY rate. Similar to the situation with the 2

nd
 

hop, as the number of reflectors increases the aggregated PHY 
rate of the 1

st
 hop links decreases due to increased interference 

between each other. However, the aggregated PHY rate for the 
1

st
 links is still extremely high, over 20 Gbps most of the time. 

This is because of the extremely high degree of spatial reuse 
among the 1

st
 hop links.  

Now consider the end to end aggregated PHY rate in the 2-
hop mesh. Fig. 7 and Fig 9 shows that the 2

nd
 hop link can 
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Fig. 10. Distribution of the aggregated PHY rate of the 1st hop links between 

the stations and the 60 GHz APs for the two-hop mesh (all the stations and 
the APs using the 6x6 square array antenna) 
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Fig. 12. Distribution of the PHY rate of the one-hop link between one of the 

stations and the 60 GHz AP both using the 6x6 square array antenna 
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maintain the highest data rate (3.8Gbps) more than 90% of the 
time while seven other 1

st
 hop links are active simultaneously. 

This is illustrated in Fig. 11. In Fig. 11(a), at one time instance 
(T0 < t ≤ T1), the seven 1

st
 hop links {Li1

(2)
 : i = 2,3,4,5,6,7,8} 

may be active simultaneously with the 2
nd

 hop link L12
(2)

. Fig. 
11(b) shows the next time instance (T1 < t ≤ T2) when {Li1

(2)
 : i 

= 1,3,4,5,6,7,8} and L22
(2)

 2
nd

-hop are the simultaneously active 
links. Fig. 11(c) shows another time instance (T7 < t ≤ T8) when 
{Li1

(2)
 : i = 1,2,3,4,5,6,7} and L82

(2)
 are the simultaneously 

active links. Since the aggregated throughput of the 1
st
 hop 

links (shown in Fig. 10) is much higher than the 2
nd

 hop 
(shown in Fig. 9), and one of the 2

nd
 hop links can be almost 

always active simultaneously with seven other 1
st
 hop links 

(shown in Fig. 7), the end to end throughput is basically 
determined by the 2

nd
 hop link throughput. So the end to end 

throughput distribution should look like the throughput 
distribution of the 2

nd
 hop shown in Fig. 9 as well. That is, 90% 

of the time the end to end throughput can reach 3.8 Gbps. 

It is remarkable that a two-hop mesh network reaches the 
highest data rate (3.8 Gbps) that is ever achievable by a single 
link, thanks to the high degree of spatial reuse. It can be shown 
that such 2-hop network actually outperforms a one hop 
network where there is only one 60 GHz AP serving all the 
stations in the 9 cubicles. Fig. 12 shows the distribution of the 
PHY data rate of such single hop links for Nf=5. The results 
show that such one hop link can achieve 3.8 Gbps only 19% of 
the time, which is much worse than the two-hop mesh.  This is 
because the path loss exponent is higher between the station 
and the AP due to more obstacles compared to the 2

nd
 hop link 

between the 60 GHz AP and the combo-AP in the two-hop case 
and the distance between the station and the AP is longer. 

Another remarkable insight one may gain from this 
example is that even though the aggregated PHY rate for the 1

st
 

hop links can be over 20 Gbps most of the time, it does not  
translate directly into the end to end throughput for the mesh, 
because the 2

nd
 hop is the bottleneck of the network. This is 

typical of a network with star or tree like topology, and 
congestion and flow control is a well known and well studied 
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Fig. 13. Distribution of the number of simultaneous active links in 60GHz 2-

hop mesh network (the stations with 4x4 square array antenna and the APs 
with 6x6 square array antenna) 
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Fig. 14. Distribution of the SINR of the 2nd-hop link between one of the 60 

GHz AP and the combo-AP for the two-hop mesh (all the APs using the 6x6 
square array antenna) 
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Fig. 15. Distribution of the PHY rate of the 2nd hop link between one of the 

60 GHz AP and the combo-AP for the two-hop mesh (all the APs using the 

6x6 square array antenna) 
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Fig. 16. Distribution of the aggregated PHY rate of the 1st hop links between 

the stations and the 60 GHz APs for the two-hop mesh (the stations with 4x4 

square array antenna and the APs with 6x6 square array antenna)  
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problem in mesh network literatures [31-34]. However, this 
problem becomes even more severe in our example because of 
the spatial reuse with highly directional links in 60 GHz. 
Without proper congestion control, much of the huge spatial 
reuse potential is wasted. So this example demonstrates the 
need to further study effective congestion and flow control that 
can maximize the return of spatial reuse.  

D. Simulation Results with 4x4 Antenna Array at the Stations 

Now suppose the stations in the two-hop network have only 
16 antenna elements (a 4x4 square array antenna), which might 
be more realistic considering the small form factor of the 
stations and the cost constraint. As the number of antenna 
elements decreases, not only the link quality degrades due to 
the decreased beamforming gain but also interference to and 
from the other active links increases due to the wider beam 
width.  

Fig. 13 shows the effect of the decreased number of antenna 
elements at the stations on the spatial reuse gain. The spatial 
reuse gain decreased significantly comparing to Fig. 7 where 
the stations are equipped with 36 antenna elements. However, 
more than five links can still be active simultaneously more 
than 90% of the time, which is still very high spatial reuse gain. 

Fig. 14 and Fig. 15 show the effect of the decreased number 
of antenna elements on the SINR and the PHY rate of the 2

nd
 

hop links. Comparing to Fig. 8 and Fig. 9, although more 
interference from the stations degrades the quality of the link, 
the link can still support the highest data rate for more than 
70% of the time with a moderate number of reflectors (Nf =5).  

Fig. 16 shows the aggregated PHY rate of the 1
st
 hop links. 

Comparing to Fig. 10, the PHY rate is significantly lower with 
4x4 antenna array at the stations. However, the results show 
that the aggregated PHY rate is still sufficiently higher than the 
2

nd
 hop PHY rate in Fig. 15. This is because 100% of the time 

at least 3 links (i.e., one 2
nd

 hop link and two 1
st
 hop links) can 

be active simultaneously as shown in Fig. 13, and so the end to 
end PHY throughput is still determined by the 2

nd
 hop. So the 

end of end PHY throughput with 4x4 antenna array at the 
stations has similar distribution as shown in Fig. 15.  

The above results are compared to the one-hop scenario in 
Fig. 17 and it shows that the one-hop case also suffers from the 

decreased beamforming gain and now the link can support the 
highest data rate for only 14% of the time (vs. 73% of the time 
with two-hop mesh in Fig. 15). So even with the 4x4 antenna 
array, a 2-hop mesh still outperforms the one hop network in 
this office WLAN example and maintains the end to end PHY 
throughput close to the highest PHY rate of the 2

nd
 hop for 

majority of the time. This shows that the stations can have less 
number of antenna elements than the APs but still enjoy the 
end to end throughput performance benefit by employing mesh. 

VI. PREVIOUS WORK 

Multiple research projects in Europe [8, 9] have been 
focusing on the design of a holistic wireless system that 
provides higher performance for WLAN. One such example is 
the European Information Society Technologies (IST) 
Broadway project [8, 16] which targeted specifically for a 
WLAN with the hybrid dual frequency system design concept 
based on HIPERLAN/2 at 5 GHz and a fully ad-hoc extension 
at 60 GHz. The usage scenarios envisioned include hotspot 
coverage, public Internet access, high density dwellings and 
flats deployment, corporate and campus environments. 
However, IST limited its bandwidth in the 60 GHz band to no 
more than 240 MHz and hence the maximum data rate 
achievable was only 720 Mb/s, substantially below 1 Gbps.  

Conceptually what it is proposed in this paper is similar to 
the approach taken by the IST Broadway project but there are 
three important distinctions that lead to a substantially different 
solution: i) Broadway is based on HIPERLAN/2 and there is 
very tight integration of 5 GHz and 60 GHz at the RF front end. 
Our work is based on the 802.11 MAC to maximize reuse and 
integration with existing 802.11 solutions at 2.4/5 GHz. ii) 
Broadway limited its channel width at 60 GHz band to no more 
than 240 MHz and hence the max link data rate was only 720 
Mb/s. The latest PHY proposals in both ECMA TC 48 [7] and 
IEEE 802.15.3c [8] use a much wider channel (close to 2 GHz) 
for obtaining multi-Gbps PHY rates. Similar assumptions are 
taken here at the PHY to ensure multi-Gbps data rate 
capabilities. The MAC efficiency can be deeply affected by the 
operating PHY rate [1, 18] and so MAC throughput does not 
always scale linearly with the PHY rate. It is important to re-
examine and sometimes re-design the MAC protocol when the 
PHY rate is substantially increased. iii) It was assumed in 
Broadway that only infrastructure devices such as APs used 
directional antenna at 60 GHz and all stations used an omni-
directional antenna. Our work assumes that it is feasible to 
employ directional antennas for stations such as laptops, or 
MIDs. This allows a significant spatial reuse benefit and can 
affect the design substantially in both the PHY and MAC 
layers.  

VII. DESIGN CHALLENGES OF MULTI-BAND GIGABIT MESH 

This section presents high level considerations of the 
system design concept of multi-band Gigabit mesh networks 
and the new research challenges within that framework. 

A. Integration Architecture to Support Seamless Session 

Switch 

The concept of multi-band integration is straightforward but 
the design and implementation are non-trivial. One of the 
important design questions is where in the protocol stack such 
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Fig. 17. Distribution of the PHY rate of one-hop link between one of the 
stations and the 60 GHz AP (the stations with 4x4 square array antenna and 

the APs with 6x6 square array antenna)  
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integration should happen - at the RF front end, baseband, 
MAC, or above the MAC?  

The answer partly depends on how similar or different the 
radio stack (antenna, PHY, MAC, etc.) would look like across 
the bands. Given the very different channel properties of the 60 
GHz band, the antenna, RFIC and baseband design for the 60 
GHz would be quite different from that of 2.4 or 5 GHz band 
[38]. We also have strong reasons to believe that the media 
access mechanism for 60 GHz would be quite different from 
the CSMA/CA based media access mechanism for Wi-Fi in the 
2.4 and 5 GHz bands, as explained below. 

First and foremost, the current design of CSMA/CA 
assumes that devices in the same physical proximity can carrier 
sense and overhear each other because of the omni-directional 
antenna typically used in 2.4 and 5 GHz bands and so all 
communications can be assumed to be broadcast at the physical 
level. This is no longer the case in 60 GHz, because high gain 
directional antenna would be employed in order to reach decent 
range. This directivity fundamentally violates the assumption 
of CSMA/CA and so direct reuse does not make sense. 

Another reason that we may consider to modify the 802.11 
MAC is that current 802.11 MAC does not provide strong QoS 
guarantee, which may be acceptable for Internet connectivity 
type of applications but not acceptable for high performance 
media applications such as wireless display. Media access such 
as TDMA (Time Division Multiplex Access) that can provide 
better QoS assurance is probably needed. While TDMA 
typically is used successfully for licensed band applications 
such as cellular networks, it is relatively unproven for 
unlicensed band applications such as 60 GHz. The main 
difficulty with TDMA in unlicensed band is to cope with the 
interference from independent overlapping networks without 
causing instability in the networks. The fact that 60 GHz links 
typically employ directional communication between devices 
can somewhat mitigate such a problem as directional 
communication helps lesson the probability of interference and 
hence improves space reuse as evidenced from our simulation 
results shown in this paper. 

For these reasons, we believe media access mechanism for 
60 GHz would be quite different from that of existing Wi-Fi at 
2.4 and 5 GHz. This begs the question of how these different 
media access mechanisms be reconciled or integrated in the 
multi-band framework. Such reconciliation needs to be 
investigated carefully in order to design a reasonable 
integration architecture that can support seamless session 
switch between different bands. 

B. Radio concurrency 

Depending on how tightly the 60 GHz radio and 2.4/5 GHz 
radio are integrated, a multi-band device may or may not be 
able to operate in different bands concurrently. Therefore it is 
important to have the flexibility of allowing both 
configurations to function in the network. If two radios can be 
used concurrently, it opens up the possibility of using both 
bands to further optimize the performance for the device and 
the network beyond what a single radio can provide. On the 
other hand, full concurrent operations may increase hardware 
cost and may consume too much power for the mobile devices. 
If two radios are not to operate simultaneously for a long 
period of time, then how and when to switch from one band to 
another is also an interesting question to consider.  

C. Multi-hop Multi-band Mesh Challenges 

Some of the issues with directional ad hoc networks such as 
medium access control, neighbor discovery and routing have 
been well studied [22-30], albeit for lower frequency bands. It 
is necessary to reevaluate the ideas and applicability for higher 
frequency bands, with realistic antenna patterns and higher 
PHY rates. Some concepts might be more readily applicable 
than others. For example, congestion control [31-34] is a well 
recognized problem in multi-hop ad hoc networks. As 
demonstrated in our office WLAN example in Section V, the 
congestion problem could be even more pronounced for some 
topology like star- or tree- like networks, and the un-even 
spatial reuse gain in different part of the network may actually 
worsen the congestion at certain point of the network. How to 
address congestion and flow control in such highly directional 
networks is a new research topic. The concept of network 
coding [35] has shown promise to combat performance issues 
such as congestion. But such a concept may be challenging to 
apply in a directional mesh because network coding leverages 
omni-directional broadcast which is a very expensive operation 
at 60 GHz; so further study might be needed in that area as 
well.  

The topic of multi-channel ad hoc networks has been 
studied somewhat in the past [36-37], however, most of the 
work assumes homogeneous channels within the same band. 
Multi-band mesh works across characteristically very different 
bands, and so imposes a new set of problems to solve but we 
have seen very little work done on this yet. 

Power consumption is another aspect that needs to be 
carefully studied in the context of multiband mesh. For 
example, as pointed out earlier, radio concurrency may have 
negative impact on power while boosting the performance. 
Another important factor to consider is how much power the 
radio consumes when operating in different band.  

VIII. CONCLUSION AND FUTURE WORK 

The industry is positioning 60 GHz radio as a high 

performance radio that is capable of delivering gigabit 

performance in a wide range of usage scenarios. 60GHz 

represents a technological opportunity This means that 60 

GHz radio has to live up to expectations similar to Wi-Fi since 

most users are familiar with that experience. In this paper we 

point out that one of the key challenges in meeting those 

expectations is to improve range and robustness at 60 GHz. 

This paper proposes the system design concept of multi-band 

gigabit mesh networks to meet that challenge and quantify its 

potential benefits in range extension and spatial reuse with 

analysis and simulation results. The integration of 60GHz 

radio with the existing 2.4/5GHz band WiFi radio presents an 

opportunity to provide a unified technology for both gigabit 

WPAN and WLAN, thus further reinforcing the technology 

convergence that is already underway with the widespread 

adoption of Wi-Fi technology [40]. Much more work need to 

be done in order to prove the feasibility of this concept with a 

detailed protocol design. Our current analysis and simulation 

do not take into account the MAC overhead associated with 

the mesh creation and maintenance, and we would like to take 

that into account in our further study to tighten the 

performance bound. We also want to continue to investigate 
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the topics discussed in the last section to provide a complete 

solution for multi-band gigabit mesh networks. 
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Abstract
Measurements of local and wide-area network traf�c

in the 90's established the relation between burstiness
and self-similarity of network traf�c. Several papers
demonstrated that the widely used Poisson based
models could not be applied for the past decade's
network traf�c. Recent papers have questioned the
direct applicability of these results in networks of the
new century. Some authors of these papers demand
the revision of previous assumptions on the Poisson
traf�c models. They argue that as newer and newer
network technologies are implemented and the amount
of Internet traf�c grows exponentially, the burstiness of
network traf�c might cancel out due to the huge number
of aggregated traf�c �ows. Some results are based on
analyses of high-speed Internet backbone links and other
traf�c traces. We analyzed the same traf�c traces and
applied novel methods to characterize them in terms of
packet interarrival time. We demonstrate that the series
of interarrival times in the 2003 traces is still close
to a self-similar process. Since then, new traf�c traces
have been made public, including ones captured from
OC-192 links of the Internet backbone in 2008. We also
compare the 2008 traf�c traces with the ones captured
in 2003 and apply our analytical methods to illustrate
the tendency of Internet traf�c burstiness in recent
years. We found that the burstiness of the interarrival
times decreased signi�cantly compared to earlier traces.

Index Terms�Internet traf�c; burstiness; Lévy Flights.

1. Introduction
Network congestion can be caused by several factors.

The most dangerous cause of congestion is the burstiness
of the network traf�c. Recent results make evident that
high-speed network traf�c is more bursty and its vari-
ability cannot be predicted as assumed previously. It has
been shown that network traf�c has similar statistical
properties on many time scales. Traf�c that is bursty

on many or all time scales can be described statistically
using the notion of self-similarity. Self-similar traf�c has
observable bursts on all time scales.
One of the consequences of burstiness is that combin-

ing the various �ows of data, as it happens for example
in the Internet, does not result in the smoothing of
traf�c. Measurements of local area network traf�c [20]
and wide-area network traf�c have proved [21] that the
widely used Markovian process models could not be
applied for today's network traf�c. If the traf�c were
Markovian process, the traf�c's burst length would be
smoothed by averaging over a long time scale contra-
dicting with the observations of today's traf�c character-
istics. Combining bursty data streams will also produce
bursty combined data �ow. Various papers discuss the
impact of the burstiness on network congestion [1], [3]
and [8]. Their conclusions are that congested periods can
be quite long with losses that are heavily concentrated.
The self-similarity of network traf�c was observed

in numerous papers, such as [3], [9], [22] and [25].
These and other papers showed that packet loss, buffer
utilization, and response time were totally different when
simulations used either real traf�c data or synthetic data
that included self-similarity [10], [11].
Papers, such as [16] and [31] challenge the direct

applicability of these results for today's network traf-
�c. They argue that traditional Poisson models can be
used again to characterize the aggregate traf�c �ow of
multiplexed large numbers of independent sources in
the Internet backbone [17], [30]. Their explanation is
that as the amount of Internet traf�c grows dramatically
mainly due to the implementation of �ber optic backbone
links, the burstiness of network traf�c might cancel out
as a result of the large number of multiplexed packet
�ows. The paper describes the analyses of packet traces
captured in the Internet backbone. The authors found
that packet arrivals followed the Poisson distribution at
sub-second time scales, appeared to be nonstationary
at multi-second time scales, and the same packet trace
showed evidence of long-range dependence at scales of
seconds and above.
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By the end of 90's, many previous works also analyzed
the burstiness and the correlation structure of Internet
traf�c in various time scales according to the behavior
of the Transmission Control Protocol (TCP) in terms of
timeouts, congestion avoidance, self-clocking, etc. The
paper [5] applied a wavelet-based multiresolution tool
to analyze the scaling behavior of Internet traf�c on
short time scales. This paper was one of the �rst works
showing evidence that Internet traf�c could be analyzed
by a multifractal model. Recent studies in [[7], [2],
and [24]] have also proved that Internet traf�c exhibits
not only monofractal properties, but also a multifractal
nature. Actual measurements have demonstrated that
low-aggregate network traf�c can have more complex
properties than assumed previously.
The paper [12] illustrated that short time scale bursti-

ness was independent of the TCP �ow arrival process and
showed that in networks with light traf�c, correlations
across different �ows did not have an effect on the
short scale burstiness. Internet traf�c was classi�ed in
alpha and beta �ows in the paper [28]. It was shown
that large transfers over high-capacity links, called alpha
�ows, produced non-Gaussian traf�c, while the beta
�ows, low-volume transmissions, produced Gaussian and
long-range dependent traf�c. Long sequence of back-to-
back packets can cause signi�cant correlations in short
time scales. The reasons of sending long back-to-back
packets in TCP or UDP sources were analyzed in [14],
such as UDP message segmentation, TCP slow start, lost
ACKs, etc. The same authors in [15] identi�ed the actual
protocol mechanisms that were responsible for creating
bursty traf�c in small time scales. It was shown that
TCP self-clocking could shape the packet interarrivals
of a TCP connection in a two-level ON-OFF pattern.
The pattern causes burstiness in time scales up to the
round-trip time of the TCP connection.
In our paper we analyzed the same traf�c traces as in

[16] and [35], and applied novel methods to characterize
them. The network traf�c traces are considered as a
time series of the arrival times of the packets. Due
to space limitation the analysis of the packet lengths
is omitted. The arrival times form a monotone in-
creasing series. The interarrival times are independent,
identically distributed random variables. The classical
modeling of the interarrival times goes back to Erlang,
who successfully modeled the phone calls by a Poisson
process with interarrival times distributed exponentially.
We generalize his model by changing the distribution
to a general family of in�nitely divisible distributions
and by the corresponding Lévy processes [29]. Since
a subset of these distributions�called ��stable dis-
tributions (asymmetrical in our case)� provides self-
similar processes, we can analyze not just if the packet

traces are self-similar, but we go beyond the results of
previous papers and measure how close these packet
traces are to being self-similar. The instrument of our
analysis is the so called Truncated Lévy Flights [34].
The current paper is a continuation of our research
project to investigate the tendency of the Internet's traf�c
burstiness. As part of the research project we have been
comparing traf�c traces captured from various years
covering the last and current decade. The current paper
relies on traces captured in 2003 and 2008 in terms of
burstiness of the interarrival times. In another paper [36]
we already analyzed the traces captured only in 2003 in
terms of the burtiness of both the interarrival times and
packet lengths. The current paper uses similar statistical
methods as in [36] and investigates the traces captured in
2008 and compares it to the characteristics of the traces
from 2003. In this paper we demonstrate that the 2003
traces are totally different from the 2008 traces in terms
of burstiness and we conclude that based on the sample
traces, the Internet is losing its self-similar nature that
was so prevalent for years.
The second section describes the mathematical models

applied for the analyses of the traces. The third section
discusses the types of traces used in our work. The fourth
section presents the results of the application of our
model for the data, followed by the conclusion in section
�ve.

2. Model: Smoothly Truncated Lévy
Flights
In this section we introduce a model: The Smoothly

Truncated Levy Flights (STLFs). It will be applied in
section IV for describing the distribution of the interar-
rival times of the packet traces. The time series of the
interarrival times under consideration is the sequence of
the differences between consecutive arrivals of packets
collected in the Internet backbone. The data collection
details are described in section III.
The Truncated Lévy Flights were introduced by Man-

tegna and Stanley [23] as models for random phenom-
ena, which exhibit properties at small time-scales similar
to those of self-similar Lévy processes. The Truncated
Lévy Flights have distributions with cutoffs at large
time-scales, i.e., they have �nite moments of any order.
Building on Mantegna and Stanley's ideas Koponen [19]
de�ned the Smoothly Truncated Lévy Flights (STLFs),
which had the advantage of a nice analytic form. Inde-
pendently, the same family of distributions was described
earlier by Hougaard [13] in the context of a biological
application. The concept of the more general distribution,
called tempered stable distribution, is due to Rosiński
[27] (see, e.g., [34] and [33] for a partial history of these
works).
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Since the interarrival times are positive, we consider
STLF with a totally asymmetric distribution. It is given
by the cumulant function (log of the characteristic func-
tion)

 X (u) = a� (��) [(�� iu)� � ��] ; (1)

where � 2 (0; 1) and �; a > 0. A more general
discussion of STLF is given in Appendix C. This dis-
tribution depends on three parameters: the index �, the
truncation parameter �; and the scale parameter a. These
parameters provide some information about the position
of the distribution in the following manner:
Property 1. If � and a are �xed and � tends to zero,

then the limit distribution is a totally asymmetric �-
stable distribution and the corresponding Lévy process
is self-similar.
Property 2. If � and a are �xed and � tends to zero,

then the limit distribution is Gamma with parameters
(a; �). In particular, if a is 1, then the limit is exponen-
tial, therefore the Lévy process is Poisson.
Property 3. If � and � are �xed, then for small a

the distribution is close to the �- stable distribution and
for large a the distribution is close to Gaussian. More
precisely, moments of any positive order % (including
fractional) have the following asymptotics:

logE(jXj%) �
�
min(%=�; 1) log a+ c1; as a! 0;
% log a+ c2; as a!1:

For m � 1, the cumulants, derived from the cumulant
function (1), are given in terms of the parameters �, �,
and a, namely,

cumm (X) = a���m� (m� �) : (2)

3. Traf�c traces
The traf�c traces were captured from OC-48 (2.5

Gbps) connections of the Internet backbone collected by
CAIDA [38]1 (The Cooperative Association for Inter-
net Data Analysis). CAIDA's OC-48 traf�c gathering
devices compile packet headers at large peering points
of several large Internet Service Providers (ISPs) in
the United States. We used the traces collected in both
directions of an OC-48 link at AMES Internet Exchange
(AIX) on three different times. The traces have been
divided into a collection of 5-minute �les and another
collection of 60-minute �les to allow downloading the
traces easier. These packet traces include the packet
headers of packets with IP addresses anonymized with
the pre�x-preserving Crypto-PAn library. These traces
include only IPv4 traf�c. The precision of the traces is

1Support for CAIDA's OC48 Traces is provided by the National Sci-
ence Foundation, the US Department of Homeland Security, DARPA,
Digital Envoy, and CAIDA Members.

in the order of microseconds. Table 1 includes the details
of the traces.
3.1. OC-192 traces
We also analyzed packet traces collected for four

hours by CAIDA in May, 2008. The data sets contained
anonymized traf�c traces from an Internet data collection
monitor on an OC-192 Internet backbone link (9953.28
Mbps). The Internet data collection monitor was located
in Chicago, IL, and was connected to a Tier1 ISP
between Chicago, IL and Seattle, WA. The traf�c was
captured by two network monitoring cards in both direc-
tions. A single card was connected to a single direction
of the full-duplex backbone link. The directions were
denoted by A (Seattle to Chicago) and B (Chicago to
Seattle). The anonymized trace data contains layer 3 and
layer 4 protocols: IP for layer 3, and TCP, UDP or ICMP
for layer 4. These packets are originally encapsulated
in layer 1 and layer 3 protocols. On the physical layer
the protocol is PoS (Packets over SONET), on the data
link layer the protocols are cHDLC (Cisco's version
of HDLC), or PPPoHDLC (PPP over HDLC). Between
layer 2 and 3 the service provider also inserts one or
more MPLS headers [4].
The packets were captured more then an hour resulting

in two traces direction A and B (Compressed size of
direction A is 4.1 GB, compressed size of the trace in
direction B is 14 GB).
The traces were captured by dedicated network mea-

surement cards built by Endace Measurement Systems
especially designed to provide very high quality packet
time-stamps. Since GPS transmitters broadcast the cur-
rent time based on atomic clocks, all Endace network
measurement cards are equipped with ports allowing a
GPS receiver to be connected providing clock synchro-
nization.
Endace's DAG Universal Clock Kit (DUCK) provides

per packet time-stamps that are both high resolution and
capable of accurate synchronization to the Coordinated
Universal Time (UTC). When a packet is captured, the
DUCK time-stamps the beginning of the packet arrival in
hardware unlike in NIC-based packet capture. NIC based
time-stamping occurs in the host computer sometime
after the packet has arrived estimating a time-stamp for
the end of the packet arrival. The DUCK represents
time in a single 64-bit �xed point number representing
seconds since midnight on the �rst of January 1970. The
high 32-bits store the integer number of seconds, the
lower 32-bits contain the binary fraction of the second.
This method provides a resolution of 232 seconds, or
approximately 233 picoseconds.
Since the card's output �le format was not supported

by the majority of traf�c analysis tools, CAIDA con-
verted the original traces to a format with nanosecond
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Date Duration Length of the trace in bytes
Aug 14, 2002 3 hours, with 1 hour gap in one direction 108GB
Jan 15, 2003 1 hour, in both directions 30GB
Apr 24, 2003 1 hour, in both directions 13GB

Table 1. Details of the traces.

timestamp precision along with the packet lengths for
both IPv4 and IPv6 packets separately. It is noticeable
from the size of the traces that direction A had less traf�c
then direction B. A possible reason of the difference is
that many content servers were located at one end of the
link. Another interesting observation of the traf�c was
that based on a smaller sample, only a small portion
(~8.6%) of IPv4 addresses was captured as both source
and destination IP addresses in packets after merging
both directions. This could be the indication that the
network traf�c in this area of the backbone may have
been routed asymmetrically (Email communications with
Emile Aben, Data Administrator, CAIDA/SDSC/UCSD).

4. Packet interarrival times
The series of interarrival times in the OC-48 traces

are modeled as stochastic series. If the series corre-
spond to a Poisson process, then the interarrival times
have exponential distribution. In Figure 1 we �tted
the Gamma distribution to the interarrival times of the
OC-48 traces captured on April, 24, 2003 (20030424-
001000-0-anon.pcap). (The Gamma distribution is more
general than the exponential distribution. It reduces to
the exponential distribution, if the shape parameter is
1:)

0 100 200 300 400 500
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Gamma fitting (0.945761,  30.3951)

microsecond

Fig. 1. Gamma distribution of the interarrival times.

Although the estimated parameters (0.945761,
30.3951) suggest that the distribution of the interarrival

times is close to the exponential distribution, the
Kolmogorov-Smirnov test strongly rejects the hypothesis
that the series follows the Gamma distribution.
Consequently, the corresponding process cannot be a
Poisson process. Therefore we reject the hypothesis that
the packet trace follows a Poisson process.
We continue the search for a distribution that would

be suitable for characterizing the interarrival times by
applying the family of Lévy processes.
The Poisson process is one of the simplest Lévy

processes (see, e.g., [29]) with the main assumption
that the increments�the interarrival times� are inde-
pendent, homogeneous and exponential. Changing the
distribution of the increments we obtain a wide variety
of Lévy-stable processes as candidates for modeling the
interarrival times [37]. Lévy-stable processes show heavy
tail behavior making it impossible to apply them for the
measured interarrival times: Figure 1 depicts that there
are very few measurements after 200 micro second. The
heavy tail of a distribution also implies that the moments
do not exist, so these distributions are not appropriate
for modeling purposes. Other members of the family of
Lévy processes, the Smoothly Truncated Lévy Flights
(STLF), have higher order moments. Since they have
been successfully applied for �nance, biological, and
physical phenomena it is reasonable to apply it for traf�c
analysis as well. Some applications of the STLF are
demonstrated in [23], [19], [13], and [34]. The following
formula of the cumulants of STLF provides a means for
estimating the parameters by the method of moments,
i.e., calculating the empirical values from the traf�c
traces and compare them with the theoretical values
above:

cumm (X) = a���m� (m� �) ;
More precisely, for a given trace we calculate the esti-
mated cumulants \cumm, m = 1; 2; : : : 8, then we use
the least squares method for �nding the estimates ba, b�,
and b� (for the details, please see the authors).
4.1 Analysis of OC-48 traces
We carried out these calculations for the OC48

trace captured on April 24, 2003 (20030424-002500-
0-anon.pcap). Figure 2 shows the log of estimated cu-
mulants \cumm, and the log of cumulants ĉumm, m =
1; 2; : : : 8, of the Smoothly Truncated Lévy Flights when
the parameters are estimated, i.e.,

ĉumm (X) = bab�b��m� (m� b�) ;
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Fig. 2. Comparison of the cumulants and estimated cumulants
of the OC48 trace.

Trace
(Direction 000)

� � a

00_0 0.13106 0.02010 1.21465
05_0 0.17247 0.01871 1.37994
10_0 0.2162 0.0177 1.5266
15_0 0.13525 0.01828 1.23914
20_0 0.15424 0.01771 1.29506
25_0 0.15570 0.01768 1.30567
30_0 0.19040 0.01773 1.42341
35_0 0.22436 0.01802 1.56060
40_0 0.25456 0.01717 1.68368
45_0 0.19989 0.01760 1.44594
50_0 0.11637 0.01699 1.14885
55_0 0.14671 0.01818 1.26795

Table 2. The estimated parameters of the OC-48 5 minute
traces in direction '0'.

where b� = 0:15570, b� = 0:01768, ba = 1:30567. Since
the �tting is good, it implies that this trace is close to
the self-similar process because the value of � is very
small. At the same time the trace is not too far from the
exponential distribution considering that the value of �
is small and a is close to 1.
Table 2 and 3 show the estimated parameters of the

OC-48 �ve minute traces.
In general, we can conclude that the distribution of

these traces are close to � - stable distribution, since
the estimations of � are very small, hence the process is
close to a self-similar process (see Property 1 in section
II. A). It is also clear from the parameters that the traces
in direction '1' are closer to the exponential distribution
(see Property 2 in section II. A) than the ones in direction
'0', since the parameter � is small and a is close to 1
at least in these traces: 05_1, 10_1, 25_1, 45_1, and
50_1. Therefore, the traces in direction '1' are closer to

Trace
(Direction 010)

� � a

00_1 0.19944 0.02666 1.31111
05_1 0.06867 0.03078 0.99380
10_1 0.08212 0.02729 0.99712
15_1 0.17804 0.02431 1.29634
20_1 0.17372 0.02390 1.28337
25_1 0.07781 0.02525 0.98236
30_1 0.16226 0.02449 1.20388
35_1 0.11714 0.02452 1.07384
40_1 0.20719 0.02221 1.35552
45_1 0.07819 0.02307 1.00036
50_1 0.08903 0.02259 1.01705
55_1 0.16310 0.02214 1.21355

Table 3. The estimated parameters of the OC-48 5 minute
traces in direction '1'.

a Poisson process then the traces in direction '0'. The
reason for the different characteristics of the traf�c traces
in directions '0' and '1' is under investigation.

4.2 Analysis of OC-192 traces
Since the OC-192 datasets are signi�cantly larger that

the OC-48 datasets, we consider the parameters of the
model being time dependent. We analyze the behavior
of the model at every 0.1 second. The parameters of the
model are estimated for the duration of 1 second interval.
We assume that the traf�c traces are locally stationary.
The following �gures depict the characteristics of the
traf�c �ow in direction B and A. (We use the notations
direction A and direction B to clearly distinguish the
results related to the traces captured in 2003 and in
2008.) Figure 3 clearly demonstrates that � (t) is not
close to zero, therefore the traf�c �ow in direction B does
not exhibit the attributes of a self-similar or a Poisson
process (see Property 1 and 2).
We obtained a similar �gure for � (t) and a (t) as well,

see Figure 4-5.

In Direction A � is equal to zero in 43% of the
samples, while a's values are close to 1. Figure 6 shows
these values of a. The �gure demonstrates that the traf�c
trace is approaching the Poisson process in 43% of the
total samples.

5. Conclusion
We presented a novel model for analyzing the self-

similarity of Internet traf�c captured by CAIDA. The
network traf�c traces were considered as time series of
the arrival times of the packets. We characterized the
traf�c traces with three parameters of Lévy Flights and
placed a particular trace somewhere in the space gen-
erated by the Poisson and self-similar Lévy processes.
Previous papers characterized the same traces as either
self-similar or not self-similar traces. We were able to
measure how close these packet traces were to being
self-similar. We analyzed two sets of traces; one captured
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from an OC-48 link in 2003 and another from an OC-
192 trace in 2008. We concluded that the distribution of
the 2003 traces was close to ��stable distribution, since
the estimations of � were very small; hence the process
was close to a self-similar process. It was also clear
from the parameters that the traces in direction '1' were
closer to the exponential distribution than the ones in
direction '0'. Therefore, the traces in direction '1' were
closer to a Poisson process then the traces in direction
'0'. Regarding the traces from 2008 we concluded that
in Direction B the traf�c �ow can be modeled by the
Lévy Flights, but in Direction A, a large portion of the
trace shows evidence of the properties of the traditional
Poisson process.

6. Appendix
6.1. Cumulants
It is well known that there is a one to one corre-

spondence between the moments and cumulants. The
expected value is the cumulant of �rst order:

cum1(X) = EX:

The cumulants of order 2 and 3 are equal to the central
moments

cum2(X) = Cov(X;X) (3)
= E (X � EX)2 ;

cum3(X) = E (X � EX)3 ;

but this is not true for higher order cumulants. One might
easily check this for the case of cumulants of order four.
Let us denote the central moment of kth order by mk =
E (X � EX)k, then we have

cum4(X) = m4 � 3m2
2; (4)

cum5(X) = m5 � 10m3m2;

cum6(X) = m6 � 15m4m2 � 10m2
3 + 30m

3
2;

cum7(X) = m7 � 21m5m2 � 35m4m3 + 210m3m
2
2;

cum8(X) = m8 � 28m6m2 � 56m5m3 � 35m2
4

+420m4m
2
2 + 560m

2
3m2 � 630m4

2;

see [18] p.64, [32] p.10. If a sample x1; x2; : : : xn is
given, then the estimated expected value, i.e., �rst order
cumulant is the mean x, and the estimated kth order
central momentbmk = (x� x)k

=
1

n

nX
j=1

(xj � x)k :

Now, the estimated cumulants are given in terms of
estimated central moments (see formulae (4) above).

For example, the 4th order estimated cumulant dcum4
is calculated bydcum4(X) = bm4 � 3bm2

2:

6.2. STLF
Let us recall that the STLF X(t) is a Lévy process,

i.e., a process with homogeneous and independent in-
crements and X(0) = 0. The probability distribution of
X = X(1) has characteristic function of the form

'X (u) = exp ( X (u)) ;

where the cumulant function

 X (u) = a�� [p�� (�u=�) + q�� (u=�)] + iub;

and � > 0; a; p; q � 0; p + q = 1, b is a real number,
and

�� (r) =

8<: � (��) [(1� ir)� � 1] ; for 0 < � < 1;
(1� ir) log (1� ir) + ir; for � = 1;

� (��) [(1� ir)� � 1 + i�r] ; for 1 < � < 2:

(See [34] for details.)
Without loss of generality, we only consider the case

when the shift parameter b = 0. Parameters p and q de-
scribe the skewness of the probability distributions, and
p = q = 1=2 yields a symmetric distribution. Parameter
� will be referred to as the truncation parameter.
In the case of 0 < � < 1, the cumulant function is

given by the formula

 X (u) = a��� (��)
h
p
�
1 + i

u

�

��
+ q

�
1� iu

�

��
� 1
i
;

(5)
and if p = 0; the cumulant function

 X (u) = a��� (��)
h�
1� iu

�

��
� 1
i

(6)

= a� (��) [(�� iu)� � ��] ;

describes a distribution totally concentrated on the pos-
itive half-line. The distribution of X will be denoted
by STLF� (a; p; �). The index � corresponds to the
nontruncated limit when � = 0. In this case the distrib-
ution of X is the classical Lévy's ��stable probability
distribution. The scale parameter a tunes the time unit
to a, hence the distribution of X(t) is STLF� (at; p; �).
The role of the truncation parameter � is obvious

in the following particular case. For the one-sided
STLF� (a; 0; �) distribution with 0 < � < 1; the
cumulant function has the form

 X (u) = a��� (��)
h�
1� iu

�

��
� 1
i
: (7)

As � ! 0, the distribution STLF� (a; 0; �) converges
to the ��stable distribution STLF�(a; 0; 0). The para-
meter � looks appropriate for measuring the distance
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from the ��stable distribution, but it can be noticed
that scaling X will change the value of � as well. More
precisely, if X distributed as STLF� (a; 0; �) then the
distribution of cX is STLF� (ac�; 0; �=c), where c > 0.
Therefore the distance from the ��stable distribution
can be measured by the parameter � when the value a
is �xed to 1.
For a �xed �; a > 0, as � ! 0, the distribution

STLF� tends to the Gamma distribution � (a; �). In-
deed, for 0 < � < 1, the Laplace transform �� of
STLF� (a; 0; �) is

�� (u) = exp (a�
�� (��) [(1 + u=�)� � 1]) ;

and

lim
�!0

exp

�
�a� (1� �) (�+ u)

� � ��

�

�
= exp (�a log (1 + u=�)) = (1 + u=�)�a ;

by the L'Hospital rule.

6.3. Estimating the parameters of
STLF� (a; 0; �)

Take the logarithm of

cumm (X) = a���m� (m� �) :

We obtain

log cumm (X) = log a+(��m) log �+log � (m� �) :
(8)

Plug the estimated cumulants \cumm (see (4) above)
into the left side of equation (8), then we have three
unknowns a, �, and �. In order to �nd the parameter
values for the best �tting start with the system of
equations when m = 2; 3; 4, i.e.,

log [cum2 (X) = log a+ (�� 2) log � (9)
+ log � (2� �) ;

log [cum3 (X) = log a+ (�� 3) log � (10)
+ log � (3� �)

= log a+ (�� 3) log �
+ log (2� �) + log � (2� �) ;

log [cum4 (X) = log a+ (�� 4) log � (11)
+ log � (4� �)

= log a+ (�� 4) log �
+ log (3� �) + log (2� �)
+ log � (2� �) :

The difference of the �rst two equations (9-10) gives

log [cum3 (X)� log [cum2 (X) = � log �+ log (2� �)

= log
2� �
�

;

hence
� = 2� �[cum3 (X)

[cum2 (X)
:

Similarly from the last two equations (10-11)

� = 3� �[cum4 (X)
[cum3 (X)

;

therefore we obtain

b� =
[cum3 (X)[cum2 (X)

[cum4 (X)[cum2 (X)�
�
[cum3 (X)

�2 ;
b� = 2�

�
[cum3 (X)

�2
[cum4 (X)[cum2 (X)�

�
[cum3 (X)

�2 ;
ba =

[cum2 (X)b�b��2� (2� b�) :
We obtain more precise estimations for the parameters,
if we use these estimates as initial values and re�ne the
estimates using nonlinear least squares, which minimizes

8X
m=1

�
cumm (X)� a���m� (m� �)

�2
:

6.4. Gamma distribution
The Gamma pdf is

f (x ja; b ) = xa�1

ba� (a)
exp (�x=b) ; x > 0;

where a and b are positive and called as shape and scale
parameter respectively. If a = 1, then it reduces to the
exponential distribution.
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