;,;;l'/ —
Netwa:l;_k§ and Serwc

p77 11 >,
V744N \\\
/7 TrrreRuy
AﬁﬁrrrrmIWMﬁ
rrrrqr ;

\

|

ADVANCED: : Ob! [ ooesial Y 0)C
s systems

2008 vol. 1 nr. 1



The International Journal On Advances in Networks and Services is Published by IARIA.
ISSN: 1942-2644

journals site: http://www.iariajournals.org

contact: petre@iaria.org

Responsibility for the contents rests upon the authors and not upon IARIA, nor on IARIA volunteers,
staff, or contractors.

IARIA is the owner of the publication and of editorial aspects. IARIA reserves the right to update the
content for quality improvements.

Abstracting is permitted with credit to the source. Libraries are permitted to photocopy or print,
providing the reference is mentioned and that the resulting material is made available at no cost.

Reference should mention:

International Journal On Advances in Networks and Services, issn 1942-2644
vol. 1, no. 1, year 2008, http://www.iariajournals.org/networks_and_services/"

The copyright for each included paper belongs to the authors. Republishing of same material, by authors
or persons or organizations, is not allowed. Reprint rights can be granted by IARIA or by the authors, and
must include proper reference.

Reference to an article in the journal is as follows:

<Author list>, “<Article title>”
International Journal On Advances in Networks and Services, issn 1942-2644
vol. 1, no. 1, year 2008,<start page>:<end page>, http.//www.iariajournals.org/networks_and_services/"

IARIA journals are made available for free, proving the appropriate references are made when their
content is used.

Sponsored by IARIA
www.iaria.org

Copyright © 2008 IARIA



International Journal On Advances in Networks and Services
Volume 1, Number 1, 2008

Editorial Board

First Issue Coordinators

Jaime Lloret, Universidad Politécnica de Valencia, Spain
Pascal Lorenz, Université de Haute Alsace, France
Petre Dini, Cisco Systems, Inc., USA / Concordia University, Canada

Networking
» Adrian Andronache, University of Luxembourg, Luxembourg
Robert Bestak, Czech Technical University in Prague, Czech Republic
Jun Bi, Tsinghua University, China
Tibor Gyires, lllinois State University, USA
Go-Hasegawa, Osaka University, Japan
Dan Komosny, Brno University of Technology, Czech Republic
Birger Lantow, University of Rostock, Germany
Pascal Lorenz, University of Haute Alsace, France
Iwona Pozniak-Koszalka, Wroclaw University of Technology, Poland
Yingzhen Qu, Cisco Systems, Inc., USA
Karim Mohammed Rezaul, Centre for Applied Internet Research (CAIR) / University of Wales, UK
Thomas C. Schmidt, HAW Hamburg, Germany
Hans Scholten, University of Twente — Enschede, The Netherlands

VV V VY V V VY VY VYV VYV

Networks and Services
» Claude Chaudet, ENST, France
Michel Diaz, LAAS, France
Geoffrey Fox, Indiana University, USA
Francisco Javier Sanchez, Administrador de Infraestructuras Ferroviarias (ADIF), Spain
Bernhard Neumair, University of Gottingen, Germany
Maurizio Pignolo, ITALTEL, Italy
Carlos Becker Westphall, Federal University of Santa Catarina, Brazil

vV V VYV V V V

Feng Xia, Queensland University of Technology, Australia / Zhejiang University, China

Internet and Web Services
» Thomas Michael Bohnert, SAP Research, Switzerland
» Serge Chaumette, LaBRI, University Bordeaux 1, France
» Dickson K.W. Chiu, Dickson Computer Systems, Hong Kong
» Matthias Ehmann, University of Bayreuth, Germany



VV V VY V V VY V VY V VY

Christian Emig, University of Karlsruhe, Germany
Geoffrey Fox, Indiana University, USA

Mario Freire, University of Beira Interior, Portugal
Thomas Y Kwok, IBM T.J. Watson Research Center, USA
Zoubir Mammeri, IRIT — Toulouse, France

Bertrand Mathieu, Orange-ftgroup, France

Mihhail Matskin, NTNU, Norway

Guadalupe Ortiz Bellot, University of Extremadura Spain
Dumitru Roman, STI, Austria

Monika Solanki, Imperial College London, UK

Pierre F. Tiako, Langston University, USA

Weiliang Zhao, Macquarie University, Australia

Wireless and Mobile Communications

>

YV V V V V V VY V

V V V VY V V

Sensors

>

YV V V V YV V VYV V V

Habib M. Ammari, Hofstra University - Hempstead, USA
Thomas Michael Bohnert, SAP Research, Switzerland

David Boyle, University of Limerick, Ireland

Xiang Gui, Massey University-Palmerston North, New Zealand
Qilian Liang, University of Texas at Arlington, USA

Yves Louet, SUPELEC, France

David Lozano, Telefonica Investigacion y Desarrollo (R&D), Spain
D. Manivannan (Mani), University of Kentucky - Lexington, USA
Jyrki Penttinen, Nokia Siemens Networks - Madrid, Spain / Helsinki University of Technology,
Finland

Radu Stoleru, Texas A&M University, USA

Jose Villalon, University of Castilla La Mancha, Spain

Natalija Vlajic, York University, Canada

Xinbing Wang, Shanghai Jiaotong University, China

Qishi Wu, University of Memphis, USA

Ossama Younis, Telcordia Technologies, USA

Saied Abedi, Fujitsu Laboratories of Europe LTD. (FLE)-Middlesex, UK

Habib M. Ammari, Hofstra University, USA

Steven Corroy, Philips Research Europe — Eindhoven, The Netherlands

Zhen Liu, Nokia Research — Palo Alto, USA

Winston KG Seah, Institute for Infocomm Research (Member of A*STAR), Singapore
Peter Soreanu, Braude College of Engineering - Karmiel, Israel

Masashi Sugano, Osaka Prefecture University, Japan

Athanasios Vasilakos, University of Western Macedonia, Greece

You-Chiun Wang, National Chiao-Tung University, Taiwan

Hongyi Wu, University of Louisiana at Lafayette, USA



» Dongfang Yang, National Research Council Canada — London, Canada

Underwater Technologies
» Miguel Ardid Ramirez, Polytechnic University of Valencia, Spain
» Fernando Boronat, Integrated Management Coastal Research Institute, Spain
» Mari Carmen Domingo, Technical University of Catalonia - Barcelona, Spain
» Jens Martin Hovem, Norwegian University of Science and Technology, Norway

Energy Optimization
» Huei-Wen Ferng, National Taiwan University of Science and Technology - Taipei, Taiwan
» Qilian Liang, University of Texas at Arlington, USA
» Weifa Liang, Australian National University-Canberra, Australia
» Min Song, Old Dominion University, USA

Mesh Networks
» Habib M. Ammari, Hofstra University, USA
» Stefano Avallone, University of Napoli, Italy
> Mathilde Benveniste, Wireless Systems Research/En-aerion, USA
» Andreas J Kassler, Karlstad University, Sweden
> llker Korkmaz, Izmir University of Economics, Turkey //editor assistant//

Centric Technologies
» Kong Cheng, Telcordia Research, USA
» Vitaly Klyuev, University of Aizu, Japan
> Arun Kumar, IBM, India
» Juong-Sik Lee, Nokia Research Center, USA
> Josef Noll, ConnectedLife@UNIK / UiO- Kjeller, Norway
»  Willy Picard, The Poznan University of Economics, Poland
» Roman Y. Shtykh, Waseda University, Japan
» Weilian Su, Naval Postgraduate School - Monterey, USA

Multimedia
» Laszlo Boszormenyi, Klagenfurt University, Austria
Dumitru Dan Burdescu, University of Craiova, Romania
Noel Crespi, Institut TELECOM SudParis-Evry, France
Mislav Grgic, University of Zagreb, Croatia
Hermann Hellwagner, Klagenfurt University, Austria
Polychronis Koutsakis, McMaster University, Canada
Atsushi Koike, KDDI R&D Labs, Japan
Chung-Sheng Li, IBM Thomas J. Watson Research Center, USA
Parag S. Mogre, Technische Universitat Darmstadt, Germany

YV V V V YV V VYV V V

Eric Pardede, La Trobe University, Australia



» Justin Zhan, Carnegie Mellon University, USA



International Journal On Advances in Networks and Services
Volume 1, Number 1, 2008

Foreword

Finally, we did it! It was a long exercise to have this inaugural number of the journal featuring extended
versions of selected papers from the IARIA conferences.

With this 2008, Vol. 1 No.1, we open a long series of hopefully interesting and useful articles on
advanced topics covering both industrial tendencies and academic trends. The publication is by-
invitation-only and implies a second round of reviews, following the first round of reviews during the
paper selection for the conferences.

Starting with 2009, quarterly issues are scheduled, so the outstanding papers presented in IARIA
conferences can be enhanced and presented to a large scientific community. Their content is freely
distributed from the www.iariajournals.org and will be indefinitely hosted and accessible to everybody
from anywhere, with no password, membership, or other restrictive access.

We are grateful to the members of the Editorial Board that will take full responsibility starting with the
2009, Vol 2, Nol. We thank all volunteers that contributed to review and validate the contributions for
the very first issue, while the Board was getting born. Starting with 2009 issues, the Editor-in Chief will
take this editorial role and handle through the Editorial Board the process of publishing the best
selected papers.

Some issues may cover specific areas across many IARIA conferences or dedicated to a particular
conference. The target is to offer a chance that an extended version of outstanding papers to be
published in the journal. Additional efforts are assumed from the authors, as invitation doesn’t
necessarily imply immediate acceptance.

This particular issue covers papers invited from those presented in 2007 and early 2008 conferences.
The papers cover end-to-end QoS and performance, and their prediction, especially in VolIP applications.
Additionally, architectural and mechanisms for fault tolerant, ambient and adaptive large-scale systems,
as well as content-addressable networks are presented.

We hope in a successful launching and expect your contributions via our events.
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Pascal Lorenz, Université de Haute Alsace, France
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A Solution for QoS Support in Wireless Ad hoc Networ ks

Leila Boukhalfé 3 Pascale Minét Serge Midonnét®

! Université Marne la Vallée 2INRIA, Rocquencourt SESIGETEL
77454 Marne-la-Vallée 78153 Le Chesnay Cedex 1 rue du Port de Valvins
_ France France 77210 Avon, France
leila.boukhalfa@univ-mlv.fr pascale.minet@inria.fr serge.midonnet@esigetel.fr
Abstract highly dynamic topology because of versatile radio

propagation and nodes mobility, c) the power cairsts

Mobile ad hoc networks become more popular as because network nodes can rely on battery power for

devices and wireless communication technologies are€N€r9y- These MANET specificities make it diffictdt

became widespread and ubiquitous. With the 2CNi€ve QoS in these networks. o
expanding range of applications of MANETs OLSR [6] is an optimization of the wired link state

: : ; . ting protocol OSPF [7] for MANET. Its innovation
supporting quality of services (QoS) in these neta/o rout ! o
is becoming a real need. This paper provides a lies in the fact that it uses the MultiPoint Re(M,PR_)
solution for QoS support taking into account radio technique. The MPRs of a node are a subset ohits o

interferences. We note that, because of the ad hod'©P Néighbors that enables it to reach (in termadid

networks characteristics, we cannot provide a hard 'ange) all its two-hop nodes. The MPRs technique
quality of service to QoS flows, but only provide a results in the reduction of the control packet geach

service differentiation between different flo pe noc_ie declares o_nIy the links with its one hop nedgh
Thi\sfl QoSI SUppIOI’II is ba!ved on Ithe OLSF\QV rglrjting which selected it as MPR), and reduces the number o

protocol and the CBQ scheduling. Simulation results retransmissions when flooding control messagebén_t
show that flows with QoS requirements receive thenetvl\(/ork. only the MPRs of the sender forward its
requested bandwidth and Best Effort flows share theP3¢ ets.

) ; e The scheduling policy adopted in our solution is
remaining bandwidth. Moreover, mobility is suppdrte inspired from the one used in wired networks. We

recall that our aim is the QoS support [3] in ad ho
networks in order to differentiate services between
different traffic classes. One solution is to pdwia
) minimum part of the requested bandwidth to différen
1. Introduction traffic classes. This means that the medium capacit
must be shared between traffic classes. We are then
A Mobile Ad hoc NETwork (MANET) is an interested in the CBQ scheduler [5] (Class Based
autonomous system of mobile nodes connected byQueueing) and we have extended it to the wireless
wireless links. It is self-organizing, rapidly depable environment. CBQ aims at carrying out two goalse Th
and requires no fixed infrastructure. Ad hoc neksgor first one is that each class should be able toivece
have known a great success and now, they are apeninroughly its allocated bandwidth. The secondary isne
up to civilian applications having requirements of that when some class is not using its allocated
Quality of Service (QoS) [1HenceachievingQoS [4] bandwidth, the distribution of the excess bandwidth
in MANET corresponds to a real need. The QoS, among the other classes should not be arbitrarly, bu
requested from the network, could be defined imger  should be done according to their relative allaoai
of one or a set of parameters such as delay, batidwi Hence, WCBQ leads to good resource utilization.
packet loss, delay and jitter. MANET networks are In this paper, we show how to take into account
faced with specific constraints: a) the limited daidth radio interferences to provide the bandwidth retpees
because of the reduced available radio resouryeébeb by QoS flows. The remainder of this paper is orzeahi

Keywords. MANET, QoS, OLSR, CBQ, routing
protocol, quality of service.



International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

as follows. In section 2, we discuss the impact of
interferences on the QoS, and describe the QoS
components constituting our solution to support @oS

ad hoc networks. The performance evaluation of our .| |
solution is given in section 3, followed by a carsibn
in section 4.

281 281 281

193

(Kkbls)

193

2. Proposed solution

Bandélvidth

g
\

In this section we present our solution for QoSpsup
taking into account interferences generated by glow =
present in the network.

N N ne ] . [

Nodes

2.1. QoS and interferences ) _
Figure 2. Measured consumed Bandwidth

Because of the shared medium access in ad hoc
networks, a packet generated by a mobile node isto the route, the bandwidth consumedmnn this node
physically received by all nodes in the transmissio is nearly twice the bandwidth requestedfbyindeed,
range of the sender. Consequently, interferences ar Ns is in the interference area b andN,. These two
generated when neighboring nodes are transmitting anodes belong to the route of fldyw ConsequentlyiNs
the same time. The presence of interferences makess disrupted each time one of these nodes transwiis
quality of service support much more complex in conclude that because of the interferences, a flow
wireless networks than in wired networks. For consumes more bandwidth than it requests. This
example, interferences make bandwidth reservation i illustrates the necessity to take into account the
a wireless environment an NP-complete problem [9], interferences in all solutions managing quality of
whereas it is polynomial in wired networks. These service with bandwidth requirements. In the follogi
interferences can reduce significantly the capaofty we assume that interferences caused by a transgnitti
the network. node are limited to two hops.

Let us consider a scenario of 6 nodes and one flow  Providing quality of service in ad hoc networks

fi. The flowf; requests a bandwidth of 100kbfs.is
generated by nodB, toward nodeN; (Figure 1). To
illustrate the interference phenomenon, we mea$iere

therefore should be interference aware [10]. F@s th
goal, we consider an admission control which takes
into account interferences induced by flows present

consumed bandwidth at the MAC level on each nodethe network. Also, the routing protocol consideied

of the network.

Transmissio
range_ .-

Interferenc

b \\ ffffff

i No

Figure 1. Interference phenomenon

We note that (see Figure 2) flolwhas consumed
281kb/s onN,. It represents nearly three times the
bandwidth requested By, Indeed, nod®\, is disrupted
by any packet of flowf;, once whenN, transmits,
because\, is in the interference area b, a second
time when N; transmits becauseN2 is in the
transmission range dfl;, and a third time when the
node itself transmits. As for nod&, it does not belong

our solution takes into account interferences tige
routes with the requested quality of service. QoS
routing needs QoS signaling to collect information
related to QoS. Besides these components, other QoS
components can be used to provide the quality of
service requested by QoS flows. Hence, the QoS
architecture we propose in the next section.

2.2. QoS components

In [1] we have presented a general QoS architecture
and defined its different components illustrated in
Figure 3. Among these components we are interested
in the five following components:

QoS modelspecifies the architecture in which
services can be provided as well as the necessary
mechanisms such as classification. The QoS model
directly influences the functionality of the other
components.

» Admission controls the mechanism that results in
the acceptance or rejection of a new flow according
to (i) the available resources on the path taken by
this flow and(ii) the QoS requirements of this flow.
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management. However, the performances of our

QoS Model solution will be improved by a QoS MAC.

| L

Admission Control/Provisioning

2.3.2. Interference model. The proposed solution
takes in consideration the interferenceb tmps:
- at the sender node: the receptions of the nanesdd
at less tharh hops of the sender are disturbed when
this sender transmits.
- at the receiver node: the simultaneous transomssi
of nodes located at less th&nhops of the receiver
prevent the good reception.

Consequently, two senders located at less than 2
Figure 3. QoS Components hops can interfere with each other. The interfezenc

range is said to beh2 In this paper we take an
« Admission controis the mechanism that results in interference range 2. This assumption is generally

the acceptance or rejection of a new flow according adopted in ad hoc networks literature.
to (i) the available resources on the path taken by this

flow and(ii) the QoS requirements of this flow. 2.3.3. Computation of the needed bandwidth. We

+ QoS routingaims to find routes with sufficient pote that, because of the interferences, a fiow
resources to meet the application requirements bUtrequiring a bandwidthB(f) at the application level,
does not reserve resources. In our solution, QO0Sreally consumes a bandwidBy(f) at the MAC level,
routing is based on an extension of OLSR. higher tharB(f). This is true on any route node and on

+ QoS signalingis used to propagate QoS control any neighbor node of a route node. That is duégo t
information in the network, as well as to geneth&  jnterferences. We show below, how to evaluate the
QoS reports that indicate the effectively measured pandwidth really consumed by a flow.

QosS. In our solution, the route is supposed to sbeh

 The scheduledetermines the message transmission that a route node belongs to the interferermreeof, at
order according to the priorities given to QOS most, its two predecessorsnd, at most, its two
classes. In our solution, it is based on CBQ. successors; hentieevalueof 5 informula (1).

QoS

Shapin
g Signaling

QoS Medium Access Control

Scheduling and Buffer Management

Scheduling and Buffer Management

2.3. Adopted assumptions Beal(f) < coefmin(5,hop).B(f) 1)

2.3.1. QoS MAC. In the ideal case, a medium access
protocol managing QoS makes it possible to guaeante
to the non-pre-emptive effect close, that the traEtied
packet is the packet having the highest priorityoam

all packets waiting for transmission. Let us netibat
the IEEE802.11e protocol does not satisfy this
property. It guarantees only that the average defay
flows with higher priority is weaker than that ddws
with lower priority.

The MAC layer must be also able to provide
information allowing to calculate the available
bandwidth on a node. The QoS management on the We note that the valueoetmin(5, hop).B(f)
MAC level allows to obtain a better services corresponds to the maximum bandwidth which a flow
differentiation as it shown in [11] for the IEEEBQ1 can consume on a nodee, the bandwidth really
protocol where flows with higher priority obtain consumed by a flow on any node is never higher than
weaker average delays. coef5.B(f) with our assumptions.

The solution we propose does not require a QoS The formula can appear too simple but any more
MAC to behave properly. In the performance sophisticated method wanting to take into accolint a
evaluation reported in section 3, we use the IEEEthe exact interferences requires a transmission
802.11b MAC protocol which is more currently used overhead without allowing an exact evaluation as
for the MANET networks but not yet offering QoS shown in the following example:

Where:

hop is the number of hops from the source to the
destination.

coefis a coefficient allowing to take into account the
overhead induced by the MAC acknowledgement and
the headings of the protocols: physical, MAC, IRl an
UDP. Thecoefalso depends on the packet size. For
example, for a QoS flow whose packet size is etpal
500 bytes, and with a medium of 2Mb/s, the value of
coefis equal to 1.144.



Interference
range ofN;

Transmission

range ofN;

Figure 4. Scenario of 7 nodes

NodeN;s is located in the interference range of node
N; but not in its transmission range., r < d(Ny, Ng) <
2r whered(N;, Ng) is the distance between the two
nodesN; andNg andr is the transmission range. In no
case, the nodbl; can detect the presence of nddig
because there is no intermediate node belongitigeto
transmission range df; and ofNs making it possible

each of the two nodes to detect the presence of the

other. Consequently, the evaluation of the bandwidt
really consumed by flowf does not consider the
disturbances induced by noble on nodeNg.

2.4. QoS model

2.4.1. Considered flow types. We consider three flow

types:

- QoS flows having QoS requirements expressed in
terms of bandwidth,

- QoS flows having QoS requirements expressed in
terms of delay,

- Best Effort (BE) flows having no specific QoS
requirements.

In our solution, we adopt the following decreasing
priority order of flows:
Control flows > QoS flows with delay constraints >
QoS flows with bandwidth constraints > Best Effort
flows.

2.4.2. Bandwidth provisioning. To share the medium
bandwidth between QoS flows and BE flows, we will
use provisioning. The provisioning consists in
reserving a percentage of the nominal bandwidth to
each flow type. We consider then:

- ProvQo$" provisioning of QoS flows on nodé
- ProvBE": provisioning of BE flows on nod.

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

We assume tharovQo$ and ProvBE are global
parameters of the network and they are identicadlbn
network nodes. For an effective use of the network
resources, we allow each flow type to exceed its
provisioning. In this case, the bandwidth not ubgd
one flow type can be used by the other, and when
necessary, each flow type can recover its share of
bandwidth used by the other one. Moreover, QoSdlow
can requisition the bandwidth used by BE flows. The
reverse is not true.

In our solution, only QoS flows can recover their
available bandwidth used by BE flows. BE flows must
not recover their available bandwidth used by QoS
flows, to avoid the deterioration of the quality of
service of QoS flows already admitted. Howevera if
new QoS flow arrives when the QoS available
bandwidth it needs entirely or partially, is usadBE
flows, this flow can recover the bandwidth it needs
from BE flows.

2.5. Admission control

Let us recall that, the admission control decides t
accept a new flowif and only if:
the QoS of already accepted flows
compromised;
the QoS required by the fldwcan be satisfied.
We present below the rules of the admission
control. The admission control is performed for tive
flow types QoS and BE:

is not

In our solution, the admission control of QoS flows
having bandwidth requirements takes into account
the interferencese., a flow will be accepted only if
the interferences that it generates are acceptable
already accepted flows and the QoS it will receive
is compatible with that required taking into accoun
the interferences generated by other flows.

BE flows do not require any constraint, but an
admission control is necessary to verify that ttley
not exceed their available bandwidth.

Let us consider the following notations:

BQogN: available QoS bandwidth on node

BBEEN: available BE bandwidth on nodle

BQ0$N: QoS bandwidth used on node

BBEUN: BE bandwidth used on node

ProvQo$: provisioning granted tQoSflows onnoden.
ProvBE": provisioning granted to BE flows on noNe

More patrticularly, the admission control consists i
checking:
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» For each route nodd (except the destination) and In the extension that we propose, multipoint relays
for each nod® at a distance lower than or equal to are selected so as to reach the two hop neighbors
two hops ofN : through a one-hop neighbor with the maximum QoS

availablebandwidth BQoS) i.e., if a two-hop neighbor
- For a QoS flow f: can be reached by several one-hop neighbors then th
one having the largeBQoS is selected. Because we
have taken into account the bandwidth to select the
MPR nodes, the MPRs are called MPRBs.

N N
O B .y (f) < BQoS

M M
8B real (f) < BQOS

2.6.2. Evaluation of the bandwidth used by QoS and

- For a BE flow f BE. The QoS used bandwidth (or the BE used

1] BNrea. H< BBE," bandwidth) on a given node is equal to the QoS (or
M " BE) load onN plus the sum of QoS (or BE) loads on
® B ()< BBE, the one or two hop neighbor nodes\bf

BQoS" =( QoS _ch" + 0S _ch )toef.MC

« For the destination nod2 Qos!' =( Qos_ gQ —ch)

BBE, =( BE _ch" +) BE_ch )itoef.MC
\%

- For a QoS flow f: Where:

D
B rear(f) < BQOS V: the one and two hop neighbor set of nbde
) MC: medium capacity
For a BE flow f coef a coefficient depending on packet size. It takes
BDreaI (f) < BBE, into account the overhead generated by MAC
acknowledgement and protocol headers: physical,
MAC, IP and UDP. Theoefvalue is identical to that
Where: N used for the evaluation of the bandwidth really
BQog" = max ProvQod - BQog ,availabld" ) consumed by a flow.
BBE, = max ProvBE' - BBE, ,availabld" )
AvailableM = (ProvQoS" - BQ0$N) + (ProvBEN - BBEJN) 2.6.3. Route selection. From its neighbor and topology
tables, each node builds its routing table using th
2.6. QoSrouting Dijkstra algorithm. The intermediate nodes of reute

toward each destination are MPRB nodes.
Routing protocol OLSR with QoS aims at finding:

- for QoS flows, the shortest route satisfying the
requested bandwidth.
- for BE flows, the shortest route.
The OLSR extension which we propose consists in:
(i) modifying the choice of the multipoint relay afiig
adding information in control messages Hello and TC
information necessary to the admission control ttued
QoS routing. We also, present the rules of adnissio
control adapted to this extension.

A. Route selection for QoS flows

When a new QoS flow is generated on a source
node, this source node selects the shortest route
offering the demanded QoS by applying the Dijkstra
algorithm on a copy of the topology and the neighbo
tables in which only nodes offering the demande® Qo
are present.

The admission control of a new QoS flow is
performed on the source node. According to the
information it maintains from Hello and TC messages
the source cannot verify correctly the second dardi
2.6.1. Selection of MPRs according to the available  of admission control seen in section 2.5 becaudess
bandwidth. In an ad hoc network, the native OLSR not know theBQog of all neighbors at one and two
protocol provides an optimal route to any destorath hops of each node belonging to the route.
the network. This route is optimal in terms of nwenb In our solution, a QoS flowis accepted if and only
of hops but does not take into account the reqergsn it for each node N on the routeis supported byi) the
of QoS flows. For a QoS flow, we need to find ateou podeN and {i) by any node up to two hops froN if
which satisfies the required quality of service. Nis not the destination.

However, the intermediate nodes of a requested: rout If the flow is not accepted on one of the routeewsd
found by OLSR are MPR nodes. This is why we or on one of the neighbors of one of the route spde
perform the MPR selection according to the QoSlloca the flow is rejected. Otherwise, when the route
available bandwidth denot&DoS. satisfying the requested QoS is found, it will beed



in order to perform source routing. the list of node
route addresses will be included in the headetoo¥ f
packets. In this way, all packets of this flow vidllow
the same route to reach the destination. This risute
recalculated periodically to verify if there exig#her

a shorter route satisfying the QoS or a broken link

B. Route selection for BE flows

Best effort flows are routed hop by hop and the
admission control of these flows is performed lbcal
on each route node and for each packet. Hence, when
new BE flow f is generated on a source node, this
source node checks for each packet, if the destmat
node exists in its routing table. If the destinatiioes
not exist, the packet is rejected. Otherwise thdeno
performs a local control admission for this pacteet
verify if the flow is supported by this node and &y
its one and two hop neighbors. If so, the flow is
transmitted toward the next node according to the
routing table. We note that, for each packet oew n
BE flow f, the admission control consists of verifying
on each route nod¥ that flowf is supportedby () the
nodeN and (i) by any node up to two hops froN if
N is not the destination. This computation is done
using BBEyi,, the minimum available bandwidth for
BE flow in the one and two hop neighborhood\bfit
is computed fromBBE, values received in the Hello
messages.

2.7. QoSsignaling

We have extended the Hello and TC messages in

order to convey the necessary information for QoS

routing and admission control.

A Hello message, sent by a node, contains the

following information:

- its address, itQo0S_chits BE_ch,its BQoS andits
BBE.

- the address, th®oS_ch,the BE_ch,the BQog and
the BBE, of any one hop neighbor with the link
status.
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2.8. WCBQ scheduling

In a network, packet scheduling policy refers te th
decision process used to select the next packetita
be transmitted. At present, many schedulers aré inse
wired networks such as First In First Out (FIFO),
Stochastic Fair Queueing (SFQ), Fair Queueing (FQ),
and CBQ. Whereas in wireless networks, only FIFO
and PriQueue schedulers are used.

The scheduling policy adopted in our solution is
inspired from the one used in wired networks. We
recall that our aim is the QoS support in ad hoc
networks in order to differentiate services between
different traffic classes. One solution is to pdeia
minimum part of the requested bandwidth to différen
traffic classes. This means that the medium capacit
must be shared between traffic classes. We are then
interested in the CBQ scheduler [5] (Class Based
Queueing), we have extended it to the wireless
environment and we have called it WCBQ (Wireless
CBQ). WCBQ inherits the three modules of CBQ
which are:

Classifier it inserts packets ready to be sent by the
node in the appropriate class queue.

Estimator it estimates the bandwidth used by each
class in the appropriate time interval. This
information is used to determine whether or not
each class has received its allocated bandwidth.
Selector using the information from the estimator,
it has to decide which class queue is allowed to
send a packet. According to [4, 5], a selector khou
implement two mechanisms which are the general
scheduler and the link sharing scheduler. The
general scheduler is to be used to schedule the cla
queues if the allocated bandwidth for each claas ca
meet the requirement. Otherwise, the link-sharing
scheduler is used to adjust the transmission rates.

In [2], we have shown by means of simulations that
WCBQ provides the following properties:
P1: it shares the node bandwidth between flows
present on the node proportionally to their weight.

From the Hello messages, each node in the networkP2: it minimizes the standard deviation of the average

can know theBQoS§ of all its one and two hop
neighbors. Thus, each node can select its MPRB set.

A TC message contains the following information:
- address of the TC sender,

- BQoS of the TC sender,

- BQ0S,» Which correspond to the minimuBQo§ of
all the one and two hop neighbor of the TC sender,
- Address of the MPRB selectors,

- BQoS of the MPRB selectors.

bandwidth except for forwarded flows with low
throughput.

P3: it minimizes the end-to-end delay except for
forwarded flows with low throughput.

P4: it minimizes the standard deviation of the end-to-
end delay for all flows.

Let us recall that, in our QoS model, we have
considered three user flow types which are QoSdlow
having QoS requirements expressed in terms of
bandwidth, QoS flows having QoS requirements

From the received TC messages, each node bU”d%xpressed in terms of delay and Best Effort (BE)

its topology table.

having no specific QoS requirements. To schedule
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these three user flow types, we have combineddke u Wheren is the number of flows present on the ndtle
of two schedulers which are WCBQ and Priority having the same priority ds
Queueing (PQ) in the following way (see Figure 6):
oo . 3. Performance evaluation
: CTRL_Queue:D] :
! Classifier ! We now report performance evaluation of the QoS

Fron] Link Laye support described in the previous section.

_ 117111
_-V Delay_DATA_Queue
—>0EEE |-

Packet .| 0 i

:mm omc 31 Simulation parameters
< 'Qmo_|=

Bandwidth_ DATA_Queugs @ The solution performance evaluation is carried out
A Selecto Estimato
NS2 is an object-oriented, discrete event-driven

1
1
|
i % network simulator. First, we consider an ad hoc
1
1
1

I
1
|
:@ i network made up of 50 static nodes. The simulation
Bes-effort_ DATA_Quel H |
[ E ; ] 1
1

under the NS2 simulator [8]. The network simulator

parameters are summarized in the following table:

Table 1. Simulation parameters

- simulation duration: 300s

. . - Number of nodes: 50
Figure 6. Coexistence of three user flow types - Flat area: 1000mx1000m

- Traffic type: CBR

. . - Packet size: 500 bytes
e CTRL_Queue is dedicated to control packets (e.qg. _ s ina A S
routing packets). This queue has the highest | Routing protoco| - SOurce fouting for QoS flows
L . . (OLSR) - Hop by hop routing for BE flows
priority, thus, it is served firgte., when a control odi ) ble calculation
packet arrives at the CTRL_Queue, either it is - Periodic routing table calculation for QoS

. . . . . . flows (period 2s)
transmitted immediately, if there is no packet gein  Hello period: 2s

Simulation

transmitted or it is t_rar!smitted after the packet i - TC period: 5s
the course of transmission. - Use of MPRB
* We have also attributed a Delay_DATA_Queue for |, - MAC protocol: IEEE802.11b
traffic having delay requirements. This Queue has a - Throughput: 2Mb/s
lower priority than CTRL_Queug.e, a packet - No RTS/CTS messages
from Delay_DATA_Queue is transmitted if and | k.40 - Radio propagation model : TwoRayGround
only if there is no packet to transmit in - Transmission range: 250m
CTRL_Queue. - Interference range: 500m

« Bandwidth_DATA_Queues are reserved for traffic
having bandwidth constraints.

* Best-Effort_DATA_Queues are reserved for BE 3.2 Fair sharing of bandwidth for BE flows
flows. and routes stability for QoS flows

Bandwidth_DATA_Queues and Best- ] )
Effort_DATA_Queues are managed according to WRR  In this section we show that, on a node, BE flows
(Weighted Round Robin). Also, these queues, areShare the available bandwidth proportionally toirthe
served only if there is no packet in CTRL_Queue and Weight. In order to do this, we consider six Qo
no packet in Delay DATA_Queue for transmission. (fi....fe) which obtain their requested bandwidth.
Thus, with the combination of the two schedulers PQ Afterwards, we gradually introduce ten identical BE

and WCBQ, we can enable the three user flow types t flows (f7...... fie) i.e., same rate, same source and same
coexist. destination. Each time we measure the bandwidth

For WCBQ, we have calculated the weigh(f) received by each flow present in the network. We

associated with each flofypresent on the nodéand ~ Provide also, the number of routes taken by ealv fl
requesting bandwidtB(f), as follows: as well as the number of route changes during the

simulation. Simulation results are given in Table 3
B(fj) The source, the destination and the requested
(0(fj ) = W bandwidth of each flow are given in Table2.

i=l..n
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Table 2. Flows parameters

Flow | Type | Requested bandwidth (kb/s) | Source | Destination
fa QoS 50 43 10
fa QoS 40 27 48
fs QoS 60 18 7
fa QoS 30 1 32
fs QoS 50 19 28
fe QoS 40 41 15
f7 BE 20 38 12
fs BE 20 38 12
fq BE 20 38 12
f1o BE 20 38 12
f11 BE 20 38 12
f1o BE 20 38 12
fi3 BE 20 38 12
fia BE 20 38 12
fis BE 20 38 12
fi6 BE 20 38 12
T
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Figure 7. An ad-hoc network of 50 nodes
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Table 3. Simulation results

Flows | Type | Requestel Measured Route Number
bandwidth| bandwidth (kb/s)| numbers | of route
(kb/s) changes
fa QoS 50 49 1 0
f, QoS 40 38 1 0
fs QoS 60 60 1 0
f4 QoS 30 29 1 0
fs QoS 50 48 1 0
fe QoS 40 40 1 0
fz BE 20 4 3 12
fg BE 20 4 3 11
fq BE 20 4 3 11
fio BE 20 4 3 11
i BE 20 4 3 11
fio BE 20 4 3 10
fis BE 20 4 2 8
fia BE 20 4 3 12
fis BE 20 4 3 10
fi6 BE 20 4 3 10

20 [~

Bandwidtt (kb/s’

€0 —

20 [~

5 !

' ) ,
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i

i ; —fHH

o 100 250

Time (s)

Figure 8. Measured instantaneous bandwidth
for 6 QoS flows and 10 BE flows
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Figure 9. Routes representation of 50 flows
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Figure 10. Measured instantaneous bandwidth
for 6 QoS and 44 BE flows



According to the simulation results, we can
conclude that BE flows share the available bandwidth
proportionally to their weight. In the considered
scenarios, al BE flows request the same bandwidth
and obtain the same weights for WCBQ. They aso
obtain the same measured bandwidth (Figure 8).

Concerning QoS flows, once admitted, they receive
their requested bandwidth whatever the number of BE
flows introduced in the network. We now consider
another scenario with a higher number of flows where
each node in the network generates at least one flow.
We consider 50 flows: 6 QoS flows with the
parameters given in the above Table 2 and 44 BE
flows. Each BE flow requests a bandwidth of 10kb/s.
In Figures 9 and 10, we present respectively routes
taken by each flow, and the instantaneous bandwidth
received by each flow in the network.

The results of the second example confirms that, in
spite of the significant number of BE flows present in
the network, QoS flows, once admitted, obtain their
requested bandwidth. We aso notice that the route of
QoS flows is much more stable than the route of BE
flows. Thus, QoS flows (f;...,fs) dways use the same
route whatever the number of BE flows present. The
number of route changes of BE flows is very large, it
can reach 12 during a simulation (300s).

toon T T T T T
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3.3. Requisition of bandwidth by QoS flows

In our solution, the routing table of QoS flows is
periodically computed in order to provide the shortest
route satisfying the requested QoS. To study this
characteristic, we consider the network of 50 nodes
with at the beginning an overloaded zone with 44 BE
flows. The bandwidth requested by each BE flow is
equa to 10kb/s. We introduce QoS flows (f;..., f¢) a
timest; = 100s, t, = 106s, t3 = 112s, t, = 118s, ts= 124s
and tg = 130s respectively. Flows f; and fs request a
bandwidth of 60kb/s, flows f, and f, request a
bandwidth of 30kb/s and flows f; and fs request a
bandwidth of 40 kb/s. We stop the transmission of BE
flows at time t = 200s, and then, we study the behavior
of QoS flowsin the absence of BE flows.

Figure 11 represents routes taken by each flow, and
Figure 12 represents the instantaneous bandwidth
received by each flow.

In conclusion, this configuration shows that the six
QoS flows did not circumvent the overloaded zone by
BE flows. Indeed, when QoS flows arrive, they
requisition the bandwidth used by BE flows. Moreover,
each QoS flow takes only one route. This route does
not change even in the absence of BE flows, because it
is the shortest route satisfying the requested bandwidth.
Consequently each QoS flow receives its regquested
bandwidth.

oo f—
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w00 [—

o 100 zo0 ELL] «on soo
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so0 700 =00 son 1000

Figure 11. Routes representation
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Figure 12. Measured instantaneous bandwidth
3.4. Benefits brought by QoS support
In this section, we evaluate the benefits brought by
the QoS support in terms of bandwidth obtained by 0 5005 oLoR
QoS flows. We consider again the scenario described . 60 B native OLSR
in the section 3.2, including 6 QoS flows and 10 BE =
flows. We compare the performances obtained by our o] 2 2
solution and those obtained by native OLSR. Figure 13 20 20 —| 20
shows that with the QoS support, each QoS flow “© 1 a3 ”
obtains the required band-width while with native S |es 30
OLSR, QoS flows fy, f,, fa, f4, fs and fs obtain only 6 24
28kbls, 26kbls, 40kb/s, 24kbl/s, 33kb/s and 32kb/s 20 ||
respectively.
Figures 14 and 15 represent the instantaneous 07
bandwidth obtained by each QoS flow with
respectively QoS support and native OLSR. With B 2 s “ s o
native OL SR, the instantaneous bandwidth obtained by Flows
each QoS flow is very chaotic, while with the QoS Figure 13. Average measured bandwidth of
support, it has only light oscillations around the QoS flows with QoS OLSR and native OLSR

requested bandwidth.
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3.5. QoS flows with delay constraints

In our solution, flows having delay constraints are
prioritized compared to flows with bandwidth
congtraints and BE flows. In this section, we study the
interest of the delay flows class and show the interest
of having several prioritiesin this class.

In an ad hoc network of 50 nodes, we consider
three flows: a first one with delay constraint (DL), a
second one with bandwidth constraint (BW) and athird
one with no constraint (BE). The three flows have the
same rate (100kb/s), the same source (Ng) and the same
destination. According to the number of hops and for
each flow, we measure the received bandwidth and the
end-to-end delay. These measurements are presented in
figures 16 and 17:

120

o1 (DL)
uf2 (BW)
0f3 (BE)

Bandwidth (kb/s)
2
3

1 2 3 6 5
Hops number

Figure 16. Measured average bandwidth
according to hops number

140151 (L)

120] ® 12 (BW) |
of3 (BE)

100 1

80 I

60 I

40 I

20 |j I I
0 |

1 2 3 4 5
Hops number

Average end-to-end delay (ms)

Figure 17. Measured average end-to-end
delay according to hops number

We can conclude that once admitted, QoS flows
with delay constraint and flows with bandwidth
congtraint obtain their requested bandwidth. For a
number of hops higher than three, the end-to-end delay
of flows having delay constraint is smaller than that
obtained by flows having bandwidth constraint and that
obtained by BE flows. This method thus makes it
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possible to privilege flows with delay constraint.
Consequently, they obtain shorter delays.

Now, let us analyse how to manage
Delay DATA_Queue in the presence of several flows
having different delay constraints. For that, werga
out a comparative study between the two schedulers:
Priority Queueing (PQ) and Earliest Deadline First
(EDF).

* With PQ, the flow having the smallest end-to-end
delay receives the highest priority. Packets aserted

in the Delay DATA_Queue according to their priority
i.e, the packet with the highest priority is inserted
ahead of the Queue. If there at least one packbt w
the same priority, the new packet is inserted dfter
last one. Packets are then transmitted in a FIFO
manner.

* With EDF, a local deadline is associated to each
packet. This local deadline is calculated accordimg

(i) the end-to-end deadline of the flow to which it
belongs and i) the number of hops towards the
destination. On a node, packets are inserted in the
Delay DATA_Queue according to their local deadline
i.e, the packet with the smallest local deadline is
inserted ahead of the Queue. Packets are then
transmitted in a FIFO manner. In the following we
demonstrate how to calculate deadlines of packets.
that let us define the following notation:

ete_rel_deadend-to-end relative deadline
ete_abs_deacdend-to-end absolute deadline
loc_abs_dedlocal absolute deadline

t: packet generation time on the source node

t.: packet arrival time on a route node

r: number of hops from the current node towards the
destination.

- To each packet generated at tinmm the source node
are associated:

ete_abs_deadt +ete_rel_dead

loc_abs ded:t +ete_rel _deadr.

- On each route node (except the destination)otted
absolute deadline of each packet is recalculated:
loc_abs_ded (ete_abs_deadt,)/r +t,

To compare the two schedulers, we consider five
QoS flows having delay constraints. They have #iso
same source, the same destination and follow time sa
route made up of four hops. The delay constraifits o
flows are expressed in term of end-to-end relative
deadline. The bandwidth of the 5 floysf,, 3, f4 and
fs is 70kb/s, 60kb/s, 60kb/s, 50kb/s and 50kb/s
respectively. And their end-to-end relative deashin
are 0.8s, 0.9s, 1s, 1.1s and 1.2s respectively.

14



In our simulations, we measure, with the two
schedulers PQ and EDF and for each flow:(i) the
average end-to-end deadline (see Figure 18), (ii) the
maximum end-to-end deadline (see Figure 19), and
(iii) the rate of packets respecting their deadline (see
Figure 20).

According to the simul ation results, we can notice that:
e PQ tends to transmit in priority flows with the
highest priority. That is why the measured average
end-to-end delay and measured maximum end-to-end
delay (see Figures 18 and 19) increase when the
priority associated to the flow decreases. This strongly
impacts the rate of packets respecting their deadline for
the flows having the weakest priority (flow f5 in our
case).

» EDF, on the other hand, tends to transmit al flows.
Indeed, EDF is a dynamic scheduler based on the
absolute deadlines. Priority of flows changes according
to these absolute deadlines i.e., at a given time, the
flow having the smallest absolute deadline is scheduled
for transmission. Consequently, EDF, which is known
for its scheduling optimality [12] in the single
processor context, provides a better rate of packets
respecting their deadlines.
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Figure 18. Measured average end-to-end
deadline with EDF and PQ
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Figure 19. Measured maximum end-to-end
deadline with EDF and PQ
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According to this simulation results, we
recommend to use a dedicated queue for flows having
end-to-end delay constraints. We have evaluated the
performance of EDF scheduling when the local
deadline is computed has the difference between the
end-to-end deadline and the time already sperthen t
network divided by the remainingumber of hops
towards the destination. Simulation results shoat th
this EDF allows a higher rate of packets meetirarth
deadline. Therefore, we recommend its use for the
Delay_Data_Queue.

B Success_rate (EDF)
O Success_rate (PQ)

120
100
80
I 60
40

20

0 |
Flows

Figure 20. Rate of packets respecting
their deadline

3.6. Overhead

Let us evaluate the overhead induced by the QoS
support on each node. Thus, for each node, we
calculate the number of OLSR messages sent per
second. This number takes into account the OLSR
messages generated by a node as well as the OLSR
messages forwarded by this node. Figure 21 illtesra
the overhead calculated for the scenario described
section 3.2 including 10 BE flows and 6 QoS flows.

857 o Nurber of OLSR W‘
8-+ pernode and per second

75

overhead
IS

Figure 21. Overhead of QoS support
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The average value of the overhead is equd to
4.504. It is larger than the average of the overhead
obtained with native OLSR which is equal to 3.445
(see Figure 21). That is due to the fact that with the
support of QoS, more nodes are selected as MPRBs
and consequently generate TC messages in addition to
Hello messages.

3.7. Mobility support

Now, we study the impact of the mobility on the
QoS support performances. For the same network, we
compare the performances obtained in the presence and
the absence of QoS support. This evaluation is carried
out on a network of 100 nodes (see Figure 22). The
mobility model considered in the simulations is
Random Waypoint Mode (RWM) where the
maximum speed for each node is limited to 5m/s. We
define in Table4 the remaining simul ation parameters.

In the considered network, 10 flows are present
including 2 QoS flows with bandwidth constraint, and
8 BE flows. In table 5, we indicate the requested
bandwidth, the source and the destination of each flow.

Table 4. Simulation parameters for
an ad hoc network of 100 mobile

- simulation duration: 300s
- Number of nodes: 100

- Flat area: 1000mx1000m
- Traffic type: CBR

- Packet size: 500kb

Simulation

- Source routing for QoS flows
- Hop by hop routing for BE flows

- Periodic routing table calculation for Q
flows (period 1s)

- Hello period: 1s
- TC period: 5s
- Use of MPRB

Routing protoco!
(OLSR)

- MAC protocol: IEEE802.11b
- Throughput: 2Mb/s
- No RTS/CTS messages

MAC

- Radio propagation model : TwoRayGround
- Transmission range: 250m

Radio

- Interference range: 500m

For each flow present in the network, we measure
the received bandwidth, we also provide the number of
routes taken as well as the number of route changes
during the simulation (see Table 6).

L
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Figure 22. Ad hoc network of 100
mobile nodes
Table 5. Flows parameters
Flow Type Requested Source | Destination
bandwidth (kb/s)
fl QoS 120 67 38
f2 QoS 140 71 8
f3 BE 50 49 58
f4 BE 100 67 90
5 BE 80 22 0
f6 BE 80 71 19
f7 BE 80 94 61
8 BE 50 5 66
f9 BE 80 60 72
f10 BE 50 76 30
Table 6. Simulation results
Flows | Type| Requested Measured | Routes | Number
bandwidth | bandwidth | number | of route
(kb/s) (kb/s) changes
f1 QoS 120 118 9 11
f2 QoS 140 122 47 51
3 BE 50 16 7 8
f4 BE 100 10 12 17
5 BE 80 13 13 15
6 BE 80 24 3 3
7 BE 80 18 7 10
f8 BE 50 4 14 13
f9 BE 80 30 2 1
f10 BE 50 9 12 14




Now, we consider the same previous scenario
without QoS support (native OLSR). In this case, the
two QoS flows respectively obtain 94 kb/s and 70 kb/s
(Figure 23).
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Figure 23. Measured average bandwidth for
QoS flows in the two cases: in presence and
in absence of QoS support

According to the simulation results, we notice that,
with the QoS support, QoS flows obtan more
bandwidth. For example, in the scenario above, the
first QoS flow f1 received a bandwidth  (118/ kb/s)
close to its required bandwidth (120 kb/s). The second
QoS flow f2, has received 122 kb/s whereas it
requested 140 kb/s. If QoS flows did not obtain the
exact requested bandwidth, it is because of the random
mobility of the nodes i.e., the random mobility of
nodes induces alink failure and consequently a loss of
packets. Let us note for example that flow f2 changed
its route 51 times. A change of route can be due to the
one of the three reasons bel ow:

- alink of the current route becomesinvalid,

- the current route does not satisfy the required QoS,

- a shorter route satisfying the required bandwidth is
found.

Without QoS support, QoS flows see their QoS
being degraded. In our example, QoS flows f1 and f2
obtained only 94 kb/s and 70 kb/s respectively. That is
due, on one hand, to the mobility of nodes, and on the
other hand to the interferences induced by BE flows
which are not taken into account.

4. Conclusion

In this paper, we have proposed a QoS support for
mobile ad hoc networks, based on the OLSR routing
protocol and the CBQ scheduling. This QoS support
takes into account radio interferences and is based on
six QoS components: QoS MAC, QoS modd,
admission control, QoS routing, QoS signaling and
scheduling.
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User flows are classified according to three types:
* QoS flows with delay constraints
¢ QoS flows with bandwidth constraints
« BE flows with no specific QoS requirements.

To schedule these three user flow types, we have
combined the use of two schedulers which are WCBQ
and Priority Queueing (PQ). The CTRL_Queue,
dedicated to control traffic, has the highest priority.
The Delay DATA_Queue, dedicated to QoS flows
with delay requirements, has lower priority. The
Bandwidth DATA_Queues are dedicated to QoS flows

with bandwidth requirement. Best-
Effort. DATA_Queues are reserved to BE flows.
Bandwidth DATA_Queues and Best-

Effort. DATA_Queues are managed according to CBQ
where the weight associated with each flow depends on
its bandwidth request. The Delay Data Queue is
scheduled according to EDF where the local deadline
of a packet on a visited node is computed from (i) the
end-to-end deadline of the flow this packet belongs to,
(ii) the time already spent by this packet in the
network, (iii) the number of hops remaining to the
destination. This EDF scheduling increases the rate of
packets meeting their end-to-end deadline.

We have shown by means of NS2 simulations that
this solution provides a fair sharing of bandwidth for
best effort flows and ensures route stability for QoS
flows. As a consequence, these flows have shorter
delays and jitters. As QoS flows are alowed to
requisition the bandwidth used by BE flows, they use
the shortest route providing the requested QoS. We
have also, pointed out the benefits brought by this
solution with regard to native OLSR. The overhead of
this solution is kept reasonable. Finaly, we have
shown that our solution supports node mobility.
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Abstract—This paper proposes, describes and evaluates a
novel theoretical framework for end-to-end video quality
assessment of MPEG-based video services in hand-held
and mobile wireless broadcast systems. The proposed
framework consists two discrete models A model for
predicting the video quality of an encoded signal at a pre-
encoding state by specifying the bit rate that satisfies a
specific level of user satisfaction and a model that maps
the packet loss ratio of the transmission channel to the
quality degradation percentage of the broadcasting
service. The accuracy of the proposed framework is
experimentally validated, demonstrating its efficiency.

Keywords— Video Quality, MPEG, Packet Loss, DVB.

|. INTRODUCTION

ECENTLY, MPEG-based applications that are
specialized and adapted in broadcasting digitally encoded
audiovisual content have known an explosive growth in terms
of development, deployment and provision. The new era of
digital video broadcasting for hand-held terminals has arrived
and the beyond MPEG-2 based transmission for terrestria or
satellite receiversis afact, setting new research challenges for
the assessment of Perceived Quality of Service (PQO0S) under
the latest MPEG-4/H.264 and the DVB-H standard.
MPEG standards exploit in their compression agorithms
the high similarity of the depicted data in the spatial,

temporal and frequency domain among subsequent frames of
a video sequence. Removing the redundancy in these three
domains, it is achieved data compression against a certain
amount of visual data loss, which from the one hand it cannot
be retrieved but on the other hand it is not perceived and
conceived by the mechanisms of the Human Visual System.

Therefore, MPEG-based coding standards are characterized
as lossy techniques, since they provide efficient video
compression with cost a partia loss of the data and
subsequently the video quality degradation of the initial
signal. Due to the fact that the parameters with strong
influence on the video quality are normally those, set at the
encoder (with most important the bit rate), the issue of the
user satisfaction in correlation with the encoding parameters
has been raised.

A content/service provider, depending on the content
dynamics, must decide for the configuration of the
appropriate encoding parameters that satisfy a specific level
of user satisfaction.

Currently, the determination of the encoding parameters
that satisfy a specific level of video quality is a matter of
recurring subjective or objective video quality assessments,
each time taking place after the encoding process (repetitive
post-encoding evaluations). Subjective quality evaluation
processes of video streams require large amount of human
resources, establishing it as an impractical procedure for a
service provider. Similarly, the repetitive use of objective
metrics on already encoded sequences may require numerous
test encodings for identifying the specified encoding
parameters, which is aso time consuming and financially
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unaffordable from a business perspective.

Once the broadcaster has encoded appropriately the offered
content at the preferred quality level, then the provision of the
service follows. Digitally video encoded services, due to their
interdependent nature, are highly sensitive to transmission
erors (eg. packet loss, network delay) and require high
transmission reliability in order to maintain between sender
and receiver devices their stream synchronization and initial
quality level. Especialy, in video broadcasting, which is
performed over wireless environments, each transmitted from
one end video packet can be received at the other end, either
correctly or with errors or get totaly lost. In the last two
cases, the perceptual outcome is smilar, since the decoder at
the end-user usually discards the packet with errors, causing
visual artifact on the decoded frame and therefore quality
degradation.

In this context, the paper aims at proposing, describing and
evaluating a theoretical framework for end-to-end video
quality assessment of MPEG-based broadcasting services,
focusing on:

i.  The prediction of the encoding parameters that satisfy
a specific video quality level in terms of encoding bit
rate and content dynamics.

ii. The mapping of the packet loss ratio during the
transmisson to the respective quality degradation
percentage.

Through the proposed end-to-end video quality assessment
framework, the content provider (i.e. the broadcaster) will be
able to estimate the finally delivered video quality levd,
considering specific encoding parameters and transmisson
conditions. Such an end-to-end perceived QoS framework
will not only play an essential role in performance analysis,
control and optimization of broadcasting systems, but it will
also contribute towards a more efficient resource allocation,
utilization and management.

The rest of the paper is organized as follows: Section Il
performs a literature review on the relative research works,
focusng both on the video quality assessment and the
estimation of the degradation due to the conditions of the
transmission channel. Also, in this section are described the
fundamental concepts of a MPEG encoded signal, which will
be later used for the description of the proposed framework.
Section Il describes and evaluates the proposed mode for the
prediction and determination of the encoding bit rate value
that satisfies a specific level of user satisfaction. Similarly,
Section IV discusses the consegquence of a packet loss on the
transmitted broadcasting signal, focusing on the decoding
performance of the service. In this context, it is described the
proposed model for the video quality degradation over error-
prone transmission channel. In section V, the concept of the
end-to-end video quality assessment framework is introduced,
described and explained. Finally, Section VI concludes the

paper.
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1. BACKGROUND

A. Video Quality Assessment Methods

The advent in the field of video quality assessment is the
application of pure error-sensitive functions between the
encoded and the original/uncompressed video sequence.
These primitive methods, athough they initially provided a
guantitative approach of the degradation caused by the
encoding procedure, practically they do not reflect rdiably the
video quality as it is observed and perceived by human
viewers.

Beyond these primitive models, currently the evaluation of
the video quality is a matter of objective and subjective
procedures, which are applied after the encoding process
(post-encoding evaluation).

The subjective test methods, which have mainly been
proposed by International Telecommunications Union (ITU)
and Video Quadlity Experts Group (VQEG), involve an
audience, who watch a video sequence and scoreits quality as
perceived by the participants, under specific and controlled
watching conditions. Afterwards, usually the Mean Opinion
Score (MOS) is exploited for the statistical analyss and
processing of the collected data.

Subjective video quality evaluation processes require large
amount of human resources, making it a time-consuming
process (e.g. large audiences evaluating test sequences). On
the other hand, objective evaluation methods provide faster
quality assessment, exploiting multiple metrics related to the
encoding artifacts (e.g. tilling, blurriness, error blocks, etc).

The majority of the objective methods require the
undistorted video source as a reference entity in the quality
evaluation process. Due to this requirement, they are
characterized as Full Reference (FR) Methods [1-3].
However, it has been reported that these complicated FR
methods do not provide more accurate results than the simple
mathematical measures (such as PSNR). Towards this, lately
some novd full reference metrics have been proposed based
on the video structura distortion and content entropy [5-8].

On the other hand, the fact that these methods require the
original video sgna as reference deprives their use in
broadcasting services, where the initial undistorted clips are
not accessible at user side. Moreover, even if the reference
clip becomes somehow available, then synchronization
predicaments between the undistorted and the distorted signal
(which may have experienced frame losses) make the FR
methods practically inapplicable.

Due to these reasons, the recent research has been focused
on developing methods that can evaluate the PQoS level
based on metrics, which use only some extracted structural
features from the origina sgna (Reduced Reference
Methods) [9-13] or do not require any reference video signal
(No Reference Methods). The NR methods can be classified
into two classes: The NR-visual based and the NR-coded
based. The first methods must initially decode the bit stream
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and estimate the video quality at the visual domain [14-19],
while the second ones assess the perceived quality directly
through the compressed hit stream, without requiring any
decoding [20-25].

Finally, some alternative objective methods have been
proposed, which move beyond the smple post-encoding
quality assessment and introduce the concept of video quality
prediction for given encoding parameters and content
dynamics at a pre-encoding state [26-28, 40]. In thisdirection
will focus the content of this paper and more specifically the
proposed model for the determination of the bit rate values
that satisfy specific perceptual levels.

B. Quality Degradation due to Transmission Errors

The issue of mapping the perceptual impact of
transmission errors (like packet loss) during the broadcasting
on the delivered perceptual video quality at the end-user is a
fresh topic in the fidd of video quality assessment since the
relative literature appears to be limited with a small number
of relative published works.

In this framework, S. Kanumuri et al [29] proposed a very
analytical statistical modd of the packet-loss visual impact on
the decoding video quality of MPEG-2 video sequences,
specifying the various factors that affect the perceived video
quality and vishility (eg. Maximum number of frames
affected by the packet loss, on what frame type the packet loss
occurs etc). However, this study focuses mainly on the pure
sudy of the MPEG-2 decoding capahilities, without
considering the parameters of the digital broadcasting or the
latest encoding standards.

Similarly, in [30] is presented a transmission distortion
model for real-time video streaming over error-prone wireess
networks. In thiswork, an end-to-end video distortion study is
performed, based on the modding of the impulse propagation
error (i.e. the visual fading behavior of the decoding artifact).
The deduced modd, athough it is very accurate and robust,
enabling the media service provider to predict the
transmission distortion at the receiver side, is not a generic
one. On the contrary, it is highly dependent on the video
content dynamics and the selected encoder settings. More
specifically, it is required an initial quantification of the
spatial and temporal dynamics of the content, which will
adlow the appropriate calibration of the mode. This
prerequisite procedure (i.e. adapting the impulse transmission
distortion curve based on the least mean square error criteria)
is practicaly inapplicable by an actual content
creator/provider. Moreover, the strong dependence of the
proposed model on the spatiotemporal dynamics of the
content deprives its implementation on sequences with long
duration and mixed video dynamics, since not a unique
impulse transmission distortion will be accurate for the whole
video duration.

In this context, our paper describes, proposes and testes a
generic modd for end-to-end video quality prediction for
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MPEG-based broadcasting services. Our framework consists
two discrete parts.

- A method for predicting and specifying for a given
content the encoding parameters that satisfy a specific
perceptual level at a pre-encoding state

- A modd of the perceptual impact of the broadcasting
packet loss ratio on the delivered perceived quality of the
transmitted service.

Thus, to the best of our knowledge, this work is one of the
first modds providing end-to-end video quality prediction
across al the lifecycle of the media content: From the service
generation down to the content consumption at the viewer
side.

C. MPEG Video Sructure

The MPEG standard [31] defines three frame types for the
compressed video streams, namely I, P and B frames. The |
frames are also called Intra frames, while B and P are known
as Inter frames. The successive frames between two
succeeding | frames is defined as Group Of Pictures (GOP).
The frame classification is mainly based on the procedure,
according to which each frame type has been generated and
encoded. This differentiation sets also some special
requirements for the successful decoding of each frame type.

More specifically, MPEG | frames (Intra-coded frames) are
encoded independently and there is no special requirement in
their decoding process, given that al the respective data
packets have been successfully received. The encoding of the
MPEG P frames (Predictive-coded frames) is based on
reference spatial areas from the preceding | or P frames
within the specific GOP. Therefore, for their successful
decoding -except for the successful reception of their
respective data- it is required successful decoding of the
reference | or P frames. Finaly, MPEG B frames (Bi-
directionally predictive-coded frames) are encoded using
references from the preceding and succeeding | or P frames.
Consequently, for their successful decoding apart from the
successful reception of the data packets that carry the B
frame, also the respective reference frames must be
successfully received and decoded.

The structure of the GOP is generally specified by the
sdected encoding settings. In the MPEG literature the GOP
pattern is described by two parameters GOP(N,M), where N
defines the GOP length (i.e. the total number of frames within
each GOP) and the M-1 is the number of B frames between I-
P or P-P frames. For example, as shown in figure 1, GOP(12,
3) means that the GOP consists one | frame, three P frames,
and eight B frames. Also seen in figure 1, the second | frame
marks the beginning of the next GOP. The arrows indicate
that the B and P frames successful decoding depends on the
respective preceding and succeeding | or P frames.
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Fig. 1. A sampleof MPEG GOP (N=12, M=3)

Therefore, from the hierarchical sructure of MPEG
encoding as it is depicted on figure 1, a video frame may be
considered as directly or indirectly undecodable. Direct
undecodable is considered a video frame when there are not
enough received packets of the frame in order to achieve a
successful decoding. On the other hand, indirect undecodable
is considered a video frame when a reference frameis directly
or indirectly undecodable. For smplicity, we do not consider
video concealment issues in this sudy and we set the
Decodable Threshold (DT) [13] equal to 1.0. Therefore, our
anaysis provides the worst-case scenario in terms of video
quality degradation and decoding robustness.

I11. MODELING AND PREDICTING VIDEO QUALITY
In digital video encoding the Block Discrete Cosine
Transformation (BDCT) is exploited, since it exhibits very
good energy compaction and de-correlation properties. In this
paper, we use the following conventions for video sequences:.

Every real NxN frame f istreated asa N?X1 vector in the

space RN2 by lexicographic ordering either in rows or
columns.
The DCT is consdered as a linear transform from

RY ® RY. Thus, for atypical frame f , we can write:
F =Bf
Since B matrix is unitary, the inverse DCT can be
expressed by B', where t denotes the trangpose of a vector or
matrix. Thus, theinverse transform can be described as:
f =B'F
The eements of frame F = Bf in the frequency domain
can be expressed as the coefficients of the vector f, using

the DCT basisin RV . Thus

NZ
f=aFg
n=1

where €, is the normalized DCT basis vector and F, the

DCT coefficientsof f .

The high compression during the MPEG-related
encoding process is (among other procedures) based on the
quantization of the DCT coefficients, which in turn resultsin
loss of high frequency coefficients. Within a MPEG
block/macroblock, the luminance differences and
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discontinuities between any pair of adjacent pixds are
reduced, by the encoding and compression process. On the
contrary, for all the pairs of adjacent pixels, which are located
across and on both edge sides of the border of adjacent DCT
blocks, the luminance discontinuities are increased by the
encoding process. Thus, after the quantization:

F,=QF]

where Q[ ] denotes the quantization process.

S0, at the decoder side, the final reconstructed frame (after
motion estimation and compensation modules) will be given
by:

N
f =aFe,
n=1

Thus, the perceived quality degradation per frame due to
the encoding and quantization process can be expressed by an
error based framework in the luminance domain Df,
between the original and the decoded frames.

Df, p f, - f,

In this context, an average of the PQoS level for the whole
encoding signal, consisting of N frames, can be derived by the
following error-based equation:

N
< PQOS >videol'l é. Din
i=1

An objective perceived quality metric, which provides very
reliable assessment of the video quality, based on this error-
based framework, is the SSM metric. The SSM is a FR
objective metric, which measures the structural smilarity
between two image/video sequences, exploiting the general
principle that the main function of the human visual systemis
the extraction of structural information from the viewing
field. Thus, considering that f and ' depicts the frames of the
uncompressed and compressed signal respectively, then the
SSM isdefined as[3, 6]:

(2mm. +D,)(2s ;. +D,)
(nf +nf.+D)(s{ +s 7. +D,)
where u;, ur are the mean of f and f', o1, or, o are the

variances of f, f and the covariance of f and f', respectively.
The constants D; and D, are defined as:
D, =(KiL)* D, =(K,L)’

where L isthe dynamic pixel range and K; = 0.01 and K, =
0.03, respectivey.

Thus, SSM metric can be considered as a reliable metric
for quantifying PQoS for video services. Figure 2 depicts a
typical example of the SSM measurement per frame for the
video trailer “16 Blocks’, which was encoded using the
MPEG-4/H.264 standard VBR at 200 Kbps with Common
Intermediate Format (CIF) resolution and 25 frames per
second (fps). The instant SIM vs. time curve (where time is
represented by the frame seguence) varies according to the

SSIM(f, )=
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spatiotemporal activity of each frame, which causes different
quality degradation for the same quantization parameters. For
frames with high complexity the instant SSM level drops (i.e.
<0.9), while for static frames the instant PQoS is higher (i.e.
>0.9 or equd to 1, which denotes no degradation at all).

0,95

R

0,85 i

SSIM

0,8

0 500 1000 1500 2000 2500 3000 3500

Frames

Fig.2. Theinstant SSM per frameof “16 Blocks’ CIF 200kbpsVBR

The concept of averaging the SSM for the whole video
duration can be exploited for deriving the mean PQoS as it
was earlier defined. However, athough the mean PQoS
provides a single perceived quality measurement, which is
more practical especially for the service providers, for long
duration videos, where the spatial and tempora activity level
of the content may differ significantly, the deduction of just
one measurement of the perceived quality may not be
accurate. In such long sequences, the proposed average metric
can be combined along with a scene change detector
algorithm, which will lead to calculating partial average
PQoS for the various scenes. However, this case is not within
the purposes of the current paper and it is not examined. The
paper aims at quality issues in hand-held and small screen
mobile devices, where short in duration signas are
broadcasted, such as movie trailers, news or music clips with
practically constant and homogeneous level of spatial and
temporal activity.
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Fig. 3. The <PQ0S>sgwm Vs. bit rate curvesfor varioustest signas
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In this context, eight short in duration video clips were
sdected and used for the needs of this paper. The
experimental set consisted trailer video clips with duration up
to three minutes. Each trailer clip was transcoded from its
original H.264 format with Hi-Def resolution (i.e. 720p) to
MPEG-4/H.264 Baseline Profile at diverse VBR hit rates. For
each corresponding bit rate, a different MPEG-4/H.264
compliant file with CIF (Common Interface Format)
resolution (352x288) was created. The frame rate was set at
25 frames per second (fps) for the transcoding process in all
test videos.

Each encoded video clip was then used as input in the
SSIM egtimation algorithm. From the resulting SSIM vs. time
graph (like the one in Figure 2), the <PQoS> value of each
clip was calculated. This experimental procedure was
repeated for each video clip in CIF resolution. The results of
these experiments are depicted in Figure 3.

Referring to the curves of Figure 3, the following remarks
can be made:

1. The minimum bit rate of the lowest <PQ0S>sgw value
dependson the ST activity level of the video dlip.

2. The variation of the <PQoS>sgy Vs. hit rate is an
increasing function, but non linear.

3. The quality improvement of an encoded video clip is not
significant for bit rates higher than a specific threshold. This
threshold depends on the S-T activity of the video content.

Moreover, each <PQ0S>sgm Vs. bit rate curve can be
successfully described by a logarithmic function of the
genera form

<PQoS >, = C, In(BitRate) + C,

where C; and C, are constants strongly related to the
gpatial and temporal activity level of the content. Table 1
depicts the corresponding logarithmic functions for the test
signals of Figure 3 along with their R? factor, which denotes
the fitting efficiency of the theoretical curve to the
experimental one.

TABLE 1. FITTING PARAMETERSAND R? FOR DIFFERENT VIDEO

23

Test Signal Logarithmic Function R? factor
Mobile 0.1295/n(x)+0.1274 0.9759
Imax 0.0563In(x)+0.6411 0.9514
M. 3 0.0668In(x)+0.5747 0.9191
DaVinci Code 0.0474In(x)+0.6974 0.8833
Warren 0.0738In(x)+0.5210 0.9528
Nasa 0.0950In(x)+0.3892 0.9595
BBC — Africa | 0.1098In(x)+0.2702 0.9875
Superman 0.0282In(x)+0.8167 0.8859

Based on the aforementioned analysis, we can describe the
derived <PQ0S><y Vs. bit rate curve of each test signal with
N total frames, which is encoded a bit rate n from

BitRate,,,, to BitRate, , asaset C, where each dement
F . isatriplet, consisting the <PQoS>sgm of the specific bit
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rate, the constants C; and C, which are derived by the
analytical logarithmic expression of Table 1.
N
C., 0{m: (%5 SIM(f),C, C,), =F..nl [BitRate,,, BitRate, . [}
i=1
where
- S9M( ) is the function that calculates the perceived
quality of each frame according to the SSM metric
-N the total number of framesf; that consists the moviem

Thus, deriving the sets C, for various contents, ranging
from static to very high Spatial and Temporal (S-T) ones, a
reference hyper set RS, containing arange of Cg ; setsfor
specific spatiotemporal levels can be deduced:

RS={Cyy_.,-:Csr,,}

Hence, consider an unknown video clip, which is
uncompressed and the broadcaster wants to predict its

corresponding Cg ; set that better describes its perceived
quality vs. bit rate curve before the encoding process at a
specific quality level. Then, it is defined for all the sets Cg_;

the Absol ute Difference Value (ADV) between the first Cg ;

triplet dement (i.e. the <PQ0S>sqw at a specific encoding
BitRate) and the experimental measurement of the average
SSIM for the test signal at the encoding hbit rate n, for which

al the reference sets Cg ; have been derived, utilizing the
logarithmic equations of Table 1:

18 : &y :
ADV =| Fgipae :(Wa SSIM (1)) - Faigae :(a SSIM (f,)) |

Due to the fact that the additive property is valid, it is
concluded that when the ADV between the average SSM of

the reference F, and experimenta F is
BitRate BitRate

minimum, then the set Cg ;, which contains the triplet

eement that minimizes the ADV, describes better the specific
video. Thus, we have successfully approximated the PQOS vs.
Bit rate curve of the specific video with actual cost only one
testing encoding and assessment at bit rate n. Then the
service provider can predict anayticaly through the
logarithmic expression all the bit rates that satisfy specific
perceived quality levels, without requiring any other testing
encoding processes.

Moreover, the proposed technique was aso tested on a set
of real captured video dips, containing content with duration
spanning from 2 minutes up to 10 minutes. These video clips
were captured in DV PAL format from common TV
programs and then transcoded to MPEG-4/H.264. Applying
the proposed model and following exactly the same
procedure, the worst case mean error between the
experimentally and theoretically derived MPQoS curves for
the twenty real captured videos was measured to be approx.
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4%. A typical result of this evaluation process is depicted on
figure 4, which demonstrates the fitting match between the
experimentally derived curve and the predicted one.
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Fig. 4. Comparison of the experimentally and theoretically derived curves

Thus, one only test estimation of the average PQoS at a
specific encoding bit rate is adequate for the accurate
determination of the MPQoS vs. Bit Rate for a given signal.

In the next section, it is examined the case of the quality
degradation during the transmission process of the
broadcasting.

IV. MODELING PACKET LOSSIMPACT ON VIDEO QUALITY

In this section, we discuss the impact of the packet loss

during the transmission of a video over a lossy transmission
channel. Due to the fact that the frames in a MPEG video
sequence are interdependent, considering a packet loss, the
visual distortion caused by this packet loss will be not limited
only to the frame, on which the specific lost packet belongs
to. On the contrary, spatia error propagation will take place,
which will infect al the frames that are dependent on the
specific frame, on which the loss occurred. Thus, in order to
calculate the error propagation due to a packet 1oss, it must be
taken under consideration the interdependencies of the coded
frames.
Regarding packetization schemes, al contemporary digitel
broadcasting systems, including the DVB and ATSC family of
standards, are using the MPEG-2 Transport Stream (TS) [36]
as the format of baseband data, organized in a statisticaly
multiplexed sequence of fixed-size, 188-byte Transport
Packets. Initially intended to convey MPEG-2 encoded audio
and video streams, the MPEG-2 TS was eventually used also
for the transport of IP traffic, with the adaptation method
introduced in [37] and named as Multi Protocol
Encapsulation (MPE).

Typical scenarios for fixed-size packetization schemes are
a) a packet contains part of one frame, b) a packet contains
the end of a frame and c) a packet contains a frame header.
Independently of its content, a packet loss will create
perceptual degradation and artifacts at the respective decoded
frame. Therefore, the initial perceptual error will be



propagated in space and time due to the interdependencies of
the encoded frames and the inter-coding procedure of the
motion estimation and compensation techniques.

At the user side, the PQoS degradation induced by a packet
loss depends on the error concealment strategy used by the
decoder. A typical concealment strategy is zero-motion
concealment, in which a lost macroblock is concealed using
the macroblock in the same spatial location from the closest
reference frame.

Therefore, it is expected the visibility of aloss to depend on
a complex interaction of its location, the video encoding
parameters (i.e. GOP structure) and the underlying
characteristics of the video signal itsdf. In this context, it is
proposed a mathematical framework to model the perceptual
eror propagation caused by packet losses during
broadcasting. More specifically, this section studies the
packet loss effect on MPEG video decoding quality over
error-prone  broadcasting channds. We introduce an
analytical modd, which is used to investigate the video
delivered quality and the effect of the packet |ass distribution
on the delivered video quality.

A. The analytical model of packet |oss effect on PQoS

For evaluation purposes of the packet loss impact on the
PQoS level of a broadcasting service, it is adopted an
objective evaluation metric, known as Decodable Frame Rate
(Q). Although the objective Q metric has been used in earlier
works [38], our approach is differentiated from the existing
ones because it considers the packet loss rate instead of the
frame loss rate in the formula, providing a better approach for
broadcasting systems. The value of Q lies between 0 and 1.0.
The larger the value of Q, the better the video quality received
by the end user. Where Q is defined as the fraction of
decodable frame rate, which is the number of successfully
decoded frames over the total number of frames sent by a
video source.

_ Ndec
_( Notal - I + Neotal - P + Nrotal - B)

where Nge; is the summation of Ngec-1, Naec-p, @0 Ngec-g,

Based on this modified Q metric, in the next sub-sections it
is analytically calculated the expected numbers of decodable
frames per type (i.e I, B, P) based on a typical structure
GOP(12,3), which iswidey used in broadcasting applications
for moving users due to its robustness characteristics.

In the proposed modeling, the following hypotheses are
considered:

At the decoder it is not implemented any sophisticated
error conceal ment method.

The decoding threshold is considered equal to one
(DT=1), meaning that one packet |oss causes significant
quality degradation (i.e. unsuccessful decoding) of the
respective frame.

The error propagation affects all the frames that are
depended on the frame, where the packet loss took place.
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Considering that DT=1, the dependent frames are also
considered to fail during the decoding procedure.

The packet loss rate is considered constant during the
transmission of the service.

Based on these hypotheses and the modified Q metric, it is
clear that the proposed approach of modeling packet loss
impact on the degrading percentage of the broadcasting
perceived quality of a service is an objective approach. More
specifically, it is researched the degradation percentage
caused by the transmission packet loss ratio in relevance to
the initial quality of the video content. The reative approach
provides many advances in comparison to already proposed
models, namely the independence from the content dynamics,
the coding standard and the structure of the packet.

Following this explanatory section, the proposed model is
presented in the next sub-sections, considering constant
packet loss ratio p for the whole service duration. For
readability purposes, in the appendix of the paper, it can be
also found the notation explanation of al the used symbols.

1) The expected number of decodable | frames (Ngec.1)

In a GOP, the | frame is successfully decodable only if all
the packets that belong to the specific frame are intact
received. Therefore, the probability that the | frame is
successfully decodableis

)= p)°
Consequently, the expected number of correctly decodable |
frames for the whole video is

N gec-1 :(1' p)c, *Ngop

2) The expected number of decodable P frames (Ngec.p)

In a GOP, P frames are successfully decodable only if the
preceding | or P frames are also decodable and all the packets
that belong to the P frame under examination have been
successfully received. In a GOP, there are N, P frames, and
depending on their position, the probability of a P frameto be
decodableis

S(Pl): (1' p)c' * (1- p)CP :(1_ p)C.+Cp
S(Pz): (l- p)C, * (1_ p)Cp * (1_ p)Cp — (1_ p)C,+2cP
YaYa .

S(PNP): @-p)° = (@- p)VeiCr = (1- p)*NetCr

Thus, the expected number of successfully decodable P frames

for thewholevideois

Np
o
Ndec—P :(l' p)C, * a.

=1

(1' p)jcp * N gop

3) The expected number of decodable B frames (Ngec.s)

In a GOP, B frames are decodable only if the preceding and
succeeding | or P frames are both decodable and all the
respective packets that consist the specific B frame have been
successfully received. Considering that B frames throughout
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Q =

Q

the GOP structure have the same dependencies, we examine  For cdlarity purposes, Figure 5 provides a graphical
the consecutive B frames as composing a B group, except for  representation of the used packet |oss schemes.
the last B frame in a GOP, which is dependent from the

preceding P frame and succeeding | frame (making it straight MPEG Video Frame

forward dependent on two successive | frames). In a GOP, the

probability of the B framethat is decodableis I P B B
packet loss

s(B,)=@-p)* *@-p)°r*(@-p)°e
s(B,)=@-p)* *@-p*r*@-p)ce

A 2N o]

SEEB N 1%: (l- p)C| (1 p)ng-lg*Cp (1 p)Cs random uniform error model
W'
® 0 BN 1% Gilbert-Elliot error model
SgBl:: (1' p)zc, *(1-p)eM e *(1- p)CB Fig. 5. The used packet |0ss schemesin the eval uation process
M @

The experiments were performed on NS-2. For the
evaluation purposes, the video trace “Aladdin” was sdected,
which is composed of 89998 video frames, including 7500 |
frames, 22500 P frames, and 59998 B frames at QCIF

Thus, the expected number of correctly decodable B frames
for thewholevideois

Noo = (M-1)*8 S(B,) *Noop MPEG-4/H.264 format and GOP(12,3).
M- (1 A (Rt () (M-D) @B (1) (19)° 0 Noon TABLE2
e i=t1 ¢] STATISTICS OF TEST SIGNAL ‘ALLADIN’
:g (1p)°7" + ‘%‘:(Lp)l 3 (M- 2)* (1) "N, e Total | frame Pframe | B frame
¢ o UMbEr ot | a9008 7500 22500 | 59998
frames

Based on the aforementioned proposed estimations of | Number of

successfully decodable frames for each frame type, the packets 1086789 195010 321444 570835

modified Q metric becomes: C, Cp, Cg N/A 26.001 14.286 9.506
_ Nocw ) R T b Table 2 contains the datistics for the test signal,
(Nata -1 + Nota-p+Noa-8)  ( Noa -1 +Noia - p+ N - 5) considering 188 bytes transmission, which is consistent with

the MPEG-2 TS and the DVB-H standard.

- a8 e L€ vema &40 T For both loss schemes under tedt, the packet loss rate
=(1_p) oo (6] 72 (1) NW+§(1"’) +al) 9 (M-8 (k) Ny ranges from 0.02 to 0.2, considering intervals of 0.02 and
(Nt -1+ Noa - p + Nl - 8) transmitting packet size equal to 188 bytes.

Therefore, considering a transmission channd with o4 --ana;lgx‘iggim.?gm i
constant packet loss ratio p, the respective Q rate of 0.35 | "GE(sim) " —— |
successfully decoded frames (i.e. frames without containing
any perceptual degradation) can be analytically estimated. In -~ g *?
other words, the proposed model provides a degradation g .5
parameter, which acts in a reative way to the initial quality %
level of the broadcasting service. E 0.z ¢

B. Experimental Evaluation of the Proposed Model 3 o

The proposed mode of packet loss impact on the PQoS E 01
degradation of the transmitted video is experimentally — ©
evaluated considering two discrete packet loss schemes. The 0.95 1
random uniform model, which provides the distributed |osses ol

with the mean loss rate (p) and the Gilbert-Elliot (GE) mode o o005 o1 o5 os
[39], which provides for the same percentage rate, the packet packet loss rate

losses grouped in bursts approximating by this way the Fig. 6. Comparison of the results derived from the smulation and the analytical
behavior of real wireless error-prone transmission channels. model.



Figure 6 shows the successfully decodable frame ratio for
varying packet loss rates under the uniform and G-E packet
loss schemes. Considering that the uniform distribution
corresponds to the theoretically worst case scenario for
decoders with DT=1 and that appears to have a sgnificant
good match between the theoretically expected video quality
degradation curve and the corresponding experimentally
derived one, the vadidity of the proposed model has been
proved. For the case of G-E distribution, it is shown that the
effect of burst packet losses during the transmission on the
delivered video quality causes less severe degradation than
the equivalent uniformly distributed case.

Moreover, in both of these models the video quality of
smulation is better than analytica model. Hence, the
analytical model provides the predicted bounds of the quality
of the MPEG video transmission over a lossy transmisson
channel.

V. THE PROPOSED END-TO-END FRAMEWORK

Based on the aforementioned proposed theoretical models
of video quality prediction at a pre-encoding state and packet
loss modding, this section proposes an end-to-end video
quality assessment framework of MPEG-based audiovisual
broadcasting services for hand-hed and mobile wirdess
broadcast systems, which is based on the combination and
exploitation of the two proposed models.

For demonstrating purposes of the proposed end-to-end
framework, we consider that a hypothetical Content Provider
wants to broadcast a music video dip at various quality levels
and possesses the reference hyper st RS, containing

theCg ; sets derived from the test signals of Table 1.

Initially, the music clip under examination is encoded at
MPEG-4/H.264 CIF 100 kbps. Then, the resulted encoded
cip is used as input to the SSIM algorithm and the resulted
instant SSM curve is used for the estimation of the <SSIM>
value, which is estimated equal to 0.8. Afterwards, using this

value as input in the ADV equation, it is defined the Cg ;

that minimizes the ADV and therefore contains the optimal
triplet element for the analytical description of the signal
under test. More specifically, the derived <SSM> value, the

optimal Cg ; set belongs to BBC Africa reference clip. Thus,

the equation that describes better the variation of the
<PQ0S>sgy Vs. the bit rateis

<PQ0S> gy = 0.1098In(Bit Rate)+0.2702

Consequently, if the content provider wishes to offer this
video clip at the perceptual qualities 0.70, 0.80 and 0.90, then
by using the above eguation is able to estimate the
corresponding hit rates in a pre-encoding process. Table 3
shows the corresponding encoding bit rate values for the
specific video clip.
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TABLE3
PREDICTED BIT RATE VALUES FOR SPECIFIC QUALITY LEVELS

<PQOS>ggm BR (KbpS)
0.7 50.12
0.8 124.60
0.9 309.79

Afterwards, consdering that a monitoring system provides
the average packet loss rate at the transmission channel and it
is for example 0.02, then it can be predicted from the packet
loss modd (see Figure 6) that the worst case degradation
percentage is that the end-user will experience video quality
degradation for the 70% of the total duration of the sequence.
For the rest 30%, the user will watch normal playback
without any perceived artifacts. Thus, if the Content Provider
would like to calculate a representative value of the Expected
Delivered Video Quality (EDVQ) level at the content
consumer, the following equation is proposed:

EDVQ=(Initial _Video_Quality)* (Percentage_of _ Succesfully_ Decoded _ Frames)

where the objective metric Q of the proposed mapping
model is used as degradation multiplier to the initial
perceived quality level, which has been specified pre-
encodingly by the proposed prediction model. Therefore, the
combination of the discrete two models provides a prediction
for the worst case degradation scenario, if error concealments
methods are not taken under consideration and the D.T. is
considered equal to 1.0.

VI. CONCLUSION

This paper presents a theoretical framework for end-to-end
video quality prediction for MPEG-based broadcasting
Services.

The proposed framework encloses two discrete modds: i) a
model for predicting the video quality of an encoded signal at
a pre-encoding stage and ii) a model for mapping packet 10ss
ratio of the transmitting channel to video quality degradation.
The efficiency of both discrete modds has been
experimentally validated, proving by this way the accuracy of
the proposed framework, which combines the discrete models
into a common end-to-end video quality assessment
framework.

The advances of the proposed framework are its generic
nature, since it can be applied on MPEG-based encoded
sequences, independently of the sdected encoding
parameters, subject to specific GOP structure. Moreover, it is
also introduced the novel issue of predicting the video quality
of an encoded service at a pre-encoding state, which provides
new facilities at the broadcaster sde. Also, by applying the
randomly uniform packet loss modd, the proposed framework
overpasses any stochastic predicaments in mapping the packet
loss ratio to video quality degradation, since it calcul ates and
demonstrates the worst case scenario.
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APPENDIX
NOTATIONSUSED IN THE PAPER

Ntotal-l Ntotal-P Ntotal-B

The total number of each type of
frames.

Ndec-l Ndec-P Ndec-B

The number of decodable framesin
each type.

The total number of decodable

Naeo frames in the video flow.
N Thetotal number of GOPsin the
coP video flow.
C CoCa The mean number of packets that
transport the data of each frame type
p Packet loss rate

(1

(2

(3l

(4

(9
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Abstract—This paper considers a minimum mean-squared error
(MMSE) single user adaptive receiver for the asynchronous
direct-sequence code-division multiple-access (DS-CDMA)
system, based on the least-mean-square (LMS) algorithm. It is
known that in this context the adaptive algorithm can be iterated
several times during the same bit interval in order to achieve a
faster convergence rate, which further reduces the length of the
training sequence. The objective of this paper is twofold. First,
instead of using such multiple iterations, we propose a single
equivalent formula for updating the receiver coefficients, saving
significant time processing. Secondly, in order to further increase
the convergence rate, a division-free version of the gradient
adaptive lattice (GAL) algorithm is proposed. Since the lattice
predictor orthogonalizes the input signals, this algorithm
achieves a faster convergence rate than the transversal LMS
algorithm.

Keywords: Code-division multiple-access (CDMA) system;
gradient adaptive lattice (GAL) algorithm; least-mean-square
(LMS) algorithm; minimum mean-squared error (MMSE) receiver.

I. INTRODUCTION

There are a lot of mobile communications systems that
employ the code-division multiple-access (CDMA) technique,
where the users transmit simultaneously within the same
bandwidth by means of different code sequences. This
technique has been found to be attractive because of such
characteristics as potential capacity increases over competing
multiple access methods, anti-multipath capabilities, soft
capacity, narrow-bandwidth anti-jamming, and soft handoff. In
the Direct Sequence CDMA (DS-CDMA) system [1], each
code sequence is used to spread the user data signal over a
larger bandwidth and to encode the information into a random
waveform. A simple multiplication between the data signal and
the code sequence waveform is needed, and the resulted signal
inherits its spectral characteristics from the spreading sequence.
Due to its linear signal processing function this scheme may be
a subject for possible performance improvements by
developing new signal processing techniques for the receiver.

In DS-CDMA systems the conventional matched filter
receiver distinguishes each user’s signal by correlating the
received multi-user signal with the corresponding signature

This work was supported by the UEFISCSU Romania under Grant PN-II-
PCE no. 331/01.10.2007.

waveform. The data symbol decision for each user is affected
by multiple-access interference (MAI) from other users and by
channel distortions. Hence, the conventional matched filter
receiver performances are limited by its original purpose. It
was designed to be optimum only for a single user channel
where no MAI is present and to be optimum for a perfect
power control, so it suffers from the near-far problem.
Motivated by these limitations, adaptive minimum mean-
squared error (MMSE) receivers have been introduced [2], [3].
The principle consists of a single user detector that works only
with the bit sequence of that user. In this case, the detection
process is done in a bit by bit manner, and the final decision is
taken for a single bit interval from the received signal. The
complexity of an adaptive MMSE receiver is slightly higher
than that of a conventional receiver, but with superior
performance. Besides its facile implementation the adaptive
MMSE receiver has the advantage that it needs no
supplementary information during the detection process.

The “brain” of an adaptive MMSE receiver is the adaptive
algorithm. There are two major categories of such algorithms
[4]. The first one contains the algorithms based on the mean
square error minimization, whose representative member is the
least-mean-square (LMS) algorithm. The second category of
algorithms uses an optimization procedure in the least-squares
(LS) sense, and its representative is the recursive-least-squares
(RLS) algorithm. The LMS algorithm with its simple
implementation suffers from slow convergence, which implies
long training overhead with low system throughput. On the
other hand, LS algorithms offer faster convergence rate, paying
with increased computational complexity and numerical
stability problems. Due to these reasons, LMS based
algorithms are still preferred in practical implementations of
adaptive MMSE receivers. Lattice structures have also been
considered for this type of applications [5], [6], [7]. Since the
lattice predictor orthogonalizes the input signals, the gradient
adaptation algorithms using this structure are less dependent on
the eigenvalues spread of the input signal and may converge
faster than their transversal counterparts. The computational
complexity of these algorithms is between transversal LMS and
LS algorithms. In addition, several simulation examples and
also numerical comparison of the analytical results have shown



that adaptive lattice filters have better numerical properties than
their transversal counterparts [8], [9]. Moreover, stage-to-stage
modularity of the lattice structure has benefits for efficient
hardware implementations.

A solution for increasing the convergence rate of the
MMSE receiver is to adjust the filter tap weights iteratively
several times every transmitted bit interval [10]. Moreover, this
procedure can be combined with a parallel interference
cancellation (PIC) mechanism for further reducing the multiple
access interference (MAI) [11]. A drawback of these
approaches is that they are time consumers. During a bit
interval, every single iteration has to “wait” the result from the
previous one, which is the natural function mode for every
iterative process. Anyway, from the time processing reason, it
would be more convenient to use a single formula instead of
those multiple iterations. A first objective of this paper is to
propose a relation for updating the LMS adaptive filter
coefficients, which is equivalent with the multiple iterations
algorithm [12]. We will demonstrate that the multiple iterations
process is equivalent with an unique iteration with a particular
step size of the algorithm. Secondly, for further increasing the
convergence rate, a lattice MMSE receiver based on a division-
free gradient adaptive lattice (GAL) algorithm [13] is
developed.

The paper is organized as follows. In Section II we briefly
describe the asynchronous DS-CDMA system model. The
analytical expression equivalent with the multiple iterations of
the LMS algorithm is developed in Section III. Section IV is
focused on the lattice receiver, revealing in this context the
division-free GAL algorithm. The experimental results are
presented in Section V. Finally, Section VI concludes this
work.

II. DS-CDMA SYSTEM MODEL

In the transmitter part of the DS-CDMA system, each user
data symbol is modulated using a unique signature waveform
aft), with a normalized energy over a data bit interval T,

fo les OFF de =1 given by a,0)= %Y a;()p.(c~ jT) 11,

withi=1, ..., K, where K is the number of users in the system.
Parameter a,j) represents the jth chip of the ith user’s code
sequence and p(?) is the chip pulse waveform defined over the
interval [0; T,), with T, as the chip duration (it is related to the
bit duration through the processing gain N by 7,=7/N). In the
following analysis we consider binary-phase shift keying
(BPSK) transmission. The ith user transmitted signal is [1]

5;(t) = \J2B b;(t)a; (t) cos(wgt +0;) , , K (1)
where b;(f) = z bi(m)p(t—mT) is the binary data
sequence for ith user (Nb is the number of received data bits),
with b;(m) € {~1, +1}, P; s the ith user bit power, w, and 6;
represent the common carrier pulsation and phase, respectively.

After converting the received signal to its baseband form
using a down converter, the received signal is given by [1]:
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K
r(t) = % Z b (t—71;)a;(t —1;)cos(B;) + n(t)cos(wgt) (2)
i=1

where n(f) is the two-sided power spectral density Ny/2
additive white Gaussian noise. The asynchronous DS-CDMA
system consists of random initial phases of the carrier
0<0; <2 and random propagation delays 0<1; <7 for all

the users i=1, K. There is no loss of generality to assume
that 0, =0 and t;, =0 for the desired user &, and to consider
only 0<1; <T and 0<0; <2nfor any i#k [2]. Assuming

perfect chip timing at the receiver, the received signal from (2)
is passed through a chip-matched filter followed by sampling at
the end of each chip interval to give for the mth data bit
interval:

mT+([+DT,

Tm, 1 = _[

mT+IT,

rOpt—IT)Hdt, 1=0, 1, .., N=1 (3)

where p(f) is the chip pulse shape, which is taken to be a

rectangular pulse with amplitude 1/ JN . Using (3) and taking
the kth user as the desired one, the output of the chip matched
filter after sampling for the mth data bit is given by:

[P
m, = ﬁchk (m)ay, (1)+

-
x/ﬁ z\/_coseb (m)1; j (m,1)+n(m,I)

l:tk

“

where

Ii,k(m,l)=

b (m=1)[e;aq;(N-1-N; +1)+
+(T.—¢&)a;(N-N;+1)], 0<I<N;-1

(m l)sa(N 1) ®))

+b; (m)(T, — &) a; (0), I=N;
bi (m)[aiai( N l)
+(Tc—€l')ai(l—Ni)], Nl+1SlSN—1
Wlth Tl'ZNiTC"rSl', OSNISN—I, O<8i<TC'

A block diagram of the transversal MMSE receiver
structure is depicted in Fig. 1. In the training mode, the receiver
adapts its coefficients using a short training sequence
employing an adaptive algorithm. After training is acquired, the
receiver switches to the decision-directed mode and continues
to adapt and track channel variations.

Let us consider the following vectors:
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Figure 1. Transversal MMSE receiver scheme

w(m) =[wp (m), wy (m),...., wy_ (m)]" ’ ©)

() =1y 0s T 1o s Tn N-11T

with 7, given by (4). The output signal y(m) will be an
estimate of b(m). For the estimation of w(m) a stochastic-
gradient approach based on the LMS adaptive algorithm is
used. The output signal is y(m)=w’(m)r(m). The receiver forms
an error signal e(m) = b(m) — y(m) and a new filter tap weight
vector is estimated according to

w(m+1)=w(m)+pur(m)e(m). @)

The parameter p represents the adaptation step size of the
algorithm; its value is based on a compromise between fast
convergence rate and low mean squared error [4].

A solution to increase the overall performances of the
MMSE receiver is to adjust the filter tap weights iteratively
several times every transmitted bit interval [10]. The
coefficients obtained after the Gth iteration of the mth data bit
is used by the algorithm in the first iteration of the (m+1)th data
bit. It is obvious that this multiple iterations process will
increase the computational complexity. This procedure can be
combined with a PIC mechanism for further reducing the MAI
[11]. This approach also makes use of the available knowledge
of all users’ training sequences at the base-station receiver to
jointly cancel MAI and adapts to the MMSE optimum filter
taps using the combined adaptive MMSE/PIC receiver.

III. MULTIPLE ITERATIONS LMS ALGORITHM

It can be noticed that the LMS adaptive algorithm used for
MMSE receiver does not work in a sample-by-sample manner
(chip-by-chip), as usually adaptive filters works, but in a block-
by-block mode (bit-by-bit).

Therefore, by using multiple iterations for every input data bit
the converge rate of the adaptive algorithm increases.
Nevertheless, this process is time consumer and it would be
more convenient to use a one step formula instead of those
multiple iterations per bit. Using the notations from the
previous section, the multiple iterations LMS algorithm
(without PIC mechanism) for the mth input data bit can be
resume as follows:

for g =1,2,...,G (G is the number of iterations per bit)

A () =) () ()
) (m) =b(m) - %) (m)
w(& ) (m) = wl&) (m)+ ur (m) &) (m)

end

As we have mentioned in the previous section, the first
iteration for the (m+1)th data bit begins with the initial values

of the filter coefficients given by w(l) (m + 1) = W(GH) (m) .In

order to simplify the presentation, we renounce at the temporal
index m and we will use the following notations: r(m) =r,

b(m)=b, w(l)(m)=w0, yo=whr, e(l)(m)=b—y0=eo,

s=rTr . In the first three iteration we have:

g=1 e(l)(m):b—yozeo
w?) = W + Hreg
T
g=2 VD =p-w? r=b—(w0+ureo)Tr:e0(l—us)

w(3) = w(z) + pre(z) =W + pre (2 - ps)



3 —p— w(3)Tr =b —(wo +prey (2- ps))T r=
=¢ (1—2ps + uzsz)

wl) w4 ure(3) =W, + Hre (3 —3us+ uzsz)

g=13:

By performing simple polynomial operations we obtain in a
similar manner:

w(s) =W + ureg (4 —6ps + 4p2s? — u3s3)

w(6) =W, + Hre (5 —10us +10p2s? —5p3s3 + u4s4)

w(7) =W + ure, (6 —15ps +20p2s? —15p3s3 + 6pts? — usss)
Let us denote —ps = o . It can be noticed that

G+1)

wl =W +uregF (o), )

where
§' Ok _g(6) 4(0)
F(a)= fp ok =) ol 9)
k=0

The column vectors from (9) are

T
() :[ éG),]q(G),...,fC(f” , (10)

a(G) :[1,a,a2,...,aG_l]T. (11)

The first element of the vector from (10) is fO(G) =G.

Comparing (8) with (7) we can conclude that the LMS
algorithm with multiple iterations per bit is equivalent with a
LMS algorithm with a single iteration per bit but using a
particular step size parameter given by

W@ = uF (o). (12)

To compute this parameter we need for the elements of the
vector from (10). Let us consider the row vectors:

i (©) &)y
It can be noticed that f\*7/ =f . Using the vectors from
(13) we can obtain the matrix
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plo) | 17 (14)

Each row of this matrix corresponds to a specific iteration. The
elements of this matrix can be computed using

FlO (3, ) =F (i-1,j-1)+F ) (i-1,), i,j=2,G (15)

It is obvious that F(9)(j.1)= £/ = ;| with j=1.G. and
f(l) = [I,OIX(G%)]. Once we have set the value of parameter

G, this matrix can be computed a priori and we will use only
the elements of its last row. For example, assuming that we
choose G = 10, the matrix from (14) results

1 0 0 0 0 0 0 0 0 0
2 1.0 0 0 0 0 0 00
3310 0 0 0 0 00
4 6 4 1 0 0 0 0 00
glo)_|5 1010 5 10 0 0 00
6 15 20 15 6 1 0 0 0 0
7 21 3 35 21 7 1 0 00
8 28 56 70 56 28 8 1 0 0
9 36 84 126 126 84 36 9 1 0
10 45 120 210 252 210 120 45 10 1|

The last row of this matrix contains the elements of f'” which
will be a priori computed in this manner. Of course, there is a
need for the elements of the vector from (11), which have to be
computed for each input data bit. After that, the parameter from
(9) has to be computed, which requires G multiplication
operations and (G — 1) addition operations. Finally, we update
the filter coefficients according to (8). From the computational
complexity point of view our approach requires almost the
same number of operations as the multiple iterations per bit
algorithm. Nevertheless, there is a significant time processing
gain because our final result from (8) does not “wait” for the
previous G iterations results, as in the multiple iterations
process.

According to the theory of stability [4], the LMS adaptive
algorithm is stable if the value of the step size parameter
(which is a positive constant) is smaller than Ay, which is the
largest eigenvalue of the correlation matrix of the input signal
(i.e., the input data bit). In the case of the multiple iterations
LMS algorithm, the stability condition has to take into account
the number of iteration per bit. In our approach this is very
facile because we use a single iteration as in (8), with the step



size parameter given by (12). Consequently, the stability
condition become

ul@) < - 2 (16)

max
Even if the multiple iterations algorithm is used, the previous

condition can be used to determine the stability upper bound
value of the step size parameter p. According to (12) and (16)

2

—kmaxF(Ot) . a7

p<

An interesting situation appears if we use the Normalized
LMS (NLMS) adaptive algorithm [4], which is another
member of the stochastic gradient family. In this case, the
algorithm step size parameter is computed as

MNLMS =%=£~ (18)

where :l is a positive constant. In the case of the classical
NLMS algorithm the previous constant has to be smaller than
2, in order to assure the stability of the algorithm [4].
Following the same procedure, it will result that

w() =y + HNLMSreOF(;l) , (19)
where
F(u)= ZZ_I AN ) =6, o)
-0
@ _[, =/ P a1’
B —[1,—u,(—u) (—u) } . Q1)

Similarly, the NLMS algorithm with multiple iterations per bit
is equivalent with a NLMS algorithm with a single iteration per
bit but using a step size parameter given by

wF (u) o)

G _
HSVL)MS =unmsF (u) .

The following condition has to be satisfied for the stability:

0<pF (ﬁ) <2 (23)
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Because it is more facile to compute the elements of the vector
from (21), as compared with the elements of the vector from
(11), the NLMS algorithm could be an attractive alternative to
the LMS algorithm. Moreover, it is a more robust algorithm
because it overcomes in some sense the gradient noise
amplification problem associated with the LMS algorithm [4].
Nevertheless, a division operation is required for computing the
step size parameter from (22), which could be a difficulty and a
source of numerical errors especially in a fixed-point
implementation.

IV. GAL ALGORITHM FOR MMSE RECEIVER

Expected advantages of the adaptive lattice filters over the
conventional LMS transversal filters include faster
convergence rates with spectrally deficient inputs, automatic
determination of the system’s order, stage-to-stage modularity
for efficient hardware implementations, and better data tracking
abilities.

The (N — 1)-th-order multistage lattice predictor from Fig. 2
is specified by the recursive equations

ef (=€l () +kp)eh_(1-1)

(24)
eb ()= eg_l (-1 +k, (z)e;;_1 0)

with p=1,...,N-1. We denoted by e}: (1) the forward prediction

error, by eg (/) the backward prediction error, and by k,(/) the
reflection coefficient at the pth stage and chip-time /. The initial
prediction errors are eg )= eg D=ryy-

The cost function used for the estimation of k,(/) is [4]

()3 ]

el (1)‘2 +leb (1)‘2} (25)

where E is the statistical expectation operator. Substituting (24)
into (25), then differentiating the cost function J,(/) with
respect to the complex-valued reflection coefficient k,(/) and
imposing the gradient equal to zero, the optimum value of the
reflection coefficient for which the cost function is minimum
results

b (I-Ne!”
o 2£{eh (1 -De)", )] o)

! E{ eg;l(l)‘z b (- 1)‘2}

Assuming that the input signal is ergodic, the expectations can
be substituted by time averages, resulting the Burg estimate
for the reflection coefficient k,”" for stage p:




____________________________

[
3

;
'

wo(m)
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Figure 2. Lattice MMSE receiver scheme.

1 *
23 ¢b (g-Del (@)
k(1) =——927! 27)
p / 2 2
z[e;_l<q>\ +leb a1 }

gq=1

Let us denoted by W, (/) the total energy of both the forward
and backward prediction errors at the input of the pth lattice
stage. It is expressed as:

/
Wpfl (= z [
=1

0 e —I)H :
e8)

2 2
- p_1(1—1)+e§71(1)‘ ey a-1)

It can be demonstrated [4] that the GAL algorithm updates the
reflection coefficients using

k(I +1) =k, ()~

n f* * oS
T [ep (b (1 -1+ (el (1)}

(29)

where the constant 1 controls the convergence of the algorithm.
For a well-behaved convergence of the GAL algorithm, it is
recommended to set 1 < 0.1. In practice, a minor modification
is made to the energy estimator from (28) by writing it in the
form of a single-pole average of squared data:

Wi.o(m) WN-I(m)i
_____________________________ =T
O tw > ) »| Decision
v -
Adaptive algorithm |« e(m) C} g
b(m)
Training
7 af 2
Wp_1<l)=BWP_1<I—1)+<1—B)-{e,,1(!)\ +leb (-1 }
(30)

where 0 < § < 1. The introduction of parameter § in (30)
provides the GAL algorithm with a finite memory, which helps
it to deal better with statistical variations when operating in a
nonstationary environment. As it was reported in [8] and it was
demonstrated in [14], the proper choiceis p=1-n.

As we see in Fig. 2, the basic structure for the estimation of
the user desired response b(m), is based on a multistage lattice
predictor that performs both forward and backward predictions,
and an adaptive ladder section. We have an input column
vector of the backward prediction errors

e’ (m) =[ef (m), el (m),...,e&  (m)]” (31)

and a corresponding column vector w(m) containing the N
coefficients of the ladder section of the adaptive filter. For the
estimation of w(m), we may use a stochastic-gradient approach.
The discrete output signal y(m) is given by:

y(m)=w (m)e}, (m) (32)

The receiver forms the error signal e(m) and a new filter tap
weight vector is estimated according to:



w(m +1) = w(m) + fie(m)e}, (m) (33)

The parameter [i is the ladder structure adaptation step size,

chosen to optimize both the convergence rate and the
misadjustment of the algorithm.

Summarizing, we will use (24), (30), and (29) for the lattice
predictor part of the scheme, together with (32) and (33) for the
ladder section. As compared to its transversal counterpart based
on the LMS algorithm, the lattice MMSE receiver implies an
increased computational complexity due to the multistage
lattice predictor. Nevertheless, due to the fact that the lattice
predictor orthogonalizes the input signals, a faster convergence
rate is expected.

It can be noticed that in the lattice predictor part of the
classical GAL algorithm a division operation per stage is used,
which significantly grows the computational complexity in a
fixed-point implementation context. Due to cost considerations,
equipment manufactures generally prefer the use of fixed-point
Digital Signal Processors (DSPs) over floating-point ones in
their products. In fixed point DSPs, every division operation
requires a number of iterations equal to the word length (i.e.,
the number of representation bits), while the multiplication and
addition operations can be performed in a single iteration. In
the following, we will propose an approximate version of the
GAL algorithm that replaces the division operation using three
multiplication operations and one addition operation instead.
This is much more convenient from the computational
complexity point of view in a fixed-point DSP implementation.

We start from equation (30) and we may write:

1 p—
W, ()
= 1 e
B, (=1 +(-P)lel, D[ +[e; ¢ -[
= 1 . 1
B, (I1-1) 1B, e @) +|eb,@-nf
B w,,(-1) (34)
Let us denote
T (-h=—"1t (35)
RN )
and
¢, (=l @ +]es @1 (36)

Using the previous notations we may rewrite equation (34) as
follows:
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T.(h=i1 (-1).
B 1+ ;35(:1,_1 (T, ,(I-1)

(37

Supposing that the sum of the squared prediction errors at
time /, ie., c,,(/), is much smaller than the sum of all

squared prediction errors until that moment of time,
W, (I -1), we may write that

e, (DT, (1-1)| <<1 (38)

Taking into account that

! = i (=D x" for

) x| <1 (39)

we may use the following approximate relation instead of
equation (37):

1 1-B
T (=T (-1):|1-—Fc, (DT, (-1
,,_()Bp()( BC() ()j

(40)

In order to prevent any unwanted situations that can affect the
supposition made in equation (38) (e.g., impulse perturbation
of the input signal) we may compute the following minimum
value:

t, ()= min(k,%cl,l (T, (I~ 1)] 41)

where A <1 is a positive constant, and than rewrite the
equation (40) as follows:

T, ()= %T pa((=D=2,,(1) (42)

Finally, the reflection coefficients are updated using

k,()=k,(I~1)-nT,.,()-

Lel"eh (1= +ef (el (D] “3)

The new step-size parameter of the division-free GAL
algorithm is N7, (/) and it acts similar to n/W,_ (/) from the

classical GAL algorithm. It can be noticed that the “unwanted”
division operation from the classical GAL algorithm is
replaced by three multiplication operations and one addition
operation, which is more suitable in a fixed-point
implementation context.
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Figure 4. Evolution of the step size parameter p'?” given by (12).

V. SIMULATION RESULTS

In order to analyze the convergence of the multiple-
iteration LMS algorithm, a first set of experimental tests is
performed in a simple “system identification” configuration. In
this class of applications, an adaptive filter is used to provide a
linear model that represents the best “fit” to an unknown
system. The adaptive filter and the unknown system are driven
by the same input. The unknown system output supplies the
desired response for the adaptive filter. These two signals are
used to compute the estimation error, in order to adjust the
filter coefficients. The input signal is a random sequence with
an uniform distribution on the interval (—1;1). In this first set of
experiments the adaptation process is performed in a sample-
by-sample manner. The mean square error (MSE) is estimated
by averaging over 100 independent trials. In Fig. 3 are depicted
the convergence curves for the multiple iterations LMS
algorithm and the proposed equivalent algorithm, for different
values of G. As expected, the curves for these two algorithms
are perfectly matched, due to the mathematical equivalency
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Figure 5. Convergence of the MMSE receiver based on the multiple
iterations LMS algorithm. K =8, N= 16, SNR = 15dB.
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Figure 6. BER performance of the MMSE receiver based on the multiple
iterations LMS algorithm. Other conditions as in Fig. 5.
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between them. It can be notice that the convergence rate of the
algorithms increases with the value of G and the MSE
decreasing. In Fig. 4 we plot the evolution of the step size
parameter of the proposed algorithm, given by (12), for G =10.

A second set of simulations employs the asynchronous DS-
CDMA system, using the transversal MMSE iterative receiver.
A BPSK transmission in a training mode scenario was
considered. The binary spreading sequences are pseudo-
random. The system simulation parameters are N = 16 and K =
8. The signal-to-noise ratio (SNR) is 15 dB. The LMS adaptive
algorithm is iterated several times for each data bit using the
proposed equivalent relation from (8). The adaptive process
works now in a block-by-block manner. The MSE is also
estimated by averaging over 100 independent trials. The results
are presented in Fig. 5. It can be noticed that the MSE is
decreased every new iteration.

Next, we investigated the steady-state BER (Bit Error Rate)
performance as a function of the energy per bit to noise power
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Figure 7. Convergence of the MMSE receivers. K =32, N= 64, SNR = 15dB.
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Figure 8. Autocorrelation functions for (a) r(m) - LMS input, (b) €’y(m) -
GAL ladder section input. Other conditions as in Fig. 7.

spectral density ratio (E,/N,) of the iterative MMSE receiver
considered above. These results are shown in Fig. 6, where we
compared the performance of the iterative MMSE receiver
using 1 to 6 additional iterations (i.e., G = 2 to 7) with the
conventional adaptive LMS receiver, using one iteration per bit
(i.e., G =1). The simulation results were obtained using 2000
bits training period for each value of E,/N,, in order to assure
that the steady-state is reached. It is very important to note that
under the same conditions the BER is improved every new
iteration. Nevertheless, one should make a compromise
between the computational complexity and the BER
performances.

For further increasing the convergence rate, the lattice
MMSE receiver based on the division-free GAL algorithm is
tested as compared with its transversal counterpart based on the
LMS algorithm. The simulation parameters were fixed as
follows. The processing gain is N = 64, the number of users is
K =32, and SNR = 15 dB. The MSE is estimated by averaging
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Figure 10. Convergence of the iterative GAL receiver. Other conditions as
in Fig. 7.

over 100 independent trials. First, the conventional MMSE
receivers are compared (Fig. 7). The superior convergence rate
achieved by the GAL algorithm as compared to the transversal
LMS algorithm is obvious. This faster convergence rate of the
GAL algorithm over the transversal LMS algorithm can be
explained by the fact that the lattice predictor orthogonalizes
the input signals. Hence, the gradient adaptation algorithm
using this structure is less dependent on the eigenvalues spread
of the input signal. In order to support these remarks, in Fig. 8
the mean autocorrelation function is depicted for both inputs,
i.e. r(m) (used as the direct input for the transversal LMS
receiver) and the sequence of backward prediction errors

e?v (m) (the input of the ladder section of the GAL receiver). It

can be noticed that the input of the GAL ladder section has a
higher variance as compared to the LMS input sequence. We
should note that the faster convergence rate offered by the
iterative MMSE receivers over the conventional receivers is
mainly due to the interference rejection capability of the



multiple iterations procedure within the adaptive algorithm.
This improvement leads to a reduced level of MAI, which
translates into a convergence rate close to the single user case.

Finally, a last set of simulations is performed in order to
compare the multiple iterations MMSE receivers based on both
LMS and GAL algorithms. Both algorithms are iterated for G =
4 within each data bit. The results are presented in Figs. 9 and
10. In both cases it can be noticed that MSE is decreased every
new iteration. Also, the division-free GAL algorithm
outperforms the LMS algorithm in terms of convergence rate.

VI. CONCLUSION AND PERSPECTIVES

In this paper we first propose a relation for updating the
LMS adaptive filter coefficients, which is equivalent with a
multiple iterations LMS algorithm used in MMSE receivers for
DS-CDMA communications systems. It was demonstrated that
the multiple iterations process is equivalent with an unique
iteration with a particular step size of the algorithm. Our
proposed solution requires almost the same number of
operations as the multiple iterations per bit algorithm but a
significant time processing gain is achieved. The stability
condition for the proposed algorithm was also derived. The
simulation results proved the equivalency between the classical
multiple iteration LMS algorithm and our proposed approach.

The MMSE iterative receiver considered in this paper was
shown to improve the asynchronous DS-CDMA system
performances. Thus, the MSE is decreased every new iteration
by reducing MAI. This decrease offers a faster training mode
for the receiver. A very important result is that the BER is
considerably improved every new iteration.

The lattice MMSE receiver based on the division-free GAL
algorithm improves the convergence rate as compared to the
transversal LMS receiver. The lattice predictor orthogonalizes
the input signals, so that the GAL algorithm is less dependent
on the eigenvalues spread of the input signal and it converges
faster than their transversal counterpart, the LMS algorithm. As
a practical consequence, the lattice receiver will require a
shorter training sequence as compared to the transversal one.
Also, the GAL iterative receiver was shown to improve the
asynchronous DS-CDMA system performances. The MSE
decrease offers a faster training mode for the receiver. Hence,
the designing procedure may consider two aspects, i.e., to
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shorten the training sequence for maintaining the same MAI in
the system or to strongly reduce the MAI by keeping the same
length of the training sequence. An analytical estimation of
BER for the GAL receiver will be considered in perspective.
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Abstract The output rate at an egress queue in a router can be only
as fast as the serialization rate of the hardware. When an
For decades, researchers have worked extensively inegress queue receives packets from multiple ingress ports at
the area of congestion control for packet-switched net- a combined rate that is higher than the serialization rate of
works. Many proposed solutions take advantage of thethe egress port, the egress queue grows, eventually causing
congestion-control mechanism ifiransmission Control  congestion. When the egress queue becomes full, the router
Protocol (TCP), and these approaches work well for net- has to discard all additional packets destined for that egress
works that have heavy TCP traffic. However, these ap- queue. This dropping of packets is an unwelcome condition
proaches are not universally effective — they fail com- known agtail drop.
pletely for protocols that do not implement congestion-  Dropped packets are undesirable at any time, of course,
control mechanisms. In particular, these approaches do but tail drop is especially undesirable because it leads to an
not work with theUser Datagram ProtocdUDP). Real- adverse effect calledlobal synchronization Global syn-
time media-streaming technologies suchvagce over In- chronization occurs when tail drop causes all of the trans-
ternet Protocol(MolP) and video conferencing use UDP mitting devices to receive congestion signals at the same
and therefore do not respond well to existing congestion- time. The transmitting devices consequently reduce their
avoidance techniques. We propose a new, adaptive, respontransmission rates in unison, and the link utilization quickly
sive, end-to-end technique to implement application-levelfalls well below the optimal level due to the sudden, si-
congestion detection and control for real-time applications multaneous reduction in transmission rates from all of the
such as VoIP. Unlike existing methods, which rely on packetsenders. When congestion eases, the transmitting devices
loss as a signal to reduce the transmission rate, our solutionincrease their transmission rates all at once, leading to an-
proactively reacts to network congestiongreventpacket other episode of severe congestion in the network.
loss, thus improving the QoS of applications that employ  Researchers have done considerable work in this area
our algorithm. and have proposed numerous solutions to manage and
avoid congestion in a packet-switched network. Proposed
Keywords: VoIP, QoS, congestion detection, congestioncongestion-avoidance methods inclu@andom Early De-
avoidance, adaptive transmission control, real-time media. tection (RED) [1] and its variants [2] [3] [4] [5], and pro-
posed approaches also incluBeUE [6], Stochastic Fair
BLUE (SFB) [7], Generalized Random Early Evasion Net-
. work (GREEN) [8], and Explicit Congestion Notification
1. Introduction (ECN) [9]. Each of these suggested techniques exploits
In a packet-switched network, a router connects multi- the transmission-control mechanismTiransmission Con-
ple ingress streams to various egress ports. When a heavirol Protocol (TCP). Since real-timéP applications gener-
burst of network traffic occurs, congestion builds up at the ally use thdJser Datagram ProtocoUDP) as the transport
routers, which form the bottlenecks of the network. When protocol, however, these proposed congestion-control ap-
congestion in a router becomes severe enough, the incomproaches are almost entirely ineffective at curbing real-time
ing packets consume all of the buffer resources in the routermedia traffic.
and leave no room for additional inbound packets, thus re- We propose a hew application-level adaptive congestion-
sulting in lost packets. detection and congestion-control mechanism for avoiding



congestion with real-timeP applications such a%oice
over Internet Protocol(VolP)l. We start by explaining
how existing congestion-avoidance algorithms work with
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handling to packets that have higher priority. When conges-
tion is building, WRED randomly selects packets with lower
priority as the first packets to discard. This scheme cre-

TCP, and we discuss the problems that existing approachesates differentiatedoS characteristics for different classes

have withUDP and the intrinsic challenges of congestion
control with real-time applications. Then we present our

of service.
Some researchers have proposed dynaRED imple-

new application-level adaptive congestion-detection and mentations that adapt to ever-changing network condi-

congestion-control solution for real-tim@ applications,

tions. For exampleadaptive RED2], Dynamic Weighted

and we provide measurements that demonstrate the effecRandom Early Drop(DWRED) [3], and other similar ap-

tiveness of our system.

2. Existing approaches

Congestion has been a serious problem in packet-

switched networks since packet switching first came into

existence. The importance of the congestion problem is ev-
ident from the extensive amount of work that researchers
have done to provide ways of avoiding or at least managing

congestion. In this section we examine a few well-known
congestion-avoidance techniques and show how these met

ods alleviate congestion in packet-switched networks, so

this section provides a basis for understanding the new real
time congestion-control technique that we present later.

2.1. Random Early Detection (RED)

Random Early Detectior{RED) is an active queue-
managementAQM) technique with the aim of achieving
low average delay and high throughput [HED uses the

proaches are adapti®RED variants that are designed to ad-
dress the sensitivity weaknesses@D. Both the through-
put and the average queue sizeR#D are very sensitive
to the traffic load andRED parameters [10][11], SRED
produces unpredictable results in volatile network environ-
ments.

Flow-based REQFRED) [4] includes a mechanism to
enforce fairness in resource utilization for each active flow
of traffic. This technique uses information such as destina-
tion addresses, source addresses, and ports to classify traf-
fic into different flows. The flow-based algorithm maintains
state information for every active flow, and the algorithm

uses the flow information to ensure that each active flow
gets a fair portion of the buffer resources. Flows that mo-
nopolize resources receive heavier penalties when packet
dropping becomes necessary.

Stabilized RED(SRED) [5] is another flow-base&ED
approach where the algorithm provides a method to esti-
mate the number of active flows and to identify misbehav-

average queue size as an early indication of congestion andhg flows without keeping per-flow state informatid8RED

signals the transmitting devices to reduce their transmis-

sion rates temporarily before the congestion actually oc-

controls buffer usage by tuning the drop probabilities based
on the estimated number of active flows.

curs. When the average queue size exceeds a predeter-

mined minimum thresholdRED starts dropping randomly
selected packets. The probability of dropping packets in-

creases either linearly or exponentially as the average queue
size grows beyond the minimum threshold. When the aver-
age queue size passes a predetermined maximum threshol

RED starts droppingll incoming packetsRED uses the av-
erage queue size over some period of time instead of usin

spikes or short bursts of network traffic without overreact-
ing.

When aTCP host detects packet loss, the host temporar-
ily slows down its transmission rateTCP increases its

transmission rate quickly when all packets reach the des-

tination, an indication that the period of congestion has
passedRED randomly selects packets to drop, thereby dis-
tributing the packet loss among assorted hosts at variou

times. As a result, the hosts reduce their transmission rates

at different times and avoid global synchronization.
Weighted REOWRED) incorporates théP precedence
feature into theRED algorithm. WRED gives preferential

Ipatent pending

2.2. Stochastic Fair BLUE (SFB)

BLUE is anAQM approach that uses packet-loss and link-
utilization information instead of average queue length in

H’le congestion-avoidance algorithm [@BLUE uses a sin-

0le probability to drop or mark packets. If the link is idle or
the queue becomes empBLUE decreases the drop/mark

the instantaneous queue size, so the technique can abso%?)mbab'"ty' On the other hand, if the queue consistently

loses packets due to buffer overfloBl.UE increases the
drop/mark probability. As a result of the increased prob-
ability, we drop or mark more packets and therefore send
out congestion notifications at a higher rate. This adaptive
procedure allow8LUE to learn the correct rate for sending
congestion signals to the transmitting hosts.

Stochastic Fair BLUESFB) uses thé&LUE algorithm to
rotectTCP flows against flows — such asDP flows —
hat do not respond to congestion notifications [BFB
maintains a small amount of flow-related state information
in order to enforce fairness among all the flows. H#8
algorithm quickly drives the drop/mark probability to a very
high value, perhaps even one, for an unresponsive flow. In
contrast,TCP flows usually maintain low drop/mark prob-
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abilities becaus&CP flows reduce their transmission rates its transmission rate temporarily until the traffic condition
in response to congestion notifications. When3hB tech- of the network improves.

nigue identifies an unresponsive flow by observing a high  UsingIP ECN instead of the traditional packet-loss ap-
drop/mark probability,SFB applies a bandwidth-limiting  proach can obviously reduce packet loss and thereby im-
policy on that particular flow. The rate-limit policy enforces prove performance. However, ti&EN technique requires

an allowable amount of data that the flow can enqueue intoexplicit support from both communicating devices to be
the buffer, andsFB therefore drops more packets of the un- successful, and both devices have to agree to use this
responsive flows. In simplified terms, ti$&B algorithm scheme. In addition, all of the routers in the entire network
identifies unresponsive flows and subjects them to rate lim-must support this method f&CN to be effective. Outdated
iting while allowing responsiv&CP flows to perform nor-  routers that do not suppd®CN might drop packets with the

mally with low drop/mark probabilities. ECN bit set, thus causing the ECN approach to fail.
2.3. GREEN 2.5. (Pre-) Congestion Notification (PCN)
Generalized Random Early Evasion NetwBREEN) The Congestion and Precongestion Notification Working

is a proactive queue-managemeRQW) method that ap-  Group of IETF has developed an Internet draft for a Pre-

plies a mathematical model of the steady-state behaviorcongestion NotificationCN) architecture [13]PCN is an

of a TCP connection to drop or mark packets proactively. achitecture for flow admission and/or termination based on
GREEN attempts to maintain low packet loss and high link (pre-) congestion information that nodes in a Diffserv do-

utilization while reducing latency and delay jitter. Based on ain provide. The aim oPCN is to protect theQoS of

the mathematical modeGREEN is able to give each flow  inelastic flows within the Diffserv domain. THeCN ap-

its fair share of bandwidth at the router. The router can US€proach gives an “early warning” of potential congestion in

GREEN to identify and police flows that do not respond 0 the pcN domain before there is any significant congestion.

congestion notification. If the flow rate through ®CN-enabled interior node ex-

Using the mathematical model that Mathis et al. [12] rec- ceeds thepcN threshold rate, the node marks all packets
ommend, Feng et al. [8] derive a mathematical model for a yith pcN threshold-rate markings. If the flow rate ex-

drop probability that allows a fair share of bandwidth for ev-  .oaqs theecN excess rate. the node marks some packets
ery flow. Equation 1 shows that Feng’s fair-share drop prob- ity pcN excess-rate markings while marking all remain-

ability depends on the number of active flowe, and the  jq packets wittPCN threshold-rate markings. These (pre-)

round-trip time,RT'T". A GREEN router sends out conges-  cqngestion markings propagate RGN egress nodes, and
tion notifications more aggressively when there are more ac-ne pcn boundary nodes use this (pre-) congestion infor-

tive flows (larger\V) or when the round-trip ime is shorter  ation to make decisions on flow admission and/or termi-
(smallerRTT). Inthe equation}/ S5 is the maximum seg-  naion. Fig. 1 shows how tHeCN admission and termina-

ment size L is the outgoing link throughput of a router, and 5y controls operate in BCN domain with three encoding
cis a constant that depends on the acknowledgment strateg¥;ates as the rate BEN traffic increases.

(i-e.,delayor every packqt Note thatPCN applies to a Diffserv domain witRCN-

enabled nodes, $eCN is not a general solution for all en-

(1) vironments.

(N xMSSxc\?
P=\"IxRIT

3. Problems with existing approaches

. ; PP Real-timelP applications, such agolP and IP video
2.4. Explicit Congestion Notification (ECN
P g ( ) conferencing, use thReal-time Transport ProtocdRTP)

The Internet Engineering Task For¢geTF, has proposed  to transport real-time media packets, @P runs on top
Explicit Congestion NotificatiofECN) as an alternative  of UDP. Unlike TCP, UDP does not supporcknowledge
to using packet loss for signaling congestion [9]. Instead (ACK) messages in the protocol, nor da¢isP implement
of dropping packets as congestion increases, routers usany transmission-control mechanism to allow the network
ing this congestion-avoidance algorithm set the congestion-to alter the transmission rate of a flow.
indicator bit in anIP packet to signal congestion. When Lacking ACK messages, an application that us#sP
a receiving device receives a packet with the congestion-as the transport protocol has no way to determine when a
indicator bit set, the receiving device uses the transport-router drops any of the packets that the application sends.
level acknowledge message to communicate the congestioPacket loss is a reliable indication of congestion, bDP
indication to the transmitting device. Upon receiving the ex- transmitters, being unable to detect packet loss, cannot re-
plicit congestion notification, the sending device decreasesact to congestion in the network. Even if a transmitter could
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The inherent characteristics of real-time applications
such asvolP present additional challenges to the imple-
mentation of transmission control. Real-tinfe applica-
tions typically produce output data at a constant rate, and
we need to transport the continuous output stream to the re-
ceiving endpoint with minimal delay to maintain the useful-
ness of the data and a higlwS. Delivering only part of the
output stream to reduce the output data rate inevitably de-
gradesQoS. Holding back the real-time data transmission
in order to wait for the end of a congestion period increases
delay variation (i.e jitter) and lengthens the end-to-end de-
lay, further impairingQos.

4. Our congestion-control mechanism

(equals PCN-

admissible ratc) We propose a solution that allows real-tinfeapplica-

tions to implement adaptive congestion control in the face
of congestion while meeting all of the intrinsic challenges of
real-time media systems. Our solution consists of two inde-
pendent components, congestion detection/natification and
adaptive transmission control. Unlike existing approaches
that implement congestion control at the protocol level, our
somehow detect the occurrence of packet loi3P does  technique implements the solution at the application level.
not have a mechanism to control its transmission rate. Con-As a result, we do not need to change existing protocols or
sequentlyUDP applications do not respond well to any of  the existing infrastructure to put our approach into practice.
the existing congestion-control algorithms. ) _ -
Even congestion-avoidance techniques that try to en-4'l' Congestion detection/notification

force fairness, as flow-bas&tD andSFB do, are not fully Network congestion normally occurs at the routers, and
effective againsUUDP streams, which do not respond to detecting congestion at the router bottleneck is probably the
congestion-control mechanisms. SingBP flows are not  detection approach that provides the most reliability and
responsive to congestion-control signals, these flows simplyaccuracy. Therefore, the router is the best device for per-
monopolize the resources of the router in an environment offorming congestion detection. Since the router is the first
congestion. Consequently, these streams receive harsh putetwork device that can observe congestion, the router can
ishment in the form of many lost packets, and they therefore deliver a notification of congestion sooner than any other
suffer greatly reduceQuality of ServicgQos). device in the network. However, the innumerable routers of
TCP-Friendly Rate Adaptation Based on LASRA- the Internet are beyond our control, so deploying new pro-
BOL) is an application-level congestion-control algorithm cedures for congestion detection and notification in all the
designed specifically foruDP-based applications [14]. routers of the Internet is impractical.
TRABOL employs a technique that is similar to the approach  Our solution employs congestion detection at the receiv-
of TCP, but TRABOL implements congestion control at the ing endpoint. We merely require both communicating end-
application level whileTCP uses the protocol level. Like points to agree on the scheme of congestion detection and
TCP, TRABOL relies on lost packets to adjust the sender’s notification instead of requiring many devices beyond our
transmission rate. UnlikeCP, however,TRABOL uses the  control to cooperate with our algorithm.
loss rate computed over a period of time at the receiver side  When congestion occurs at the router, the average queue
as feedback to tell the sender how to adjust the transmissiorsize in the router grows. High queue occupancy at the
rate. If the period for calculating the loss rateTIRABOL router increases the transmission delay of the packets since
is too large, the sender could react to the congestion tooa packet takes more time to work its way through a longer
late or simply adjust the transmission rate incorrectly. If router queue, and packets arrive at the destination later than
the period for calculating the loss rate T/RABOL is too anticipated. Real-timé applications commonly transmit
small, on the other hand, the system could overreact to mi-data packets at constant intervals, so data packets arrive at
nor disturbances that do not really indicate congestion. Inthe receiving endpoint with consistent periods and minimal
this case, the flow rate would oscillate needlessly. Further-variation if the network is idle. Therefore, an increase in
more, TRABOL does not address the real-time criterion of the time between the arrivals of consecutive packets at the
real-time UDP-based applications suchvag. destination is a good indication of congestion [15].

No packet PCN-marked ~ Admit new flows

Figure 1. PCN technique
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If congestion is severe enough, a router that implementspacket to be an indication of a lost packet even though the
a congestion-avoidance algorithm, suchR&D or its vari- “lost” packet may arrive later or may have previously ar-
ants, starts to drop packets to curb the congestion. Conserived out of order. When packets are out of order, we cer-
qguently, data packets disappear from the network, and thetainly have congestion.
receiving endpoint can use packet loss as a clear indication Upon detecting congestion, the receiver sends the trans-
of congestion. If the routers on the transmission path imple- mitter a congestion notification containing an estimate of
mentIP ECN, the receiving endpoint can recognize the set the severity of the congestion. This notification tells the
ECN flag as a sign of congestion. transmitter that congestion is present and to what degree

Statistics that we have collected over a period of severalcongestion is present. The receiver can piggyback the no-
months on the Internet and on a corporate local-area netdification message with the next data packet that the re-
work (LAN) show that even a lightly loaded router experi- ceiver transmits to the sender, thereby avoiding the unde-
ences sudden microbursts of traffic. These abrupt and briefsirable effect of adding notification packets to a network
periods of congestion are severe enough to cause the routdhat is already congested. Both ends 6ot system con-
to drop packets, but the times between the arrivals of previ-tinually send packets to each other at brief intervals, typ-
ous consecutive packets do not always show any early sigrically twenty milliseconds, so timely notification without
of congestion. This kind of unforeseen and acute congestionany added packets is entirely feasible.
is different from the congestion that builds over a longer pe- ~ Our extensive study of the characteristics of packet-
riod of time, and our congestion-detection algorithm must switched network traffic shows that network congestion is
be able to detect both types of congestion effectively. direction dependent. In other words, a congestion condition

The receiving endpoint can recognize slowly building ©n the path from A to B does not necessarily imply a sim-
congestion in the network by implementing an algorithm ilar congestion condition on the path from B to A. In fact,
to detect inter-packet delays that are longer than usual. InWe often observe relatively idle traffic on the opposite di-
order to detect variations in inter-packet delays, of course, ection of a congested network path. Therefore, sending a
the receiver must know the arrival rate of the packets. The congestion notification from the receiver to the transmitter
transmitting party or parties can reveal the transmission-ratetyPically does not elevate the severity of the congestion.
information during the negotiation process at the start of a  Nevertheless, the network may drop the packet contain-

session, or the receiver can quickly and easily calculate theind the congestion notification, so the receiver should send
arrival rate of packets after the session starts. multiple congestion notifications. However, each of the

When congestion builds up gradually, the detection algo- notification packets for the same occurrence of congestion
rithm easily detects the pattern of growing inter-packet ar- must contain the same unique identifier so the sender reacts

rival times before the congestion can cause any noticeabld®Nly once to the first notice it receives and ignores the rest.
harm. When the filtered arrival time between consecutive 1 N€ receiver can stop transmitting the notification messages

packets exceeds a predetermined threshold, the receiver ddvhen it observes a lower transmission rate from the sender,

clares a state of congestion. or the receiver can stop transmitting the notification mes-
Unfortunately, there may be no warning sign of grow- 23%2%:2” some duration, especially when the congestion

ing inter-packet arrival times before a microburst suddenly
causes a lost packet, and the inter-packet arrival time would
not reveal this problem until the arrival of the next packet
after the lost packet(s). Therefore, the detection algorithm  Our congestion-detection algorithm measures and evalu-
employs a time-out procedure to detect a delayed or miss-ates the inter-packet arriving intervals, so the algorithm not
ing packet immediately. The time-out mechanism declaresonly detects congestion in the network but also estimates the
a congestion condition when a packet has not arrived atseverity of the congestion. Additionally, our algorithm an-
the receiver by some predetermined time after the estimatedicipates future congestion that is likely to occur soon after
packet-arrival time but before the estimated arrival time of an episode that is part of a longer period of network conges-
the subsequent packet. The time-out procedure detects @ion. Our detection procedure computes the absolute value
congestion condition well ahead of the transmission time of of the difference between the inter-packet arriving interval
the subsequent packet, so the transmitter can delay transand the original inter-packet transmission interval. Then we
mission briefly to avoid losing more packets. With the in- pass the resultant value through a simple first-order infinite
clusion of the time-out feature, the algorithm detects suddenimpulse responselR) filter to obtain the severity of the
microbursts as well as slowly growing episodes of conges- congestion in the network.
tion. Equation 2 shows the first-ordéRr filter that our algo-
Additionally, the system uses packet sequence numbergithm uses.Y,, is the current output value of the filter, and
to detect out-of-order packets and considers an out-of-orderit is the estimate of the severity of the congestion in the net-

4.2. Our implementation of congestion detection
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CurrentTime = GetCurrentTime();
Xn = ABS((CurrentTime -
PrevPacketArrTime) -
PacketTransmissioninterval);
if (NOT Timeout)
{ PrevPacketArrTime = CurrentTime; }
if (LostPacket OR Timeout)
{ Xn = MIN(Xn, MAX Xn_LIMIT);

Xn = MAX(Xn, Yprevious); }
if (Xn >= Yprevious)
{ C1 =09
C2 =0.1; }
else
{ C1 = 0.03;
C2 = 097; }

Yn = (C1 * Xn) + (C2 * Yprevious);
if (Yn >= CONGESTION _THRESHOLD)
{ DeclareCongestion(Yn); }

Yprevious = Yn;

Figure 2. Pseudo code of congestion-detection algorithm

work. Y,,_; is the previous output value of the filter, so it highly congested periods. The transmitting endpoint was
provides feedback.X,, is the current input sample to the transmitting one/olP packet every twenty milliseconds in
filter, and it is the absolute value of the difference between this experiment, and the receiving endpoint observed erratic
the current inter-packet arriving interval and the inter-packet inter-packet arriving intervals ranging from zero millisec-

transmission intervalC; andCs are coefficients of théR onds (i.e., two or more packets arriving at about the same
filter. time) to ninety milliseconds or more during this period of
severe congestion. The receiving endpoint even observed
Y, =(Cy x X))+ (Ce xY,_1) (2) lost packets and, in some cases, out-of-order packets.

Fig. 4 illustrates the output from our congestion-

, detection mechanism for the inter-packet arriving intervals

Fig. 2 shows an excerpt from the pseudo code for our ot Fig 3. As we can see in Fig. 3, the receiving endpoint
congestion-detection algorithm [16]. Our implementation repeatedly observed extreme delays in the arriving pack-
uses aniR filter with fast-rise and slow-decay characteris- ots These extreme delays produce significant congestion-

tics. The fast-rise characteristic of the filter allows the mea- qo\erity values that remain above the congestion threshold
surement of congestion severity to increase quickly Whenthroughout the slow decay of thi filter. Our congestion-

congestion builds up. The slow-decay characteristic of the jetection algorithm therefore reports that congestion con-
filter allows the congestion-severity value to fall gradually (i es throughout the entire episode of network congestion.
after the network congestion subsides, thus anticipating the Fig. 5 shows inter-packet arriving intervals that we cap-
likely prospect that network congestion might persist or that tured from a corporateAN. As with the previous experi-
additional network congestion might occur shortly after the ment, the transmitting endpoint transmits@P packet ev-
current episode of congestion. In comparison to an episodeery twenty milliseconds. During this period, the receiving
of moderate congestion, a period of severe congestion raiseﬁndpoint observed three episodes of mild to serious con-
the measurement of congestion severity to a higher value gaqtion - Using the data in Fig. 5, our congestion-detection

apd a higher congestion-severity value requires a Iongeralgorithm generates the output that appears in Fig. 6.
time to decay to a level below the congestion threshold. We

can use different’; and C; coefficients to adjust the rise 4 3. Adaptive transmission control

rate and decay rate of thiR filter if necessary. A slower

decay rate allows the system to anticipate congestion that The real-time application at the transmitting endpoint

might occur further into the future. implements the adaptive transmission-control mechanism.
Fig. 3 illustrates inter-packet arriving intervals that are Upon receiving a congestion notice from the endpoint at

typical for data that we captured from the Internet during the receiving end of the transmission, the transmitting end-
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point lowers its transmission rate to reduce bandwidth con-congestion. This compression-switching approach requires
sumption. This reduction of the transmission rate is not asboth communicating endpoints to support the same set of
simple for a real-time application suchasP as it is for a compression schemes.
TCP application, though, because the transmitting endpoint  various alternative data-compression algorithms have
must deliver all of the real-time data with minimal delay to differing bandwidth requirementsy and some Compression
maintain a highQos. algorithms support multiple compression ratios. For ex-
One Straightforward approach for reducing bandwidth ample, thelTU-T (International Telecommunication Union
consumption is to switch to a different compression algo- Standardization Sector) standasd729 compresses audio
rithm that can compress the real-time data to a greater dedata to 8 kbps [17]5.729 with annex D compresses audio
gree and thereby produce an output stream with a lowerdata to 6.4 kbps, and.729 with annex E compresses audio
bit rate. Generally, real-timeolP applications already use data to 11.8 kbps. ThETSI (European Telecommunica-
compression algorithms to compress real-time data beforetions Standards Institut€ysM 06.90 standardzSM adap-
sending the data across the network because uncompressdtyeé multi-rate GSM-AMR), supports multiple bit rates of
voice data typically consumes too much bandwidth. The 4.75 kbps, 5.15 kbps, 5.9 kbps, 6.7 kbps, 7.4 kbps, 7.95
transmitting endpoint can further reduce bandwidth con- kbps, 10.2 kbps, and 12.2 kbps [18]. A transmitter can re-
sumption by switching to a different compression algorithm duce bandwidth by simply switching to a different compres-
that achieves a lower bit rate. The greater compression typi-sion algorithm in the same family.
cally results in a slighQoS penalty, but this penalty is mild Another method for reducing bandwidth usage is to
in comparison to the extrem@oS penalty that occurs as a transmit the same data with fewer transmissions, thus reduc-
result of the packet loss that normally stems from network ing packet-header overhead. The sending endpoint achieves
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this goal by covering a longer period of time with the data kbps, including header overhead. This simple scheme re-
that it packs into eachP packet. For example,\élIP end- sults in a tremendous bandwidth saving of 8.0 kbps or 33%.
point that transmits twenty milliseconds of audio data per This approach does introduce an additional twenty millisec-
IP packet can cut the number of transmissions by a factor ofonds of delay into the audio stream, of course, but the ef-
two if the endpoint sends forty milliseconds of audio data fect of this small added delay apoS is typically insignif-
perlP packet. This approach significantly lowers bandwidth icant [19]. In fact, this method can actuallgducethe
consumption by reducing the amount of bandwidth that the overall delay because the technique alleviates queue de-
transmitter consumes with packet-header overhead. Obvidays in the routers, often more than compensating for the
ously, this technique achieves its goal at the cost of addingsmall delay between consecutive transmissions. Table 1
a slight delay to the real-time data stream, but this approachshows the bandwidth consumptions and savings with dif-

does not trim or further compress any audio data. ferent amounts of compressedr29 audio data in eaclP
packet.
A VolIP endpoint that packages twenty milliseconds of
G.729 compressed audio p&® packet requires 24.0 kbps, The transmitting endpoint can simultaneously employ

including the overhead of thev4, UDP, andRTP head- both of the bandwidth-reduction techniques that we have

ers at forty bytes per packet. If the@lP endpoint pack-  proposed since the two methods are independent of each
ages forty milliseconds a6.729 compressed audio p&P other. The transmitting device can switch to a compression
packet, the required bandwidth diminishes to only 16.0 algorithm that produces a lower bit rate, and the transmitter
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Table 1. G.729 Bandwidth utilization

Audio Length | Bandwidth Packets %
(milliseconds) (kbps) per Second| Savings

10 40.000 100.00 -

20 24.000 50.00 40.00 %
30 18.667 33.33 53.33 %
40 16.000 25.00 60.00 %
50 14.400 20.00 64.00 %

can concurrently package more data into ei®chacket to we require only 11.20 Mbps for all 700 audio streams com-
lower the number of transmissions and save bandwidth onbined. That bandwidth reduction cuts the drop rate to 2.679
the packet-header overhead. packets per second per flow for an average of about 107 mil-

The congestion-severity information in the congestion liseconds of audio loss in a second for each flow, a tolerable
notification that the receiver sends to the transmitter allows loss rate of just 10.7%. If theolP applications switch to use
the transmitter to gauge its response according to the sever6.729 with annex D and also pack 40 milliseconds of audio
ity of the congestion. Using the congestion-severity infor- per IP packet, the required bandwidth decreases to 10.08
mation, the transmitting endpoint selects the bandwidth- Mbps. In this case, each audio stream loses an average of
reduction method that is most appropriate for the level of only 0.198 packets per second for a loss rate of just 0.79%,
congestion, thereby maintaining optimal link utilization and almostzeroloss! Fig. 7 illustrates the loss comparison for
throughput while simultaneously curbing congestion. the case that we have examined.

When network congestion recedes, the transmitting end-
point adjusts its transmission rate back to the original set-6, Delay versus packet loss
ting. The receiving endpoint detects the improvement in ) _ o
the congestion, and the receiving endpoint conveys this in- Since one aspect of our adapt|_ve transmission control
formation to the transmitting endpoint. After learning that increases the overall Qelay by using larger, I.ess_-frequent
the traffic condition has improved, the transmitting endpoint P2Ckets, we must consider the potential negative impact of
increases its transmission rate to reduce delay and improvd"créasing the delay versus the positive impact of reduced
the grade of service. The transmitting endpoint can alter- P2cket10ss.
natively operate with the optimized transmission procedure Ve can use therU-T G.107 E-Model to analyze thQos

for a predetermined period of time. When the fixed duration impact O_f the additiqnal delay th?t our transmission-contrql
for using the lower transmission rate expires, the transmit- Method introduces into the audio stream. The E-model is

ting endpoint automatically resets its transmission rate. an analytical model that evaluates the gonversational quality
of a telephony system. The E-model includes many items
. (e.g., room noise, echo, and circuit noise) that are indepen-
5. Measure of improvement dent of both packet loss and delay, but we isolate the effect
To illustrate the effectiveness of our technique, let us ex- of delay and thereby determine the quality differences that
amine the performance improvement that we can achieve.are due to the delay variations.
Consider a scenario in which the router throughput is 10.0 When the total delay does not exceed 100 milliseconds,
Mbps and we have 7080lP streams going through the the E-model indicates that there i® degradation at all
router. If we useG.729 to compress the audio data and due to the delay. This case is the relevant case for most
pack 20 milliseconds of audio into eath packet, we re-  VoIP systems since designers try to make the delays low
quire 16.80 Mbps of bandwidth, 6.80 Mbps more than the enough to eliminate or at least minimize the effects of de-
router can handle. As a result, the router drops an averagdays. The delay degradations remain insignificant until the
of 20.238 packets per second for each flow. That drop rateoverall delay reaches a level of about 200 milliseconds, and
translates into more than 400 milliseconds of lost audio datathe degradation grows as the delay approaches the talker-
in each second for each flow, a devastating loss of more tharoverlap threshold of 250 milliseconds. The worst case oc-
40%! curs when an added delay of 20 or 40 milliseconds above
If the VoIP applications employ our solution and beginto the base delay pushes the total delay beyond the talker-
package 40 milliseconds of audio data into evérpacket, overlap threshold, in which case tMOS rating degrades
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by approximately 0.1 for an added delay of 20 millisec- difference inQoS impairment of more than one full unit on
onds or by 0.2 for an added delay of 40 milliseconds. This theMOS scale [19]. Fig. 9 illustrates the MOS ratings of a
worst-case situation is not important for practical applica- G.729 stream with various degrees of packet loss in a real
tions, though, because any system that is close to the talkernetwork.

overlap threshold is already a marginal systemvaP. Our results show that adding a small delay to reduce

Fig. 8 illustrates the added delay impairment — in units packet loss is clearly a good tradeoff. TQeS degradation
of the R-factor of the E-Model — that results from the in- from the added delay is typically zero or at most minus-
troduction of delay increases of 20 milliseconds and 40 mil- cule while the resultin@oS improvement from the reduced
liseconds. Based on the E-model, the increase of 20 mil-packed loss is significant.
liseconds in the delay in the audio stream typically ba®
|mpa|rme_nt. to at most 2.5 units pf R-factor — about 0.1 in 7. Conclusion
Mean Opinion ScoreMOS) — of impairment in theQosS.

In our research on packet loss in a real network, we eval-  Congestion control and congestion avoidance are pop-
uated theMOS ratings ofG.729 streams transmitting at a ular research topics, so investigators have done consider-
20-millisecond interval in a simulated real-network envi- able work in these areas. However, most of the well-known
ronment. Our study showed that a difference of 30% (e.g.,congestion-avoidance techniques exploit the transmission-
from 10% to 40%) in the loss of audio data translates to a control mechanism imCP. Therefore, these approaches are
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Abstract— Many anticipate a future wireless world filled by
a multitude of user devices and wireless technologies. Effective
management of this kind of heterogeneous, mobile, and rapidly
changing ad hoc networks will be a challenging task. We
present and evaluate the Ambient Networks Gateway Selection
Architecture (GSA), which provides support for gateway
discovery, management, and selection for mobile nodes within
dynamic routing groups. A routing group (RG) is a cluster of
nodes in physical proximity, aware of the group membership,
with a common goal of optimizing mobility management and
routing functionality in the group. A gateway is a mobile
node that provides packet relaying and connectivity services
to other nodes in the RG. GSA can be also used outside the
Ambient Networks architecture, and we present how it can
be used with two existing mobility management protocols,
namely Mobile IP and Host lIdentity Protocol, especially in
the case of moving networks. Our simulation studies show the
benefits gained from group formation when compared to same
functionalities implemented in every individual node. We also
compare the GSA hybrid signaling strategy with proactive
and reactive approaches; the simulation results show that the
hybrid approach scales better when the routing group size grows.

Keywords—Ambient Networks, gateway selection, Host Iden-
tity Protocol (HIP), mobile computing, Mobile IP (MIP), mobility
management, moving networks, routing group

I. INTRODUCTION

Many anticipate a future wireless world filled by a mul-
titude of user devices and wireless technologies. Effective
management of this kind of heterogeneous, mobile, and rapidly
changing ad hoc networks will be a challenging task. The
Ambient Networks project [1] addressed this challenge by
developing innovative network solutions based on the dynamic
composition [2] of networks providing access through the in-
stant establishment of inter-network agreements. The Ambient
Networks concept [3] includes the Ambient Control Space
(ACS) [4], which provides common control functions to a
wide range of different applications and access technologies,
enabling the integrated, scalable and transparent control of
network capabilities.

Mobility management, a key component of Ambient Net-
works, can be defined as the set of functions that allow a com-
munications system to adapt itself, seamlessly and optimally,
to changes in physical and logical topology of the network. A
goal of the Ambient Networks mobility solution is to provide
a framework within which existing mobility solutions can be
deployed and interoperate, whilst ensuring that new mobility
solutions can be added as and when they become available.
Novel mobility concepts (e.g., see [5]) have been developed

to better support moving groups of nodes and users, such as
personal area networks and networks formed in mass transport
vehicles, such as commuter trains.

Within Ambient Networks, nodes in a moving network can
be linked to form a cluster referred to as the Routing Group
(RG) [6]. Let us clarify the distinction between the terms
cluster and routing group. Take a set of mobile nodes, U,
and a set of base stations, B, connected to the wired network.
Each b; € B can provide wireless connectivity to all nodes
x € U within its coverage area. A cluster, S C U, is defined
as the set of nodes from U that can (i) communicate with
each other, (ii) are physically close to each other and, (iii) are
likely to remain so. Although (i) and (ii) can be determined
using information from layers 1-3, (iii) can be determined
only by taking into consideration other situational and context
information. Identification and formation of such clusters can
enable communication and shared use of applications, while
several other optimizations, related to routing and mobility
management can be pursued.

In each cluster one node is elected to act as the cluster head.
Each cluster head is aware of the cluster topology, including
the nodes and their roles. Within each cluster, one or more
nodes can act as gateways, relaying packets for other nodes
and providing connectivity to other networks. A routing group
(RG) is defined as the set of nodes R C S, in which the
nodes are aware of group membership. This allows even more
possibilities for optimizations than a cluster.

In previous work [7], the Gateway Selection Architecture
(GSA) was introduced to provide support for gateway identi-
fication, management, and selection within a routing group. Of
course, one might expect that by grouping nodes and delegat-
ing mobility management to the cluster head and the gateways
certain performance optimizations are possible as discussed
in [7]. Later, the performance of the GSA was evaluated by
simulations in [8]. In this paper, we willl elaborate GSA,
provide a detailed description of GSA and present performance
evaluation results, delivering for the first time a complete
coherent view of GSA.

The paper is organized as follows. In Section II we take
a look at related work in the area of mobility management.
Section III describes the GSA architecture and Section VI
shortly compares GSA to other related work and discusses
the possible benefits of GSA. In Sections IV and V we
describe how the GSA architecture can be used outside the
Ambient Networks framework with existing mobility manage-
ment protocols, namely Mobile IP (MIP) and Host Identity
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Protocol (HIP). Section VII describes the simulation scenario
and results and Section VIII concludes the paper. Table I lists
the acronyms used throughout the paper for easy reference.

II. MOBILITY MANAGEMENT

In the context of mobile/wireless networks three approaches
have been followed with respect to gateway discovery. The
first is a proactive strategy whereby the gateways broadcast
advertisements to the whole network. The nodes requiring
gateway services choose the most suitable gateway based on
the advertisements they received. In reactive strategies, the ini-
tiative lies with the nodes, which broadcast request messages
to the network and select the most suitable gateway based on
the replies that are unicasted to them. In hybrid strategies,
gateway advertisements are usually broadcasted only to the
nodes “near” the gateway. For instance, the advertisements
may have a limited time to live (TTL) value, say, three hops.
Nodes farther than this amount of hops have to use request
messages to receive gateway services. That is, if a node x does
not receive a broadcasted advertisement from any gateway, it
will broadcast a gateway request message.

Gatewaying can be seen as a service, so the gateway discov-
ery problem is similar, to some degree, with the general service
discovery problem. The Service Location Protocol (SLP) [9]
is an IETF protocol for service discovery and advertisement.
There are three entities in the SLP: service agents (SAs), user
agents (UAs) and directory Agents (DAs). SAs advertise the
service to the network or to DAs, UAs try to find services for
the applications. DAs cache the information about available
services based on SAs’ advertisements.

The most popular way to provide Internet access to nodes
within ad-hoc networks and in mobile networking scenarios
seems to be extending the Mobile IP (MIP) protocol for either
IPv4 or IPv6 networks. In the following subsections we briefly
go through the basics of MIP and study how it has been
extended to work with moving networks.

A. Mobile IP

In MIPv4 [10], the base station (BS) nodes act as Home
(HA) and Foreign Agents (FA) for the mobile nodes. The HA
keeps a list of mobile nodes that are attached to it, i.e. the
mobile nodes that belong to the same subnet as the HA. When
the mobile node moves away from the HA, it eventually starts
using another BS as its network connection point. The new BS
will act as FA for the mobile node and it provides a care-of
address (CoA) from its subnet address space for the mobile
node. The CoA is transmitted also to the mobile node’s HA,
which establishes a tunnel between the HA and FA. Tunneling
means that packets destined to the mobile node are forwarded
from the HA to the FA using IP-in-IP encapsulation [11]. The
FA decapsulates the packet and transmits it to the mobile node,
which is currently in its subnet. Thus, the HA and FA nodes
(i.e. BSs) act as gateways for the mobile nodes.

In MIPv4, the HAs and FAs advertise themselves by
broadcasting periodically beacons, i.e. a proactive approach
is adopted. However, if the mobile node does not have a

International Journal On Advances in Networks and Services, vol 1 no 1, year 2008, http://www.iariajournals.org/networks_and_services/

connection to any BS, it may broadcast a solicitation message
to find one. BSs that receive the solicitation message will reply
by sending the beacon packet. Thus, MIPv4 supports also the
reactive approach, even though it mainly relies on the use
of proactive approach. The beacons are not forwarded; MIP
supports only one wireless hop.

In MIPv6 [12], the mobile node has the FA functionality
built in. When the mobile node is outside its home network,
it sends a binding update to its Home Agent informing its
current care-of address. It may also send the binding update
to its correspondent node if that supports MIPv6. In that case,
packets from CNs may be routed directly to the mobile node’s
care-of address, without going via the HA. In addition to the
optimal route, the overhead is also smaller since instead of
IP-in-IP encapsulation, IPv6 routing header can be used.

B. Extending MIP to multi-hop ad hoc networks

Since MIP supports only one wireless hop, several ap-
proaches have been presented to extend MIP to make Internet
connections available for the ad hoc network nodes that do
not have a one hop route to the FA. Sun et al. [13] present
an architecture where MIP is combined with the Ad hoc On-
Demand Distance Vector (AODV) protocol [14] and a reactive
approach to solicit FA advertisements is used. Ratachandani
et al. [15] on the other hand use a hybrid approach where
the FA advertisements are flooded within a limited number of
hops from the FA; nodes outside this hop limit use reactive
approach.

The simulation studies in MIPMANET (Mobile IP for
Mobile Ad Hoc Networks) [16] show that it is highly valuable
to be able to choose the closest access point to the Internet
since it reduces the overall load in the moving network. In the
scenario used in [16], broadcasting the MIP FA advertisements
was found better than unicasting them to each MIP using
node inside the moving network. Unicasting the advertisement
meant in this case that the FA unicasted the advertisement to
every moving node that was registered with it. The broad-
casting approach provided better options for mobile nodes
to change the FA to a better one since the advertisements
were broadcasted periodically. In the unicasting approach, the
mobile nodes used solicitation messages when they did not
have a connection to any FA.

Lee et al. [17] propose a hybrid GW advertisement scheme
for connecting ad hoc networks to the Internet. In that ap-
proach, Dynamic Source Routing (DSR) [18] is used as the ad
hoc routing protocol. Unnecessary flooding of GW discovery
packets is avoided by using advertisement schemes based on
the mobility and traffic patterns of the moving network.

Ghassemian et al. [19] present a performance comparison
between proactive, reactive and a hybrid GW discovery ap-
proaches. In the hybrid approach, the GW advertisements’
time to live was limited, and nodes further away had to use
a reactive approach to solicit advertisements. In the scenario
considered, the proactive approach performed best in case
of packet delivery ratio and the packet delay. The reactive
approach performed worst and the hybrid one was between

53



these two. On the other hand, with respect to signalling
overhead, the reactive approach was better than the proactive
one.

C. Network Mobility (NEMO)

In all previous approaches, the GW nodes, i.e. the BSs,
are stationary, so they are not moving. Also, all nodes in
the moving network perform mobility management actions
independently.

The Network Mobility (NEMO) Basic Support Proto-
col [20] extends MIPv6 to manage network mobility. A similar
protocol has been proposed also for IPv4 moving networks
in [21]. NEMO enables reachability and session continuity
for all nodes belonging to the moving network. With NEMO,
mobility is transparent to the moving network nodes. This is
achieved by introducing a special Mobile Router (MR) node
that connects the moving network to the Internet. The MR
binds a network prefix with a care-of address (CoA) indicating
its current location together. MR uses binding update messages
to inform its current CoA to its HA. Nodes within the moving
network are allocated an address from the MR’s prefix. Thus,
they can connect to the Internet without having to participate
in the mobility management since the MR updates the HA for
the whole network, not just for itself. Traffic destined towards
the moving network (i.e. MR’s network prefix) is intercepted at
the HA and tunneled to the MR using IP-in-IP encapsulation.
MR decapsulates the packets and forwards them to the correct
mobile node. In the opposite direction, reverse tunneling is
used, i.e. packets are tunneled from the MR to the HA, and
then directed towards the correspondent node. The NEMO
Basic Support Protocol does not support route optimizations
to correspondent nodes.

NEMO solves the basic problem of network mobility but,
since it is MIP-based, it has some disadvantages inherent to
MIP: MR introduces a single point of failure on the routing
path, tunneling adds overhead, and the routes are not optimal
(so called dog leg routes) since the binding updates to CNs
are not supported.

D. MOCCA

The Mobile Communication Architecture (MOCCA) [22] is
designed for inter-vehicular systems that consists of vehicular
ad hoc networks, road-side Internet Gateways (IGWs), and
a proxy between IGWs and the Internet. MOCCA uses a
modified version of Mobile IP (called Mobile IPv6*) to
support the mobility of vehicles. The Proxy maintains the
vehicles home agents (HAs), IGWs function as foreign agents
(FAs) and the vehicles represent the Mobile Nodes (MNs). The
Correspondent Node (CN) in the Internet sends its data packets
to the MNs home address (i.e. the HA in the Proxy). The Proxy
tunnels them to the FA, which decapsulates and forwards them
to the MN. The Proxy also separates the transport layer end-
to-end connections in order to prohibit e.g., TCP connections
to time out.

Since MIP does not support multi-hop ad hoc networks (the
MN may be more than one hop away from the IGW), MOCCA
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employs a modified version of the Service Location Proto-
col [9] for discovering the IGWs. In MOCCA, the Service
Agent is located on the IGWs and it announces periodically
its Internet access service. The service advertisements are
geocasted, i.e. broadcasted in a geographically restricted area.
The Directory Agent is located in the vehicles. It extracts the
information from the service announcements and caches it to a
local database. The advertisements include information about
the current number of clients using the IGW, IGW’s available
bandwidth, geographical position and optionally some other
information. The User Agent (i.e. mobile device) within the
vehicle queries the database and configures Mobile IPv6* to
use one of the available IGWs as its FA. In case multiple
IGWs are available, the UA selects the IGW that fits best to the
requirements of the applications. The selection is made based
on a fuzzy logic algorithm that predicts QoS parameters like
expected delay, dropouts and the probability of disconnection
for the connection.

The MOCCA implementation covers both network and
transport layer protocols. As such, it does not support the
mobility of legacy applications running on devices inside the
car. For supporting legacy applications (without modifications
to those), MOCCA includes also another proxy inside the
vehicle. This proxy hides the device from the Internet, so it
is not reachable outside the vehicle. However, the device can
access Internet services. To be reachable outside the vehicle,
the device should additionally support MIPv4, too.

E. Host Identity Protocol

The problems in MIP-based mobility are based on the
TCP/IP stack architecture. The IP address is used for both
identifying the host and stating the host’s current network
attachement point, i.e. the location of the host. When the host
is moving, it has to change its attachement point, which means
changing its IP address. On the other hand, the transport layer
connections are bound to certain IP address and port. Keeping
the transport layer connections while moving requires also
update on the transport layer.

In the Host Identity Protocol (HIP) architecture [23] the
host identifiers and locators are separated. A new layer is
introduced between transport and network layers. Transport
layer connections are not anymore bound to IP address and
port, instead a Host Identifier (HI) is used. IP address is used
only for forwarding packets. This allows new possibilities
for mobility and multihoming, as described e.g., in [24].
HIP-based mobile routers, like [25] and [26], are especially
interesting from the moving network support perspective.

III. GATEWAY SELECTION ARCHITECTURE IN AMBIENT
NETWORKS

Both proactive and reactive gateway discovery schemes have
their pros and cons. A reactive approach does not create
unnecessary traffic, but on the other hand, it exhibits longer
delays. A proactive approach comes with smaller delays, but
introduces possibly unnecessary traffic. On the other hand,
ability to select the most suitable gateway is worth of some
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Fig. 1.

GSA as part of ACS

extra traffic, as argued in [16]. Proactive approach suits better
for this purpose since the status of the gateway is updated
periodically in the advertisements and the new gateways can
be discovered earlier.

GSA adopts a hybrid approach for gateway discovery,
introducing a special kind of nodes called gateway selectors
(GWS). In GSA, service advertisements and requests are
unicasted to the gateway selectors, thus simplifying informa-
tion dissemination and updates regarding gateway (or more
enhanced mobile router) nodes and their capabilities. This
should not only decrease the amount of signaling overhead,
but also allow the majority of the nodes to have only limited
computational capabilities and battery power by keeping the
intelligence in the gateway selectors. By introducing GWS
nodes, GSA borrows a little from the Service Location Proto-
col (SLP) [9], with GWSs resembling to Directory Agents,
gateways to Service Agents, and other RG nodes to User
Agents.

As illustrated in Figure 1, GSA is part of the ACS and
it is supported by many other ACS functional entities such
as triggering (TRG) [27], [28], Routing Group management
(RG) [6], context information management (CIB) [29], [30],
and multi-radio resource management (MRRM) [31], which
are capable of providing a wealth of information related to
gateway discovery and selection. GSA is designed to utilize
this extra information aiming at making optimal gateway
selections.

Figure 1 shows also the three interfaces that are used to
access the ACS functionalities. The Ambient Service Inter-
face (ASI) is used by higher layer applications and services
to issue requests to the ACS concerning the establishment,
maintenance and termination of the end-to-end connectivity.
The Ambient Resource Interface (ARI) is used for managing
the connectivity plane resources such as routers, switches, and
radio equipment. The Ambient Network Interface (ANI) is
used for transferring information between different Ambient
Networks.

The triggering (TRG) functional entity is a vital part of
the ACS since it informs the other functional entities about
different events in the Ambient Networks. Main elements of
the TRG, as detailed in [28], are the entities which create
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events (producers) and the entities that use the trigger infor-
mation (consumers). TRG collects the event information from
various producers via a specific collection interface, processes
the collected events and distributes the created triggers to the
interested consumer entities. A producer, as well a consumer,
can be any entity implementing the collection interface. In
other words, the same entity can act both as a producer and
a consumer. Figure 2 illustrates TRG with different producers
and consumers.

TRG might have several event collectors, which may be
distributed, collecting different types of events. A number of
collectors might be needed since the producer might be the
entity implemented in kernel space or an application in user
space. Having a separate collector per producer entity with a
dedicated inteface allows the communication between nodes
with different operating systems as well.

In order to use the collection interface, producers need to
register their triggers with TRG. By registering, each producer
and their triggers can be identified and, further on, interested
consumers can subscribe to get certain identified triggers. All
this is a part of the processing mechanism that supports also
the filtering of triggers. With filtering, consumers get only
those triggers they are subscribed to. Using this filtering func-
tionality together with the support for system wide policies,
TRG can not only provide the way for efficient distribution of
right triggers to the right consumers, but also provides a way
to control consumer access to event sources.

Figure 3 shows the internal structure of the GSA functional
entity. GSA uses TRG for implementing its signaling, i.e.
the gateway advertisements and requests are transmitted as
triggers. GSA includes a GSA Trigger Consumer for receiving
triggers. Depending on the trigger received, its information
may be stored to the GSA Parameter Collection or Policies
data storage, and/or it may be further processed by the GSA
Decision Engine. Based on the processing results, a new
trigger may be generated and sent by the GSA TRG Producer.
The actual behaviour of the trigger processing depends on the
node’s role, i.e. whether the node is a GW, GWS, or GW
service user.

The gateway node’s GSA Decision Engine uses the GSA
Trigger Producer to periodically (or when needed) generate
updates about its GW service status by sending a gateway
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advertisement trigger to TRG. The GW service parameters are
maintained in the Parameter Collection data base. The GSA
TRG Consumer subscribes to all triggers related to the node’s
context, RAN status, and so on. Policies may contain rules,
such as whether the node is allowed to provide the GW service
to other nodes.

An RG node starts the GW request process when its GSA
Trigger Consumer gets a request trigger sent by an application.
The application communicates with the ACS via the ASI
interface. The GSA Trigger Producer creates a GW request
message including service requirements, and sends it to TRG.

Subsequently, GWS’s GSA Trigger Consumer receives the
GW advertisement triggers and stores the status information of
the gateway node to Parameter Collection. It also receives the
GW request triggers from RG nodes that need GW service.
GWS’s GSA Decision Engine compares the service request
parameters to the available gateways’ parameters and selects
the best match. The result is transmitted to the requesting node
in a form of GW response trigger containing the address of the
gateway and its GW service parameters. The actual algorithm
to select the best GW is out of the scope of this paper but, for
example, it can be a weighted sum over selected parameters
(this approach is used e.g., in the selection of the cluster head
node in [32]).

Usually, TRG is located on the same node as GWS, so the
communication between TRG and GWS is node-internal and
does not consume network resources. If the RG has also a
cluster head, it is usually collocated also on the same node. If
the cluster head (i.e. the RGM entity in Figure 1) or TRG is
located at a different node than GWS, the information is then
transmitted as triggers between the nodes. Thus, GWS’s GSA
Trigger Consumer also receives and GSA Decision Engine
handles triggers dealing with e.g., topology changes in the
routing group. In every case, GWS has always up-to-date
information about the RG and its nodes. Actions (e.g., re-
selection of the GW for certain RG nodes) are launched
whenever deemed necessary.

Although GSA was designed originally to work within the
Ambient Networks architecture, there are no reasons why
GSA could not be used also outside Ambient Networks. In
Ambient Networks the ACS binds the different functional
entities together, but on the other hand, these entities, or
the information they produce, may be used also separately.
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For example, TRG and GSA can be set up to any moving
network; they are not dependent on any Ambient Networks
architecture specific entities. Actually, TRG is the first step in
the Ambient Networks migration plan [33]. Gateway selection
related triggers are then perhaps produced by some other
entities as in Ambient Networks, but still, GWS can make
the decisions based on the information that is available. In
fact, GSA can be used even without TRG; its principles can
be easily applied to existing MIP and HIP implementations
for mobility management optimizations for moving networks.