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Abstract—We introduce MOTION (MOdeling and simulaTIng mObile ad-hoc Networks), a tool for the definition and simulation of some protocols for mobile networks; among them, the well known Ad-hoc On-demand Distance Vector (AODV). Protocols’ definitions are based on the Abstract State Machine formal model, and their simulations are performed within the ASM mETAModeling framework (ASMETA). Moreover, we suggest that some protocols for mobile networks could be used to provide a formal definition of social structures and to analyze the related properties.

Index Terms—Ad-hoc On-demand Distance Vector; Abstract State Machines; Mobile ad-hoc networks; Mobile computing; Social network analysis.

I. INTRODUCTION

In this paper, we expand our earlier work [1] on the definition of a formal model and the related tool for the simulation of a protocol for mobile networks, adding two more protocols and new features of the tool.

Communication among both stationary and mobile devices in absence of physical infrastructure can be established and performed by means of the Mobile Ad-hoc NETwork technology (MANET) [2] [3] [4]. While stationary devices cannot change their location within the network, mobile devices are free to move randomly, entering or leaving the wireless network and changing their relative positions. Each device can broadcast messages inside its radio range only, implying that, outside this area, communication is possible by means of some sort of cooperation among intermediate devices, exclusively. Thus, a communication protocol capable of handling this lack of predictable topology is needed; one of the most popular routing protocols for MANET’s is the Ad-hoc On-demand Distance Vector (AODV) [5], together with several variants introduced in order to reduce communication failures due to topology changes. For example, Reverse-AODV (R-AODV) [6] [7] builds all possible routes between source and destination devices: when the primary route fails (the shortest one, typically), communication is still provided by the alternative routes. More recently, variants have been proposed to cope with congestion issues [8] [9] and to improve the security on communications, using cryptography to secure data packets during their transmission (Secure-AODV) [10], and adopting the so-called trust methods, in which nodes are part of the communication if and only if they are considered trustworthy (Trusted-AODV) [8] [11]. This research area is receiving more attention in the last few years, in the context of smart mobile computing, cloud computing and Cyber Physical Systems [12] [13].

MANET’s technology raises several problems related to the analysis of performance, synchronization and concurrency of the network. Moreover, the request of computing services characterized by high quality levels, broad and continuous availability, and inter-operability over heterogeneous platforms, increases the complexity of the mobile systems’ architectures. Therefore, it is important to be able to verify qualities like responsiveness, robustness, correctness and performance, starting from the early stages of the system’s development. In order to do this, many studies are executed with the support of simulators [14] [15] [16]. They can be used to measure and to evaluate performances and to compare different solutions, implementing the network at a low level of abstraction but, by their intrinsic nature, they cannot support proofs of correctness, synchronization and deadlock properties, and they cannot model MANET’s at a higher abstraction level.

To overcome these limitations, formal methods are used to create a model of the system. For instance, the process-calculus [17], the Calculus of Mobile Ad Hoc Networks (CMN) [18], and the Algebra for Wireless Networks (AWN) [19] capture essential characteristic of nodes, such as mobility or packets broadcasting. Petri nets have been employed to study the modeling and verification of routing protocols [20], and the evaluation of protocols performances [21]. This kind of state-based models provide a suitable way of representing algorithms, and they are typically equipped with tools (such as Coloured Petri Nets tools [22]) that allow to simulate the algorithms, directly. However, they lack expressiveness, because they only show a single level of abstraction, and they do not provide simple ways for refinements of the executable code. These characteristics are intrinsic in the Abstract State Machine model (ASM) that provides a way to describe algorithms in a simple abstract pseudo-code, which can be translated into a high-level programming language source code [23] [24]. Even if the ASM formalism seems to fit better to software engineering topics than to networking, we show here that ASM can find very interesting fields of application to communication engineering topics too; in particular, these methods are satisfactory for reasoning about properties of the system they describe, and they can provide insights about the limiting values of network characteristics for which a given protocol provide expected results; they can also be useful for
studying performance results [25].

In this paper, we use the ASM formalism to define a MANET and to simulate its behaviour; this is achieved by introducing MOTION (MOdeling and simulaTing mObile ad-hoc Networks), a tool operating within the framework ASMETA (ASM mETAmodeling) [26] [27]. In particular, we adopt the AODV protocol to manage the evolution of the network and to show the behaviour of the tool; with respect to [1], we extend MOTION to two variants of AODV, the NACK-based Ad-hoc On-demand Distance Vector (N-AODV, [28]), and the Blackhole-free N-AODV (BN-AODV, [29]). In Section II, we recall concepts and definitions of mobile ad-hoc networks and of the specific protocols adopted. In Section III, we recall the basic concepts about Abstract State Machine’s [30] [23]. In Section IV, we outline the definition and behaviour of MOTION, implementing the previous protocols by means of the ASM’s formalism. In Section V, we discuss how the mobile networks’ model could be used to represent social groups and to study the related interactions (for instance, those occurring within social networks). Conclusions and future work can be found in Section VI.

II. MOBILE AD-HOC NETWORKS AND ROUTING PROTOCOLS

Networks of mobile nodes, usually connected by means of a wireless communication system, have been dubbed MANET. Each node of the network can be considered as an autonomous agent that re-arranges its position without conforming to a fixed topology. During its lifetime it can enter or leave the network, and it can change its position, continuously; this means that routes connecting the nodes can rapidly change, because of their mobility and of the limited range of transmission. When a piece of information has to find its path from a source node towards a destination, a routing protocol is needed. In general, a routing protocol specifies how nodes communicate among each other in order to distribute the information within the network; routing algorithms determine this choice, according to some specific principle, and they are able to adjust the route when changes occur, such as disabled or partially available connections, loops, obstructions, or starvation.

Several routing protocols have been proposed; among them, the Ad-hoc On-demand Distance Vector (AODV) [5] is one of the most popular (indeed, a number of simulation studies are dealing with it, representing a reliable baseline for comparison to the results of simulations executed with MOTION). Moreover, we add two variants of AODV: the NACK-based Ad-hoc On-demand Distance Vector (N-AODV, [28]), that improves the awareness that each host has about the network topology, and the Blackhole-free N-AODV (BN-AODV, [29]), that detects the presence of malicious hosts leading to a blackhole attack.

A. Ad-hoc On-demand Distance Vector (AODV)

This routing protocol has been defined in [5]: it is a reactive protocol that combines two mechanisms, the route discovery and the route maintenance, in order to store some knowledge about the routes into routing tables. Each node has its own routing table that consists of a list of all the discovered (and still valid) routes towards other nodes in the network; in particular, the routing table entry of the node \(i\) concerning a node \(j\) includes the address of \(j\), the last known sequence number of \(j\), the hop count field (a measure of the distance between \(i\) and \(j\)), and the next hop field (identifying the next node in the route between \(i\) and \(j\)). Sequence numbers are increasing integers maintained by each node, expressing the freshness of the information about every other node. When an initiator node wants to start a communication session towards the destination node, it checks if a route is currently stored in its routing table. If this happens, the communication can start. If there aren’t any routes to the destination, the initiator sends a route request (RREQ) towards its neighbours. This message includes the initiator address, the destination address, the sequence number of the destination (i.e., the most recent information about the destination), and the hop count, initially set to 0, and increased by each intermediate node. When an intermediate node \(N\) receives an RREQ, it creates a routing table entry for the initiator, or, if the entry already exists, it updates its sequence number and next hop. Then, the process is iterated: \(N\) checks if there exists a route to the destination with corresponding sequence number greater than the number contained into the RREQ (this means that its knowledge about the route is more recent). If so, \(N\) sends back to the initiator a route reply (RREP); otherwise, \(N\) updates the hop count field and broadcasts once more the RREQ to all its neighbors. The process ends successfully when a route to the destination is found. While the RREP travels towards the initiator, the routing tables of the traversed nodes are updated, creating an entry for the destination, when needed. Once the initiator receives back the RREP, the communication can start. The mobile nature of the nodes can create new routes or break some of them, because new links are established between pairs of nodes or because one or more links are no more available; when this happens, a route maintenance process is executed in order to notify the error and to invalidate the corresponding routes, propagating a route error (RERR) into the network.

B. NACK-based AODV (N-AODV)

One of the main disadvantages of the AODV protocol is the poor knowledge that each node has about the network topology. In fact, a node \(N\) is aware of the existence of a node \(M\) only when \(N\) receives an RREQ, either originated by, or directed to, \(M\). In order to improve the network topology awareness of each node, the NACK-based AODV routing protocol has been proposed and modeled by means of a Distributed ASM in [28]. This protocol is a variant of AODV: it adds a Not ACKnowledgment (NACK) control packet in the route discovery phase. Whenever an RREQ originated by \(N\) and directed to \(M\) is received by the node \(P\) that doesn’t have any knowledge about \(M\), \(P\) unicasts the NACK to \(N\). The purpose of this control packet is to state the ignorance of
In this way, N (as well as all the nodes in the path to it) receives fresh information about the existence and the relative position of P. Therefore, when receiving the NACK, all the nodes in the path to P add an entry in their respective routing tables, or update the pre-existing entry. N-AODV has been experimentally validated through simulations, showing its efficiency and effectiveness: the nodes in the network actually improve their knowledge about the other nodes and, in the long run, the number of RREQ decreases, with respect to those produced by the AODV protocol.

C. Black Hole-Free N-AODV (BN-AODV)

All routing protocols assume the trustworthiness of each node; this implies that MANETs are very prone to the black hole attack [31]. In AODV and N-AODV a black hole node may produce fakes RREPs, in which the sequence number is as great as possible, so that the initiator is induced to send the message packets to the malicious node, and the latter can misuse or discard them. The black hole can be supported by one or more colluders, that confirm the trustworthiness of the fake RREP. The Black hole-free N-AODV protocol [29] allows the honest nodes to intercept the black holes and the colluders, thanks to two control packets: each intermediate node N receiving an RREP must verify the trustworthiness of the nodes in the path followed by the RREP; to do this, N produces a challenge packet (CHL) for the destination node, and only the latter can produce the correct response packet (RES). If N receives RES, it sends the RREP, otherwise the next node towards the destination is a potential black hole.

III. ABSTRACT STATE MACHINES

An ASM [23] M is a tuple (Σ, S, R, P_M). Σ is a signature, that is, a finite collection of names of total functions; each function has arity n, and the special value _undefined_ belongs to the range (_undefined_ represents an undefined object, the default value). Relations are expressed as particular functions that always evaluate to _true_, _false_ or _undefined_.

S is a finite set of abstract states. The concept of abstract state extends the usual notion of state occurring in finite state machines: it is an algebra over the signature Σ, i.e., a non-empty set of objects together with interpretations of the functions in Σ. Pairs of function names, together with values for their arguments, are called locations: they are the abstraction of the notion of memory unit. Since a state can be viewed as a function that maps locations to their values, the current configuration of locations, together with their values, determines the current state of the ASM.

R is a finite set of rule declarations built starting from the transition rules skip, update (f(t_1,t_2,...,t_n) := t), conditional (if _φ_ then _P_ else _Q_), let (let _x_ = _t_ in _P_), choose (choose _x_ with _φ_ do _P_), sequence (_P_ seq _Q_), call (r(t_1,...,t_n)), block (_P_ par _Q_) (see [23] for their operational semantics). The rules transform the states of the machine, and they reflect the notion of transitions occurring in traditional transition systems. A distinguished rule _P_M_ called the main rule of the machine, represents the starting point of the computation.

A move of an ASM, in a given state, consists of the simultaneous execution of all the rules whose conditions evaluates to true in that state. Since different updates could affect the same location, it is necessary to impose a consistency requirement: a set of updates is said to be consistent if it does not contain any pair of updates referring to the same location. Therefore, if the updates are consistent, the result of a move is the transition of the machine from the current state to the next one; otherwise, the computation doesn’t produce any next state. A run is a (possibly infinite) sequence of moves: they are iterated until no more rules are applicable.

The aforementioned notions refer to the basic ASMs. However, there exist some generalisations (e.g., Parallel ASMs and Distributed ASMs) [24]. Parallel ASMs are basic ASMs enriched with the rule for all _x_ with _φ_ do _P_, to express the simultaneous execution of the same ASM _P_ on _x_ satisfying the condition _φ_. A Distributed ASM is intended as a finite number of independent agents, each one executing its own underlying ASM: it is capable of capturing the formalization of multiple agents acting in a distributed environment. A run, which is defined for sequential systems as a sequence of computation steps of a single agent, is defined as a partial order of moves of finitely many agents, such that the three conditions of co-finiteness, sequentiality of single agents, and coherence are satisfied. Roughly speaking, a global state corresponds to the union of the signatures of each ASM, together with the interpretations of their functions.

IV. DEFINING A MANET BY MEANS OF ASM

In [32], we have given a description of a MANET's behaviour based on the parallel ASM model, and we have introduced a preliminary version of MOTION that allows to define the parameters of the network (such as mobility and level of activity of a node, see Figure 1), to run it, and to collect the output data of the simulation. In [1], we have provided a refinement that allows the user to follow the evolution of the network, for each step of computation, dynamically: the mobility of nodes within the network, the path from a source to a destination and the overall evolution of the network can be visually monitored and studied. The complete package can be found in [33]. In this paper, we extend MOTION to other protocols for mobile networks.

A. Developing MOTION within ASMETA

The ASM-based method consists in development phases, from requirements’ specification to implementation, supporting developers in realizing complex systems. Among the environments that support this method, we have chosen the ASM mETamodeling (ASMETA, [26] [27]). This framework is characterized by logical components that capture the requirements by constructing the so-called ground models, i.e., representations of the system at high level of abstraction. Starting from ground models, hierarchies of intermediate models can be built by stepwise refinements, leading to executable
code: each refinement describes the same system at a finer granularity. The framework supports both verification, through formal proof, and validation, through simulation.

In order to implement MOTION, we have considered three among these logical components. The basic component is the Abstract State Machines Metamodel (AsmM), that is the description of a language for ASMs, expressed as an abstract syntax that represents domains, functions, axioms, rules; then, the syntactic constructs occurring in the ASM’s states; finally, the syntactic elements enabling the transition rules. According to the rules of the abstract syntax, we then use the ASMETA Simulator (AsmetaS) as an interpreter that navigates through the ASMETA Language (AsmetaL) specification of the network, and that performs its computations.

B. Development and Behavior

MOTION is developed within the ASMETA framework, thanks to the abstract syntax defined in the AsmM metamodel; the behavior of the MANET is modelled using the AsmetaL language, and then moves from an instance of the network to the next one are executed by the AsmetaS simulator. The information concerning each instance (number of nodes, their connections, and their level of mobility, for example) must be recorded into an AsmetaL file. The executions of MOTION and ASMETA are interleaved: first, MOTION captures the parameters of the network and includes them into an AsmetaL file; then, it runs AsmetaS according to those parameters. AsmetaS executes an ASM move, simulating the behaviour of the protocol over the current network’s configuration. The control goes back to MOTION at the end of each move: the information related to the move (such as the new positions of the nodes, the sent/received requests, the relations among the nodes) are recorded and, in the new version of the tool, the current topology of the network is visualised, showing the successful communication attempts between pairs of nodes, the connections established, and the failed attempts. Then, MOTION invokes AsmetaS for the next move. At the end of the simulation, MOTION reads the final log file, parses it, and stores the collected results in a csv file, that is available for performance evaluation. Note that these interleaved calls require a considerable amount of interaction work among the components of the system; this is done in order to collect the information about the evolution of the network step by step, and to use it for the analysis of the behaviour of the network itself.

C. Defining the Mobility Model

In a realistic scenario, the nodes of a MANET behave according to the rules expressed by a specific routing protocol, and they are characterized by a set of features. More precisely, each node can be seen as a computational agent, which plays two different roles. On one hand, it is a communicating agent acting as an initiator, destination, or as an intermediate host of a communication. On the other hand, a node can
be considered as a mobile agent, moving into the network space, and changing speed and direction; moreover, due to the wireless nature of MANET’s, each node is associated with a radio range, which specifies the maximum distance that the signal sent can reach. The movement of the nodes determines the current topology and, together with the amplitude of the radio range, it affects the current set of physical connections among them.

An acceptable model of the network should take into account all these features. However, simulating all aspects of a MANET can be cumbersome, and sometimes impossible; according to [34], the model of the systems to be simulated must be tailored depending on the goals of the simulation project. Therefore, the movement issues, as well as the amplitude of the radio range, are abstractly defined within the mobility model. In this sense, we assume that the whole network topology is expressed by the connections among hosts and, for each host, we consider only its current neighborhood. More precisely, MOTION expresses the network topology by means of an adjacency matrix \( C \), such that \( c_{ij} = 1 \) if \( i \) and \( j \) are neighbors, 0 otherwise, for each pair of nodes \( i \) and \( j \). The mobility of nodes is implemented by updating the adjacency matrix at every step of the simulation; each \( c_{ij} \) is randomly set to 0 or 1, according to a mobility parameter defined by the user. The new values of the matrix are used to execute the next ASM move, accordingly. The relations among nodes are expressed by means of predicates, as expected: for instance, the reachability between two agents \( a_i \) and \( a_j \) is expressed by the predicate \( \text{isLinked}(a_i, a_j) \), which evaluates to \( \text{true} \) if there exists a coherent path from \( a_i \) to \( a_j \), to \( \text{false} \) otherwise; the predicate \( \text{knowsActiveRouteTo}(a_i, a_j) \) states that \( a_i \) has an active path leading to \( a_j \) recorded into its routing table.

D. The Abstract State Machine-based Models

The AODV routing protocol has been formally modeled through ASMs in [30], for the first time. MOTION redefines the protocol by means of new predicates and rules, also adding a parameter \( \text{Timeout} \), the waiting time for the route reply, to avoid infinite loops when searching for a route. Each node of the network represents a device or an agent. In what follows, we show some of the high-level rules of MOTION (see [33] for the complete set of functions and rules); the reader should note how \( \forall \) is used in order to run AODVSPEC on every node of the network, and to look for a route from a given source \( a \) to the remaining nodes \( \text{dest} \); the low-level rules act on the routing table of each node, and on the messages exchanged between two nodes, directly.

**MAIN RULE AODV =**

\[
\text{forall } a \in \text{Nodes do AODVSPEC(a)}
\]

**AODVSPEC(a) =**

\[
\text{forall dest } \in \text{Nodes with dest } \neq a \text{ do }
\]

\[
\text{if WaitingForRouteTo}(a, \text{dest}) \text{ then }
\]

\[
\text{if Timeout}(a, \text{dest}) > 0 \text{ then }
\]

\[
\text{Timeout}(a, \text{dest}) := \text{Timeout}(a, \text{dest}) - 1
\]

\[
\text{else}
\]

\[
\text{par}
\]

\[
\text{ca-fail}(a, \text{dest}) := \text{ca-fail}(a, \text{dest}) + 1
\]

\[
\text{endif}
\]

\[
\text{if \ WishToInitiate(\text{a}) then \ PREPARECOMM(\text{a})}
\]

\[
\text{if not \ Empty(\text{Message}) then \ ROUTER}
\]

The function \( \text{WaitingForRouteTo}: \text{Node} \times \text{Node} \rightarrow \text{Bool} \) expresses that the discovery process previously started is still running. In this case, if the waiting time for RREP is not expired (i.e., \( \text{Timeout}(\text{a}, \text{dest}) > 0 \)), the time-counter is decreased; otherwise, this search for the route is ended, and the counter of the failed attempts is increased by 1. If \( \text{WishToInitiate(\text{a})} \) evaluates to \( \text{true} \) (depending on a \textit{initiator probability} parameter), the node wants to start a communication, and the following rule \( \text{PREPARECOMM} \) is executed.

**PREPARECOMM(\text{a}) =**

\[
\text{forall \ dest } \in \text{Nodes with dest } \neq a \text{ do }
\]

\[
\text{choose \ wantsToCommWith } \in \text{Boolean with true do}
\]

\[
\text{if \ wantsToCommWith \ then}
\]

\[
\text{par}
\]

\[
\text{if \ not \ \text{waitingForRouteTo}(a, \text{dest}) \ then}
\]

\[
\text{ca-tot}(a, \text{dest}) := \text{ca-tot}(a, \text{dest}) + 1
\]

\[
\text{endif}
\]

\[
\text{if \ \text{knowsActiveRouteTo}(a, \text{dest}) \ then}
\]

\[
\text{par}
\]

\[
\text{StartCommunicationWith}(\text{dest})
\]

\[
\text{waitingForRouteTo}(a, \text{dest}) := \text{false}
\]

\[
\text{endif}
\]

\[
\text{else}
\]

\[
\text{if \ not \ \text{waitingForRouteTo}(a, \text{dest}) \ then}
\]

\[
\text{par}
\]

\[
\text{GenerateRouteReq(\text{dest})}
\]

\[
\text{WaitingForRouteTo}(a, \text{dest}) := \text{true}
\]

\[
\text{punkt}(a, \text{dest}) := \text{punkt}(a, \text{dest}) - 1
\]

\[
\text{endif}
\]

\[
\text{endif}
\]

\[
\text{endif}
\]

The function \( \text{knowsActiveRouteTo}: \text{Node} \times \text{Node} \rightarrow \text{Bool} \) expresses that there exists an active connection between nodes \( a \) and \( \text{dest} \). In this case, the communication between the two nodes can start, and \( \text{WaitingForRouteTo}(a, \text{dest}) \) is set to false.

function \( \text{knowsActiveRouteTo}(a, \text{dest}) =\)

\[
\text{(exist e in RoutingTable with}
\]

\[
\text{\ (e=a and entryDest(e)=dest and active(e))}
\]

Finally, if the node has received a message (either RREQ,
RREP or RERR), ROUTER is called, with

ROUTER = ProcessRouteReq;
ProcessRouteRep;
ProcessRouteErr

where each sub-rule expresses the behavior of the node, depending on the type of the message received. The main difference between the previous AODV model and the N-AODV model concerns the ROUTER submachine, that includes a final call to Process-NACK, in order to unicast the NACK packet, if needed.

The BN-AODV model is more structured, because it has to describe the behavior of three different kinds of agents: honest agents, black holes, and colluders. So, the main rule has the form:

\[
\text{MAIN RULE BN-AODV =}
\]

\[
\text{forall } a \in \text{Honest do HONESTSPEC}(a)
\]

\[
\text{forall } a \in \text{Blackhole do BLACKHOLESPEC}(a)
\]

\[
\text{forall } a \in \text{Colluder do COLLUDERSPEC}(a)
\]

where the HONESTSPEC submachine describes the behavior of the honest nodes, and it’s similar to AODVSPEC. BLACKHOLESPEC and COLLUDERSPEC are the specifications for the non-honest nodes and the colluders, respectively. Moreover, the ROUTER submachine for the honest nodes includes a submachine for verifying the trustworthiness of the received RREPs. Thanks to this formalization, some properties have been proven in the past, such as the starvation freeness for the protocols, the properness of the message received back by the initiator of any communication, and the capability to intercept black holes into the network.

An actual simulation in MOTION is performed in a number of sessions established by the user (10 sessions, Figure 1), each of which has a duration (50 moves, Figure 1); during each session, the network has a number of agents (hosts) defined by the user. Each agent tries to initiate a communication towards a destination: the probability that one of them acts as an initiator is defined by setting the parameter Initiator Probability (10 per cent, Figure 1). Thanks to the intrinsic parallelism in the execution of the ASM’s rules, more attempts can be executed simultaneously. A communication attempt is considered successful if the initiator receives an RREP within the waiting time expressed by the parameter Timeout; otherwise, the attempt is considered failed.

In MOTION, agents’ mobility is defined by the user by means of two parameters, namely Initial connectivity and Mobility level. The former defines the initial topology of the MANET: it expresses the probability that each agent is directly linked to any other agent. During the simulation, the mobility of agents is expressed by the random re-definition of the values of the adjacency matrix C. More precisely, for each pair of agents (\(a_i, a_j\)), and for each move of the ASM, the values of \(C\) are changed with a probability expressed by Mobility level.

The new version of MOTION starts from an interface that allows to set the parameters of the network (Figure 2); in this case, six agents populate the network, with a high value of initial connectivity and a low level of mobility. The chance that an agent starts a communication is set to 20 per cent. When the simulation is started, some new dynamic windows are visualised, in contrast with the previous version of the tool. For instance, a step of the network evolution can be seen in Figure 3. The window mobility model represents the connectivity matrix, that is, the existing direct connections among nodes; because of the high initial connectivity, we can find a high number of successful connections and no failed connections. After several moves, Figure 4 shows a new mobility model, and a new set of successful or failed connections.

When the BN-AODV routing protocol is simulated, the MOTION user interface (see Figure 5) includes the definition of the number of black holes and colluders, and two more parameters for the increment of the fake sequence number produced by the black hole.

From the ASM perspective, there are two different machines, both called by the ASMETA’s main rule. The first one is the OBSERVERPROGRAM: it is not part of the MANET, but it is used in order to manage the execution; it initializes the locations and data structures for all the nodes, manages the mobility (setting the initial topology and resetting the connectivity matrix at each move), and updates the counter for the time expiration. The second machine, called by the main rule, is the model of the network behavior. Currently, MOTION allows the users to study AODV, N-AODV, and BN-AODV, specified according to the ASMs presented in [30], [28], and [29], respectively. Note that the MANET’s are described by means of a Distributed ASM. In both AODV and N-AODV the nodes behave similarly; at each move, MOTION randomly decides if the current node will initiate new communication attempts by invoking the PREPARECOMM submachine, then it acts as a router by processing the proper control packets (ROUTER submachine).

V. An application: Social networks analysis

Social structures can be investigated by means of methods and tools of social network analysis. A model often used to represent these structures is a graph, that is, a collection of nodes connected by arcs; the former are associated with people or agents, while the latter represent any kind of relation, interaction or influence between pairs (or groups) of agents [35]. This idea has been applied in a large number of studies, about social media networks [36] [37], information circulation [38] [39], business networks, knowledge networks [40] [41]. In particular, social network analysis is a key technique in modern sociology, demography, communication studies, market economy, sociolinguistic, cooperative learning, being able to represent data by means of a simple data structure, a graph, and to analyze the intrinsic interactions using the standard methods and measures provided by mathematics and computer science [42]. The interest of scientists is surely driven by the availability of the so-called big data; starting from 1990, the new (virtually) unbounded computational power has been applied to the concept of self-organizing systems, providing
Fig. 2. MOTION’s new user interface

Fig. 3. Evolution of the network
Fig. 4. Evolution of the network, after several steps

Fig. 5. MOTION’s user interface for BN-AODV protocol
the definition of models and simulations of a big number of social activities. In the mid 1990s, physicist and mathematicians started to analyze big data from financial markets, resulting in the development of Econophysics [43]; in the 2000s, the focus shifted on big data generated by the Internet and the social networks, looking for characteristic patterns that exists in social interactions, no matter the technology, and revitalizing the research in Sociophysics [44] and in computational social sciences. Many studies are executed with the support of simulators that are suitable to compare different social structures and several scenarios, according to the parameters of the network. In general, networks used to represent social interactions are static, meaning that the location of nodes and the related ties do not change as time goes by; every change that may happen in the social group is not captured by this model. Aside static networks, mobile networks exist: they have a flexible structure, and their topology changes dynamically, given that nodes can join or leave the network during their lifetime, that communication among them depends on the availability of a connection, and that connections can have different strength. This reflects the dynamic nature of ties that exists between agents in a social group. Computer science provides methods to define and represent these kind of networks, together with algorithms that allow to broadcast a message from a source to a destination, mimicking the spread of information, opinions, or consensus into the group. In order to do this, agents should behave according to a cooperation protocol. We suggest that the MANET models, as well as other models of mobile networks, could be used to represent a social group and to study the related interactions [45]. MOTION could be used by social scientists to represent and study social interactions. For instance, a high value of the initial connectivity parameter, together with a low level of mobility, represent strong ties within a very cohesive group, meaning that the members of the group do not change their opinion or do not end a relation easily. On the contrary, a high mobility means that the group is prone to change opinions very easily. The initiator probability measures how much a member of a social group is inclined to spread information inside the network. It appears that the properties of a MANET match the properties that can be found in a social group, like starvation of information, fake information spreading, popularity of opinions, and so on. One could follow the propagation of a message (an opinion, an influence) inside the social group that is represented by the network, and to study how this propagation is affected by the mobility of the agents or by the strength of the ties inside the group itself.

VI. CONCLUSIONS AND FUTURE WORK

MANET is a technology used to perform wireless communications among mobile devices in absence of physical infrastructure. It is widely used in the context of smart mobile computing, cloud computing and Cyber Physical Systems. Several routing protocols have been developed, and problems have been raised about the measurement of performances, and also about the formal analysis of qualities like responsiveness, robustness, correctness. In order to address these problems, both simulators and formal description methods are needed. The former allow us to measure performances through direct simulation, but they aren’t suitable to investigate the properties of the networks. This can be achieved when using formal methods, but they can hardly be used to measure performance.

In this paper, we have introduced MOTION, a Java application in which MANET’s are modeled as an Abstract State Machine by means of the AsmetaL representation. We believe that using ASMs for network modelling offers a formal framework for analyzing MANET behaviours, to prove formal properties of the network, as well as to simulate them by means of the simulation engine AsmetaS. MOTION can collect the results of this simulation that can be used for performances’ analysis. We have validated MOTION on the Ad-hoc On-demand Distance Vector protocol, as well as on two others variants of routing protocols for mobile networks: the NACK-based Ad-hoc On-demand Distance Vector and the Blackhole-free N-AODV (BN-AODV).

As the anonymous referees have suggested in their helpful comments, empirical evaluations should be conducted to demonstrate the effectiveness and accuracy of MOTION in modelling and simulating MANETs. Quantitative results and comparisons with existing tools would validate the utility and accuracy of MOTION. In particular, potential challenges and drawbacks should be addressed, as scalability issues, computational complexity, and trade-offs between model accuracy and simulation efficiency, in order to understand capabilities and limitations of the tool. MOTION could be easily extended to other network protocols, allowing the user to perform a more precise evaluation of the complexity of the related algorithms, and a comparison among the efficiency of protocols. Moreover, a change of the structure that represents the connectivity among the nodes (from adjacency matrix to adjacency list, for instance), could lead to a dramatic improvement of the resource-consumption during the simulation of the behaviour of the network.
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Abstract—This paper presents a people detection and tracking method using Light Detection And Ranging sensors (LiDARs) set in an environment. Each LiDAR detects people from its own LiDAR measurements, exchanges information of people positions by communicating with its neighboring LiDARs, and then fuses the information of people positions. Thereafter, each LiDAR estimates people’s poses from the information of people’s positions, and the estimates are fused by exchanging information among neighboring LiDARs. A one-dimensional convolutional neural network is applied to accurately detect people from LiDAR measurements in an environment where various objects, such as people, two-wheelers, and cars, coexist. A distributed interacting multimodel estimator is applied to accurately estimate the poses of people under various motion modes, such as stopping, walking, and suddenly running and stopping, in a distributed manner without a central server. Simulation results of eight people tracked by four Velodyne 32-layer LiDARs in an intersection environment where people and cars coexist show the performance of the proposed method.

Keywords—LiDAR network; people detection and tracking; one-dimensional convolutional neural network; distributed interacting multimodel estimator.

I. INTRODUCTION

This paper is an extended and improved version of an earlier paper presented at the IARIA Conference on Sensor Technologies and Applications (SENSORCOMM 2023) [1] in Porto, Portugal.

People tracking (motion estimation, such as position and velocity) is an important technology in various fields, including surveillance, security, and Intelligent Transportation Systems (ITS). Consequently, many related studies have been actively performed using Light Detection And Ranging sensors (LiDARs) and cameras [2]–[5]. This paper focuses on people tracking using sensors set in an environment.

In sparse and not crowded environments, the tracking performance of a single sensor is high; however, in dense environments, tracking performance deteriorates due to occlusions. To reduce occlusions and accurately track people in dense environments, a cooperative people tracking method has been proposed in which data from networked sensors set at different locations are shared [6]–[9]. In addition, Bayesian filters, such as Kalman and particle filters, are commonly used to accurately track people without interrupting the tracking process even in occluded conditions.

Most conventional Bayesian-filter-based people tracking methods tend to perform their tasks under the assumption that people move at a nearly constant velocity, and thus tracking performance can be significantly compromised when people’s behaviors suddenly change, such as sudden running and sudden turn.

For example, let us consider that in an intersection environment, tracking of people crossing a crosswalk is performed by sensors set on signal lights. In principle, people’s motions change according to the signal light conditions, i.e., stop at red lights, walk or run at a nearly constant speed at green lights, and suddenly run at yellow lights. Therefore, it is necessary to develop tracking systems in ITS domains that can accurately track people even in such rapidly changing behaviors.

Multimodel methods, including the Interacting MultiModel (IMM) method [10], are well known for accurately tracking objects exhibiting various behaviors [11]. We previously presented an IMM-based people tracking method [12] using ground LiDAR, and we extended this method to cooperative people tracking using multiple ground LiDARs [13][14].

Most conventional methods for cooperative people tracking, including the one presented in our previous study, are based on a centralized fusion method in which data from multiple sensors, such as LiDARs and cameras, are collected and fused on a central server. As a result, central server failure will unavoidably lead to malfunctions to the entire tracking system. To address this problem and also maintain system robustness even in cases of central server failure, this paper presents a cooperative people tracking method using distributed data fusion (Distributed Interacting MultiModel (DIMM)-based method [15]), in which data among LiDARs are processed without the requirement of a central server.

As a preprocessing people tracking step, it is necessary to accurately detect people from the entire sensor measurements. A simple method for detecting people is based on a background subtraction method [12], in which people are detected by subtracting an environmental map (sensor measurements obtained in advance) from current sensor measurements. However, this approach exhibits a tendency to misidentify objects, such as cars and two-wheelers, that do not exist in the environmental map as people.

To accurately distinguish people from objects in various environments, many studies have been conducted using machine learning methods [16][17]. In this paper, a One-Dimensional Convolutional Neural Network (1D-CNN) method for people detection [18] is implemented in our LiDAR-based cooperative people tracking system.

The performance of cooperative people tracking using a DIMM-based estimator in conjunction with 1D-CNN is...
quantitatively evaluated through simulation experiments in an intersection environment where people and cars move simultaneously. The rest of this paper is organized as follows. In Section II, an overview of related works is presented. In Section III, the experimental system is described. In Section IV, people detection and tracking methods are discussed and then described in Sections V and VI, respectively. In Section VII, simulation experiments are conducted to evaluate the performance of the proposed method, followed by our conclusions in Section VIII.

II. RELATED WORK

Compared with centralized data fusion, distributed data fusion enhances system robustness and scalability. Therefore, in the field of Bayesian filtering, distributed data fusion methods have been actively discussed [19][20].

Distributed data fusion methods are classified into consensus and diffusion strategies. In the consensus strategy, sensor nodes iteratively exchange data to reach a consensus. Therefore, this method requires high computation and communication costs due to iterations. In contrast, consensus iteration is not required in the diffusion strategy. For this reason, we are interested in the application of diffusion strategies to LiDAR-based cooperative people tracking. To the best of our knowledge, no studies have been conducted on LiDAR-based cooperative tracking of people moving in various behaviors using distributed fusion methods.

Thus, in our previous study [21], cooperative people tracking was presented using a DIMM-based estimator of a distributed data fusion method [15]. However, cooperative people tracking was performed only for two linked LiDARs, rendering the effectiveness of the tracking method using three or more LiDARs in various network topologies, such as ring and line network topologies, unclear. In this paper, a DIMM-based cooperative people tracking method is presented using four LiDARs in ring and line network topologies.

In addition to tracking algorithms, many studies have used machine learning methods, such as PointNet, VoxelNet, Pointpillars, and CenterPoint, to accurately detect people and objects in various environments [19][20].

In the field of ITS, mechanical 3D LiDARs, which spin laser beams in the horizontal direction to achieve a 360 degree horizontal field of view, are commonly used because of their higher accuracy and reliability compared to those of solid-state 3D LiDARs [22].

Kunisada et al. [18] presented a people detection method for mechanical LiDAR based on 1D-CNN [23]. The 1D-CNN-based method considers all measurements captured from mechanical LiDAR as 1D waveform data to perform a convolution processing. As a result, the time from obtaining LiDAR measurements to the output of detection results has a shorter delay than other machine learning-based methods. For this reason, our study implements a 1D-CNN-based method to accurately detect people.

The contributions of this paper are as follows:

- A DIMM-based cooperative people tracking method using four LiDARs is designed in typical network topologies (ring and line network topologies). The tracking method can then be applicable to many LiDAR systems operating in any network topology.
- The performance of DIMM-based cooperative people tracking in conjunction with 1D-CNN-based people detection is quantitatively evaluated through simulation experiments in an intersection environment where people and cars coexist.

III. EXPERIMENTAL SYSTEM

In this paper, a system with four networked LiDARs is considered, as shown in Figure 1. Each LiDAR consists of a mechanical LiDAR (Velodyne HDL-32E) and a computer. The LiDAR emits 32 laser beams in the vertical direction, and its maximum range is 50 m. The horizontal viewing angle is 360° with a resolution of 0.16°, and the vertical viewing angle is 41.3° with a resolution of 1.33°. The spinning period is 0.1 s. Approximately 70,000 measurements are acquired during the spinning period.

Two network topologies are considered for exchanging information among LiDARs: a ring network topology (referred to as a ring network) and a line network topology (referred to as a line network). As shown in Figure 1, each LiDAR is connected to two other adjacent LiDARs in a ring network, while LiDARs 1 and 2, LiDARs 2 and 3, and LiDARs 1 and 4 are connected in a line network.

In the case of three or more than five LiDARs, as in the case of four LiDARs, each LiDAR can be connected to two other LiDARs on both sides in a ring network. In a line network, only the LiDARs at both ends of the line can be connected to one adjacent LiDAR, while the other LiDARs can be connected to the two LiDARs.

IV. OVERVIEW OF PEOPLE DETECTION AND TRACKING

Figure 2 shows the flow of people detection and tracking method. Each LiDAR captures its own measurements and detects people using a 1D-CNN-based method, which, however, requires a high density of LiDAR measurements to accurately recognize people. Our preliminary experiments revealed that the maximum range of people detection could be set to 25 m from the LiDAR, and that the 1D-CNN-based method often failed to detect people located within 1 m from the LiDAR (a reason will be discussed later on). As a result, in the range of 1—25 m from the LiDAR, people can be accurately detected by the 1D-CNN-based method.

Each LiDAR communicates with its neighboring LiDARs and exchanges information on people’s positions, including the time stamp, number, and coordinates of their positions. Thereafter, each LiDAR fuses the information.

Based on the DIMM estimator, each LiDAR estimates the positions, moving directions, velocities, and behaviors of people from information regarding their respective positions.
Their estimates are exchanged among neighboring LiDARs and fused. In this study, three motion modes are considered as people behaviors: stopping, walking/running at an almost constant velocity, and significant acceleration/deceleration, such as suddenly running or suddenly stopping.

V. PEOPLE DETECTION METHOD

Our LiDAR has 32 laser beams in the vertical direction, which are designated as laser IDs 1–32. Because the 32 laser beams are rotated in the horizontal direction, as shown in Figure 3, the distance measurements obtained from the LiDAR are regarded as 1D waveform data for each laser ID.

Outliers (false measurements) of LiDAR obtained from mirror objects or the sky significantly degrade the performance of detection using 1D-CNN. Such outliers are corrected as follows [18]: Outliers captured from a laser beam with a vertical viewing angle of 0° or greater are assigned large values. For outliers captured by a laser beam with a vertical viewing angle of less than 0°, distance measurements to the ground are estimated and set.

Figure 4 shows the structure of people detection using 1D-CNN, which consists of three convolution layers (green and orange blocks) and a fully connected layer (yellow block) [24]. In all convolution layers, the convolution process is performed by moving the 1D convolution filter only in the horizontal direction, and people are then recognized from the feature map for every laser ID.

The 1D waveform data to the input layer are distance measurements obtained by horizontally spinning the 32 laser beams using a 7° window (LiDAR measurements of 32 × 41). This window is moved simultaneously with the LiDAR spinning process, allowing us to identify whether or not a person is present within one scan for the LiDAR measurements.

In the first convolution layer, 32 convolution filters with a size of 1 × 4 are composed, and max spooling with a size of 2 × 2 is performed to obtain feature maps. In the second convolution layer, 32 convolution filters with a size 1 × 3 are convolved with the feature maps obtained in the first layer to obtain new feature maps. In the third convolution layer, 32 convolution filters with a size 1 × 3 are convolved with the feature maps obtained in the second layer to obtain new feature maps. Here, Rectified Linear unit (ReLU) is used as the activation function for all three convolution layers.

The feature maps obtained in the third convolution layer are transformed to feature vectors, which are then provided to a fully connected layer with 1024 units, where the drop-out rate is set to 0.5. The output layer with two units then determines whether or not the LiDAR measurement belongs to a person using the softmax function.

The LiDAR measurements judged to belong to a person are clustered, as shown in Figure 5, and the geometric center of the clustered measurements is obtained. The position of the
geometric center is used as the person’s position in people tracking. To accurately cluster LiDAR measurements related to people in the vicinity, Density-Based Spatial Clustering of Applications with Noise (DBSCAN) method [25] is used.

When a person is within 1 m from the LiDAR, detection fails because the LiDAR measurements related to a person do not always fall within the $7^\circ$ window. Therefore, people are detected within 1–25 m from the LiDAR.

VI. PEOPLE TRACKING METHOD

In this section, people’s motions in an intersection environment are firstly modeled. Thereafter, a people tracker is designed based on DIMM estimator in conjunction with the Global-Nearest-Neighbor (GNN)-based data association.

A. Motion Model of People

To accurately estimate people’s motions and behaviors in an intersection environment, the following motion modes of a person are used:

a) Stop mode (mode 1): Mode for a person stopping at a red light.

b) Constant velocity mode (mode 2): Mode for a person walking or running at an almost constant translational or rotational velocity under a green light.

c) Sudden motion mode (mode 3): Mode for a person who suddenly runs or stops when a green light turns into a yellow light.

As shown in Figure 6, the position and moving direction of the person are denoted by $(x, y)$ and $\theta$, respectively, in the world coordinate system. The translational and rotational velocities of the person are denoted by $v$ and $\omega$, respectively. The three motion modes are then modeled using the following state equations:

- Mode 1

  $\begin{bmatrix}
  x_t \\
  y_t \\
  \theta_t
  \end{bmatrix} =
  \begin{bmatrix}
  x_{t-1} + \Delta x_{t-1} \\
  y_{t-1} + \Delta y_{t-1} \\
  \theta_{t-1}
  \end{bmatrix} +
  \begin{bmatrix}
  \Delta x_{t-1} \\
  \Delta y_{t-1} \\
  0
  \end{bmatrix},$

  (1)

- Mode 2

  $\begin{bmatrix}
  x_t \\
  y_t \\
  \theta_t \\
  v_t \\
  \omega_t
  \end{bmatrix} =
  \begin{bmatrix}
  x_{t-1} + (v_{t-1} \tau + \frac{1}{2} \Delta v_{x, t-1} \tau^2) \cos \theta_{t-1} \\
  y_{t-1} + (v_{t-1} \tau + \frac{1}{2} \Delta v_{y, t-1} \tau^2) \sin \theta_{t-1} \\
  \theta_{t-1} + \omega_{t-1} \tau + \frac{1}{2} \Delta \omega_{t-1} \tau^2 \\
  v_{t-1} + \Delta v_{x, t-1} \tau \\
  \omega_{t-1} + \Delta \omega_{t-1} \tau
  \end{bmatrix},$

  (2)

- Mode 3

  $\begin{bmatrix}
  x_t \\
  y_t \\
  \theta_t \\
  v_t \\
  \omega_t
  \end{bmatrix} =
  \begin{bmatrix}
  x_{t-1} + (v_{t-1} \tau + \frac{1}{2} \Delta v_{x, t-1} \tau^2 + \frac{1}{6} \Delta \omega_{x, t-1} \tau^3) \cos \theta_{t-1} \\
  y_{t-1} + (v_{t-1} \tau + \frac{1}{2} \Delta v_{y, t-1} \tau^2 + \frac{1}{6} \Delta \omega_{y, t-1} \tau^3) \sin \theta_{t-1} \\
  \theta_{t-1} + \omega_{t-1} \tau + \frac{1}{2} \Delta \omega_{t-1} \tau^2 \\
  v_{t-1} + \Delta v_{x, t-1} \tau \\
  \omega_{t-1} + \Delta \omega_{t-1} \tau
  \end{bmatrix}.$

  (3)

where $t$ and $t-1$ indicate time steps. $\dot{v}$ and $\dot{\omega}$ are the translational and rotational acceleration of a person, respectively. Furthermore, $\Delta \dot{v}$, $\Delta \dot{\omega}$, and $\Delta \omega$ represent the plant disturbances. $\tau$ ($=100$ ms) is the spinning period of the LiDAR.

The state equation of the $m$-th mode, where $m = 1, 2, 3$, is represented by the following vector form:

  $x^m_t = f^m(x^m_{t-1}, \Delta v^m_{t-1})$  (4)

where $x^m$ indicates the state vector of the $m$-th mode, and $\Delta v^m$ indicates the disturbance vector, which is assumed to have a white noise sequence with the covariance matrix $Q^m$.

The LiDAR measurement relating to the person gives the following measurement equation:

  $z_t = H^m x^m_t + \Delta z_t$  (5)

where $z=(z_x, z_y)^T$ is the position of the person, more specifically, the position of the Geometric Center of the Person (GCP) obtained by the people detection method, and $\Delta z$ is the measurement noise, which is assumed to have a white noise sequence with the covariance matrix $R$. $H^m$ is the measurement matrix given by

  $H^m = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad H^3 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}.$

B. People Tracking using DIMM Estimator

The main notations used in this subsection are listed in Appendix A.

It is assumed that any change in the three motion modes is governed by the first-order homogeneous Markov chain as follows:

  $T_{mn} = \text{Prob}\{\pi^m_t | \pi^n_{t-1}\}$  (6)

  $\sum_{n=1}^{3} T_{mn} = 1$  (7)

where $\pi^m_{t-1}$ and $\pi^n_t$ are events that the $m$-th and $n$-th modes, where $m, n = 1, 2, 3$, are in effect at times $t-1$ and $t$, respectively. $T_{mn}$ is the transition probability that the $m$-th mode jumps into the $n$-th mode. In our simulation, the transition probability matrix is set to $T_{mn} = 0.9$ for $m = n$ and $T_{mn} = 0.05$ for $m \neq n$ (see Figure 7).
Figure 7. Mode transition.

The k-th LiDAR (k = 1–4) estimates people’s states in the following five steps:

**Step 1) Filter initialization**

The probability that the m-th mode occurs at time t−1 is denoted by \( \hat{\mu}_{m,i}^{t-1} \). The m-th mode conditional estimate and its related covariance are denoted by \( \hat{x}_{m,i}^{t-1} \) and \( \gamma_{m,i}^{t-1} \), respectively. These three quantities are mixed as follows:

\[
c_{k,m} = \frac{T_{m,m} \hat{x}_{m,i}^{t-1}}{\sum_{n=1}^{3} T_{m,n} \hat{x}_{n,i}^{t-1}}
\]

\[
\gamma_{k,i}^{t-1} = \gamma_{m,i}^{t-1} + \sum_{n=1}^{3} c_{k,m} (\gamma_{m,i}^{t-1} - \gamma_{n,i}^{t-1})
\]

\[
\tilde{P}_{k,i}^{t-1} = \sum_{n=1}^{3} c_{k,m} [P_{m,i}^{t-1} + (\tilde{x}_{k,i}^{t-1} - \tilde{x}_{n,i}^{t-1})(\tilde{x}_{k,i}^{t-1} - \tilde{x}_{n,i}^{t-1})^\top]
\]

**Step 2) Calculation of state estimate and likelihood**

The single-model-based Kalman filters for the three modes run, and the prediction and related covariance for each mode at time t are given by

\[
\begin{align*}
\hat{x}_{m,i}^{t} &= \mathbf{f}^{m}(\tilde{x}_{m,i}^{t-1}) \\
P_{m,i}^{t} &= \mathbf{F}_{m,i}^{t} \tilde{P}_{m,i}^{t-1} \mathbf{F}_{m,i}^{t\top} + \mathbf{Q}_{m,i}^{t} \mathbf{G}_{m,i}^{t}\end{align*}
\]

where \( \mathbf{F}_{m,i}^{t} \) and \( \mathbf{Q}_{m,i}^{t} \) are the Jacobian matrices of \( \mathbf{f}^{m} \) (Eq. (4)) related to \( \tilde{x}_{m,i}^{t-1} \) and \( \mathbf{w}_{m,i}^{t} \), respectively.

The people’s positions \( z_{i} \) from neighboring LiDARs are combined, and the quantities related to the measurement \( q_{i,j} \) and its error covariance \( S_{i,j} \) are given as follows:

\[
\begin{align*}
q_{i,j}^{t} &= \sum_{l \in N_{i}} (H_{i}^{j})^\top R^{-1} z_{l,j} \\
S_{i,j}^{t} &= \sum_{l \in N_{i}} (H_{i}^{j})^\top R^{-1} H_{i}^{j}
\end{align*}
\]

where \( N_{i} \) is the set of neighboring LiDARs, including itself (i.e., k-th LiDAR), given in Table I.

From the quantities in Eqs. (11) and (12), the information filter determines the state estimate \( \hat{y}_{i,j}^{t} \) and its related error covariance \( \mathbf{I}_{i,j}^{t} \) at time t as follows:

\[
\gamma_{i,j}^{t} = \mathbf{I}_{i,j}^{t} \left\{ \left( \mathbf{P}_{i,j}^{t} \right)^{-1} \mathbf{z}_{i,j}^{t} + q_{i,j}^{t} \right\}
\]

\[
\mathbf{I}_{i,j}^{t} = \left( \mathbf{P}_{i,j}^{t} \right)^{-1} + \mathbf{S}_{i,j}^{t}
\]

**Step 3) Exchange of tracking information and likelihood**

Each LiDAR communicates with its neighboring LiDARs and exchanges information about the state estimate \( \hat{y}_{i,j}^{t} \), its related error covariance \( \mathbf{I}_{i,j}^{t} \), and mode conditional likelihood \( \phi_{i,j}^{t} \).

**Step 4) Combination of tracking information**

By fusing the tracking information exchanged among the LiDARs in Step 3, the m-th mode conditional estimate \( \hat{x}_{m,i}^{t} \) and related covariance \( P_{m,i}^{t} \) at time t are given by

\[
\hat{x}_{m,i}^{t} = P_{i,j}^{t} \left\{ \sum_{l \in N_{i}} \alpha_{i,j}^{m} \left( \mathbf{I}_{i,j}^{t} \right)^{-1} \gamma_{i,j}^{t} \right\} \]

\[
P_{m,i}^{t} = \left\{ \sum_{l \in N_{i}} \alpha_{i,j}^{m} \left( \mathbf{I}_{i,j}^{t} \right)^{-1} \right\}^{-1}
\]

where the weight \( \alpha_{i,j}^{m} \) is set so that the smaller the error covariance \( \mathbf{I}_{i,j}^{t} \) of the state estimate is, the larger the weight as follows:

\[
\alpha_{i,j}^{m} = \begin{cases} 
\frac{1}{\text{Tr} \left( \mathbf{I}_{i,j}^{t} \right)} & \text{for } l \in N_{i} \\
\frac{1}{\sum_{l \in N_{i}} \text{Tr} \left( \mathbf{I}_{i,j}^{t} \right)} & \text{for } l \notin N_{i}
\end{cases}
\]

### Table I. \( N_{i} \) related to Network Topology

<table>
<thead>
<tr>
<th>( k )</th>
<th>Ring network</th>
<th>Line network</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiDAR 1: ( N_{i} )</td>
<td>{1, 2, 4}</td>
<td>{1, 2, 4}</td>
</tr>
<tr>
<td>LiDAR 2: ( N_{i} )</td>
<td>{1, 2, 3}</td>
<td>{1, 2, 3}</td>
</tr>
<tr>
<td>LiDAR 3: ( N_{i} )</td>
<td>{2, 3, 4}</td>
<td>{2, 3}</td>
</tr>
<tr>
<td>LiDAR 4: ( N_{i} )</td>
<td>{1, 3, 4}</td>
<td>{1, 4}</td>
</tr>
</tbody>
</table>
When fusing the tracking information, it is necessary to match the tracking information calculated by Eq. (9) with that obtained from other LiDARs. Matching is performed based on the GNN method by setting a validation region with a certain radius around the tracking information, while treating the tracking information from other LiDARs as measurements. If the tracking information from other LiDARs cannot be matched with individual tracking information, it is assumed that this information is related to person(s) outside the sensing area of the individual LiDAR, which it is subsequently used as it is.

**Step 5) Calculation of mode probability and state estimate**

Based on the likelihood \( \phi_{m}^{l} \) exchanged among LiDARs in step 3, the likelihood function of the \( m \)-th mode, \( A_{m,l}^{m} \), is fused by

\[
A_{m,l}^{m} = \exp\left(\sum_{l \in N_{l}} \beta_{m}^{l} \log \phi_{m}^{l}\right)
\]

The weight \( \beta_{m}^{l} \) is given by [26]

\[
\beta_{m}^{l} = \begin{cases} 
1 & \text{for } l \in N_{l}, l \neq k \\
\frac{1}{\max\left(\left|N_{l}\right|,\left|N_{k}\right|\right)} & \text{for } l \in N_{l}, l = k \\
1 - \sum_{l \in N_{l}, l \neq k} \beta_{m}^{l} & \text{for } l = k \\
0 & \text{for } l \notin N_{k}
\end{cases}
\]

where \( \left|N_{l}\right| \) and \( \left|N_{k}\right| \) are the dimensions of \( N_{l} \) and \( N_{k} \), respectively. From Table I, because \( \left|N_{1}\right| = \left|N_{2}\right| = \left|N_{3}\right| = \left|N_{4}\right| = 3 \) in the ring network, and \( \left|N_{1}\right| = \left|N_{2}\right| = 2 \) and \( \left|N_{3}\right| = \left|N_{4}\right| = 5 \) in the line network, the weight \( \beta_{m}^{l} \) is set to 0.33 and to values shown in Table II in the ring and line networks, respectively.

The mode probability is therefore calculated as follows:

\[
\hat{\mu}_{m,l}^{l} = \frac{\hat{\mu}_{m,l/1}^{l} A_{m,l}^{m}}{\sum_{m=1}^{4} \hat{\mu}_{m,l/1}^{l} A_{m,l}^{m}}
\]

People behavior can be recognized as the mode in which the value of mode probability is maximized.

The state estimate and its related error covariance for tracked people are finally given by

\[
\begin{aligned}
\hat{x}_{l,t} &= \sum_{m=1}^{3} \hat{\mu}_{m,l}^{l} \hat{x}_{l,t}^{m} \\
P_{l,t} &= \sum_{m=1}^{3} \hat{\mu}_{m,l}^{l} \left[ P_{m,l}^{m} + (\hat{x}_{l,t}^{m} - \hat{x}_{l,t}^{m})(\hat{x}_{l,t}^{m} - \hat{x}_{l,t}^{m})^{T} \right]
\end{aligned}
\]

The number of people in the sensing areas of LiDARs changes over time, as people continuously enter and leave the sensing area. To handle such conditions, a rule-based data-handling method that employs the following track initiation and termination [12] is implemented.

a) Track initiation: If a person measurement (position of GCP) cannot be matched with the person being tracked by GNN-based data association, it is assumed that the measurement comes from a new person. As a result, tracking begins. However, the measurement may be an outlier. In that case, it is unlikely that measurements will be obtained continuously. Therefore, if the measurement is not obtained within a threshold of 0.2 s (set in this study) after the tracking start, then the tracking process is terminated; otherwise, the measurement is considered to represent a new person, and tracking is continued.

b) Track termination: If measurements (positions of GCPs) cannot be obtained to associate them with the person being tracked, person tracking is continued using the state prediction (Eq. (11)), and if no measurements are detected after a threshold of 1 s (set in this study), tracking is terminated.

**VII. SIMULATION EXPERIMENTS**

In this section, the performance of the people detection and tracking method is evaluated through simulation experiments in which people and cars move at the same time. First, the experimental conditions are described, and our results are subsequently shown.

**A. Experimental Condition**

Simulation experiments in an intersection environment are conducted to evaluate the proposed methods. To generate the motions of both cars and people, and thus the related LiDAR measurements, the Simcenter Prescan (Siemens) [27] is used as a simulator.

As shown in Figure 8 (a), four LiDARs are set at a height of 1.95 m on signal light posts that are 15 m apart from one another in an intersection environment. The sensing areas of the four LiDARs are shown in Figure 8 (b). Eight people move on crosswalks, and Figures 9 (a) and (b) show the movement paths and motion profiles of these eight people, respectively.

As shown in Figure 10, cars also move in some of our environments. More specifically, there are no cars in environment 1. In environment 2, cars move on two inside lanes at 40 km/h, and their time-headway is 3 s. In environment 3, cars move on four lanes at 40 km/h, and the time-headways in the inside and overtaking lanes are 1.5 s and 3 s, respectively. In environment 4, cars move on four lanes at 40 km/h, and the time-headway is 1.5 s. In our simulation, the tracking duration of eight people is 15 s, in which duration, the total number of cars moving in environments 2, 3, and 4 is 12, 34, and 45, respectively.

Figure 11 shows the people and cars used in the experiments. A person (a-1) and cars (b-1 through 4) are used to generate the
Figure 8. Simulation environment.

(a) Intersection environment (bird’s-eye view)

(b) Sensing area of the LiDARs (top view)

Figure 9. Movement path and velocity profile of the eight people.

(a) Movement path

(b) Velocity profile. Persons 1, 5, and 8 (red), persons 2, 4, and 6 (blue), and persons 3 and 7 (purple).

Figure 10. Simulation environment (top view). The yellow arrow indicates the movement path and direction of the car.

(a) Environment 1
  (No car)

(b) Environment 2
  (Small number of cars)

(c) Environment 3
  (Middle number of cars)

(d) Environment 4
  (Large number of cars)

Figure 11. People and cars moving in the environment.

(a) People

(b) Car

Figure 12 illustrates some examples of the LiDAR measurements generated by the simulator. It is clear from these figures that the simulator can generate good LiDAR measurements.

B. Evaluation of People Detection

The dataset used to train the 1D-CNN consists of 8808 background data and 22764 people data. People data are test data set, whereas people (a-2 through 4) and a car (b-5) are used to generate the training data set for 1D-CNN-based people detection.
generated from three groups of people (a-2 through 4) in Figure 11(a). Background data are generated from the environment and car (b-5) shown in Figure 11 (b). The 1D-CNN is trained using a mini-batch learning method with a batch size of 20, in which Nadam and binary cross entropy are used as the optimizer and error function, respectively.

To evaluate the performance of people detection, precision, recall, and Intersection over Union (IoU) are obtained. Its accuracy is not evaluated because the difference in the number of LiDAR measurements for people and backgrounds is numerous. Higher precision indicates fewer misdetections, while higher recall indicates fewer undetections. The larger the IoU value, the higher the detection accuracy for all LiDAR measurements.

The results of people detection are shown in Table III. Compared to environment 1, where there are no cars, both precision and IoU decrease with increasing car congestion. This means that in this case car-related LiDAR measurements are often misdetected as person-related measurements. However, since recall is independent of the respective environment, the degree of car congestion would not affect the performance of people detection.

C. Evaluation of People Tracking

The tracking performance is evaluated for the following three cases.
• Case 1: DIMM-based tracking in a ring network
• Case 2: DIMM-based tracking in a line network
• Case 3: Centralized IMM (CIMM)-based tracking.

In case 3, LiDAR measurements of people (positions of GCPs) detected by the four LiDARs are collected on a central server, where people are then tracked using a conventional IMM estimator [10][12].

![Figure 12. Example of LiDAR measurements generated from Simcenter Prescan (bird’s-eye view).](image)

![Figure 13. Tracking error and mode estimate of person 1 in cases 1 (black) and 2 (red). The blue dashed line in (d) indicates the true mode.](image)

![Figure 14. Tracking error and mode estimate of person 1 in cases 1 (black) and 3 (red). The blue dashed line in (d) indicates the true mode.](image)

<table>
<thead>
<tr>
<th>Environment</th>
<th>Precision</th>
<th>Recall</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment 1</td>
<td>92.57</td>
<td>85.58</td>
<td>80.10</td>
</tr>
<tr>
<td>Environment 2</td>
<td>83.77</td>
<td>85.58</td>
<td>73.34</td>
</tr>
<tr>
<td>Environment 3</td>
<td>73.12</td>
<td>85.57</td>
<td>64.98</td>
</tr>
<tr>
<td>Environment 4</td>
<td>70.13</td>
<td>85.60</td>
<td>62.67</td>
</tr>
</tbody>
</table>

\[
J = \frac{1}{8N} \sum_{j=1}^{N} \sum_{i=0}^{8N} (\Delta x_i^2 + \Delta y_i^2 + \Delta v_i^2 + \Delta \theta_i^2)
\]
where \( \Delta \hat{x}_i, \Delta \hat{v}_i, \) and \( \Delta \hat{\omega}_i \) are the estimate errors in the position, translational velocity, and rotational velocity, respectively, of the \( i \)-th person. \( N \) is the tracking duration.

Note that since the tracking error using the DIMM estimator is slightly different for each LiDAR, cases 1 and 2 in Table IV show the average values of the tracking errors from the four LiDARs. In addition, the ratios of tracking errors in cases 1 and 2 to that in case 3 are shown in brackets in Table IV.

Table IV shows that the tracking error in case 2 (line network) is larger than that in case 1 (ring network). This is because each LiDAR exchanges detection and tracking information with two neighboring LiDARs in case 1, whereas, in case 2, LiDARs 3 and 4 exchange information only with one LiDAR, as shown in Figure 1.

Tables V and VI show the number of falsely tracked cars and untracked people, respectively. As shown in Table V, cars are often tracked as people. However, measurements related to cars were not obtained continuously; thus, the track handing method described in subsection 5.2 terminates the false tracking within 0.2 s (threshold in track initialization). As shown in Table VI, a person is untracked only in case 2 in environment 2. Initially, persons 2 and 3, which were close to each other were tracked as a single person for the first five seconds; subsequently, they were correctly tracked as two people. This is why a person was untracked in case 2 in environment 2. Furthermore, as shown in Table IV, a large tracking error occurs because a person is untracked in the first five seconds in case 2 in environment 2.

### VIII. Conclusion and Future Work

This paper presents a people detection and tracking method using a distributed LiDAR network. People were detected using the 1D-CNN-based method, and the detected people were tracked using the DIMM-based estimator. Simulation experiments of tracking eight people were conducted using four LiDARs allocated in an intersection environment. The performance of people detection was evaluated in an intersection environment in which people and cars moved simultaneously. The tracking performance was also evaluated in two different network topologies, namely ring and line networks, and compared with the tracking performance of the conventional CMM-based estimator.

A mechanical 32-layer LiDAR (Velodyne HDL-32E) was used in this paper. In future works, we will evaluate the proposed method through testbed-real-world experiments using the Velodyne HDL-32E LiDAR.

In this paper, a small-scale system (eight people and four LiDARs) was evaluated through simulation experiments. To better validate the performance of the proposed method, we plan to evaluate it on large-scale systems. In addition, we will compare the proposed method with other state-of-the-art methods for people detection and tracking.

### Appendix A: Notation

- \( T_{mn} \): transition probability matrix that the \( m \)-th mode jumps into the \( n \)-th mode
- \( x^n_{m(t)} \): true state of the \( m \)-th mode at time \( t \)
- \( \mu^n_{m(t)} \): \( m \)-th mode probability estimate obtained by the \( k \)-th LiDAR at time \( t \)
- \( \hat{x}^n_{m(t)} \): \( m \)-th mode conditional estimate of \( x^n_{m(t)} \) and its estimation error covariance obtained by the \( k \)-th LiDAR at time \( t \)
- \( c_{k,m} \): mixing probability obtained by the \( k \)-th LiDAR
- \( \hat{x}^n_{m(t)} \), \( P^n_{m(t)} \): mixing state estimate and its estimation error covariance of the \( m \)-th mode obtained by the \( k \)-th LiDAR at time \( t \)
- \( \hat{x}^n_{m(t)} \), \( P^n_{m(t)} \): \( m \)-th mode conditional prediction of \( x^n_{m(t)} \) and its prediction error covariance obtained by the \( k \)-th LiDAR at time \( t \)
- \( y^n_{k(t)} \), \( P^n_{k(t)} \): updated conditional estimate and its estimation error covariance of the \( m \)-th mode obtained by the \( k \)-th LiDAR at time \( t \)
- \( \hat{x}^n_{m(t)} \), \( P^n_{m(t)} \): combined conditional estimate of \( x^n_{m(t)} \) and its estimation error covariance of the \( m \)-th mode obtained by the \( k \)-th LiDAR at time \( t \)
- \( \hat{\mu}^n_{m(t)} \): updated probability of the \( m \)-th mode obtained by the \( k \)-th LiDAR at time \( t \)
- \( \phi^n_{m(t)} \): \( m \)-th mode conditional likelihood obtained by the \( k \)-th LiDAR at time \( t \)
- \( A^n_{m(t)} \): combined likelihood of the \( m \)-th mode conditional likelihood obtained by the \( k \)-th LiDAR at time \( t \)
- \( \alpha^n_{m(t)} \): nonnegative scalar weight for combination of the \( m \)-th mode conditional likelihood and its estimation error at time \( t \)
- \( \beta^n_{m(t)} \): nonnegative scalar weight for combination of the \( m \)-th mode conditional likelihood at time \( t \)
APPENDIX B: DATA ASSOCIATION

To briefly explain data association, the case of tracking two people is considered. As shown in Figure A(a), a validation region (black dashed line) is set around the predicted position of the tracked person (red circle). A measurement (GCP, black triangle) obtained within the validation region is considered to originate from person 1 being tracked, and the state of the tracked person 1 is updated using this measurement. In contrast, the GCP obtained outside the validation region is considered to originate from another person, and person 2 is tracked using the prediction.

The validation region is set as follows: Based on the m-th mode \((m = 1, 2, 3)\) of the person, the position of the tracked person is predicted by

\[
\hat{p}_i^n = H^n \hat{x}_{i,j;i,m}^n
\]

where \(\hat{x}_{i,j;i,m}^n\) is the prediction of the m-th mode shown in Eq. (11), and \(H^n\) is the measurement matrix shown in Eq. (5).

As shown in Figure B, three circular regions with constant radii \(r\) (0.5 m in this study) are set around the predicted positions, \(\hat{p}_i^1, \hat{p}_i^2, \) and \(\hat{p}_i^3\), of the tracked person, and their union is set as the validation region.

The method of state update mentioned above is effective when a GCP exists within the validation region, as shown in Figure A(a). However, in an environment where two people are in close proximity, as shown in Figure A (b), multiple GCPs are often obtained within the validation region or the validation regions for two people overlap.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Data association between tracked people and LiDAR measurements (GCPs). The red circles and black triangles indicate the tracked people and GCPs, respectively. The black dashed lines indicate the validation region.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Validation region. The red circles indicate the positions of the tracked person predicted by the three motion modes. The orange dotted circles indicate the regions with a constant radius around the predicted positions. The black dashed lines indicate the validation region for data association.}
\end{figure}

To accurately track people in such situations, data association (one-to-one matching of multiple GCPs and tracked people) is performed using the GNN method.

As shown in Figure A (b), the entire validation region where the validation regions for two people overlap is called the overlapping validation region. In such a case, we consider that \(I\) people exist and \(J\) GCPs are received, where \(I\) is not necessarily equal to \(J\). Here, the one-to-one matching of \(I\) people and \(J\) GCPs is considered.

The m-th mode-based predicted position of the \(i\)-th tracked person is denoted by \(\hat{p}_i^m\), where \(m = 1, 2, 3\), and \(i = 1, 2, \ldots, I\). The \(j\)-th GCP is denoted by \(z_{j}\), where \(j = 1, 2, \ldots, J\). The Mahalanobis distance related to \(\hat{p}_i^m\) and \(z_{j}\) is then defined as follows:

\[
\lambda_{ij} = \sqrt{(z_j - \hat{p}_i^m)^T (L_n^i)^{-1} (z_j - \hat{p}_i^m)}
\]

where \(L_n^i\) is the covariance of the prediction error \((z_j - \hat{p}_i^m)\).

The cost function is defined by \(d_{ij} = \min(\lambda_{ij}, \lambda_{i1}^1, \lambda_{i2}^2)\), where \(i = 1, 2, \ldots, I\), and \(j = 1, 2, \ldots, J\), and the following cost matrix \(D\) is defined:

\[
D = \begin{pmatrix}
    d_{11} & d_{12} & \cdots & d_{1J} \\
    d_{21} & d_{22} & \cdots & d_{2J} \\
    \vdots & \vdots & \ddots & \vdots \\
    d_{I1} & d_{I2} & \cdots & d_{IJ}
\end{pmatrix}
\]

As shown in Figure A (b), of the two GCPs within the validation region of person 2, the GCP on the right side is not considered to be that of person 1 because it does not lie within the validation region of person 1. Thus, if the GCP \(z_{j}\) is not in the validation region of the \(i\)-th tracked person, the cost function is set to \(d_{ij} = \infty\).

Let \(a(i)\) be the number of GCPs corresponding to the \(i\)-th person being tracked. Then, the data association can be performed by finding \(a(i)\) that minimizes \(\sum_{i=1}^I d_{a(i)}\) [28][29].
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Abstract—The pervasiveness of mobile computing has become ubiquitous in daily life, particularly for people who visit various locations in the physical world through their mobile devices. Similarly, providing valuable services, actions, and information tailored to a specific area or environment can make user interactions more seamless, personalized, and convenient. The article proposes an intelligent location-aware architecture for mobile computing environments that interacts with individual mobile users by automatically providing local services, helpful information, and personalized recommendations based on their current location and user context. Experimental results show that the proposed architecture is intelligent, privacy-preserving, scalable, reliable, and can be efficiently deployed in various real-world environments.
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I. INTRODUCTION

The article is an extension of research work that was originally proposed in the Fifteenth International Conference on Advances in Future Internet (AFIN 2023) [1], which provided the design of an intelligent location-aware architecture for mobile computing environments.

The evolution of mobile computing has dramatically changed how individuals interact with their surroundings and access information using mobile devices or wearable devices, such as smartphones, smartwatches, and tablets. Mobile computing holds the vision for adaptation in an environment where users can seamlessly access information and services based on their location and preferences [2], [3]. This vision has led to the development of platforms for a myriad of applications, such as Location-Based Services (LBSs), Augmented Reality (AR), and context-aware applications. Most of these applications utilize wireless communication technologies, like Global Positioning System (GPS), Wireless Fidelity (Wi-Fi), Radio-Frequency Identification (RFID), and Bluetooth Low Energy (BLE). The convergence of these wireless communication technologies also opens new possibilities for Location-Aware Systems (LASs) [4], [5], aiming to determine the location of users in real-time and provide information and services to users.

LASs [6]–[8] are applications that have been widely used in various domains, including tourism, transportation, healthcare, education, entertainment, and social networking. They can sense and react to the physical location of users and devices and provide them with relevant and timely information or services. For example, a location-aware system in the tourism industry can provide users with useful recommendations for nearby attractions, restaurants, and accommodations based on their current location. This not only enhances the user experience but also enables users to discover new places and events that are relevant to their interests and preferences.

Despite the advancements in LASs, there are still significant challenges in effectively deploying these systems [9]–[11], particularly in specific environments, such as shopping malls, museums, or university campuses. As a result, these environments demand a tailored approach that considers unique opportunities and requirements based on location data and individual preferences. Likewise, most existing LBS platforms are designed for general-purpose scenarios and do not account for the specific characteristics and needs of different environments and users. Furthermore, these systems lack more personalization and contextual awareness, leading to a failure to meet the unique needs of individual users. Additionally, there is a need to address challenges in accuracy, security concerns, privacy protection, scalability, and user experience related to diverse user preferences and behaviors.

To address these challenges, this article proposes a novel conceptual architecture for intelligent location-aware systems optimized for specific environments. The proposed architecture aims to enable individual mobile users to interact with their specific environments through their mobile devices, enhancing the overall user experience in different contexts through personalized interaction and services. This opens an opportunity to develop a system that not only understands where a user is but also who the user is in terms of user context and needs. The proposed architecture is designed to recognize and adapt to the unique characteristics of specific environments, offering a suite of localized services, useful information, and personalized recommendations by utilizing the current context of individual mobile users, including location data and user profiles. The integration of several advancing fields, such as mobile computing, Artificial Intelligence (AI), Machine Learning (ML), Natural Language Processing (NLP), and data analytics, leverages a deep understanding of the specific context and dynamics of these environments, proving more effective than general-purpose LBS platforms. This combination helps deliver more intelligent services that are seamlessly integrated into the daily activities of mobile users.

The main contributions of this article are summarized as follows:

• The proposed architecture aims to enhance the field of location-aware systems by addressing current limitations in terms of accuracy, privacy, security, scalability, and personalization.

• This article offers valuable insights into designing and implementing a novel conceptual architecture for a location-aware...
system, particularly tailored to specific environments based on the current location and context of individual users.

- Extensive experiments are conducted to validate the robustness and effectiveness of the proposed architecture.

The remainder of this article is organized as follows: Section II offers a comprehensive review of related literature, highlighting key developments in location-aware systems. Section III details the overview of the intelligent location-aware architecture. Section IV describes system design, including system architecture, data collection, and algorithm development. Section V presents experimental details of system deployment in a controlled environment. Section VI contains a discussion of experimental results. Section VII provides examples of two use-case scenarios. Section VIII presents potential future research developments in various domains. Finally, Section IX concludes the paper with future research directions.

II. LITERATURE REVIEW

In the rapidly evolving domain of mobile computing, the convergence of location-aware technologies with intelligent systems has driven a transformative shift towards more adaptive, responsive, and user-centric applications. This section reviews the significance and foundational principles underlying several important topics. Firstly, proximity authentication techniques are crucial for secure access to the proposed architecture by verifying the identities of users and authorizing their presence within specific geographic boundaries, providing an added layer of security beyond traditional credentials. This helps prevent unauthorized access to sensitive information and ensures that only approved individuals are able to interact with the architecture. Secondly, location-aware systems leverage positioning technologies to determine user locations, enabling a wide range of location-based services and applications to provide personalized services and enhance the user experience. Thirdly, context-aware recommendation systems utilize multidimensional contextual data in surrounding environments, including location, time of day, and user preferences, to deliver highly relevant personalized recommendations, significantly improving user engagement and satisfaction. Lastly, the capabilities of mobile computing environments require architectural considerations distinct from traditional computing paradigms. Effective integration of these topics into a reliable location-aware architecture is fundamental for delivering intelligent, context-sensitive solutions that can enable seamless, secure, and highly personalized location-aware services and adapt to the dynamic situations and needs of users in different mobile environments.

A. Proximity Authentication

Proximity authentication [12]–[14] is a method of authentication that uses the proximity of a physical device, such as a smartphone or smart card, to verify the identity of a user. This method is known as proximity authentication and is commonly used in security systems to ensure only authorized individuals can access restricted areas or information. Proximity authentication provides an additional layer of security beyond traditional methods like passwords or PINs. It is commonly employed to enhance the security of physical access control systems, such as buildings or secure areas, or to grant access to digital resources, such as online accounts or computer systems. The basic principle of proximity authentication is that a device, such as a smartphone or smart card, is associated with a specific user and can be used to verify their identity. When a user approaches a secure area or attempts to access a digital resource, the device is brought close to a reader or sensor that can communicate with it. The reader or sensor may use a variety of technologies to communicate with the device, such as RFID, NFC, Bluetooth, or Wi-Fi. The device then sends a signal to the reader or sensor, which verifies the identity of the user and grants or denies access appropriately.

B. Location-Aware Systems

Location-Aware Systems (LASs) [15], [16] are computing systems that detect and utilize location data to deliver useful information, services, or actions relevant to the geographical position of an individual or an object when they enter a vicinity area. These systems rely on positioning technologies, such as GPS, Wi-Fi, BLE, and RFID to accurately determine the location of a user or an object. Additionally, LASs often incorporate context awareness to sense and react based on their environment by interpreting and understanding situational factors like time, weather, and location. This approach provides users with more personalized and relevant services based on location and the surrounding environment. LASs are commonly used with mobile devices, such as smartphones and tablets. However, they can also be used with other devices, including vehicles, wearables, and Internet of Things (IoT) devices.

LASs can be classified into two types: Location-Based Services and context-aware systems. LBS are services that respond to queries containing the location information of a user. For example, a user may inquire about the nearest restaurant, the best route to a destination, or the weather forecast for their current location. Context-Aware Systems (CASs) are systems that adapt their behavior or functionality based on the context of the user or the device. Context is any information that can be used to characterize the situation of an entity, such as location, time, activity, preferences, or environmental conditions. CASs utilize various sensors and sources to collect and analyze context information, employing techniques to provide context-aware services, thereby adding intelligence, awareness, and smartness to the user experience.

The application of LASs, considering specific environments, involves a deep understanding of the unique attributes and requirements of each space. For instance, the system could provide users with real-time information about sales, product availability, or even navigation through the store in a retail setting. It could offer campus navigation, schedule management, and personalized learning resources in an educational environment. The system might assist with appointment scheduling, wayfinding, and patient-specific information for healthcare facilities. For hotels, it could provide personal services, room service ordering, and local attraction recommendations. Therefore, the LAS applications can be customized to meet the specific needs of different industries and businesses, making them flexible and adaptable.

In summary, LASs are becoming increasingly widespread and influential due to advancements in mobile devices, wireless technologies, and artificial intelligence. They have numerous applications across various domains, including navigation, tracking, monitoring, entertainment, education, health, and social networking. Therefore, modern LASs should leverage location information to make applications more personalized and provide tailored offers to users who reside in specific locations. These offers are delivered to users through personalized notifications,
which are more effective than general-purpose push notifications. However, LASs also present challenges and risks like privacy, security, accuracy, reliability, and usability. Consequently, they require careful design, evaluation, and regulation to maximize their benefits and minimize their drawbacks.

C. Context-Aware Recommendation Systems

Context-Aware Recommendation Systems (CARs) [17]–[22] represent a significant advancement in personalized recommendation technologies, offering the potential to significantly enhance user satisfaction by providing more relevant and timely suggestions. The fundamental key of CARs is the concept of context, defined as any relevant information characterizing the situation of an entity, inferring a user or item, that influences the recommendation process. This includes temporal, spatial, social, and environmental factors. This means CARs incorporate diverse contextual information, such as time, weather conditions, location, and social connections, into the recommendation process, unlike traditional systems that rely only on user-item interactions. By considering these contextual factors, CARs can generate recommendations that are more personalized and tailored to the specific needs and preferences of each user, having the potential to greatly improve accuracy, adapt recommendations in real time, and significantly improve relevant suggestions.

CARs methodologies can be categorized into three primary approaches: pre-filtering, post-filtering, and contextual modeling. Pre-filtering involves filtering out irrelevant context before applying recommendation algorithms, such as removing items that are irrelevant to the current context or situation of users, while post-filtering modifies the recommendations generated from traditional algorithms based on contextual factors. Contextual modeling, the most integrated approach, directly incorporates contextual information into the recommendation model to generate more accurate and personalized recommendations, employing advanced machine learning techniques to capture the complex interactions between user, item, and context.

However, the challenges of implementing CARs include data sparsity and cold start problems, privacy concerns, and computational complexity. Future research in CARs is expected to address these challenges through advanced modeling techniques, privacy-preserving methodologies, and the exploration of cross-domain applications. The aim is to develop more sophisticated, efficient, and privacy-oriented systems that can adapt across various contexts and domains.

D. Mobile Computing

Mobile computing is the technology that enables users to transmit data, voice, or video from one device, such as a computer or any other wireless-enabled device, to another without the need for a physical link via cables. The importance of mobile computing has most recently involved remote work and study environments and has become a vital part of everyday life. It allows users to be in contact as long as a wireless connection is available. With the advancements in the wireless community, people can interact with others with handheld devices, such as smartphones, and become more productive without being linked to a stationary area with cabling and wires. Available devices supporting mobile computing ecosystems comprise smartphones, tablets, laptops, and wearable devices, such as smartwatches.

Mobile computing consists of three components, including mobile communication, mobile hardware, and mobile software. Mobile communication refers to exchanging data and voice through existing infrastructure, protocols, and data formats necessary for seamless connectivity. Mobile hardware refers to wireless devices necessary for network connections and operations. These devices are equipped with sensors, full-duplex data transmission, and the ability to operate on wireless networks like IR, Wi-Fi, and Bluetooth. Mobile software is usually the operating system and applications used on the hardware that allow the user to work or communicate while on the go. These operating systems provide various features, such as touchscreens, cellular connectivity, Bluetooth, Wi-Fi, GPS mobile navigation, cameras, video cameras, speech recognition, voice recorders, music players, and sensors. Mobile computing eliminates physical connections and enables users to access information and perform tasks anywhere.

Mobile computing impacts almost every aspect of modern life. Mobile devices with apps can enhance productivity, enabling people to collaborate, manage tasks, create documents, and access information wherever they go. Additionally, mobile computing has revolutionized industries, such as healthcare, transportation, and education by providing real-time data access and communication. This technology has also transformed the way individuals communicate, shop, and access entertainment, making it an integral part of daily life for many people. Furthermore, mobile computing has also opened up new opportunities for the development of new business models and opportunities for entrepreneurs. For example, mobile commerce has changed retail, empowering consumers to shop and make payments online. Mobile learning tools make education more accessible, interactive, and personalized. Moreover, mobile health technologies enable remote health monitoring, patient engagement, and telemedicine.

Future developments in mobile computing are expected to focus on emerging technologies, opening the way for more innovative applications and services. Integrating AI and ML is set to make mobile devices more intelligent, offering personalized experiences and predictive functionalities. The IoT will further expand the scope of mobile computing, connecting numerous devices, enabling intelligent environments, and allowing smartphones to interact seamlessly with smart homes, cars, and cities. Additionally, the advancements in reliable 5G networks will unlock faster data speeds and lower latency, enhancing the overall mobile computing experience.

III. Architecture Overview

This section proposes a conceptual overview of the intelligent location-aware architecture for mobile computing environments. This proposed architecture is designed to recognize and adapt to the unique characteristics of specific environments, thereby enhancing the user experience through tailored offers. The primary objective is to automatically provide individual mobile users in specific environments with local services, useful information, and personalized recommendations based on their current location and user context that meet the needs and preferences of the right mobile users at the right time in an appropriate environment. Meanwhile, mobile users can safely interact, access, and share information and services on their mobile devices when they enter the vicinity of a sandbox server. Similarly, mobile users can also communicate with each other directly within the same community over a local Wi-Fi network through specific com-
munication protocols. The proposed architecture is a computing model that divides tasks between a sandbox server on the server-side and a mobile device on the client-side, allowing mobile users to directly and securely access and contribute information and services through their mobile devices connected to a local Wi-Fi network. The sandbox server is responsible for hosting, managing, executing, and contributing services and information to the mobile device. Mobile users communicate and interact with software applications within the sandbox server via their mobile devices when they enter the vicinity of the sandbox server. The mobile device provides a user interface through which a mobile user can initiate requests for content or services and display results from the sandbox server. On the other hand, the sandbox server allows service providers to participate by developing their own services and applications, which they can then upload to the sandbox server. By uploading these services and applications to the sandbox server, service providers can extend the functionality and capabilities available to mobile users. This enables a dynamic and customizable user experience and the ability to access a wider variety of content and services through mobile devices.

An architectural overview is given in Figure 1 to illustrate the communication among a mobile device, a sandbox server, and service providers via a local Wi-Fi network.

The proposed architecture is designed and implemented to enable individual mobile users to communicate, collaborate, and share information and services through their mobile devices within a specific environment. Meanwhile, a sandbox server attempts to interact with the mobile users to provide useful information, local services, and personalized recommendations based on their specific needs and preferences, utilizing the current situation and context of individual mobile users, including location data and user profiles. With an understanding of the specific context and dynamics of certain environments, the proposed architecture can offer more specific and contextually relevant information and services about individual user profiles and preferences than generic LBS platforms.

The proposed architecture also provides a solution to privacy and data protection issues by independently separating personal data stored on mobile devices from application services on a sandbox server. Each mobile user can fully control their own data, digital identity, and content, encouraging transparency through their mobile device. Additionally, mobile users can grant or revoke access to their personal data as needed and authorize external services, applications, or users to access it. Moreover, the communication is facilitated through a local Wi-Fi network, which allows for seamless and efficient data transfer between the mobile device, sandbox server, and service providers. This means that mobile users can securely and directly access relevant information and services in real time, without intermediaries. Additionally, the use of the local Wi-Fi network reduces reliance on cellular data without relying on a stable Internet connection, resulting in cost savings for mobile users. This ensures a smooth and personalized user experience while maintaining the privacy and security of user data.

In addition, with the emergence of Web 3.0 technology, the proposed architecture relies on the principles of decentralized technology to solve the problems of scalability, reliability, and fault tolerance, which are perfectly suitable for saving infrastructure and maintenance costs and improving the rapid exchange of data in a Peer-to-Peer (P2P) network. This means that a sandbox server can directly communicate, exchange, and share their services and information with each other by running across several sandbox servers in a decentralized network without having a controlling authority from a central server, making it more tolerant to single points of failure and less vulnerable to censorship or manipulation. The decentralized communication enables efficient data exchange and collaboration between sandbox servers, ultimately enhancing overall system performance and reliability. This decentralized approach also allows for higher scalability and flexibility, as new sandbox servers can easily and freely join and leave the network as needed at any time, which makes the system continuously and highly dynamic.

In a typical scenario, when a mobile user comes within the range of a sandbox server in a specific environment, the mobile user needs to authenticate before allowing them to establish the connection through a local Wi-Fi network. The mobile user initially verifies their identities by checking in to the sandbox server within the targeted environment based on Bluetooth proximity detection. The mobile user is then required to register with the sandbox server using a mobile number. After the sandbox server validates the mobile number and determines the mobile user is still within the allowed proximity, the sandbox server generates or retrieves a Wi-Fi password and utilizes an SMS gateway to send an SMS message with the Wi-Fi password to the registered mobile number of the mobile user. The mobile user receives the Wi-Fi password on their mobile device and enters the received Wi-Fi password to gain access to the resources, information, and services through the local Wi-Fi network. The mobile user can set up profiles with some basic information, including names, interests, skills, hobbies, and biographies, that allows the sandbox server to deeply understand the habits and preferences of the mobile user and accurately provide them with more personalized information and recommendations. Once the mobile user has completed their profile settings, the sandbox server interacts with the mobile user by offering local services, useful information, and personalized recommendations in the form of user interfaces and dialogues. In the situation where a new mobile user lacks historical and personal data, the proposed architecture initially suggests related information and services based on the current community, such as recently viewed items, frequently purchased items, best sellers, trending items, most viewed items, popular items, and featured items. When mobile users exist on the sandbox server, their personal and behavioral data are automatically deleted after 24 hours, according to a timestamp. This ensures that any potentially sensitive information is not stored for longer than necessary, further enhancing user privacy and data protection.

The proposed architecture consists of two main parts: (1) mobile devices; and (2) sandbox servers. This architecture plays important roles in serving a specific purpose, seamless communication, and engagement within a specific environment. Each part is explained in subsections, which describe how the sandbox server shares services and information and interacts with mobile devices.

A. Mobile Devices

Mobile devices serve as multifunctional tools that enhance various aspects of daily life, offering convenience, connectivity, and access to a wide range of services and resources. A mobile device includes the hardware and software components necessary
Fig. 1. An architectural overview of the communication among a mobile device, a sandbox server, and service providers via a local Wi-Fi network

for running applications. The hardware components of a mobile device typically include a processor, memory, storage, and various sensors present on the device, such as a GPS, Wi-Fi, BLE, and accelerometer. The software components consist of an operating system, application frameworks, and user interfaces. Additionally, it ensures that the mobile device is capable of securely connecting to a sandbox server and transferring data between them. Figure 2 shows a data flow diagram representing the flow of data through several processes, components, and interactions within a mobile device.

Fig. 2. A dataflow diagram of a mobile device

Mobile users obtain a set of services, information, and menus, depending on where they are, represented by local workflows through dialogues and user interfaces. These local workflows allow mobile users to easily navigate through various menus and access the services and information they need based on their location. As a whole, a mobile device can be divided into four primary layers:

1) Presentation Layer: This layer runs on a front-end device as a client-side system. A mobile user and a sandbox server interact and communicate primarily through a Graphical User Interface (GUI) with a compatible mobile application. A GUI consists of user interfaces and graphical elements, such as icons, buttons, and different menus, that allow mobile users to interact with them in dialogues. These menus can be presented within the GUI, including navigation menus, option settings, and other features accessible to mobile users. The dialogues are a communication process for exchanging data between a mobile user and a sandbox server that receives user input and displays information in response to user actions with dynamically updated content from the sandbox server, making them come alive with interactivity and adaptability. In the GUI, the visuals displayed in the user interface convey information relevant to the mobile user and actions they can take. Mobile users can usually interact with GUI elements by tapping a touch screen.

2) Business Layer: This layer is responsible for processing and managing the data received from the user interfaces. It handles the logic and rules of the application, ensuring that the data is validated and processed correctly. Additionally, the business layer communicates with the data layer to retrieve and update information from databases. This layer plays a crucial role in ensuring that the application functions properly and delivers the desired functionality to mobile users.

a) Service Handler: This is a component that is responsible for downloading and uploading services and menus from local databases on a sandbox server. This component ensures that the downloaded services and information are up-to-date by regularly checking for updates on the sandbox server. It also handles any errors or issues that may happen during the downloading or uploading process to ensure a smooth and uninterrupted flow of data.

b) Prediction Unit: This unit can automatically predict personalized, context-aware recommendations for possible next or similar Points of Interest (POIs), such as restaurants, shops, and attractions, based on user context triggered by the geographical position of a particular mobile user. It analyzes and learns sequential patterns from contextual data, historical timelines, and previous check-in data. These data are transformed into a multidimensional matrix as a tripartite graph-based data model called a location-based graph, storing users, POIs, and context nodes and establishing relationships between different POIs. A context node refers to contextual factors of a POI according to the individual mobile user, such as locations, location categories, times of the day, days of the week, seasons, and weather features, to enhance the accuracy of POI recommendations. Given such a location-based graph, advanced algorithms, including Personalized PageRank (PPR) and random walk techniques, are exploited to identify the most suitable POI recommendations for each mobile user. In particular, the context nodes are used to influence random walks to determine POIs that are relevant to the given contextual settings. Additionally, the location-based graph is constantly updated with new data to refine its understanding of user behaviors and preferences and adapt to changing environments. This ensures that the POI recommendations remain accurate and
relevant, offering mobile users real-time suggestions that align with their current needs and situations.

c) Publisher Unit: This unit automates the creation of research profiles, interests, and achievements that highlight their work. It gathers personal information from public academic databases using web crawlers or Application Programming Interfaces (APIs) to collect bibliographic data, such as authors, affiliations, abstracts, and keywords. This data is stored in a personal database for further analysis. The unit then extracts relevant information for sharing with sandbox servers. For instance, if a mobile user enters a conference room, the unit might share their profile on a sandbox server, making it visible to others and suggesting relevant documents.

d) Protocol Unit: This unit contains several custom protocols that are designed and implemented for particular applications or services to fit their specific needs. The applications are used to interact with external systems and services. It is a set of rules, syntax, commands, and conventions that govern how different components within the application or service communicate and exchange information with each other.

3) Data Layer: This layer is responsible for storing and retrieving data from data sources. It provides the necessary functionality for the business layer to access and manipulate data. This layer contains the following data sources:

a) Personal Data: This database stores personal data that specifically identifies an individual mobile user, such as name, age, gender, education, contact details, expertise, biographies, and any other relevant data required for identification purposes. Additionally, it may include user preferences and settings to enhance personalized recommendations.

b) Timeline Data: This database stores data related to the activities and interactions of mobile users, such as their browsing history, check-in history, and search queries. These data are used to analyze user behavior and provide personalized POI suggestions and recommendations based on their interests and past actions. The timeline data also helps in understanding user patterns and trends, improving the overall user experience.

4) Communication Layer: This layer facilitates the secure exchange of data between a mobile device and a sandbox server. It acts as the first interface to manage the network connectivity of the mobile device, including incoming requests, validate them, and forward them to the appropriate components for processing, which enables a mobile user to directly and safely access information and services on the sandbox server through a local area network. There are a variety of communication technologies that enable a mobile device to establish connections with other devices or sandbox servers.

a) BLE: BLE is a short-range wireless transmission technology that is used for exchanging data between two different Bluetooth devices within a short distance using radio waves to communicate wirelessly. This Bluetooth technology is utilized for detecting the location information of mobile users, whether they are in radio coverage or not, and communicating with a sandbox server to request a Wi-Fi password before gaining access to resources or services on a local Wi-Fi network.

b) Wi-Fi: Wi-Fi is a wireless networking technology that allows mobile devices held by users to connect to a sandbox server. A Wi-Fi router assigns local IP addresses to connected devices, allowing them to communicate and exchange data with one another on a local Wi-Fi network.

In summary, the use of mobile devices allows mobile users to access a wide range of applications and services all the time. The software components ensure smooth operation and provide a user-friendly interface for seamless navigation and interaction. Additionally, the secure connection to a sandbox server ensures the protection of sensitive data during data transfer, enhancing user privacy and security.

B. Sandbox Servers

Sandbox servers refer to isolated and independent local servers that are locally set up in sandboxed environments, such as campuses, libraries, or restaurants. A sandbox server equipped with BLE adapters operates on the backend as a server-side part. It can be physical or virtual machines (VMs) running on a powerful computer connected to a local area network within a specific environment. This means that the proposed architecture can also support multilayers of VMs to simultaneously run different modules on a single sandbox server. A sandbox server is responsible for receiving and handling requests from mobile users. It processes these requests and returns the corresponding responses to the mobile devices, while the mobile users wait for the responses and receive the responses delivered by the mobile devices. Additionally, a sandbox server acts as a bridge between the connected mobile devices and the Wi-Fi router, ensuring secure communication and authentication before granting access to the network. The sandbox server ensures that only authorized mobile devices can access the resources, information, or services on the local Wi-Fi network by requiring a valid Wi-Fi password. The data flow diagram in Figure 3 illustrates the various modules involved in the communication process, including the mobile devices, sandbox server, and Wi-Fi router, highlighting the flow of requests and responses between them. This diagram helps visualize how the sandbox server plays a crucial role in ensuring secure and authorized access to the local Wi-Fi network for mobile users.

Fig. 3. A dataflow diagram of a sandbox server

A sandbox server is responsible for offering suitable local services, useful information, and personalized recommendations to an individual mobile user, depending on where the mobile users appear. The useful information refers to general information
about the surrounding area, such as announcements, advertisements, weather conditions, local attractions, nearby restaurants, and upcoming events. The local services refer to the standard services that are available at the sandbox server, such as printing, scanning, games or puzzles, and sharing documents. Additionally, personalized recommendations can include suggestions for nearby activities, attractions, places to visit, or even local deals and discounts based on their profile and current situation. This allows mobile users to have a seamless and customized experience while accessing information and services within the environment of a station.

A mobile device held by a user can request any services and information from a particular environment over a local Wi-Fi network offered by a sandbox server and service providers. This can help reduce the spread of misinformation and disinformation, as mobile users can access credible and relevant information specific to their locations and contexts. The sandbox server also creates a dynamic ecosystem where service providers can continuously enhance and expand the range of information and services available on mobile devices. In addition, this sandbox server offers a direct connection to other sandbox servers via a tunneling network, so that data transmitted across this network is encrypted and encapsulated within a secure communication channel. Overall, a sandbox server contains three fundamental layers:

a) **Application Layer**: This layer runs on a sandbox server that manages the logic and functionality of the proposed architecture. It processes user requests, performs necessary calculations or operations, and communicates with the data layer to retrieve or store information. Additionally, it handles user authentication and security measures to protect sensitive information. This layer facilitates the integration of local services, personalized recommendations, and APIs, allowing for additional functionality and features to be incorporated into the proposed architecture. This application layer also communicates with the presentation layer to receive user input and deliver appropriate responses.

b) **Data Layer**: This layer stores and manages all relevant data exchanged between a sandbox server and mobile devices in databases. This includes user profiles, preferences, and any other data necessary for the functionalities of the proposed architecture. The data layer ensures that all user data is securely stored and can be accessed when needed. It also handles data synchronization between the sandbox server and mobile devices, ensuring that the most up-to-date information is available to mobile users at all times. Moreover, these databases can store data both temporarily and permanently. Sensitive data, in particular, is automatically deleted after 24 hours, according to a timestamp. This ensures that any potentially sensitive information is not stored longer than necessary, further enhancing user privacy and data protection. This feature provides extra security for the databases, ensuring that unauthorized users cannot access sensitive data for an extended period of time.

c) **Communication Layer**: This layer handles incoming requests from mobile users and manages the transmission of data between a sandbox server and mobile devices, ensuring that data is returned to mobile users in a timely manner. It provides secure and efficient communication via a local Wi-Fi network by implementing protocols that ensure all communications are encrypted, protected from unauthorized access, and properly protected during transmission. These protocols include Hypertext Transfer Protocol (HTTP), Hypertext Transfer Protocol Secure (HTTPS), and WebSocket, which are utilized to send requests from the mobile user to the sandbox server and responses from the sandbox server to the mobile user. The WebSocket protocol especially provides a powerful, persistent connection for establishing bidirectional, real-time, and event-based communication channels between a mobile user, typically a web browser, and a sandbox server using WebSockets over a single Transmission Control Protocol (TCP) connection. It allows for frequent data updates and instant interaction. With this connection, the sandbox server can push data to the mobile user in real time while simultaneously receiving data from the mobile user. It eliminates the need for continuous polling or long-polling techniques commonly used in traditional HTTP-based communication. As a result, it significantly achieves scalability by reducing the overhead of HTTP requests and responses, facilitating low-latency data transfer, and improving the efficiency and speed of data transmission. This capability is particularly beneficial for applications that require real-time updates, such as chat applications, notification platforms, and multiplayer games. Additionally, it facilitates real-time synchronization of data between the mobile device and the sandbox server, ensuring that both systems stay updated with the latest information.

The use of sandbox servers can increase accessibility for mobile users by providing them faster access to information, more control over the data stored on them, and less reliance on costly and unreliable Internet connections. Similarly, sandbox servers can keep local networks safe, which are still invisible from the Internet. Sandbox servers can also improve security because they are less likely to be attacked or have their data stolen than commercial or global servers.

C. Key Features and Functionalities

The proposed architecture utilizes diverse technologies, including mobile computing, AI, ML, and location-aware technology. The aim is to offer helpful information, tailored recommendations, enhanced services, improved decision-making capabilities, and more effective operations, which are essential in various sectors, including education, retail, healthcare, and urban planning. The key features and functionalities of the proposed architecture are explored, highlighting deeper insights into their significance, capabilities, and applications.

1) **Wi-Fi Authentication Mechanisms**: This is a security process to verify the identity of a mobile user attempting to access a local Wi-Fi network. This authentication process supports monitoring and controlling network access, ensuring only authorized mobile users can connect to the network. Additionally, this process also helps in enhancing overall network security and protecting sensitive resources and information from potential cyber threats.

2) **Data Ownership**: Mobile users have greater control over their data. They can determine who has access to their information and how it is used, providing a sense of privacy and security. This ownership also empowers users to make informed decisions about sharing their data with others, third parties, or organizations.

3) **User Profile Integration**: The proposed architecture integrates detailed user profiles, which include preferences, interests, hobbies, skills, and biographies, to offer highly personalized recommendations. This user-centric approach ensures that the information and services provided are relevant and engaging to each individual mobile user. By incorporating user profiles into...
the proposed architecture, individuals can receive tailored content and suggestions that align with their unique preferences and profiles.

4) Search and Filter: Mobile users can efficiently search for specific files or information stored in databases by entering search queries or asking questions in natural language that match their needs. The search results are provided in natural language responses that are contextually appropriate, relevant, and accurate for mobile users. This search approach involves a deeper analysis of intent, context, and conceptual meanings rather than just matching keywords. This feature enables mobile users to easily find content without prior knowledge of relevant keywords.

5) Personalized Recommendation: The proposed architecture recognizes the physical location of the mobile user within the predefined environment and delivers location-specific services, items, and information tailored to that location. Mobile users can also receive real-time content, advertisements, local news, and relevant updates based on their location, preferences, and profiles. By understanding the context of the surroundings of users, the architecture can offer more targeted and valuable suggestions for a seamless mobile experience. Additionally, this personalized recommendation feature can suggest nearby POIs that may interest the mobile user.

6) Social Interactions: Mobile users can discover events, friends, or interests nearby based on their location and preferences, creating opportunities for new connections and experiences. Additionally, mobile users can share their own experiences and recommendations with others, supporting social connections and community building.

7) Push and Pull Interaction Mechanisms: Mobile users can interact with the proposed architecture through both push and pull mechanisms. The proposed architecture can proactively push information to mobile users based on their current location and profile, such as sending alerts for nearby events they might like or suggesting new friends based on shared interests. On the other hand, mobile users can pull information from the proposed architecture based on their immediate needs or interests, such as searching for specific events happening in their area, looking for friends with similar hobbies, or querying for nearby dining alternatives. This bidirectional interaction allows for a dynamic and personalized user experience.

8) Customer Engagement: By providing mobile users with personalized information and recommendations, the proposed architecture encourages active engagement with the environment. It opens possibilities for mobile users to discover new opportunities, experiences, or interests that align with their preferences, enhancing their overall experience in the predefined environment.

9) Scalability and Adaptability: The proposed architecture is designed to be scalable to different environments and adaptable to varying user preferences, profiles, and needs. This allows the proposed architecture to naturally adapt to changes in user behaviors or new features without compromising performance or accuracy. Additionally, the proposed architecture can be easily integrated with existing technologies and platforms for seamless implementation across different settings.

To summarize, the proposed architecture provides advanced features and functionalities that make it highly flexible and adaptable to various applications. With its ability to communicate securely, maintain deep contextual awareness, conduct semantic meaning analysis, perform predictive analytics, and integrate seamlessly, the proposed architecture offers personalized, dynamic services that can improve efficiency, safety, and the overall user experience in the digital era.

IV. SYSTEM DESIGN

The system design of a sandbox server comprises various software modules that make up the server-side part and provide functionality for mobile users. These software modules are responsible for managing user requests, processing data, and ensuring the overall functionality of the sandbox server. Additionally, it involves setting up encryption protocols to further enhance security measures and protect sensitive information stored on the sandbox server. This section delves into the detailed description of each software module and its role within the sandbox server ecosystem.

A. Wi-Fi Authentication

When setting up a local Wi-Fi network, a robust Wi-Fi authentication mechanism is a fundamental aspect of network security that acts as the first layer of defense for the local Wi-Fi network. It involves verifying the identity of a user before allowing it to connect to the local Wi-Fi network. This mechanism is essential to protecting network access and user-sensitive data. It also provides security for data communications between mobile devices on the local Wi-Fi network so that authorized individuals can only use the network. This Wi-Fi authentication module is accomplished through Wi-Fi authentication mechanisms based on the presence or proximity of mobile users. Proximity-based Wi-Fi authentication uses location-based BLE technology, enabling mobile users to authenticate using their mobile devices via Bluetooth connection. This module adds an extra layer of security by ensuring that only mobile users within a certain range can access the local Wi-Fi network. This means that it uses the distance between a mobile device and a sandbox server as a key measurement to verify the identity and determine that the mobile user is in close proximity to the sandbox server on a trusted mobile device. This is a security process that acts as an interface in the middle between a Wi-Fi router and mobile devices. A mobile user needs to make a registration or check in by providing a phone number via Bluetooth connection to receive a Wi-Fi password according to the registered mobile phone via a Short Message Service (SMS). It ensures that the owner of the phone has given permission for mobile users to access the local Wi-Fi network. By implementing this authentication approach, the local Wi-Fi network can prevent unauthorized access and maintain a secure environment for its mobile users. A diagram for the Wi-Fi authentication module is illustrated in Figure 4.

From Figure 4, the main idea is to verify the identities of mobile users when their mobile device is in close proximity to a Bluetooth adapter and then send Wi-Fi passwords directly to the registered mobile number of the mobile users via SMS. SMS refers to a short message containing a Wi-Fi password that is sent to the mobile phone of the mobile user who initiated the request. The mobile users then gain access to local resources, information, and services. This method not only simplifies the authentication process for mobile users but also reduces the risk of unauthorized access to the local Wi-Fi network. By utilizing Bluetooth technology and SMS verification, the system ensures a secure and seamless connection for authorized mobile users.

The authentication process starts with a mobile user holding a Bluetooth-enabled mobile device that attempts to connect to
information and services on a local Wi-Fi network. Before accessing the local Wi-Fi network, the mobile user needs to use the Bluetooth-enabled mobile device to scan for advertising signals broadcast from available Bluetooth adapters. Bluetooth adapters act as devices to advertise and wait for connections, which accept an incoming connection request after advertising. If the mobile device detects a Bluetooth adapter and determines the mobile user is in proximity, the Bluetooth adapter accepts the pairing and bonding processes. Once the pairing and bonding processes are completed, the mobile device can establish a secure connection and exchange information with a sandbox server on a Radio Frequency Communication (RFCOMM) channel. The mobile user is required to provide a mobile number. After the sandbox server determines the mobile user is still within the allowed proximity, the sandbox server generates or retrieves a Wi-Fi password and utilizes an SMS gateway to send the Wi-Fi password to the registered mobile number of the mobile user. The mobile user receives the Wi-Fi password on their mobile device. To gain local Wi-Fi network access, the mobile user must enter the received Wi-Fi password on the screen of their mobile device to prove their identity. Once the Wi-Fi password is entered correctly, the mobile user will be granted access to the local Wi-Fi network. By doing this, it makes sure that the owner of the phone has verified that the mobile user is accessing the local Wi-Fi network. The Wi-Fi router establishes and acknowledges the connection if the entered Wi-Fi password is correct. Suppose at any point the mobile user is not authenticated or is not in the allowed proximity. In that case, the sandbox server sends an error message to their mobile device and displays an error or a retry message to the mobile users. This scheme indicates that it is highly convenient, safe, and smooth for mobile users, thereby enhancing their trust and confidence in using resources, information, and services on the local Wi-Fi network.

An SMS gateway refers to a server that can send or receive text messages in the form of SMS transmissions between local and global telecommunications networks, primarily between the Internet and mobile networks. An existing software application acts as a sender that can send SMS text messages through SMS APIs or web portals to an SMS gateway. SMS APIs refer to a software integration interface responsible for connecting between telecommunications carrier networks and the Internet to easily send and receive SMS text messages. The SMS gateway receives and translates the SMS message into the appropriate format from the format used on the Internet, such as email or HTTP protocol, to a format compatible with mobile networks, such as Code Division Multiple Access (CDMA), Global System for Mobiles (GSM), and Long-Term Evolution (LTE). This ensures that SMS messages can be sent and received between different types of networks and devices seamlessly. After that, the SMS gateway interacts with the correct mobile network operator to send the SMS message to the best carrier, ensuring the message is delivered to the recipient’s mobile device. Finally, the mobile network operator responds back with updates about the message delivery status to the original sender.

In summary, Wi-Fi authentication and encryption are used in pairs to prevent local Wi-Fi networks from unauthorized and malicious access attempts and secure wireless transmissions. This Wi-Fi authentication based on Bluetooth proximity acts as an interface between a Wi-Fi router and mobile devices. It enables the phone number owner to receive a Wi-Fi password, allowing them to log in to a local Wi-Fi network and verify their identity using a received password via an SMS message. This makes it difficult for attackers to obtain unauthorized access to data and resources or to steal user credentials. It differs from traditional password authentication, which may continue to be useful for attackers with stolen credentials. Additionally, it helps prevent blocking all traffic except for authentication traffic, which could enhance the security and privacy capabilities of the local Wi-Fi network and improve the user experience.

B. Information Searching

The information searching module offers search capabilities with Large Language Models (LLMs), such as GPT, LLama, Claude, Gemini, and PaLM, enabling mobile users to locate specific information or documents from various data sources present on a sandbox server to meet their needs. This module allows mobile users to enter queries or ask complex questions in human language and receive relevant and contextual responses in a way that is quite natural and conversational, which could enhance the search experience and user satisfaction. The key components and processes involved in the software module are illustrated in Figure 5.

The primary goal is to provide mobile users with more accurate and contextually relevant responses, focusing on fetching the most current relevant information and understanding the intent, semantic, and contextual meaning of search queries from mobile users. This is different from traditional search engines that return a list of documents based on exact matches of words or phrases. To achieve this, the module combines three fundamental aspects of advanced natural language processing algorithms and machine learning techniques to enhance the relevance, quality, and reliability of the final generated responses: (1) retrieval-based component; (2) generation-based component; and (3) index-based component. The following subsection explains each component in detail.

From Figure 5, when a mobile user makes a query or question, the retrieval-based component first retrieves a set of relevant contexts corresponding to the given search query from the vector database. Once the relevant contexts are retrieved, they are concatenated along with the original user query and transformed into a prompt. Finally, the prompt is sent to the LLM for text
response generation. The LLM utilizes its knowledge, contextual understanding, and language generation capabilities to summarize and extract important information within the given relevant contexts to generate responses that are contextually appropriate, relevant, accurate, and coherent for the mobile user.

1) Retrieval-based Component: The retrieval-based component adapts the core idea of Retrieval Augmented Generation (RAG) to retrieve coherent and contextually relevant pieces of text with facts from data sources and knowledge bases based on a given search query or input. The main goal of this component is to improve the performance and flexibility of the generation-based component by adding new information and domain-specific data on top of the initial training data of models that were previously trained on a large dataset. This is useful for the generation-based component because it can reduce the risks of the generation of false or misleading information, called hallucination, enabling it to produce more appropriate, accurate, and reliable outputs. The component starts receiving a search query or question given by a mobile user and then utilizes the query embedding process to convert the given query into a numerical representation as a query vector. It achieves this by using an embedding language model, such as BERT, GPT, or RoBERTa, that captures the semantic meaning behind the given query. The query vector is typically generated using the same embedding language technique used to create the indexed vectors. The matching process is then employed to find the nearest neighbors of a query vector from the indexed vectors stored in a vector database using an Approximate Nearest Neighbors (ANN) algorithm. The idea behind ANN algorithms is to efficiently search for similar vectors in a high-dimensional space without computing distances between a query vector and all indexed vectors in the vector database, so that it only computes distances between the query vector and the small number of candidate vectors around it. Finally, the similarity scores between the query vector and the indexed vectors are measured using a distance metric, such as cosine similarity or Euclidean distance. The top-k most similar vectors are returned as the relevant contexts ranked based on their similarity scores.

2) Generation-based Component: The generation-based component uses an LLM that has been trained on a huge number of general domain corpora. Its goal is to generate text responses that are more contextually appropriate and accurate based on the relevant contexts provided by the retrieval-based component. However, traditional LLMs generate text based on patterns learned from a large public corpora, but they may not always have access to domain-specific data or current information. To address the limitations of general-purpose LLMs, this component combines the relevant contexts as additional contexts retrieved from the retrieval-based component with the original query given by a mobile user as a prompt. The prompt is augmented using the prompting process through prompt templates and instructions to ensure that the generated text is tailored to the specific domain or topic of interest. The new augmented prompt is then fed to the LLM to generate contextually relevant responses as the final output for the mobile user. This final output can take various forms, depending on purposes, such as a natural language response, a summary, a translation, or any other text-based output.

3) Index-based Component: The index-based component is a crucial initial step in data preparation that occurs in the offline stage and involves several processes. It begins with fetching textual data sources stored on a sandbox server. These textual data sources include databases, knowledge bases, and a collection of documents, such as books, scientific articles, reports, and webpages, containing various file formats, such as Portable Document Format (PDF), Hypertext Markup Language (HTML), Text File Document (TXT), Microsoft Word Document (DOCX), and Power Point Presentation (PPTX). These textual data or documents are then converted, parsed, and preprocessed into standardized plain texts. To fit within the context limitations of language models, the text chunking process is used to split the plain texts into small pieces of text known as text chunks. A text chunk usually contains 256 or 512 tokens, making the text chunk more manageable for further processing. This chunking process is essential for efficiently accessing and analyzing specific sections of text. These text chunks are subsequently transformed into embedding vectors, which are numerical representations that capture their semantic meaning in a high-dimensional space using an embedding language model, a process known as text embedding. This facilitates similarity comparisons with the embedded queries during the retrieval-based component. Finally, an indexed vector dataset is created to keep these text chunks and their generated embedding vector as key-value pairs and stored in a vector database, which allows for efficient and scalable search capabilities.

In summary, this information searching module has a remarkable capacity for understanding natural language to accurately interpret user queries and provide relevant response results that are more contextual and informative. By augmenting LLMs with external knowledge sources, this module can improve the quality of responses generated by LLMs, making these language models more reliable. Moreover, this module not only enhances the quality and relevance of LLM outputs but also ensures that LLMs can adapt and stay up-to-date with the latest information, facts, and trends that may change over time. This reduces the chance of providing outdated or inaccurate information and enables explainability and transparency. This represents a significant improvement in making LLMs more practical and useful for downstream applications, such as chatbots, search engines, or recommender systems, where recent and domain-specific knowledge is crucial.
C. User Matchmaking

The user matchmaking module aims to help mobile users discover potential users who have similar interests, preferences, and traits within a virtual community based on PPR and semantic analysis. This module considers only textual user profiles instead of mutual friends or social graph criteria. A set of user profiles is transformed into a graph model for efficiently discovering hidden connections between users. The semantic relationship between two user profiles is then estimated using word and sentence embeddings. Moreover, the personalization feature of the graph allows the module to specify the number of neighboring nodes surrounding a source node. By incorporating both embedding models and personalized graph analytics, it can capture complex semantic information, individual priorities, and high-order user relationships, making the matchmaking process more accurate. The processing pipeline of this module is illustrated in Figure 6.

![Fig. 6. The pipeline of the user matchmaking module](image)

The pipeline starts by preprocessing each user profile. This involves cleaning the textual data, removing stop words, and stemming words. Each text attribute of a user profile is then converted into a dense vector representation using embedding models. The cosine similarity score is calculated for each attribute pair of user profiles. These scores are then averaged to get an aggregated similarity score. The score is inserted into a similarity matrix to construct a weighted graph, where nodes represent users and edges represent their relationships. The weight of an edge can be an aggregated similarity score, which indicates the strength of the relationship between two users. The PPR method is then used to identify influential users based on a target user within the weighted graph and to generate a list of matching users who have similar profiles. This consists of three main components: (1) text representation; (2) graph representation; and (3) user matchmaking. The following subsection explains each component in detail.

1) Representation Component: The text representation component preprocesses user profiles and converts them into high-dimensional vector representations. These vector representations enable efficient comparison and matching of user profiles based on their textual information, which captures the semantic meaning of individual words and texts. This component begins with text preprocessing, aiming to clean and standardize unstructured textual profiles into a suitable format through tokenization, lowercase conversion, removing stopwords, punctuation, and special characters, stemming, and lemmatization. Additionally, the component employs text embedding to convert each text attribute of a user profile into a dense vector representation using two embedding models. The first embedding model is term-based embedding. This considers the text attributes of a user profile, including interests, hobbies, occupations, and skills. Each text attribute is mapped into the word vectors of all words in the attribute using Word2Vec, an existing pre-trained word embedding model with 300-dimensional word vectors. These word vectors are then averaged to generate a single vector, representing the attribute. The second model is context-based embedding. This focuses on the biography attribute in a user profile. The biography attribute is directly converted into a single vector representation using a pre-trained Bidirectional Encoder Representations from Transformers (BERT), a transformer-based model. Instead of aggregating word vectors, this model considers the entire text as input and generates comprehensive embeddings that capture the overall semantic content. Finally, the next component uses the embedded vector representations to compute the semantic similarity scores between user profiles.

2) Graph Representation Component: The graph representation component utilizes a pairwise similarity matrix to construct a weighted graph representing semantic relationships between users. The pairwise similarity matrix is built by calculating the cosine similarity between every pair of user profiles based on their vector representations and inserting them into the matrix. The cosine similarity calculation calculates the semantic similarity score between two single vectors for every attribute pair. This calculation is performed for each attribute pair in the user profiles, resulting in a similarity score for each pair. To combine different attributes of a user profile, an aggregated similarity score is calculated for two user profiles by taking a simple average of all the cosine similarity scores across their multiple attributes. The aggregated similarity score of two users is inserted into the pairwise similarity matrix. Finally, the weighted graph is constructed from the pairwise similarity matrix. Each node in the graph represents a user. If the aggregated similarity score between two nodes exceeds a certain threshold set at 0.70, they are connected with an edge. The weight of the edge is determined by the aggregated similarity score, which indicates the strength of the relationship between them. A high score refers to a strong relationship, and a weak relationship has a low score.

3) User Matchmaking Component: The user matchmaking module utilizes the PPR algorithm to identify the most influential users based on their similarity to a target user within a weighted graph. The PPR algorithm takes into account the relevance of each connection and similarity score, ensuring that users with more meaningful connections are ranked higher. The PPR algorithm modifies the original PageRank algorithm slightly to produce personalized matchmaking for users. Instead of moving to any random node, the algorithm biases the random walk towards a specific starting node or a set of nodes based on a personalization vector. This provides a set of nodes that are reachable from the starting node. The PPR algorithm starts by setting the entry corresponding to the target user to 1 in the starting vector. It then updates the vector iteratively until convergence. The algorithm assigns higher scores to users who are reachable from the target user. After convergence, the module sorts the user indices based on their PageRank scores for the target user in descending order. The top-k users are the users who are most similar to the target user, where k is a threshold or specific number.

In summary, by incorporating the semantic similarity of users into textual data, it is possible to obtain an in-depth understanding of user preferences, interests, and traits. This module can enhance the accuracy and effectiveness of personalized user matchmaking by considering not only social structures and behaviors but also the content shared by users. Additionally, integrating personalized graph-based approaches into the matchmaking process can
further improve the quality of personalized user matchmaking by leveraging the semantic relationships between users within the graph.

D. Personalized Recommendation

The personalized recommendation module aims to personalize the textual profiles of mobile users by providing highly relevant and useful recommendations about items, information, or people. This module leverages the underlying idea of advanced Information Retrieval (IR) techniques by incorporating both semantic-based and keyword-based search capabilities as a hybrid search to enhance the accuracy, personalization, and relevance of recommendation results. It is a powerful way of analyzing item descriptions and textual profiles that require the capabilities of complex semantic matching, contextual relevance assessments, and simple keyword matching, such as product names or serial numbers. The semantic-based search component utilizes NLP and ML techniques to understand the contextual and semantic meanings of the text, while the keyword-based search component focuses on matching exact terms or phrases. The diagram of the personalized recommendation module illustrates how the hybrid search approach combines the strengths of semantic-based and keyword-based searches in Figure 7.

Based on the user profile of a particular mobile user, this module is used to retrieve relevant semantic and contextual information about items or people from various data sources to make personalized recommendations. These data sources can include documents, books, websites, scientific articles, or any other repository of information relevant to a sandbox server. The text attributes of a user profile are preprocessed using components of semantic-based and keyword-based search to transform the text attributes into standard forms for further analysis. The semantic-based search component identifies the most contextually relevant information and items that closely match a given textual attribute from a vector database containing embedding vectors. The keyword-based search component discovers relevant information and items based on specific keywords or phrases in a BM25 index. The sparse vector is suitable for discovering information based on specific keywords, while the dense vector is suitable for retrieving information based on contextual and semantic similarity. These two components work together to provide a comprehensive analysis of the text attributes to enhance the functionality and accuracy of the recommendation process. Each component returns a list of search results based on their similarity scores. Subsequently, the original search results are re-ranked using the Reciprocal Rank Fusion (RRF) algorithm to refine the recommendation results, ensuring that the final recommendation results are tailored to the specific preferences and profiles of individual mobile users.

The personalized recommendation module comprises three main components: (1) semantic-based search component; (2) keyword-based search component; and (3) re-ranking component. Each of these components plays a crucial role in ensuring that mobile users receive personalized recommendations that are relevant and engaging.

1) Semantic-based Search Component: The semantic search component focuses on understanding the semantic, contextual, and intent meanings of a biography attribute as a textual description of an individual mobile user and providing contextually relevant results. First, a biography attribute is preprocessed and split into several chunks. These chunks are then encoded into vector embeddings as dense vector representations using an embedding language model. Second, these vector embeddings are used to calculate the semantic score similarity between the biography attribute and other information or items stored in a vector database based on cosine similarity. Third, the semantic search component returns a list of search results that match the biography attribute. Finally, the list of search results with similarity scores is passed to the re-ranking component for further refinement.

2) Keyword-based Search Component: The keyword search component analysis leverages the textual attributes of a user profile, which refers to the collection of information about an individual mobile user, including interests, hobbies, and skills, to make personalized recommendations. Each attribute is cleaned and preprocessed, a process called text normalization. Text normalization involves transforming text into a standard form, including operations like tokenization, stopword removal, and stemming. The query expansion process is then performed to reformulate each attribute query to include synonyms, different lexical forms of words, and other related terms, allowing for improved search relevance and quality by finding relevant information and items that use different terms to express the same concept. These items do not necessarily contain the exact terms used in the search query but are still relevant. Next, each attribute is transformed into an embedding vector as a sparse vector representation to calculate the similarity score between the attribute vector and a BM25 index created using the BM25 ranking algorithm. The retrieval process then identifies the most relevant information and items and returns a list of search results that match the attribute. Finally, the list of search results with similarity scores is passed to the re-ranking component for further refinement.

3) Re-ranking Component: The semantic-based and keyword-based search components return a separate set of search results with different similarity scores, usually a list of search results sorted by their relevance scores. Instead of randomly ordering the separate sets of search results, they are combined and re-ranked using the RRF algorithm for the final recommendation results. The RRF algorithm combines results from different retrieval systems based on document positions or ranks. This re-ranking component ensures that the final recommendation results are tailored to the profile and preferences of individual mobile users, providing a more personalized and accurate experience.

In summary, the combination of semantic-based and keyword-
based searches has an exceptional ability to comprehend the lexical, semantic, and contextual meanings of user profiles in natural language. This can significantly enhance the quality of generating recommendation results in terms of accuracy, relevance, and personalization, ultimately leading to improved user satisfaction and engagement. Importantly, this approach can also address the cold start problem for new users without solely relying on historical interactions.

E. Local Services

With the local service module, mobile users have the convenience of accessing and managing various services seamlessly within a sandbox server environment. This module provides adaptation information and services related to the environment to mobile users, depending on their current location. Figure 8 shows the data flow and actions within the local service module, illustrating how mobile users can easily navigate and access relevant services based on their location.

Fig. 8. A sequence diagram of the local service module

Local services are a set of basic requirements available in an environment to meet the expectations of mobile users. Ideally, the local services include printing services, scanning services, document sharing, discussion forums, chat, local web pages, announcements, games or puzzles, advertisements, campaigns, and promotions. These local services are designed to enhance the user experience and provide convenience for individuals. By offering various options, mobile users can efficiently utilize their current location to access necessary services, resources, and information.

From Figure 8, the diagram starts when a mobile user enters the range of a sandbox server and a local Wi-Fi network connection is established. The sandbox server detects that a new device has connected to the local Wi-Fi network. It then triggers a process to send a welcome message or a local service menu to the mobile device. This could be implemented as a push notification, an automatic redirect to a web page, or an app notification. The mobile device displays the message and the list of local services to the mobile user. The mobile user reviews and selects from the list of available local services provided by the sandbox server through their mobile device. The list of local services includes printing services, scanning services, discussion forums, announcements, and advertisements. The mobile user sends a service request message to the mobile device, indicating their desired local services. The mobile device acts as an intermediate device that forwards the service request to the sandbox server, which is responsible for handling the request. The sandbox server processes the service request and sends a confirmation message back to the mobile device. The mobile user then receives a notification on their mobile device, confirming that their request has been successfully submitted for processing. Meanwhile, the service provision executes the requested services on the sandbox server. For printing and scanning, it could mean sending a job to a local printer or scanner. For informational services like forums, announcements, and advertisements, it could involve maintaining an active session where the mobile user can interact with the content. Once the requested services are processed, the sandbox server sends a response back to the mobile device and displays information on how to access the requested services to the mobile users. This seamless communication between the mobile user and the sandbox server allows for efficient access to the various services offered. After the mobile user has finished using the local services, there might be a process for terminating the session, which can be initiated by the mobile user, the sandbox server, or by disconnecting from the local Wi-Fi network.

In conclusion, these software modules work together to develop a secure and efficient environment for mobile users to interact within a sandbox server. The user authentication module ensures that only authorized mobile users can access resources on the sandbox server, preventing unauthorized access and potential security breaches. The information searching module allows for efficient storage and retrieval of data within the sandbox server, ensuring rapid access to information and the satisfaction of search results. Additionally, the user matchmaking module facilitates connections between users based on their preferences or other criteria. The personalized recommendation module provides mobile users with tailored suggestions and recommendations based on their current location, user profiles, and preferences. Finally, the local service modules enable mobile users to control and play local services in the environment of the sandbox server, including any technology or equipment available.

V. Experiments

In this section, a series of experiments is conducted to evaluate the robustness, scalability, and effectiveness of the proposed architecture. The objective is to ensure that the proposed architecture can perform well and meet the needs of mobile users in different environments. The experiments involve testing the ability of the proposed architecture to accurately detect user locations, support a high number of concurrent users, handle high data traffic, maintain web pages under different levels of concurrent users, and handle the response time of APIs for varying request rates. The results of these experiments provide valuable insights into the capabilities of the proposed architecture and its potential to perform further improvements to enhance its overall performance and user satisfaction. The experiments are structured into experimental strategies and experimental settings. Generally, the conducted experiments aim to answer the following Research Questions (RQs):

- **RQ1**: How is the estimated range and reachability of Bluetooth signals between a mobile user and a sandbox server?
- **RQ2**: How does the proposed architecture accurately identify the location of a mobile user?
- **RQ3**: Can the web pages hosted on the proposed architecture handle a large number of concurrent users?
- **RQ4**: What maximum user load can web pages handle before the response time exceeds an acceptable threshold?
- **RQ5**: Can the APIs hosted on the proposed architecture support a certain number of requests per second?
• RQ6: What is the maximum request rate that APIs can handle before the response time exceeds an acceptable threshold?

The detailed experimental procedures are shown in the following subsections:

A. Experimental Strategies

The experimental strategies aim to make realistic simulations from different points of view so that the proposed architecture can be tested for its performance. These tests are divided into four categories: (1) Bluetooth signal testing; (2) location determination testing; (3) web page load testing; and (4) API load testing. The following strategies are explained below:

1) Bluetooth Signal Testing: This strategy measures the strength and quality of Bluetooth signals between a mobile device and a Bluetooth adapter. The Bluetooth signal testing aims to estimate the range of Bluetooth signals and how they are reachable, ensure that the Bluetooth signals are stable and reliable, and support the required data transfer rate for given use cases. In the context of Bluetooth, the Received Signal Strength Indicator (RSSI) is a key metric used to estimate the distance between two Bluetooth-enabled devices. RSSI values captured from the signals of two Bluetooth-enabled devices are used to indicate the strength of a Bluetooth signal at a specific location. Generally, the common range of RSSI values is between -100 dBm and -20 dBm. An RSSI value of -30 dBm indicates a strong Bluetooth signal, while an RSSI value of -90 dBm indicates a weak signal. In addition, a reasonably acceptable value is -70 dBm to -80 dBm.

2) Location Determination Testing: This strategy involves conducting tests to assess the accuracy and reliability of Bluetooth signals in determining the precise location of a mobile device in terms of distance from the actual location in a specific area. This testing involves comparing the actual distance between a mobile device equipped with Bluetooth and a sandbox server against the error distance. The error distance is the difference between the actual distance and the distance determined by Bluetooth signals. It helps ensure that the Bluetooth technology can accurately determine the location in a specific environment.

3) Web Page Load Testing: This strategy involves testing the load and performance of individual web pages under various scenarios to ensure smooth flow and an optimal user experience. The experiment simulates multiple users accessing web pages simultaneously and measuring various factors, such as server response time, concurrent user capacity, and page load time. The goal is to ensure that web pages can handle high traffic and load without any failures, because web pages that are slow to load or fail under heavy traffic can lead to a poor user experience and the loss of users or customers.

4) API Load Testing: This strategy involves sending a high volume of requests to the API endpoint concurrently to evaluate the scalability and reliability of APIs used in a web application. In contrast, instead of simulating user interactions with a website, API load testing works by sending requests directly to an API and measuring how it performs. API load testing is important for applications that rely heavily on APIs, such as microservice architectures, mobile applications, and modern web applications. The main objective is to examine its ability to handle concurrent users, analyzing response times and latency under different network conditions that could impact the functionalities and user experience.

Overall, the mentioned strategies are used to assess the performance of the proposed architecture from different perspectives. This can assist in identifying any performance issues for the purpose of overall improvement.

B. Experimental Settings

To show that the proposed architecture is proofed and achieved, all experiments were conducted on a Personal Computer (PC) with an Intel (R) Core (TM) i5-4570 CPU at 3.20 GHz and 8 GB of RAM as a sandbox server placed in an independent and controlled environment. The Xiaomi Redmi Note 11 Pro, based on the Android 11 operating system, was used as a mobile device in all of the experimental testing. Apache JMeter version 5.6.1 was used to simulate various realistic scenarios and implement load testing solutions. Nginx version 1.23.3 was set up as a web server to serve dynamic web pages and web applications written in Python and Java. The backend data was stored in MySQL Server version 8.0.31, which was running on an Ubuntu 22.04 LTS Linux server.

The proposed architecture was evaluated based on the four strategies mentioned above. For the Bluetooth signal testing, a mobile device and a sandbox server equipped with a Bluetooth adapter were used within the indoor office room to record raw RSSI values at varying distances from 1 to 10 meters. The average was calculated within a certain time frame from the raw RSSI values obtained from multiple samplings. The recorded RSSI values were then used to analyze the strength of the Bluetooth signal at different distances. The results were compared to the expected signal strength to determine the reliability of the Bluetooth connection within the office environment. For the location determination testing, a testing scenario was set up where a Bluetooth adapter was placed in a fixed position. The RSSI values were used to estimate the distance between the Bluetooth adapter and a mobile device within the indoor office room to record raw RSSI values at varying distances from 1 to 10 meters. The recorded RSSI values were compared with a pre-built signal strength database to estimate the distance of the mobile device from the Bluetooth adapter. The estimated distances were compared with the actual distances to calculate the error distance for each measurement. For the web page load testing, a testing scenario was set up for evaluating the performance of web pages under the peak load of 500 virtual users. It simulated virtual users performing a complete action on two individual web pages that reflect different types of user interactions, including a landing page labeled as WebPage1 and a contact page labeled as WebPage2, within 60 seconds. The ramp-up period was set to 10 seconds, meaning that the test would start with a few virtual users and increase gradually over 10 seconds until it reached 500 virtual users. In API load testing, a testing scenario was created to identify the maximum load of APIs hosted on a sandbox server and potential bottleneck issues. It simulated 1,000 virtual users to execute different scenarios of APIs, including a topic recommendation API labeled as API1 and a registration API labeled as API2, within 100 seconds. The ramp-up period was set to 5 seconds. In addition, the expected response time was less than 200 milliseconds for 95% of requests.
VI. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the experiments were run on four main strategies to test and evaluate the performance of the proposed architecture. The experimental results demonstrate that the proposed architecture performs well under varying loads and scenarios, meeting the expected response time criteria for the majority of requests. Overall, the experiments validate the effectiveness of the proposed architecture in handling API calls efficiently.

A. The Result of Bluetooth Signal Testing

The experimental results of the proposed architecture in terms of web Bluetooth signal testing were reported to address RQ1. The RSSI measurement is considered to determine the strength of Bluetooth signals. It is a metric that represents the relative quality level of a Bluetooth signal received on a mobile device and a sandbox server equipped with a Bluetooth adapter. RSSI values also influence the range of a reliable Bluetooth connection. Figure 9 demonstrates the average of the RSSI values corresponding to the different distances ranging from 1 to 10 meters. From the graph, the average RSSI values are around -50 dBm to -90 dBm. The graph shows that the average RSSI values significantly increase when the value of the distance range is changed. Therefore, from this experimental result, the proposed architecture for Bluetooth signals can support Bluetooth connections within 10 meters stably.

B. The Result of Location Determination Testing

The experimental results of the proposed architecture in terms of location determination testing were reported to address RQ2. This testing involves comparing the actual distance between a mobile device and a sandbox server equipped with a Bluetooth adapter against the error distance. Figure 10 visualizes the results of the Bluetooth location determination test. It compares the estimated distances with the actual distances from 1 to 10 meters and displays the error distances for each point. The blue line represents the estimated distances from the RSSI values compared to the actual distances. This line attempts to closely follow the actual distances, indicating the effort of the sandbox server to accurately estimate the distance between the mobile device and the server. The red dashed line shows the error distances, calculated by subtracting the actual distance from the estimated distance for each point. The estimated distances generally follow the trend of the actual distances, suggesting that RSSI values can be a useful indicator for estimating distance, even with some error. The error distance varies across different points, highlighting the challenges of achieving consistent accuracy. Therefore, based on this experimental result, the proposed architecture can effectively determine the precise location of a mobile device with the accuracy and reliability of Bluetooth signals.

C. The Results of Web Page Load Testing

The experimental results of the proposed architecture in terms of web page load testing were reported to address RQ3 and RQ4. The response time measurement was an important metric to assess the performance of both web pages. Figure 11 displays the graph representing the result of web page load testing over time. The response time values corresponded to different times ranging from 0 to 60 seconds. The blue line represented WebPage1, which started with a lower response time of 50 milliseconds at the beginning, but its response time dramatically increased, reaching a peak of around 490 milliseconds at 55 seconds. After this point, the response time slightly decreased...
D. The Results of API Load Testing

The experimental results of the proposed architecture in terms of API load testing were reported to address RQ5 and RQ6. The response time measurement was a crucial metric for comparing the performance of the two APIs.

The graph in Figure 12 illustrates the result of API load testing, which was tested over a period of 100 seconds. The response time was in milliseconds, ranging from 0 to 200 milliseconds. Each point on a line represented the response times of APIs at a particular second in the test. The blue line represented the performance of API1, whose response time started at 20 milliseconds and gradually increased. There was a significant shift in the response time from 60 seconds to 90 seconds, with a peak at around 200 milliseconds before slightly dropping to 190 milliseconds at the end of the test. The red line represented the performance of API2, which started with a low response time of 15 milliseconds. The peak response time was around 170 milliseconds at 100 seconds.

According to these results, API2 outperformed API1 under load because API1 was a recommendation engine, which ran more complicated algorithms and processes than the algorithm of API2. From the graph, it could be observed that the response time gradually increased as the number of concurrent users grew. Moreover, both APIs achieved a good response time because it was under 200 milliseconds.

In summary, the proposed architecture achieved remarkable performance for Bluetooth signals, web pages, and APIs. The experimental results show how effectively it works in different situations, indicating that it is good at optimizing performance. It could be deployed in a production environment because it can satisfactorily maintain several factors at acceptable levels, including reliability, scalability, robustness, and efficiency. It can also support many users with large amounts of data. Additionally, the response time of both web pages and APIs remained consistently below the desirable threshold of 200 milliseconds, ensuring a positive user experience. With these scalability strategies in place, the proposed architecture will thrive even under the highest loads that various clients can consume. Furthermore, both web pages and APIs could potentially benefit from performance optimizations, especially in high-load scenarios. This could involve optimizing the backend, such as improving database queries, increasing server resources, using connection pooling to leverage load-balancing techniques, or deploying on cloud platforms, and the frontend, such as minimizing JavaScript or optimizing images.

VII. Use Cases

In this section, examples of scenarios from two environments located in a specific area are considered to describe the storytelling and planning processes using the proposed architecture. Integrating mobile computing technology, location-aware technology, and AI techniques in the proposed architecture enhances the user experience by providing personalized services and easy access to resources. These scenarios will demonstrate how users can utilize an application on their smartphones, connected to a sandbox server, to access various services and information tailored to their needs within a controlled environment.

In a conference environment, imagine that hundreds of participants enter a conference room and also open a mobile application in the proximity of a sandbox server. They can make a registration with a sandbox server to be granted resource access through a local Wi-Fi network. The sandbox server identifies the exact location of the participants within the predefined environment and delivers local-based services and information tailored to that location. This means that they will receive necessary services, information, and recommendations generated from the sandbox server in real time, such as a list of participants with profiles, scheduled programs, presentations, documents, videos, and any other relevant material, which will be reflected immediately in the mobile application for participants who are granted access to the network. These services and information are sent proactively and reactively as instant notifications to the participants. Moreover, the mobile application can be customized to allow participants to collaborate with each other who are in the same location environment, meet new friends, make comments, and share information while displaying relevant information, providing a personalized experience for each participant. Therefore, the ability to access information and interact with others through the mobile application can increase user engagement and participation. Finally, when participants stay in the conference environment, they can explore all of the services and information they need. In addition, the full integration between the local sandbox server and the mobile application should be designed to create a comprehensive and engaging experience, making it easy for participants to seamlessly

Fig. 12. API load testing results
navigate through the conference digitally and identify what topics or items interest them the most. In addition, the local sandbox server can offer personalized recommendations based on preferences, previous conference attendance, and networking profiles of participants, ensuring that they receive relevant and tailored information and make the most of their time in the conference environment. Moreover, future features could include an integration that allows participants to easily access live polls, surveys, and interactive sessions directly from their mobile devices, enhancing engagement and participation during the conference.

Another use case might be in the context of a library. Assume that some students visit a library and have a library application installed on their smartphones. Once the check-in process has been completed, the library application confirms its registration with a local sandbox server. This triggers an automatic connection to a local Wi-Fi network, granting them access to services and resources available while they visit the library. The library application then provides information about available services, such as a dynamic map of the library, book reservations, study rooms, and personalized recommendations based on user preferences and location. For example, if a user moves to the computer science section, the sandbox server recognizes their location and recommends books and resources related to their interests. This includes access to online journals, e-books, and databases hosted on the sandbox server that they can access directly from their device, optimized for fast access over the local Wi-Fi network. Moreover, the user can reserve the availability of nearby study rooms directly from their library application, selecting a time slot and specific equipment they need, like a whiteboard or a multimedia projector. Another innovative feature of the library that students benefit from is the creation of personalized learning pathways. Based on their coursework, research interests, and past interactions with library resources, the sandbox server suggests a tailored set of resources, workshops, and seminars that could enhance their learning and research capabilities.

In summary, the integration of the proposed architecture in the conference and library environments can significantly enhance their conference and library experiences by providing personalized information, services, and recommendations. These case studies illustrate the potential of the proposed architecture for transforming conference and library services, paving the way for future research in these areas.

VIII. OPPORTUNITIES AND CHALLENGES

The integration of intelligent location-aware systems with the existing infrastructure and technologies of urban management systems and business platforms holds great potential for use in various domains within specific areas, such as smart homes, innovative universities, smart cities, smart industries, smart malls, and smart retail. In the context of urban environments, smart cities utilize real-time data and location-based intelligence to create digital landscapes of urban infrastructure, sometimes resulting in a digital twin of a particular city. The proposed architecture is designed as a generic concept that could enable full integration into smart cities, towns, or villages via a mobile application, enhancing citizens’ quality of life and making their lives more efficient and convenient. For example, citizens can receive real-time updates on public transportation schedules, traffic conditions, and parking availability, helping them plan their daily journeys more effectively. Additionally, the architecture can offer notifications about upcoming events, cultural activities, and local attractions, encouraging citizens to actively participate in their local community and explore new opportunities for social engagement. In the context of business landscapes, companies can explore deploying intelligent location-aware systems as part of their business intelligence solutions, gaining valuable insights into customer behavior and preferences. This data can be used to tailor personalized experiences and targeted advertising, drive customer satisfaction and loyalty, and ultimately increase revenue. Furthermore, such technology can optimize operations and improve efficiency for businesses and service providers, allowing them to deliver faster and more convenient services to customers.

The main challenges of smart cities include infrastructure and costs. Building and maintaining the necessary infrastructure for smart cities can be complex and expensive. However, the long-term benefits, such as improved sustainability, resource management, and quality of life, make it a valuable investment for both governments and private sector entities. Additionally, collaboration among different stakeholders, including government agencies, technology companies, and community organizations, is crucial to overcome these challenges and ensure the successful implementation of smart cities. In the business landscape, implementing and managing business intelligence solutions can also be complex, requiring significant resources. Companies may need to invest in specialized software, hardware, and skilled staff to effectively collect, analyze, and interpret data. Moreover, ensuring data privacy and security is crucial for protecting sensitive customer information from potential hacking. Nevertheless, overcoming these challenges can lead to a competitive advantage in the market by enabling companies to make data-driven decisions and stay on top of their competitors.

In conclusion, the adoption of intelligent location-aware systems has the potential to transform urban and business environments into more automated, smarter, and more efficient spaces. This transformation can significantly enhance the overall quality and sustainability of life for individuals and the productivity of businesses. However, several challenges in both urban and business landscapes need to be solved in order to fully realize the benefits of intelligent location-aware systems.

IX. CONCLUSION AND FUTURE DIRECTIONS

The article proposes a conceptual architecture for designing and implementing intelligent location-aware systems for mobile computing environments, focusing on predefined environments, such as shopping malls, universities, coffee shops, or restaurants. The main idea is to recognize and adapt to such an environment and interact with individual mobile users by automatically offering location-based, personalized, and proactive services, information, and recommendations that meet their needs and expectations based on their current location and context when mobile users appear in the vicinity of a sandbox server. The proposed architecture also addresses crucial aspects, including user privacy, data security, and scalability. This means mobile users can store their personal data locally on their own devices, controlling and deciding the location and movement of their data and authorizing service access. Additionally, mobile users can receive potential interests related to an environment through push or pull mechanisms generated by a sandbox server. This approach helps boost productivity and enhance user interaction experiences in specific environments, allowing them to gain deep insights into their conference and library experiences by providing personalized and tailored services and recommendations.
through their mobile devices. According to experimental results, the proposed architecture is smart, privacy-preserving, scalable, and reliable enough for practical deployment in various real-world environments, seamlessly integrating into the daily activities of mobile users.

To improve the performance of location-aware systems and make them smarter, it is important to include and analyze additional contextual data about a location and user, such as time, weather, historical locations, demographics, preferences, interactions, social connections, and behavioral data. This approach enables dynamic adaptations of location-based targeted information and recommendations to the different environments of the user. Furthermore, learning the feedback and behavior of users using reinforcement learning and other techniques is possible to optimize performance and outcomes.

In the future, smart personalized recommender systems should be improved by empowering advanced RAG and LLMs to provide accurate, contextual, and timely answers in human languages to questions for a particular user based on contextual data about the user, such as user profiles, user preferences, user locations, and user interactions. The capabilities of LLMs are that the model can understand the context and intent of a question and a user, which leads to a more accurate, relevant, and satisfying response. For example, a user may receive a promotion message if they have 929,100 miles available. For the flight with plate number TG912 departing from Frankfurt to Bangkok at 7 p.m. on December 30, 2024, an AI model understands that there is an option to upgrade to business class for 30,000 miles or to first class for 90,000 miles. Consequently, the AI model will respond by asking whether the user is interested in this promotion.

Based on this research, future work will involve simulating the proposed architecture in real-world scenarios to examine its performance. This can help identify issues that might need to be apparent in laboratory testing. Real mobile users will also assess the proposed architecture to gather feedback on usability, responsiveness, and the overall user experience. Future research could also explore the integration of emerging technologies, such as IoT, 5G networks, and edge computing, to enhance the capabilities of intelligent location-aware platforms. Another area for future research is the use of advanced machine learning and artificial intelligence techniques to refine the personalization aspects of the system further. This includes adapting to dynamic user preferences and contextual changes in real time.
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