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Abstract—Network troubleshooting often requires a detailed anal-
ysis that may involve network packet capturing and a manual
analysis using tools such as Wireshark. This is time-consuming
and requires deep knowledge of communication protocols. There-
fore, this domain is a suitable candidate for the deployment
of an expert system. In this paper, we consider a rule-based system
integrating the expert knowledge that performs an automatic root
cause analysis of network problems identifiable from network
communications. The system is open, thus it is possible to add
new rules as needed, e.g., for specific and recurring cases
of a target environment. The rules are evaluated in a tree-
based fashion, which enables us to collect additional information
during the problem search to better explain the possible causes.
We successfully deployed the tool as part of a commercial tool
for network monitoring.

Keywords–Network diagnostics; rule-based diagnostics; fault
tree analysis; event-based diagnostics; decision trees.

I. INTRODUCTION

Network infrastructure and applications are complex, prone
to cyber attacks, outages, performance problems, misconfigu-
rations, and problems caused by software or hardware incom-
patibility. All these problems may affect network performance
and user experience [2], which may have fatal consequences
for critical network infrastructure, e.g., e-health, e-government,
Industrial IoT, smart grid, etc. Network troubleshooting is
thus among the most common and important activities by
network administrators. Despite the help of the current network
monitoring tools, identification of a root cause of issues
can be a complicated and mostly manual activity. The tools
often reveal symptoms of the problem but the reasoning and
problem localization are left for human operators expecting
that they understand the problem and have sufficient knowl-
edge of the technologies involved. Even if it is the case,
the troubleshooting can be a lengthy and tiresome process
that requires inspection of different sources of information,
e.g., log files, the content of various tables, communication
traces, etc. Application communication protocols are designed
to implement the data exchange of remote parties. The protocol
specification defines the syntax and meaning of messages, the
way the conversation is controlled, and also the indication of
error states. Thus, by inspecting the network communication it
is possible to understand the situation and identify the indicated
errors and in many cases also their probable cause.

Unfortunately, many network administrators do not have
the proper tools and/or knowledge to diagnose and fix network

problems effectively, and they require an automated tool to
diagnose these errors [3]. Zeng et al. [4] provide a short survey
on network troubleshooting from the administrators’ viewpoint
identifying the most common network problems: reachability
problems, degraded throughput, high latency, and intermittent
connectivity. The consulted network administrators expressed
the need for a network monitoring tool that would be able
to identify such problems.

This paper proposes a system, which creates diagnostic
information only by performing passive network traffic packet-
level analysis. Previous research and development provided
tools for helping administrators to diagnose faults [5] and
performance problems [6]. However, these tools either require
installation of agents on hosts, active monitoring, or providing
rich information about the environment. The idea behind our
proposal is to automate the reasoning usually done by network
analysts when investigating the root cause of an error from the
captured network traces. It means that it is not necessary to
change the network environment nor deploy any new devices.
The troubleshooting process may remain unchanged except
that one of the most labor-intensive parts represented by the
packet-level traffic analysis is automated. Still, the user can
verify the results obtained from the automated analysis as
the process provides sufficient diagnostic information for the
identification of problem relevant artifacts.

One of the most common ways of analyzing network
traffic is by using a network packet analyzer (e.g., Wireshark).
The analyzer works with captured network traffic (PCAP
files) and displays structured information of layered protocols
contained in every packet (encapsulated protocols, protocol
fields). Administrators work with this information, check trans-
ferred content and compare the data with expected values.
This process, done manually, is time-consuming and requires
a good knowledge of network protocols and technologies.

The main contribution of this paper is a proposal of a tool
for automatic diagnoses of network related problems from
network communication only. Our approach tries to imitate
a diagnostic process of a real administrator using the fault tree
method and a popular packet parsing tool TShark. We have
also implemented a proof-of-concept implementation to con-
firm the viability of the approach. This paper is an extension
of our previous paper [1]. The most significant change is the
improvement of input data processing. A new more efficient
mechanism of converting input data into a specific indexable
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format has been implemented. This change required significant
modification of the method the system uses to access the data.
However, the new format simplifies processing of other data
types and reduces the execution time of the whole diagnostic
significantly. A simple example of a tool usage for another
data type (log files) is also presented.

The paper is organized as follows. Section II defines
the problem statement and research questions. Section III
discusses related work and describes diagnostic approaches.
Our solution consists of five stages and is introduced in Sec-
tion IV. Section V instructs network administrators how to use
our system and shows how we model diagnostic knowledge.
Section VI shows the output from the tool and evaluates the
performance. Finally, Section VII is the conclusion, which
summarizes the current state and proposes future work.

II. RESEARCH QUESTIONS

Our primary goal is to design a system that infers possible
causes accountable for network related problems, such as
service unreachability or application errors. Offering a list
of actions for fixing the errors’ cause is the secondary and
optional goal. All this information is gathered only from
captured network communication, which makes this approach
applicable to various scenarios.

In our work, we focus on enterprise networks that have
complex networking topologies, usually consisting of various
network and end-point devices. The availability of network
traces in the form of packet captures is essential to our method.
Thus, we expect that administrators can collect network com-
munication at appropriate locations in the network. Also, we
consider that the capturing process creates packet captures
without packet losses. As this may be difficult to guarantee
for high-speed networks without using specialized hardware,
for the diagnostic we usually do not require all communication.
Thus, the packet capture can be recorded by applying a suitable
filter to reduce the amount of data that needs to be processed.

To achieve our goal, we need to find answers
to the following research questions:

1) How to model different network faults in a suitable way
for implementation in a diagnostic system? Reachability,
application specific, and device malfunctioning problems
can cause various networking issues. We need to have
a unified approach for modeling these problems to iden-
tify the symptoms and link them with root causes.

2) What information should be extracted from the captured
network communication to identify symptoms of failures?
In our case, we can passively access the communica-
tion in the monitored network and extract the necessary
data to detect possible symptoms. An approach that can
efficiently detect the symptoms in terms of precision and
performance is needed.

3) How to identify the root cause of the problem, if we have
a set of related symptoms? The core part of the diagnostic
engine is to apply knowledge gathered from observed
symptoms to infer the possible root cause of the problem.
The result should provide the information in sufficient
detail. For instance, if the authentication during the estab-
lishing of the connection fails, then we would like to know
this specific information instead of a more general expla-
nation (e.g., unable to establish a connection).

4) What actions can be provided to the administrator to fix
the problems? Based on the observed symptoms and
the root cause, the system should be able to provide fixing
guidelines. These guidelines are supposed to be easy
to understand even for an inexperienced administrator.

III. RELATED WORK

A lot of research activities were dedicated to the diagnoses
of network faults. Various methods were proposed for different
network environments [5], in particular, home networks [7],
enterprise networks [8]–[11], data centers [6], backbone and
telecommunications networks [12], mobile networks [13], In-
ternet of Things [14], Internet routing [15] and host reach-
ability. Methods of network troubleshooting can be roughly
divided into the following classes:

Active methods use traffic generators to send probe packets
that can detect the availability of services or check
the status of applications [16]. Usually, generators create
diagnostic communication according to the test plan [8].
The responses are evaluated and provide diagnostic infor-
mation that may help to reveal device misconfiguration
or transient fail network states. Diagnostic probes intro-
duce extra traffic, which may pose a problem for large in-
stallations [11]. Also, active methods may rely on the de-
ployment of an agent within the environment to get
information about the individual nodes [9].

Passive methods detect symptoms from existing data sources,
e.g., traffic metadata [12], traffic capture files, network
log files [15], performance counters. Passive methods can
utilize the data commonly provided by various network
monitoring systems.

Some systems combine passive traffic monitoring to detect
faults with active probing to determine the cause of fail-
ure. Identifying anomalies related to network faults and
linking them with possible causes commonly utilizes some
of the following approaches:

Inference-based approach uses a model to identify the depen-
dence among components and to infer the faults using
a collection of facts about the individual components [9],
[17].

Rule-based approach uses predefined rules to diagnose
faults [10]. The rules identify symptoms and determine
how these contribute to the cause. The rules may be or-
ganized in a collaborative environment for sharing knowl-
edge between administrators [7]. Kim et al. [18] propose
a rule-based reasoning (RBR) expert system for network
fault and security diagnosis. The system uses a set of
agents that provide facts to the diagnostics engine. De
Paola et al. [19] deals with a distributed multi-agent
architecture for network management. The implemented
logical inference system enables automated isolation,
diagnosis, and repairing network anomalies through the
use of agents running on network devices. Dong and
Dulay [20] developed an assumption-based argumentation
to create an open framework of the diagnosis procedures
able to identify the typical errors in home networks. Rule-
based systems often do not directly learn from experience.
They are also unable to deal with new previously unseen
situations, and it is hard to maintain the represented
knowledge consistently [5].
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Figure 1. The top-level architecture of the proposed system. The architecture consists of five stages and one intermediate data storage (index file). The grey
area represents optional architecture extensions — additional data sources.

Classifier-based approach requires training data to learn
the normal and faulty states. The classifier can identify
a fault and its likely cause [21]. Classifier-based methods
were considered for misconfiguration detection in the
home networks [22] and in the large network infrastruc-
ture [23]. Tranalyzer [24] is a flow-based analyzer that
does traffic mining and a statistical analysis for large-
scale networks. Big-DAMA [25] is a novel framework
for detection and diagnosis of network traffic anomalies.

Network diagnostics based on traffic analysis can also
use methods proposed for anomaly detection as some types
of faults result in network communication anomalies.

Compared to other rule-based solutions, our system uses
decision trees, which allows us to define more complex sit-
uations. Compared to simple rules (as used, for example, by
a fishbone diagram), it is possible to make decisions based
on previous diagnostic steps. Another difference is that our
system does not need to know in advance what is wrong or
what to focus on. Also, our system is not limited to only one
type of data, and diagnostic rules are understandable by real
administrators (not just scientists and programmers).

IV. PROPOSED SYSTEM ARCHITECTURE

We have built an expert system for analyzing network traf-
fic, that has already been integrated into a worldwide business
product [26]. The system combines rule-based and inference-
based methods as it is easy to understand for network admin-
istrators. While the use of classifier-based methods has been
proven very suitable for anomaly detection it lacks the capabil-
ity to provide additional information for the detected case. The
advantage of learning from provided data can only be exploited
if a large set of annotated data is available. Contrary, the rule-
based method can be extended also for detecting rare cases.
The system only requires captured network traffic containing
enough information about the event. Thus it is a completely
passive method. Active methods generate additional traffic into
a network (which can be unwanted in some situations) and
require access to the network.

The proposed system is a processing pipeline that consists
of several stages, as shown in Figure 1. The first stage, labeled
as Protocol Analyzer, filters and decodes input packets using
an external tool. The second stage takes decoded packets
and converts them into a format for easier and faster data
access (PCAP index file). The third stage, named Fact Finder,

executes simple rules to identify facts significant from the di-
agnostics point of view. In the fourth Tree Engine stage, the
decision tree utilizes the Fact Finder and identifies the possible
problem cause. The fifth, and the last, stage Event Generator
generates diagnostic outputs that contain detected errors and
suggested solutions. Stages three, four, and five are easily
extendable by the administrator who can add new rules and
definitions.

The system can also be extended to use different data
sources (e.g., log files or NetFlow records), as shown on the
second row in Figure 1. Each data source requires specific
data preprocessing that leads to the creation of an index
file. The common part starts with the Fact Finder that can
search indexed data of different data sources. If not specified
otherwise, in the rest of the paper, we describe and evaluate the
system only for a single data source represented by captured
packet traces.

A. Protocol Analyzer

The first step in the processing pipeline is decoding cap-
tured network traffic in the PCAP format into a readable JSON
format. We employ the tool TShark, which is a command-line
version of the widely-used network protocol analyzer Wire-
shark. Because TShark follows the field naming convention
used by Wireshark, we can use Wireshark Display Filter Ex-
pressions to select packet attributes. TShark supports all packet
dissectors available in Wireshark. An example of TShark’s
output format with some omitted data is displayed in Figure 2.

{

...

    "_source": {
      "layers": {
        "frame": {
          "frame.number": "15",
          "frame.len": "84",

        "ip": {
          "ip.ttl": "50",
          "ip.proto": "6",

        "tcp": {
          "tcp.srcport": "25",
          "tcp.dstport": "1470",

        "smtp": {
          "smtp.response.code": "235",
}

...

...

...

...

Figure 2. An output from the TShark’s JSON format.
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Using TShark brings the following benefits:

• many protocol dissectors are available and the community
quickly provides a parser for an emerged protocol;

• tunneled, segmented and reassembled data are support;
• data presentation is consistent with the Wireshark, which

allows the creation of an easy-to-read API for diagnostics.

TShark provides not only data of fields from supported
network protocols but also some computed data, such as round
trip time, missing or retransmitted TCP segments, which can
be used in diagnostic rules.

Even if our primary use case is to diagnose problems inside
the captured network data, we would like to test that our system
can work with other data sources as well. For this test, we have
chosen to use the log files. Because each application has its
own format of log messages and we were not able to find a
universal tool that can parse the content of any log message
into a JSON object, we have implemented a custom parser.

Our data preparation script takes log records one by one,
and if a record matches some of the predefined regular expres-
sions, the record is converted into a JSON format, as shown
in Figure 3. Currently, only a few applications are supported
- postfix, dovecot, and fail2ban. The output JSON format has
the same structure as the JSON from the TShark tool, so future
processing will remain the same.

Feb 20 01:12:19 mail dovecot: auth: passwd-file(info,
185.36.81.57): unknown user (SHA1 of given password: 
ece4e6)

   {
      "time": "1582161139",       # Feb 20 01:12:19
      "service": "mail dovecot",

     "mode": "auth",
      "username": "info",
       "ip": "185.36.81.57",
       "description": "unknown user"
   }

Figure 3. Conversion of a single log record into a JSON object.

B. Data Indexer
Data Indexer converts data from the JSON format into

a format suitable for fast searching by packets’ field names
(attributes) and their values. Most of the time, it will not be
necessary to process the packets one by one, which signif-
icantly improves the resulting diagnostic speed. Each input
packet is indexed and the following data is stored:

1) the packet itself;
2) a set of all field names of the packet;
3) map of values assigned to each packet’s field.

Figure 4 shows an example of how indexing works. The en-
tire index is represented by an associative array. First, the
packet is stored under the raw key and a packet number
(in this case, 3). Using this value, it is possible to retrieve
the packet in the same format as returned by TShark. Subse-
quently, the packet number is stored under a set of all indexed
packets stored under the packets key. This set will simplify
some operations, and its usage can be seen in Figure 5. In
the next steps, for each packet attribute and its values (each
attribute can contain multiple values) a set of packet numbers is
created (when it does not already exist). After that, the current
packet number is added to the set.

1 index = dict() # associative array in
Python

2 index["_raw/3"] = {"frame.number":
["3"], "dns.id": ["0x00007df5"],
"ip.addr": ["192.168.1.1",
"192.168.1.100"],...} # under the
_raw + packet number key, the
original packet in the JSON format
is stored

3 index["_packets"] = {1, 2, 3} #
_packets index contains set of all
packet numbers

4 index["dns.id"] = {3} # all packets
with any "dns.id" field value are
saved under the field name key

5 index["dns.id/0x00007df5"] = {3} #
packets which contain "dns.id" field
with value "0x00007df5" are saved

under field name/field value key
6 index["ip.addr"] = {1, 2, 3}
7 index["ip.addr/192.168.1.1"] = {1, 3}
8 index["ip.addr/192.168.1.100"] = {3}

Figure 4. An example of the indexing of a few fields from the DNS packet.
The bold text is showing index keys and values, which have been added

because of the new packet.

C. Fact Finder
The Fact Finder aims to identify specific situations useful

for network diagnostics. Facts can be attributed to one or more
packets, which are in some relation. For example, a successful
DNS name resolution is a fact that consists of a query and
a corresponding reply DNS messages. The facts are specified
by rules describing which packets should be found and which
relation they should fulfill. The format of these rules is de-
scribed in Subsection V-B. A rule can consist of up to three
parts:

1) a list of packet filters;
2) a list of assertions to express relation constraints;
3) parameters for the filters and assertions.

The system evaluates rules as follows: (i) Parameters are
replaced by provided values. (ii) Each packet filter returns a list
of packets matching the filter. (iii) Assertions are evaluated
to select sets of packets satisfying the constraints. A result
has the form of a collection of sets of packet numbers, e.g.,
a rule that identifies DNS request-reply pairs checks that
the transaction ID in both the request and reply packets match.
The last step is converting sets of packet numbers into lists
of packets. Packets in lists are ordered by the packet numbers.

Filter expressions use Wireshark’s display filter language.
By using this language, the expression can be first tested
in Wireshark before it is used in a Fact Finder rule. Assertion
constraints use our created language that is based on the
Wireshark’s display filter language. There are three changes
made to the original language, which add support of:

1) working with packets from filter expressions;
2) simple math operations (+, -, *, /);
3) parameters for expressions. The parameters do not in-

crease language capability but aim to simplify rule defi-
nition.
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The evaluation of the facts begins with searching for
packets with specific attributes. However, this varies depending
on how these attributes are specified. In the case of a simple
condition, it is possible to use the index created in the Data
Indexer step, but with more complex conditions, this is not
possible. A more complex condition is one that contains
either a regular expression, function (string length, substring),
or some comparison (<,<=, >,>=).

If it is possible to search for packets using the created
index, the appropriate packet numbers are searched for using
each attribute specified. Based on the specific relation between
attributes, the adequate set operation is applied to the sets
of packets. This process is shown in Figure 5. This figure
describes finding packets by using the created index.

1 search: dns
2 result = index["dns"]
3
4 search: dns.flags.response == 1
5 result = index["dns.flags.response/1"]
6
7 search: dns and ip.addr == "10.10.10.1"
8 dns_packets = index["dns"]
9 ip_packets=index["ip.addr/10.10.10.1"]

10 result = dns_packets.intersection(
ip_packets) # packets both in
dns_packets and ip_packets

11
12 search:smtp.response.code != 250
13 all_packets = index["_packets"]
14 skip_packets = index["smtp.response.

code/250"]
15 result = all_packets.difference(

skip_packets) # packets in
all_packets but not in skip_packets

Figure 5. An example of index usage when searching for packets that meet
the specified constraints. When combining attributes in constraints, results
from individual attributes are combined using set operations. The bold text

shows the packet specification.

In case the packet specification cannot be evaluated using
the created index, it is necessary to go through each packet
and evaluate the condition for its values. This is accom-
plished by replacing the attributes in the expression (e.g.,
smtp.response.code matches ”[45] [0-9] [0-9]” and ip.addr =
”10.10.1.1”) with values from each packet. Because a list of
values represents each attribute’s value, the evaluation process
must try all value combinations. If at least one combination
fulfills the packet specification, the packet is added to the set of
fulfilling packets. The principle is shown in Figure 6. Because
there was not such a complicated rule in DNS protocol, we
are showing this principle on the SMTP rule.

After all packets have been searched, they are represented
only by a list of packet numbers. Before working with the
packet’s data, it is necessary to replace these packet numbers
with the actual packets. After that, constraints defining packet
relationships can be evaluated (assert rules). An example
of a relationship is a request-reply pair of packets that are
linked together by a request ID. Searching for such packets
is accomplished by creating all possible packet combinations
(Cartesian product) and evaluating all conditions for each
combination.

1 search packets: smtp.response.code
matches "[45] [0-9] [0-9]" and
ip.addr = "10.10.1.1"

2 import re # regular expression module
3 result = set()
4 def check_packet(packet):
5 values = {}
6 for value in packet["smtp.response.

code"]: # only packets with field
smtp.response.code are used

7 values["smtp.response.code"]=value
8 for value in packet["ip.addr"]: #

only packets with attribute ip.
addr are used

9 values["ip.addr"] = value
10 if re.search(values["smtp.

response.code"],"[45][0-9]
[0-9]") and values["ip.addr"]
== "10.10.1.1":

11 result.add(packet_number)
12 return result
13
14 for packet_number in index["_packets"]:
15 packet = index["_raw/"+packet_number]
16 result = check_packet(packet, result)
17 return result

Figure 6. An example of finding all packets that meet the specified
condition, which can not be evaluated by using the created indexes. When

evaluating a condition, all value combinations are tested for each packet. The
bold text shows the packet specification and the corresponding condition.

The principle of evaluating the assert conditions is shown
in Figure 7. The code in the figure contains a relation()
function that combines all possible values (similar to the
code in Figure 6) and compares whether at least one value
combination meets the defined relation function (e.g., ” == ”
for equality). The relation() function works with a packets
dictionary that contains a list of packets that are saved under
the keys defined in the facts section of the rule.

1 facts:
2 dns_query: dns.flags.response == 0
3 dns_reply: dns.flags.response == 1
4 asserts:
5 - dns_query[udp.stream] ==

dns_reply[udp.stream]
6 - dns_query[dns.id] ==

dns_reply[dns.id]
7
8 result = []
9 for query in packets["dns_query"]:

10 for reply in packets["dns_reply"]:
11 if relation(query["udp.stream"],

"==", reply["udp.stream"])
12 and relation(query["dns.id"],"==",

reply["dns.id"]): # relation()
function checks all combinations of
values from two lists

13 result.append({"dns_query": query
, "dns_reply": reply})

14 return result

Figure 7. Example of a packet set search (DNS query and response) that
meets the defined constraint (packets from the same UDP stream and the

same request ID). The bold text is sharing assert constraints and the
corresponding relation() function.
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D. Tree Engine
The tree engine infers the possible error cause by evaluating

a decision tree that contains expert knowledge about supported
network protocols and services. Each node of the tree con-
tains a diagnostic question. Questions refer to facts identified
by the Fact Finder. Based on the question’s result, the next tree
node is chosen. This node transition creates a path that begins
in a root node and finishes in a leaf node. Paths in the tree
represent gathered knowledge and lead to the possible cause
of the problem.

The decision tree consists of declarative specifications
of tree nodes enriched by Python code. The declarative part is
responsible for creating the tree and consists of a rule name,
a rule type, a Fact Finder rule, and two branches, which cover
the success and the fail result of the Fact Finder. Both branches
can define the next rule, which should be processed.

Python codes are located inside the success and fail
branches. These codes are responsible for processing logic
(e.g., saving packets for future tree nodes or translating error
codes from packets into human-readable format) and gener-
ating diagnostic results. The format of rules is described in
Subsection V-A.

E. Event Generator
During the diagnostic process, a report is created to provide

diagnostic information for network administrators. The diag-
nostic report is produced in a human-readable format, as well
as in a machine format useful for further processing or
visualization. The report consists of events that are constructed
in tree nodes based on the derived knowledge and processed
packets. Each event describes one situation that happened in
the network. For example, the connection to the HTTP server
has been detected.

Each rule consists of a name, description, and severity of
the detected situation. Additionally, the event may include a
suggestion message and data from the provided packet. The
provided packet is specified as a parameter in the tree rule.
By using this packet, parameters such as flow identification or
timestamp can be associated with the event. Subsection V-C
describes the format of the event rules.

V. RULE SPECIFICATION

The diagnostic engine defines each protocol as a decision
tree. The tree consists of nodes representing administrator
questions, and edges representing answers to these questions.
The edge can move the diagnostic process from one question
to another (within the same protocol or another) or finish
the process with the discovered result.

Administrator

Does the PCAP
contain a DNS

query?

Is the reply OK?
Is there any reply
for the detected

query?
Is the used DNS
server running?NO

...

YES

YES

NO ...

...

Figure 8. A simple illustration of a binary decision tree. An administrator
diagnoses a DNS problem by anwering questions in the predefined order.

The questions simulate thinking of a real administrator.
Typically, an administrator starts to search for certain network
packet values and after the search for them is finished, the ad-
ministrator searches for next values based on the result. In
our solution, each question can only have two answers: success
or failure. This yields a binary decision tree. Figure 8 shows
an example of a small portion of the DNS tree.

The decision tree needs to be converted to a format
understandable by our system. This conversion is split into
three steps: 1) defining tree nodes (Tree node rules), 2) defining
conditions for choosing tree nodes (Fact Finder rules) and
3) defining the diagnostic report (Event definition rules). The
following subsections describe the syntax for each of these
rules. The reason why a node rule does not contain a lookup
code and an event definition directly and they need to be
defined in separate rules is that multiple rules would not be able
to use the same lookup code and events (increases reusability).

The conversion of the decision tree assigns a name to each
tree node. We use the node names as labels for switching from
one node to another. Each node tries to find specific facts,
defined as a Fact Finder rule. Based on the condition, if some
fact was found or not, the next diagnostic step is chosen. Each
rule can have one or none success and fail branches. Branches
contain executable Python code and the next node rule name.
After the execution of the Python code, the analysis switches
to the next node. Figure 9 shows the pseudocode for writing
tree nodes.

1 tree_node_id:
2 if fact_finder_rule finds some facts:
3 success branch_code
4 jump to the next tree_node_id
5 else:
6 fail branch_code
7 jump to the next tree_node_id

Figure 9. Pseudocode for writing a tree node. Each node should have
a unique id, lookup condition, and branch codes.

A. Tree Node Rules
All the rules are saved in a declarative YAML format.

This format is easily understandable by programming code
and by people without programming skills (we assume that
not all network administrators are also programmers). Even if
the system already contains some protocols, the administrators
can easily add new protocols or can extend capabilities of the
current protocols by updating the rules. In the following
paragraphs, the format of the rules will be described. Names
of the sections as they used in rules are placed inside the text.

The rule definition begins with the rule name (rule section
id) and the execution of a Fact Finder rule (rule section query).
The result of the Fact Finder is a list of associative arrays. Each
array can contain multiple packets, where the packet name is
the key to the array. These packets will be processed according
to the Tree Node rule type (rule section type). The default
behavior selects the first array from the list of arrays (the list is
ordered by the arrival time of packets) and marks it as a found
fact. The second type of rule is a ”foreach” type, which iterates
through the list of arrays and progressively marks each array as
a fact and executes the defined rule. For example, the foreach
rule can analyze each query to the server or each response to
the selected query (as shown in Figure 10).
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1 id : DNS query d e t e c t e d # name of the
rule

2 query : e x i s t s DNS r e p l y f o r t h e d e t e c t e d
que ry ? # Facts Finder rule

3 type : f o r e a c h
4 s u c c e s s :
5 s t a t e : i s r e p l y ok ? # next state
6 code : | # Python code follows
7 rep ly pkt = f a c t ["dns_reply" ]
8 save ("dns_reply" , r ep ly pkt )
9 event ("reply_detected" , r ep ly pkt )

10 f a i l :
11 s t a t e : f i n d any r e p l y from t h e same

d e s t i n a t i o n s e r v e r # next state
12 code : | # Python code follows
13 query pkt = load ("dns_query" )
14 event ("reply_not_detected" , query pkt )

Figure 10. Simple Tree Engine rule showing what should be done if a DNS
query was detected.

Furthermore, the rule consists of two parts, with only one
executed (depending on whether the diagnostic engine has
found the searched fact or not). The format of both parts
is the same. Each part consists of the name of the next rule
with which the diagnostics should continue (rule section state)
and the Python code (rule section code). Each rule can switch
to to a rule from another protocol to diagnose problems across
several protocols, e.g., if an SMTP communication is not
detected, we will check if there are any ICMP unreachable
messages, failed TCP connection attempts or incorrect DNS
resolutions. If the next rule is not specified, the diagnostic
engine stops the diagnostic process.

The Python code can process packet data, make logical
decisions and most importantly, generate diagnostic output.
Within the Python code, it is possible to use any Python 3
code and it is also possible to utilize the following variables
and functions defined by the engine:

1) fact - contains the first fact found (or the next one in the
foreach type rule)

2) facts - contains all the facts found
3) save() - saving any value for further processing (inside

another Tree node rule or as a parameter in the Fact
Finder rule);

4) load() - read the value previously saved by the save()
function;

5) event() - generates a diagnostic report, where the param-
eter is a packet to which the report refers.

Figure 10 shows an example of a rule defining the middle
node from the tree in Figure 8. The figure shows a node de-
scribing that a DNS query has been detected (id) and the rule is
looking for a DNS response for the detected query (query). For
each detected reply, a successful section (success) is executed
(foreach type). The response is saved, the diagnostic message is
generated (code), and the diagnostic process continues to check
whether the response is without error (state). If no response
to the query is found, the failure section is executed (fail).
First, the original query is retrieved, the diagnostic message
is generated (code), and then the diagnostic process continues
with the next state (state).

B. Fact Finder Rules
Rules in this section describe how a question is converted

into packet lookup functions. Each rule may look for several
independent packets, which are combined and checked if their
relation fulfills assert conditions. Each question returns a list
of associative arrays, where each arrays represents a unique
combination of packets fulfilling the assert conditions (packet
names are arrays keys).

Each rule needs to have a name (rule section id), which is
used inside the Tree Node rules. The rule can have parameters
to make rules more reusable (rule section params). For exam-
ple, instead of creating a rule for each error code, it is possible
to create one rule with a parameter containing the expected
error code. Parameters are used as variables in the following
sections and can have a format of a single value or single
packet (previously saved by save() function within the Tree
Node rule). Rule section facts define the name of the searched
packets and the filter. The filter uses Wireshark display lan-
guage and specifies which packets should be assigned to the
specified name (each packet can be assigned to multiple packet
names). Rule section asserts define conditions for the detection
of packets. The conditions use our custom language, which is
based on the Wireshark display language. However, the custom
language allows to:

• use math operations addition(+), subtraction(-), multipli-
cation(*) and division(/);
• use single value parameters as if the values were directly

inserted into the condition;
• use values from packets (provided from packets or params

section). The format is packet name[field.name], where
field.name is the Wireshark name assigned to the attribute.

Figure 11 shows an example of a simple rule for the ques-
tion Is there any DNS reply for the detected DNS query? After
the rule name (id), the parameter dns query for the assert
conditions is specified (params). The rule contains a definition
of the dns reply packet (packets), which is used in the assert
conditions. The conditions (asserts) are checking whether the
dns reply belongs to the same UDP stream as the provided
dns query and if the reply packet is answering to the specific
query.

1 id : e x i s t s DNS r e p l y f o r t h e d e t e c t e d
que ry ? # name of the rule

2 params: # saved data from any tree rule
3 −dns query
4 f a c t s : # which packets we are looking

for
5 −dns rep ly : dns . f l a g s . r e s p o n s e == 1
6 a s s e r t s : # packets relation constrain
7 −dns query [ udp . stream ]== dns rep ly [ udp .

stream ]
8 −dns query [ dns . id ]== dns rep ly [ dns . id ]

Figure 11. Example of a DNS fact rule for checking if the PCAP file
contains a reply for the provided query or not.

By default, the Fact Finder rules are working with the data
saved inside the PCAP index file. To allow searching for facts
from different data index files, it is necessary to specify the
data type (rule section type). Figure 12 shows an example of
such a rule that looks for a log record containing specific values
related to the wrong username event. Because the rules are
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using the same Tree Node engine, the rule of one type can use
parameters from a different type of rule. In our example, we
are looking for a record with the same IP address as used in
the provided imap query packet.

1 id : wrong username ?
2 params: # saved packet from previous

rules
3 −imap query
4 type : l o g # the data are saved in

different index file
5 f a c t s :
6 −auth : d e s c r i p t i o n == "unknown user"

and i p == imap query [ s r c . i p ]

Figure 12. Fact rule for different data source (log file). The rule is checking
presence of a specific record in input log file.

C. Event Definitions

Event rules describe how the diagnostic message will look.
The message is created by calling a function event() from
the Tree Node rule. In addition to the event name, the event
function also accepts a packet parameter (the event is related
to this packet). The idea is that from the provided packet,
the time, the flow identification, and possibly other specified
values are extracted and inserted into the message.

Each rule consists of a name, severity, description, instruc-
tions on how to fix the problem, and a list of fields from the
provided packet. The field list contains the names according
to the Wireshark terminology. An optional part of each field is
its description to help the administrator understand its value.
The description and suggestion may contain variables. The
variables are written as {fieldname}, and will be replaced
by values from the provided packet when the diagnostic report
is generated.

Figure 13 shows an event describing the error that no
DNS response was detected for the DNS query. From the pro-
vided packet, the queried domain name is inserted into the
description and the DNS server address into the suggestion.
Additional items will be also included in the output: transaction
ID, queried domain name, and DNS server IP address.

1 id : r e p l y n o t d e t e c t e d
2 s e v e r i t y : e r r o r
3 d e s c r i p t i o n : "No reply for query ’{dns.

qry.name}’ has been detected."
4 s u g g e s t i o n : "Check if the DNS service is

running on {ip.dst}. If yes, check
the firewall on the server and the
path between server and the client."

5 f i e l d s :
6 − name: dns . i d
7 d e s c r i p t i o n : T r a n s a c t i o n ID
8 − name: dns . q ry . name
9 d e s c r i p t i o n : Que r i ed domain name

10 − name: i p . d s t
11 d e s c r i p t i o n : S e r v e r IP a d d r e s s

Figure 13. A DNS event example, that reports that the query wasn’t detected.

VI. USE CASE AND EVALUTION

The goal of the tool is on-demand diagnostic of the selected
network traffic. It is essential to note that the goal is not an
on-line (24/7) analysis or analysis of a large amount of data.
The idea is based on a use case that when an administrator
detects a problem on the network, it triggers a capture on
the selected network traffic. For example, if a client with the
address 192.168.0.20 is unable to establish a TLS connection
with the server on the address 192.168.0.1, the administrator
will capture the communication between these two stations.

We have implemented diagnostic rules for several appli-
cation and service protocols. Table I shows the current list
of supported protocols and their complexity in term of Tree
node and Fact Finder rule count, and their capabilities in term
of Event rule count.

Table I. Supported protocols and amount of rules and success, warning, error
events which describe various protocol behavior situations.

Protocol Tree nodes Fact finders Events
Success Warning Error

DHCP 24 22 10 9 4
DNS 12 12 8 4 5
FTP 24 10 15 6 7
HTTP 3 3 2 1 1
ICMP 4 2 0 0 4
IMAP 15 8 7 3 9
POP 21 7 5 10 7
SIP 38 22 15 1 8
SLAAC 8 7 1 6 1
SMB 27 25 20 3 5
SMTP 17 13 9 6 9
SSL 2 2 2 0 1
TCP 10 10 0 7 2

We have tested the functionality and performance of the
implemented tool. Table II provides a sample of data from
performance experiments. The execution time is divided into
TShark tool processing time, time used for indexing the JSON
from TShark, and the analysis time. Five files of different sizes
containing some representative data are presented. The tests
were performed on a CPU Intel Xeon Silver 4116 2.10 GHz
and 4 GB RAM. It should be noted that only one CPU core
was used for the diagnostics on the given processor, as TShark
as well as the implemented tool are single-core applications.

Table II. The table shows the diagnostics execution time for the selected
PCAP files of different sizes.

Size [MB] Packets Flows Time [s]
TShark Indexes Analysis Total

182.253 222 372 7155 18.717 27.407 19.678 65.802
21.569 62 471 7002 5.004 5.940 7.748 18.692
9.640 14 509 954 1.969 1.533 1.464 4.966
1.687 3 544 373 1.295 0.589 1.186 3.070
0.978 4 848 84 0.821 0.669 1.291 2.781

The output of the tool is a report in JSON format, which
enables easy machine processing. We have created a web
interface to visualize the report in a more human-readable
format. The visualization consists of two parts. The first part
shows a list of all detected events. After clicking on any event,
the detail of this event is displayed in the second part. Below
an event name, a suggestion for fixing the problem is displayed
in which real values from the packet have replaced the message
variables (written in curly brackets). After the suggestion
message, the rest of the event attributes are displayed.
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To demonstrate the functionality of the tool, we have
diagnosed a PCAP file that was captured on a station with
the IP address 10.10.1.4. The tool diagnoses all predefined
protocols and displays the detected events in a hierarchical
structure. Figure 14 shows this situation, with some events
omitted for simplicity. For each event, a description and an
icon of the event are displayed. The highest severity is then
propagated from the deepest events out so that it is possible
to find problem situations in a large number of events quickly.
In addition to the detected error with the DNS response, it
is possible to see other communications in the picture, which
were without error.

Figure 14. The figure shows a list of detected events for a diagnosed PCAP
file. The list contains events from multiple protocols with different severities.
The screenshot was taken from the Flowmon Packet Investigator, a product

that has integrated the proposed tool.

After selecting an event from the list (represented by a
blue rectangle), a detailed description of the event is displayed.
Figure 15 shows this output, which describes the reason why
the domain name translation failed. In addition to the event
name, the listing is divided into three sections: 1) suggestions
for the administrator on how to fix the error, 2) a brief summary
of the event (description, severity, and flow), and 3) attributes
extracted from the packet that triggered the displayed event.

Figure 15. The figure shows an example of diagnostic output for a DNS
error. It suggests to an administrator to check the domain name and the

server configuration. The screenshot was taken from the Flowmon Packet
Investigator, a product that has integrated the proposed tool.

VII. CONCLUSION

Network troubleshooting can be a nightmare for adminis-
trators because of system complexity. There may not be an
evident link between the issue reported by a user and the real
cause of the problem. Some of the errors can be identified
and analyzed by examining network traffic. However, using
the traditional mostly manual approach is time-consuming and
requires significant expertise. The presented paper describes
the automatized approach to network traffic analysis able to
identify errors using the rule-based approach. The rules encode
expert knowledge and are evaluated for the captured traffic.

While the rule-based approach may be considered
as an old-fashioned approach these days when the majority
of research considers a machine learning-based approach, it
was demonstrated that knowledge encoded in the form of
rules provides an efficient method for network troubleshooting.
Moreover, because of expert-designed rules, it is possible to
add information that explains the possible cause of the issue
and recovery options. Mainly the explainability associated with
this approach seems to be the biggest benefit for users. The
drawback, of course, is related to the necessity of creating and
testing the rules base. Also, the method is susceptible to the
quality of data sources. When the captured communication is
incomplete, the method can provide incorrect results.

The performance is important for any method to be prac-
tically usable. The presented method uses a rule evaluation
engine that traverses decision trees for problem domains,
which can be evaluated in a reasonable timeframe. However,
as nodes of the tree contain expressions that can potentially
require complex operations over the input data, the set of
indexes is precomputed to improve the performance.

The proof-of-concept demonstrating the approach was im-
plemented and further finalized to the tool integrated into
the commercial suite for network monitoring. The tool is
commercially provided on the market by Flowmon Networks
company as Flowmon Packet Investigator [26].

Future work will focus on:
• adding support of new protocols, e.g., NTP or SNMP;
• even though the current performance is good enough, it

can always be better, and our goal will be to decrease the
execution time of the diagnostic process;

• because the quality of the diagnostic output highly de-
pends on the quality of the input data, we would like to
create a validation technique (maybe by using machine
learning techniques) to check the validity of the input
data (e.g., detection of packets loss);

• after separating the processing of the input data from
the Fact Finder into Data Indexer, it is now possible to
create a distributive solution that consists of many data
collection points across the network. At each point, the
data would be indexed by the Data Indexer and sent to
the central processing unit.

ACKNOWLEDGMENT

This work was supported by project ”Network Diag-
nostics from Intercepted Communication” (2017-2019),
no. TH02010186, funded by the Technology Agency
of the Czech Republic, the BUT FIT grant FIT-S-20-6293,
”Application of AI methods to cyber se-curity and control sys-
tems”, and by private network monitoring company Flowmon
Networks.

9

International Journal on Advances in Networks and Services, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/networks_and_services/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



REFERENCES
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Abstract— Network simulation is a technique of utmost 

importance to evaluate new network performance, verify new 

algorithms and analyze various network topologies. It is used 

to find results to be expected from a hardware setup without 

the need for actual implementation. For this reason, there is a 

plethora of network simulation software applied to different 

scenarios to evaluate theories and hypotheses. A cellular 

network is an example of an extremely complex system in 

which different components impact the overall performance in 

different ways. The aim of this paper is to study the most 

common simulators regarding the deployment of 4G and 5G 

networks. In addition, this paper provides a detailed 

comparison of 4G and 5G simulators in order to support the 

academic community choose the most appropriate simulator 

for each project.  

Keywords- Simulator; Comparison; 4G Networks; 5G 

Networks; Cellular Network. 

I.  INTRODUCTION 

The exponential increase in mobile data traffic has driven 
current wireless networks towards their limits and as a result, 
researchers should be highly motivated to create powerful 
next-generation mobile networks, based on the current 
networks trends and needs of that era. It is indicative that due 
to popularization of smart devices and development of 
Internet services, the mobile data traffic flow is expected to 
increase a thousand percent by the end of this decade. 4G is 
the fourth generation of mobile phone technology. It follows 
on from the existing 3G (third generation) and 2G (second 
generation) mobile technology. 5G will elevate the mobile 
network to not only interconnect people, but also 
interconnect and control machines, objects, and devices. The 
current research on 5G networks is actively moving with a 
high pace, meaning vendors and operators are already 
involved in 5G testing and trials, which is soon expected to 
lead to a finalized standard.  

Network technology is advancing rapidly and, 
accompanied by expansion of network scale, have made it 
extremely hard to analyze network. It goes without saying 
that testing algorithms and protocols is extremely important 
since their launching in large scale is prohibitive because of 
uncertainty of its outcome. Network schemes can be tested 
either by analytical modelling or with the help of simulation 
tools. Although analytical modelling can indeed have very 
realistic results, it does not come without drawbacks, most 
notably the lack of precision regarding energy and memory 
needs and can be proven to be very expensive.  

On the other hand, network simulation is used to imitate 
over time the operation of a real-world system enabling the 
observation of services and applications the network could 
support. It allows the researchers to model a network’s 
behavior given the proposed changes, either with the use of 
mathematical formulas to calculate the interaction between 
the various entities of the network, or actually recording and 
recapping information that emerge from it. It provides the 
capability to manipulate most of the environment attributes 
to evaluate the system behavior under different 
circumstances and allows the comparison between 
alternatives to optimize network performance.  

These developments render network simulators an urgent 
need for scientific researchers around the globe. It comes 
with relatively low cost and small to no risk, enabling 
researchers to decide and predict on network behavior with 
greater convenience, compared to practical networks. 
Therefore, there have been attempts to create diverse 
software for network simulation to test new algorithms and 
simulate network behavior. But choosing the most suitable 
simulator for each occasion is not always an easy decision.  

In this paper, we analyze both commercial and open 
source state-of-the-art simulators presenting performance 
comparison regarding 4G and 5G networks in an attempt to 
provide reference to the scientific community when there is a 
need to choose the right software for simulation. Currently, 
the majority of the state-of-the-art simulation tools follow 
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discrete event simulation methodology. This is the reason 
why we will only focus on this technique [1]. In [2] 
researchers discussed current simulators with different 
characteristics in different aspects. Here we study some of 
the most popular simulation tools that follow discrete event 
simulation like NS-3, OMNeT++, Riverbed and NetSim. 
The motivation behind this paper is to provide 
comprehensive review of various simulators, available for 
scientists allowing advanced research on 4G and 5G 
networks.  

The rest of the paper is structured as follows. Section II 
presents related work and Section III provides and 
introduction to 4G and 5G networks. Section IV manifests 
importance and difficulties of simulation and Section V 
describes the special requirements of cellular network 
simulation. In Section VI the simulation tools are presented 
while the cumulative comparison follows in Section VII 
where the simulators’ features and advantages are discussed. 
Finally, in Section VII we draw up our conclusions and we 
present our future work. 

II. RELATED WORK 

Picking the right simulation tool is a subject that has been 
troubling scientists for many years. Actually, it is not the first 
attempt to compare simulation software, as there have been a 
couple published in recent years. Challenges of system-level 
simulation and performance evaluation and the importance 
of creating a stable and reliable tool for 4G and 5G in 
consideration of the new needs and technologies that emerge 
are discussed in [3]. One example is the work presented in 
[4] and [5], where the comparison of popular network 
simulators is shown.  

A performance analysis, which includes open source 
platforms simulating a MANET routing protocol is presented 
in [6]. There are researches testing different routing 
protocols [7] in different simulators with different network 
parameters to evaluate the performance of network 
protocols. A more detailed comparison, in which in addition 
to open simulators, commercial platforms are also included, 
is presented in [8].  

The issue of 4G and 5G network simulators has engaged 
researchers all over the world. Authors in [9] present the 
analysis of traffic measurements collected from commercial 
cellular networks in China, and demonstrate that the spatial 
distribution of the traffic density (the traffic load per unit 
area) can be approximated by the log-normal or Weibull 
distribution depending on time and space. After that, the 
authors propose a spatial traffic model, which generates 
large-scale spatial traffic variations by a sum of sinusoids 
that captures the characteristics of log-normally distributed 
and spatially correlated cellular traffic. The proposed model 
can be directly used to generate realistic spatial traffic 
patterns for cellular network simulations, such as 
performance evaluations of network planning and load 
balancing. 

Paper [10] studies the performance trade-offs between 
conventional cellular and multi-hop ad-hoc wireless 
networks. The authors compare through simulations the 
performance of the two network models in terms of raw 

network capacity, end-to-end throughput, end-to-end delay, 
power consumption, per-node fairness (for throughput, 
delay, and power), and impact of mobility on the network 
performance. The simulation results show that while adhoc 
networks perform better in terms of throughput, delay, and 
power, they suffer from unfairness and poor network 
performance in the event of mobility. In addition, the authors 
present a simple hybrid wireless network model that has the 
combined advantages of cellular and ad-hoc wireless 
networks but does not suffer from the disadvantages of 
either. 

Authors in [11] describe SimuLTE, a framework within 
the OMNeT++ ecosystem for simulating Long Term 
Evolution (LTE) networks. The main focus of SimuLTE lies 
on developing and testing of communication protocols and 
resource-allocation algorithms, with an emphasis on the 
impact at the system level. The paper presents two tutorials 
on the modeling and performance evaluation of two LTE-
related research problems are presented, namely, one 
concerning interference coordination and one on direct-
communication management. Each tutorial provides 
guidelines for network definition, for configuring the 
scenario, and their parameters. The tutorials also describe 
how to modify the code of the available functions. 
Exemplary result analysis is presented along with each 
tutorial, to demonstrate the evaluation capabilities of the 
framework. 

Several simulation frameworks and tools exist to deal 
with these constraints of scalability and time. However, all of 
them require profound background knowledge for building 
such a custom scenario. This crucial and necessary procedure 
is often time consuming and error-prone. Paper [12] presents 
the RACE framework which aims to solves these problems 
for the simulation of cellular LTE networks. RACE is 
intuitive and based upon real life cellular network 
infrastructure data as well as a realistic vehicular traffic 
simulation. 

Paper [13] presents the Vienna 5G system level 
simulator, which allows to perform numerical performance 
evaluation of large-scale multi-tier networks, with numerous 
types of network nodes. The simulator is based on MATLAB 
and is implemented in a modular fashion, to conveniently 
investigate arbitrary network and parameter constellations, 
which can be enhanced effortlessly. 

One of the main strengths of Network Simulator 3 (NS-
3) is the availability of modules to simulate cellular 
networks, including LTE and mmWave/NR deployments. 
These implementations model the protocol stack with a high 
level of detail, and, thanks to the integration with the whole 
NS-3 code base, make it possible to study end-to-end 
scenarios and identify complex interactions between the 
different components of a network. Authors in [14] discuss 
the current limitations of this platform and suggest directions 
for future work that could improve the accuracy of the 
simulations. 

Carrier aggregation (CA) technology was introduced in 
3GPP specification in Release 10, in 2011, as part of Long-
Term Evolution Advanced (LTE-A) standardization. Authors 
in [15] describe the CA extension of the LTE module of NS-
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3 network simulator. This paper provides description of 
example scenarios and the validation of the carrier 
aggregation feature providing a performance comparison of 
the LTE system with and without CA capability. 

LTE/Wi-Fi Link Aggregation (LWA) and LTE WLAN 
Radio Level Integration with IPSec Tunnel (LWIP) are two 
approaches put forward by the 3rd Generation Partnership 
Project (3GPP) to enable flexible, general, and scalable LTE-
WLAN interworking in the context of 5G. These techniques 
enable operator-controlled access of licensed and unlicensed 
spectrum and allow transparent access of operator's evolved 
core. Paper [16] describes the design details of LWA and 
LWIP protocols and presents the first NS-3 LWA and LWIP 
implementations in NS-3.  

III. 4G NETWORKS AND 5G NETWORKS 

4G is the fourth generation of mobile phone technology. 
It follows on from the existing 3G (third generation) and 2G 
(second generation) mobile technology. 2G technology 
launched in the 1990s and was capable of making digital 
phone calls and sending texts. Then 3G came along in 2003 
and made it possible to browse web pages, make video calls 
and download music and video on the move. 4G technology 
builds upon what 3G offers but does everything at a much 
faster speed. 

The benefits of 4G fall firmly into three categories. These 
are: 

• Improved download/upload speeds. 

• Reduced latency. 

• Crystal clear voice calls. 
Standard 4G (or 4G LTE) is around five to seven times 

faster than 3G, offering theoretical speeds of up to around 
150Mbps. That equates to maximum potential speeds of 
around 80Mbps in the real world. With standard 4G someone 
can download a 2GB HD film in 3 minutes 20 seconds on a 
standard 4G mobile network, while it would take over 25 
minutes on a standard 3G network. 

Meanwhile, researchers and vendors expressed a growing 
interest in 4G wireless networks that support global roaming 
across multiple wireless and mobile networks—for example, 
from a cellular network to a satellite-based network to a 
high-bandwidth wireless LAN. With this feature, users have 
access to different services, increased coverage, the 
convenience of a single device, one bill with reduced total 
access cost, and more reliable wireless access even with the 
failure or loss of one or more networks. 4G networks also 
feature IP interoperability for seamless mobile Internet 
access and bit rates of 50 Mbps or more. 

5G will elevate the mobile network to not only 
interconnect people, but also interconnect and control 
machines, objects, and devices. It will deliver new levels of 
performance and efficiency that will empower new user 
experiences and connect new industries. 5G will deliver 
multi-Gbps peak rates, ultra-low latency, massive capacity, 
and more uniform user experience. 

5G is a new kind of network: a platform for innovations 
that will not only enhances today’s mobile broadband 
services but will also expand mobile networks to support a 

vast diversity of devices and services and connect new 
industries with improved performance, efficiency, and cost. 
5G will redefine a broad range of industries with connected 
services from retail to education, transportation to 
entertainment, and everything in between. We see 5G as 
technology as transformative as the automobile and 
electricity. 

In general, 5G use cases can be broadly categorized into 
three main types of connected services: 

• Enhanced Mobile Broadband: 5G will usher in new 
immersive experiences, such as VR and AR, with 
faster, more uniform data rates, lower latency, and 
cost-per-bit. 

• Mission-Critical communications: 5G will enable 
new services that can transform industries with ultra-
reliable/available, low latency links—such as remote 
control of critical infrastructure, vehicles, and 
medical procedures. 

• Massive Internet of Things: 5G will seamlessly 
connect a massive number of embedded sensors in 
virtually everything through the ability to scale down 
in data rates, power and mobility to provide 
extremely lean/low-cost solutions. 

• A defining capability of 5G is also the design for 
forward compatibility—the ability to flexibly 
support future services that are unknown today. 

IV. ΝETWORK SIMULATION 

Creating the desirable network in a real time scenario is 
challenging as researchers’ needs and requirements may vary 
depending on the situation. For that reason, there is a great 
number of software that can be used in every case. In any 
case, one feature is certain and non-negotiable, all of the 
simulation software has to enable a user to represent a 
network topology, specify the nodes on the network, and of 
course the links and the traffic between them. Of course, 
there may be simulators of much higher complexity that 
permit specification of every detail regarding the protocols 
they wish to use for handling traffic in a network laying quite 
solid foundations for future real time implementation. 
Simulators may come with text-based applications that can 
provide a not very intuitive interface, which could 
nevertheless allow evolved tools for customizing or with 
graphical applications capable of granting users an easy and 
fast way to visualization of the workings of the environment 
they wish to examine.  

The simulation of wireless networks is even more 
complicated due to the nature of wireless networks. The 
basic concept of network simulation can be found in Fig. 1.  

Differentiating simulators is most commonly based in 
terms of speed, accuracy, cost and convenience of use. The 
majority of the simulators provide a multi-protocol and 
modularity framework. There are some network simulators 
in companies that are developed exclusively for business, 
while others are developed by research institutes and/or 
universities to be used for researching purposes. In general, 
commercial software is not open, more expensive but can 

13

International Journal on Advances in Networks and Services, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/networks_and_services/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



provide more protocol and model support while the other 
simulators are free but may not be as applicable.  

 

 

Figure 1.  Network simulation 

 
The criteria based on which the different types of 

simulators will be judged regard system performance, ease of 
learning and ease of use, the presence of Graphical Interface 
support, availability of the tool etc. There is general 
information as well as properties of the software. They can 
be found gathered in Table I in Section VII. 

V. CELLULAR NETWORK SIMULATION 

A cellular network is an example of an extremely 
complex system in which different components impact the 
overall performance in different ways. For example, user 
mobility, data traffic, and the propagation model can affect 
the network behavior.  

According to [12] cellular network simulator provides 
multiple simulation modules, each focusing on the modeling 
of a different modules, which can be interfaced together to 
obtain a thorough description of the overall system. The 
simulation of cellular networks involves both the modules 
implementing the cellular technology, the core network, and 
other modules, which take into account and influence the 
system behavior. More specifically these modules include 
the following: 

• Channel Model: General speaking channel model 
describes the propagation of the signal through the 
surrounding environment, taking into account 
different parameters like carrier frequency, the 
presence of blocking objects, etc. Given that the 
performance of cellular networks strongly depends 
on the nature of the wireless channel, proper 
modeling of its behavior is of primary importance to 
obtain accurate simulation results. 

• Application Model: The application model is utilized 
to simulate the client traffic. The use of unrealistic 
traffic models may prompt assessing the simulation 
under conditions that are not representative of those 

encountered in real-world scenarios, something that 
may lead to wrong results.  

• Mobility Model: The mobility model characterizes 
the movements of mobile users in the environment. 
The usage of proper mobility models is an important 
aspect to consider in order to obtain accurate results.  

VI. SIMULATORS AND THEIR FEATURES 

The following section presents the main simulators 
studied, their main properties, the major strengths and most 
important weaknesses. As mentioned above, the software in 
question follow discrete-event simulation. This methodology 
means that the operation of the system is modeled as a 
discrete sequence of events in time and its behavior can be 
simulated by modeling the events in the system where user 
has to set the scenarios in the right order. Also, they are 
chosen due to their popularity and widespread use. 

A. NS-3 

The NS-3 is a discrete-event network simulator 
developed mainly to be used for research and educational 
purposes. Based on the development on NS-2, the NS-3 
project was launched in 2006 and is licensed under the GNU 
GPLv2 license and is applicable for development and 
research for free. It should be noted that although NS-3 was 
based on NS-2, it is to not be mistaken as an updated version 
of it, rather than as an attempt to replace it, meaning that NS-
3 does not provide backward compatibility with NS-2. It 
defines a model of working procedure of packet data 
networks and provides an engine for simulation. Without 
deviating from its predecessor and base, NS-3 uses two key 
languages in C++ and Python. While the simulator is 
developed exclusively in C++ with optional python bindings, 
this allows the users the freedom to choose between C++ and 
Python for the scripts of simulation they write. It should be 
noted that in any case, both languages work very effectively 
on NS-3. The specified software also provides Graphical 
Interface for the results’ visual presentation, with the use of 
animators. Finally, NS-3 comes with a powerful library 
enabling the users to do have the desired outcome, allowing 
them to edit NS-3 itself.  

The main features of Network Simulator 3, which also 
differentiate it from NS-2 include:  

1. Different software core: NS-3 has its core written 
entirely in C++ and with Python scripting interface 
[17].  

2. Virtualization support: Implements the use of 
lightweight Virtual Machines.  

3. Software integration: allow the inclusion of more 
open-source networking software, which means that 
the simulation models do not have to be rewritten.  

4. Attention to realism: real computers are emulated in 
more detail by protocol entities.  

Due to its features, NS-3 displays several strengths, such 
as:  

• High modularity.  

• A lot more flexibility in comparison to most 
simulation software.  
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• Easier and more credible model validation via ported 
code support.  

• Enable simulation for a plethora of protocols.  

• Wide range of use for expanding or enhancing 
existing networks.  

• Allows Software integration.  
 

 

Figure 2.  Architecture of NS-3 

 
 

 

Figure 3.  An example of NetAnim 

 
However, it also has some weaknesses:  

• NS-3 still suffers from lack of credibility.  

• NS-3 attempts to replicate the successful approach of 
NS-2 but the latter was used by many organizations 
that contributed by adding to models and 
components [8].  

• There is an imperative need of active maintainers 
who will respond to the user questions, write 
adequate documentation, fix reported bugs, and 
ensure the correct service of the system.  

• The aforementioned maintainers are also needed in 
order to have financial advantage of NS-3 like other 
commercially released simulators.  

The basic structure of NS-3 can be found in Fig. 2. In 
Fig. 3, an example of NetAnim is shown, a software 
executable that allows display of topology and animation of 
packet flow [17].  

NS-3 provides support for 4G networks through the LTE 
module, which consist of two main components: 

• The LTE Model. This model includes the LTE 
Radio Protocol stack. 

• The EPC Model. This model includes core network 
interfaces, protocols and entities.  

NS-3 supports 5G networks simulations through 
"mmWave Cellular Network Simulator module" [18]. This 
module includes a number of detailed statistical channel 
models as well as the ability to incorporate real 
measurements or raytracing data. 

B. OMNeT++ 

Publicly available since 1997, OMNeT++ [19] is an 
extensible, modular, discrete event simulation software [20]. 
Although it can successfully model complex IT systems, 
multiprocessors, distributed hardware architectures, it is 
more often used for computer networks simulation, both 
wireless and wired. It is written thoroughly in C++. Using 
the software under the Academic Public License makes it 
free for non-benefit or academic use. Its free disposal 
combined with the tool’s extensibility and the amount of 
available online documentations have made it very popular 
in the academic community. The motivation behind the 
development of OMNeT++ is to bridge the gap between 
research-oriented, free simulators like NS-3 and commercial 
alternatives like Riverbed that are much more high-priced. It 
is a component-based architecture and components (called 
modules) are programmed entirely in C++. They are then 
assembled into larger components and models with the use 
of NED, a language of higher level. Its modular architecture 
allows the simulation kernel to be easily embedded into 
almost every application.  

The software has great GUI support and the simulation 
environment also offers a compiler for the NED topology 
description language (NEDC), graphical network editor for 
NED files (GNED), GUI for simulation execution (Tkenv), 
command-line user interface for simulation execution 
(Cmdenv) [19] [21].  

The most important feature of the simulator is that the 
modules are assembled by reusable components to be 
combined in different ways. Another important feature is that 
OMNet++ is basically a framework approach, providing the 
groundwork to develop various simulations models to meet 
different application areas requirements, which subsequently 
follow their release cycles. Currently, it is on version 5.4.1.  

The simulator’s strengths can be summarized as follows:  

• Makes it easier to trace and debug.  

• Can be used to model most hardware with accuracy.  

• It offers wide GUI support via a complete, robust 
environment.  

• Provides Reusable modules that can be combined in 
different ways.  

While its weaknesses include:  
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• User still have to do a pretty important amount of 
background work due to the lack of variety of 
protocols offered and implemented.  

• The mobility extension can be found somewhat 
incomplete.  

• It offers poor analysis and management of typical 
performance.  

The structure of OMNeT++ simulation system can be 
found in Fig. 4 and an example of simulation in Fig. 5.  

 

 

Figure 4.   Structure of OMNeT++ simulator 

 
 

 

Figure 5.  Example of simulation on OMNeT++ 

 
OMNet++ provides support for 4G network simulation 

through SimuLTE module [22]. SimuLTE is an innovative 
simulation tool enabling complex system level performance-
evaluation of LTE and LTE Advanced networks (3GPP 
Release 8 and beyond) for the OMNeT++ framework. 
SimuLTE is written in C++ and is fully customizable with a 
simple pluggable interface. One can also develop new 
modules implementing new algorithms and protocols. 
SimuLTE is an open source project building on top of 
OMNeT++ and INET Framework [23]. 

C. Riverbed Modeler 

OPNET (Optimized Network Engineering Tools) 
Modeler is the development environment of OPNET 

simulator and is targeted for both research purposes and 
development. It was one of the most popular commercial 
simulation software by the end of 2008 and being in the 
market for such a long period, it managed to occupy a large 
share of it. Nowadays it is part of Riverbed Modeler. Its 
flexibility allows it to be highly useful in studying 
communication applications, protocols and networks. It 
offers the users vast and impressive visual interface, due to 
its commercial nature. Using the graphical editor interface, 
the users are able to build whole network topology and 
entities from the application layer all the way to the physical 
layer and the mapping from the graphical design to the 
implementation of the real systems is created using Object-
Oriented programming. All topologies’ configuration and 
simulation results can be presented very intuitively and 
visually. The users also have the freedom to adjust the 
parameters and quickly repeat experiments using the 
graphical interface, performing tests for various scenarios 
[21]. Riverbed is based on a mechanism called discrete event 
system.  

 

 

Figure 6.  Simulation Workflow of Riverbed Modeler 

 
According to the authors of [2] OPNET can be used to 

carry through with three functions:  
1. modeling: it provides a vary intuitive and visually 

rich GUI, allowing users to develop a great variety 
of models.  

2. simulating: It uses three different technologies.  
3. analysis: the results originating from the simulation 

process can be presented and analyzed using the 
simulators tools, such as user-friendly charts, 
animations or statistics.  

Important features of the Riverbed system are that the 
organization of the networks is accomplished via hierarchical 
structure plus the fact that graphical interface and 
programming tools are available to users to define protocols 
or packet format.  

Some strengths of the system include:  

• Fast discrete event analytical simulation engine [8].  

• Reduces simulation runtime by utilizing parallel and 
distributed capabilities [24].  

• Allows quick correlation of graphical result with 
network behavior and easy interpretation.  
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While some weaknesses could be:  

• It only supports a small number of nodes within a 
single device.  

• Simulation is inadequate in case there are long 
periods where nothing happens.  

• Provided GUI might be powerful but its use it rather 
complicated.  

• Sampling resolution sets the limit for the result 
accuracy.  

The simulation workflow of Riverbed modeler can be 
found in Fig. 6 and the Graphical Interface in Fig. 7.  

 

 

Figure 7.  GUI of Riverbed Modeler 

 
OPNET provides native support of LTE network 

simulation. Authors of [25] introduce modelling, simulation 
and Electromagnetic Compatibility (EMC) analysis methods 
based on OPNET for IMT-2020(5G) systems. The models 
presented on this paper can be used for network planning, 
design and performance analysis in the following research. 
This paper shows the new method of EMC analysis and new 
application of network simulation technology. 

D. NetSim 

NetSim is a stochastic discrete event simulator targeted 
for experimentation and research on networks. It is a leading 
network simulation software for protocol modelling and 
simulation, allowing us to analyze computer networks with 
unmatched depth, power and flexibility [26]. It is developed 
in 1997 by Tetcos. Its native development environment acts 
as the interface between User’s code and NetSim’s protocol 
libraries and simulation kernel [27]. NetSim is available as 
Pro, Standard or Academic versions and is built on a 
common design framework of high-level architecture and 
code. Every version has of course different features, supports 
different options and has a different price. NetSim is more 
versatile than most of the other software and robust with an 
excellent and easy to use graphical interface. It should be 
noted that it is capable to provide performance metrics at 
abstraction levels from network to node and creates a packet 
trace with all of the necessary details. Its main limitation is 
that it is follows a single process discrete event simulation 
methodology. This means that it uses a single event queue 

for the needs of the simulation and at any given time, it 
contains one entry for each station on the network. Currently 
it is on Version 10.  

The major benefits are (a) programmability, (b) 
architectural accuracy, and (c) flexibility.  

NetSim’s strengths include:  

• It offers a powerful, user friendly GUI that makes its 
use rather simple.  

• Allows data packet flow visualization using its built-
in animator.  

• Users can extract performance analysis metrics in 
various levels.  

• Its analysis framework offers various graphical 
options and enables intra and inter-protocol 
performance comparison.  

• Some weaknesses could be identified:  

• All of the versions are commercial, meaning there is 
no free way of usage.  

• It is a single process discrete event simulator.  
The graphical interface of Netsim can be found in Fig. 8. 
NetSim provides support for 4G network simulation 

through LTE / LTE – Advanced module [28]. NetSim Long-
Term Evolution (LTE) Model Library provides high fidelity 
simulation of 4G / 4.5G cellular networks based on the 3GPP 
TS 36.xxx standards. It includes models of nodes called 
MME (Mobility Management Entity), eNodeB (Base 
Station), Relay and UE (Mobile Station) and each has 
detailed MAC and PHY models.  

 

 

Figure 8.   GUI of Netsim 

 
During 2019, NetSim starts to provide support of 5G 

Network (beta software) through 5G NR mmWave module 
[29]. This module is in beta stage and provides the following 
features: 

• Edge-to-edge and Edge-to-core simulation covering. 

• GUI based with Drag and Drop, Packet Animator 
and Results Dashboard. 

• 5G library interfaces with NetSim's proprietary 
TCP/IP stack providing simulation capability across 
all layers of the network stack. 

• Discrete Event Simulation (DES) with event level 
debugging to inspect and control the simulation. 

• Application Models - FTP, HTTP, Voice, Video, 
Email, DB, Custom. 

• Packet level simulation with detailed packet trace.  
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VII. CUMULATIVE COMPARISON 

The simulation comparison is shown in Table I, where 
the criteria are presented and whether they are fulfilled. The 
comparison was an overall comparison and it is based on 
both general information as well as properties of the 
software. 

The general information that can be found on the upper 
section of the table, e.g., supported language & OS, license 
type, GUI support and technical properties of the software 
are compiled under the middle rule, e.g., simulation event 
type, scalability and network visualization tool.  

All the simulators studied in this paper support tools that 
help the visualization of the network. They also allow 
scenarios redesign and modification through parameters 
change and can create trace files. They offer complete 
documentation and are user friendly, easy to use with NS-3 
proving to be the most challenging to learn. The modularity 
of OMNeT++ is a big advantage, although it leaves the user 
with quite a big amount of work to done because of the lack 
of protocols offered.  

When it comes to communication with other simulators, 
Riverbed Modeler supports this feature while Omnet++, NS-
3 and NetSim do not. Because of its proprietary nature, it is 
only natural that Riverbed can afford to simulate networks of 
much larger scale.  

On the other hand, NS-3 is open source, OMNeT++ may 
not entirely be free but offers academic version for 
noncommercial use and NetSim offers a cheaper, alternative 
version for students. This means that for these versions, the 
simulation scale ability is more limited. Of course, the 
commercial versions of the latter two software, can support 
large scale simulations. NS-3 and OMNeT++ can be 
deployed in all widely used Operating Systems, contrary to 
Riverbed and NetSim.  

As far as GUI support is compared, the graphical 
environment offered by all of them are found more than 
adequate. Of course, OMNeT++ and NetSim offer vast and 
powerful GUI support with many more features and abilities 
like analysis framework and graphical options. On the other 
hand, Riverbed does provide an excellent GUI but it can be 
judged quite complicated and not so user-friendly.  

It should be noted that all the simulators are supported by 
a great community but, NS-3 being open source means that 
there are less maintainers to respond to questions or fix 
reported bugs and abnormalities. However, it is extremely 
widespread and used by many students, scientists and 
academics that the online community can help and offer 
great support. More specifically, according to [30] a Google 
Scholar search of the ‘NS-3 simulator’ results since 2017 
(excluding patents and citations) yields over 2000 links (with 
some false positives). In addition, the IEEE digital library 
lists 145 NS-3 publications for 2017, and the ACM digital 
library lists 2579 publications matching the search term ‘NS-
3’ in 2017. In addition, there are organized Workshops on 
NS-3 and the related proceedings are published in the ACM 
digital library [31]. The above facts ensure the important 
acceptance of NS-3 simulator as network research tool. In 
addition to NS-3, also OMNeT++ has an active community, 

which have organized 5 OMNeT++ Community Summits 
until 2018 [32]. As result, if we compare the above 
simulators in terms of research community support seems 
that NS-3 and OMNeT++ have the most active research 
community, which organize relative workshops about the 
evolution of the simulation software. This seems logical 
based on the fact that both NS-3 and OMNet++ can be 
obtained at no cost.  

If we discuss about 4G networks simulations native 
support all the simulators in investigation provides support 
for 4G – LTE network simulation. 

If we discuss about 5G networks simulations native 
support, only NS-3 and NetSim simulators supports 5G 
networks simulations and OMNET++, Riverbed, do not 
provide native support for 5G networks simulations.  

 

TABLE I.  COMPARISON OF SIMULATORS. 

 NS-3 OMNeT

++  

Riverbed  NetSim 

License Type Open 

Source 

Open 

Source 

(study & 
research) 

Commercial Proprietary 

Language 

Supported 

C++ & 

Python  

C++ C & C++ C++ & Java 

Supported OS Linux, 

Mac OS 

Windows 

Linux, 

Mac OS 

Windows 

Linux, 

Windows 

Windows 

GUI Support Good Good Excellent Excellent 

Document 

Available 

Yes Yes Yes Yes 

Ease of Use Hard  Easy Easy Easy 

Simulation 

Event Type 

Discrete 
event  

Discrete 
event 

Discrete 
event 

Stochastic 
Discrete 

event 

Available 

Module 

Wired, 

Wireless 
Adhoc,W

SN 

Wired, 

Wireless 
Adhoc,W

SN 

Wired, 

Wireless 
Adhoc,WSN 

Wired, 

Wireless, 
SN 

Scalability Limited  Enough Large Enough 

Availability of 

analysis tool 

Yes Yes Yes No 

Communication 

with other 

modules 

No No Yes No 

Network 

visualization tool 

Yes Yes Yes Yes 

Possibility to 

design and 

modify scenarios 

Yes Yes Yes Yes 

4G native 

support 

Yes Yes Yes Yes 

5G native 

support 

Yes No No No 

 
NS-3 supports 5G networks simulations through 

"mmWave Cellular Network Simulator module" [33]. This 
module includes a number of detailed statistical channel 
models as well as the ability to incorporate real 
measurements or raytracing data. The physical and medium 
access control layers are modular and highly customizable. 
The module is interfaced with the core network of the NS-3 
Long Term Evolution (LTE) module for full-stack 
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simulations of end-to-end connectivity, and advanced 
architectural features, such as dual-connectivity, are also 
available.  

During 2019, NetSim starts to provide support of 5G 
network (beta software) through 5G NR mmWave module 
[29]. This module is in beta stage and provides the following 
features: 

• Edge-to-edge and Edge-to-core simulation covering.  

• GUI based with Drag and Drop, Packet Animator 
and Results Dashboard. 

• 5G library interfaces with NetSim's proprietary 
TCP/IP stack providing simulation capability across 
all layers of the network stack. 

• Discrete Event Simulation (DES) with event level 
debugging to inspect and control the simulation. 

• Application Models - FTP, HTTP, Voice, Video, 
Email, DB, Custom. 

• Packet level simulation with detailed packet trace.  
Especially for 5G networks simulations there are 

specialized simulators like NYUSIM [33]. NYUSIM is a 
novel channel simulation software, which can be used to 
generate realistic temporal and spatial channel responses to 
support realistic physical- and link-layer simulations and 
design for fifth-generation (5G) cellular communications. 
NYUSIM is built upon the statistical spatial channel model 
for broadband millimeter-wave (mmWave) wireless 
communication systems.  

VIII. CONCLUSION AND FUTURE WORK 

Network simulation is an effective, low cost and small 
risk method. However, it is necessary and this why it is 
extensively performed by scientists in all kinds of fields to 
validate the research carried out. Network simulation can 
prove to be an essential mechanism on the hands of 
researchers for the analysis on network behavior and 
evaluation on possible network design and will remain 
increasingly important following the networks’ growing 
complexity and scale. This paper contains a general 
overview of a number of tools used for standard network 
simulation, along with a comparison between them with 
respect to various parameters. The study confirms that 
picking a suitable, required and efficient simulator for the 
specific job of a research work can be quite demanding but 
bears the according results. Each simulator comes with its 
advantages and disadvantages and can be useful or even 
necessary in different cases and the choice of a fitting 
software should be done based on the study motive. 

If we discuss about 4G networks simulations native 
support all the simulators in investigation provides support 
for 4G – LTE network simulation. If we discuss about 5G 
networks simulations native support, only NS-3 and NetSim 
simulators supports 5G networks simulations and 
OMNET++, Riverbed, do not provide native support for 5G 
networks simulations.  

Our future work includes the evaluation of the 
investigated simulators based on the simulation of the same 
cellular network scenarios. The above will allows us to 
compare the performance of investigated simulators with 

parameters like time to complete simulation, accuracy of the 
simulation results etc. 

In addition, our future work includes the comparison of 
the investigated simulators during the simulation of Low 
Power Wide Area Networks (LPWAN) like LoRA (Long 
Range) and NB-IoT (Narrow Band – Internet of Things). 
LPWAN are very important for the implementation of the 
Internet of Things (IoT) applications something very 
important because IoT is the extension of Internet 
connectivity into physical devices and everyday objects. 
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Abstract— Communication networks are not only important 

to society, they also consume a lot of energy. Recent years 
research has focused on Cloud-Radio Access Network (C-RAN) 
to decrease the energy consumption of mobile networks. Hence, 
this work investigates how to lower the energy consumption in 
the fronthaul network by choosing the right C-RAN functional 
split and the right type of fronthaul network. Different 
functional splits assign different loads to the fronthaul network, 
and this work considers how much impact the data load has on 
the fronthaul network’s energy consumption. At the same time 
different types of fronthaul network impact the energy 
consumption in different ways. The paper provides models to be 
used for calculating the energy consumption in different 
network types and for the choice of different functional splits. 
Results show huge differences in energy consumption between 
especially wired and wireless technologies. Considering the 
same functional split, the difference between the most energy 
consuming transport technology and the least energy consuming 
is 99.5% for LTE and 99.6% for 5G. For the Ethernet overlay 
alone, the difference in energy consumption between the, with 
regard to energy consumption, best and worst case scenario is 
99.3% per switch. 

Keywords- Energy consumption; green networking; Ethernet; 
fronthaul; C-RAN; functional split; 5G; PON; PtP; CWDM. 

I. INTRODUCTION 

This paper is an enhanced version of [1]. The Information 
and Communications Technology (ICT) sector counts for 
over 2% of the world’s carbon emissions nowadays [2]. 
However, the energy consumption of the ICT sector is 
forecasted to increase by 8% by 2030 in the best case scenario, 
and by 20% in the worst case scenario [2]. The ICT sector 
covers many areas and one of them being mobile networks. 
Mobile networks are growing the most, among all ICT sectors, 
in terms of number of subscribers, traffic demand, connected 
devices and offered services [3]. The trend in mobile networks 
is that more and more capacity is required and the coverage 
should be everywhere. Hence, base stations are widely 
deployed to cover the largest area possible, in order to satisfy 
the users’ needs. The next generation of mobile networks, the 
5th Generation (5G), is approaching and promises more 
capacity and higher bitrates. Thus, an important parameter to 
consider is how this growth will affect the energy 
consumption in mobile networks. 

In the mobile network’s base stations, the power amplifier 
takes up most of the energy consumption, next comes the 
baseband processing and then the cooling [3]. Cloud-Radio 
Access Network (C-RAN) architectures have been introduced 
to lower these parameters. In C-RAN, the radio frequency and 

baseband processing functions from the base station are split 
in two units referred to as the Radio Unit (RU) and the 
Centralized Unit (CU). The concept is illustrated in Fig. 1. The 
RU is located close to the antenna at the antenna mast, thereby 
it is convection cooled and settles for a smaller amplifier. The 
CUs from several cells can be gathered in a datacenter, where 
it is possible for them to share processing powers when not 
used at the same time. Hence, C-RAN will have the possibility 
of saving energy consumption in the three most energy 
consuming parameters of the traditional base station. The RU 
and the CU are connected by a network segment called the 
Fronthaul (FH) network [4]. Originally, only the radio 
frequency functions were present in the RU, as the FH 
network required very large bitrates in order to transport a 
constant stream of raw In-phase and Quadrature (IQ) data 
blocks. These blocks of raw IQ data were transported using a 
special protocol, for example Common Public Radio Interface 
(CPRI). Recently, the concept of Functional Splits (FS) has 
been scrutinized, leaving more processing functions in the 
RU. The more functions are left locally in the RU, the lower 
the bitrate on the FH network, and gives the possibility of a 
bitrate varying with user load, but also a larger and more 
complex RU. Additional information regarding the FSs can be 
found in [4], which provides an in-depth analysis of the FSs 
including latency and impact on FH network. Selected FS 
options are illustrated in Fig. 2. Fig. 2 shows the RU and CU 
separated by the FH network, which is illustrated by a green 
dotted line. To the right in Fig. 2, the Long Term Evolution 
(LTE)/LTE-Advanced(LTE-A)/5G protocol stack illustrates 
the location of the different FSs selected for this paper. The 
LTE/LTE-A/5G protocol stack consists of, from the bottom 

 

 
 
Figure 1. Comparison of traditional base station and C-RAN. 
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up: the Radio Frequency functions (RF), the physical 
processing (PHY), the Media Access Control (MAC), the 
Radio Link Control (RLC) and the Packet Data Convergence 
Protocol (PDCP). Further description of the protocol stack 
layers can be found in [4]. On the right side of the figure is a 
table stating the FH bitrates for LTE, LTE-A and 5G 
considering different FSs. These FH bitrates are based on 
calculations in [5] and extended using the parameters stated in 
Table I, to also include LTE and 5G. The FH bitrates are only 
considered for the Downlink (DL) direction. The FH bitrates 
reveal how extremely capacity demanding the FH is, it puts 
large requirements to the network carrying it. 

This work investigates how different FSs combined with 
different FH network types, impact the energy consumption in 
the FH network. The contribution of this paper includes new 
perspectives on energy consumption for different FH network 
options. The different FH network types considered in this 
paper are: point-to-point (PtP) fiber, Microwave Radio 
(MWR), Passive Optical Networks (PON) and Coarse 
Wavelength Division Multiplexing (CWDM) networks, all of 
these are compared with an over layer of Ethernet. These FH 
network types are chosen based on the overview in [6], where 
the physical layer technologies that can carry an overlay of 
Ethernet are chosen. This paper is organized as follows: 

Section II provides an overview of research in this field. 
Section III introduces FH networks in general. Section IV 
presents energy consumption in the physical layer including: 
PtP fiber, MWR, CWDM and PON FH networking. Section 
V presents Ethernet FH networking including a detailed 
model for energy consumption in the Ethernet FH network. In 
Section VI, the different layers energy consumptions are 
combined. Section VII discusses the results provided, 
considering how to obtain an energy efficient FH network for 
5G. Section VIII concludes the paper. Compared to [1], then 
this work differentiates by introduction of Sections IV and VI. 
Remaining sections have been updated and modified. 

II. STATE OF THE ART 

C-RAN has been the topic of much research in recent 
years. A detailed description of the technology is found in [7]. 
Liu et al. state in [8] how PtP connections refer to the classical 
FH transporting IQ data blocks over what is now known as FS 
8. Recent years research has looked into new FH 
opportunities, evolving the FH from PtP to shared 
connections. The Next Generation Mobile Networks 
(NGNM) provides in [6] a comprehensive study of the 
different options for FH transport including the five 
technologies selected for this paper: Ethernet, PtP, MWR, 
PON and CWDM networks.  FH networks have been the topic 
of some energy efficiency investigations: Fathy et al. [9] 
present a power model for a RF/PHY split PON FH 
considering sleep mode and active RUs. They find that the 
average network power consumption is lower using their 
“greedy selection” algorithm. The work in [10] investigates 
the energy consumption in the RU considering different FSs, 
digital and analogue. In [11] Tan et al. analyze the energy 
consumption in RF/PHY  split stating that 90 % of the energy 
is consumed by the RU, 9% by the CU datacenter and 1% by 
a 10G Ethernet PON FH network. The work in [12] by 
Kondepu et al. investigates the energy efficiency for the FH 

 
 

Figure 2. The FSs considered and their corresponding FH bitrates for LTE, LTE-A, 5G. The FSs are illustrated in the LTE protocol stack with upper 
layer PDCP and lowest RF. 

TABLE I.  PROPERTIES FOR FRONTHAUL BITRATE 
CALCULATIONS. 

 

 RATs 
LTE LTE-A 5G 

Bandwidth 20 MHz 100 MHZ 400 MHz 

# Antennas 2 32 256 

# Spatial layers 2 8 12 

Modulation order 16 QAM 256 QAM 256 QAM 

Sample rate 30,72 MHz 30,72 MHz 614,4 MHz 

# Subcarriers 1200 6000 24000 

# Resource element 
blocks 

100 500 2000 
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network for a flexible FS, by switching on and off resources 
using Software Defined Networking (SDN).  

With regard to the findings provided in this section, this 
work represents an uninvestigated area of looking into the FH 
energy consumption of multiple FH options while considering 
different FSs individually. 

III. FRONTHAUL NETWORKS 

FH transport can use many different types of 
technologies, wired and wireless. The FH network consists of 
different elements, depending on the type of network. 
Networks operate in layers, and technologies must be 
evaluated based on, which layer they operate. The network 
types considered for the physical layer in this work covers 
fiber PtP, MWR, PON and CWDM. On top of this, in the data 
link layer, this work considers Ethernet. The layered 
transmission considered in this work is illustrated in Fig. 4. 

The figure illustrates how the transmission paths are 
determined by Ethernet but the physical transmission, or 
moving of data is performed in the physical layer.   

In the future 5G network, the RAN will be expanded with 
more antennas. This will increase the demands to the FH 
network even more, as not only higher bitrates shall be 
transported, but also more streams are present from the higher 
numbers of RUs and antennas. Our model (1) estimates the 
amount of RUs in an area covered by one CU assuming a 
circular coverage area. Equation (1) takes the area of the 
coverage area and divides it by the area of each cell, then sums 
up for all RATs:         
        

𝑁𝑅𝑈 = ∑
𝜋∙𝐷𝑀𝐴𝑋

2

𝜋∙𝑅𝐴𝑇 𝑛
2𝑅𝐴𝑇  , 𝑁𝑅𝑈  ∈ ℕ0              (1) 

 

 
 

Figure 3. Illustration of different solutions for FH transport technologies: PtP, PON, CWDM and MWR 

 

 
Figure 4. FH transmission over PHY layer, which could be PtP, PON, CWDM or MWR with Ethernet on top. The FS illustrated in this figure is 

PHY/MAC. 
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DMAX is the maximum distance between the CU and the 
RU due to FH latency constraints. RATn is the maximal 
transmission distance for one single antenna per Radio 
Access Technology (RAT). The RATs describe whether 3rd 
Generation (3G), LTE, LTE-A etc. are present in the current 
area, as each RAT requires its own RU. Equation (1) 
summarizes the amount of RUs for all RATs present, because 
different RATs have different cell sizes.  

IV. ENERGY CONSUMPTION IN THE PHYSICAL LAYER 

This section introduces different options for physical 
layer FH transport and corresponding energy consumption 
models. 

A. PTP Fronthaul 

The traditional C-RAN FH network establishes a single 
PtP fiber transmission link between the CU and RU. The only 
energy consuming elements in this setup are the Small Form-
factor Pluggable (SFP) modules and the media converter. The 
SFP modules are transceivers that connect the CU and RU to 
the fiber in each end of the connection, the media converter 
converts the signal to Ethernet before transmission.  

1) PtP energy consumption 
This work uses SFP+ modules for reference consuming 

1.5 W each with a capacity of 10 Gbps  [13]. For media 
converter a 10 Gbps capable media converter consuming 7.2 
W is used for reference [14]. 

The amount of SFPs in PtP is dependent of the SFP 
capacity. For those FSs having a bitrate higher than the SFP 
capacity, the data stream will be split out on more channels, 
hence more SFPs. The number of SFPs per RU, SFPRU, is 
calculated in (2), and is always at least one: 

 

𝑆𝐹𝑃𝑅𝑈 = ⌈
𝐵𝐹𝐻

𝐶𝑎𝑝𝑆𝐹𝑃
⌉ , 𝑆𝐹𝑃𝑅𝑈  ∈ ℕ                 (2) 

 

In (2) BFH is the FH bitrate, which can be found in Fig. 2, 
and capSFP is the capacity per SFP. The total number of SFPs 
can be calculated as, SFPPtP.  

 

𝑆𝐹𝑃𝑃𝑡𝑃 = 𝑆𝐹𝑃𝑅𝑈 ∙ 𝑁𝑅𝑈 ∙ 2 , 𝑆𝐹𝑃𝑃𝑡𝑃 ∈ ℕ0          (3) 

The power consumed by PtP can then be calculated as 
PPtP, including the power per SFP, PSFP and the power per 
media converter, PMC, which is the same amount as the SFPs: 

 

        𝑃𝑃𝑡𝑃 = 𝑆𝐹𝑃𝑃𝑡𝑃 ∙ 𝑃𝑆𝐹𝑃 +  𝑆𝐹𝑃𝑃𝑡𝑃 ∙ 𝑃𝑀𝐶  , 𝑃𝑃𝑡𝑃 ∈  ℝ       (4) 

 

2) PtP Results 
One PtP connection consumes 17.4 W for FS RLC/PDCP. 

This corresponds to 152.4 kWh per year. Fig. 5. Illustrates 
the energy consumption for one PtP fiber CU-RU connection. 
The figure illustrates how the energy consumption is the same 
for all FSs in LTE. But when considering LTE-A and 5G 
bitrates, the energy consumption starts to scale. The decrease 
in energy consumption between RF/PHY split and 
PHY/MAC split is 99.3 % for 5G and 93.8 % for LTE-A. 

B. MWR Fronthaul 

The MWR FH establishes a wireless PtP connection 
between the CU and RU. In a MWR link, the RU is connected 
via a cable to the baseband processing part, which is then 
connected to one or more Transceivers (TRX), depending on 
required FH capacity. Each of the TRXs are then connected 
to an antenna. The antenna transmits radio waves to another 
antenna located close to the CU. This antenna is connected to 
a TRX and a baseband processing part, connected to the CU. 
As each TRX requires another TRX at the receiving side, 
these will in the following be referred to as TRX pairs. The 
energy consuming elements in a MWR FH consists of the 
baseband processing part and the TRXs in each end of the 
link.  

1) MWR energy consumption 
To provide information about MWR energy 

consumption, energy measurements were performed using an 
Ericsson Mini link MWR setup [15]. The system power was 
measured using a Rohde and Schwarz power Analyzer  
HMC8015. The configuration considered in this example is 
28 MHz bandwidth and 1024-QAM modulation [15]. The 
baseband processing and one TRX in each end of the link 
consumes in total 250 W, and additional TRX pairs add 20 W 
on top of that [15]. These numbers assume that the TRXs are 
transmitting at the highest power. The capacity of each TRX 

 
 

Figure 6. Energy consumption by RAT for one RU- 
CU connection using MWR FH. 

 
 

Figure 5. Energy consumption by RAT for one RU- 
CU connection using PtP/CWDM FH. 
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pair is 225 Mbps [15]. Studies show [15] that the power 
consumption of MWR links does not increase significantly 
with the user load. But another factor to consider is the 
transmission power, which when increasing also increases 
the energy consumption. The transmission power depends on 
the distance between the antennas, obstacles and weather 
conditions. 

In MWR each CU-RU connection is a wireless PtP 
connection. The capacity necessary for transmission of one 
link is described by the number of TRX pairs. Calculating the 
total number of TRX pairs T, is done using the FH bitrate BFH 
and the max capacity per TRX pair TRXcap: 

 

                              𝑇 = ⌈
𝐵𝐹𝐻

𝑇𝑅𝑋𝑐𝑎𝑝
⌉  , 𝑇 ∈ ℕ0                         (5) 

 

The power consumption for the whole MWR FH, PMWR is 
then calculated using the power consumption of the baseband 
with one TRX pair included PBB and the power consumption 
of additional TRX pairs, PTRX: 

  
            𝑃𝑀𝑊𝑅 = 𝑃𝐵𝐵 + (𝑇 − 1) ∙ 𝑃𝑇𝑅𝑋  , 𝑃𝑀𝑊𝑅 ∈  ℝ            (6) 

 

2) MWR Results 
Fig. 6 illustrates the energy consumption for one RU-CU 

connection using the bitrates provided in Fig. 2. Note Fig. 6 
uses a logarithmic scale on the Y-axis. The figure shows the 
large differences in energy consumption between the 
different RATs. In 5G the difference between RF/PHY split 
and RLC/PDCP split is a 99.3 % decrease, where in LTE the 
same decrease is only 59.7 %. 

C. CWDM Fronthaul 

CWDM is a multiplexing technique utilizing several 
optical wavelengths in the same fiber [16]. This is a very 
efficient way to transport data over great distances, as the 
only components requiring power along the transmission 
path are optical amplifiers [16]. CWDM transports up to 18 
channels and for up to 60 km [16]. A CWDM network 
consists of a multiplexer that can combine data on several 
wavelengths, SFP modules, a fiber connection, one or more 
amplifiers along the path and a demultiplexer splitting the 

wavelengths out on the fibers connected to the individual 
RUs. The setup is illustrated in Fig. 7. Energy consuming 
elements in CWDM are the SFP modules, the media 
converters and the amplifiers along the transmission. The 
fiber medium does not consume any power itself and neither 
do the (de)multiplexers. 

1) CWDM energy consumption 
CWDM (de)multiplexers made with the newest 

technologies are passive and does not consume any energy 
themselves [17]. The transceivers considered for this CWDM 
system are CWDM SFP+ modules [13]. The CWDM 10 
Gbps SFP+ modules consume 1.5 W each [13]. The media 
converter is 10 Gbps capable and consuming 7.2 W [14]. 

The energy consumption model for CWDM is equal to 

the one for PtP. This is due to the fact that the 

(de)multiplexers do not consume any power themselves, the 

energy consumption corresponds to the same as PtP. 

2) CWDM Results 
The CWDM power consumption corresponds to the 

power consumption in PtP. 

D. PON Fronthaul 

A PON network consists of one Optical Line Terminal 
(OLT) connected by fiber to one or multiple Optical Network 
Terminals (ONT). For this work the PON version Gigabit-

 
 

Figure 7. The CWDM system, multiplexing several fibers into one, and demultiplexing them again.  

 
 

Figure 8. Energy consumption by RAT for one RU- 
CU connection using PON FH. 
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PON (GPON) is considered [18],  this standard supports a 1.2 
Gbps datarate on the FH link [18]. The process of 
transporting data from the OLT to the ONT is performed on 
a “transmit when there is something to send” basis, because 
the OLT is aware of all ONTs. The process of transporting 
the user data from the ONT to the OLT is more complex in 
PON, and a process referred to as Dynamic Bandwidth 
Allocation (DBA) is used for uplink scheduling. The DBA 
process assigns bandwidth to the individual ONTs when they 
request it [18]. The issue when considering PON as a FH 
transport medium arises in the uplink scheduling delay. This 
problem can be solved by creating a request message in the 
CU and this way send it on an earlier state to the OLT [19]. 

1) PON energy consumption 
The products used for PON reference in this work is a 

Nokia ISAM FX-8 switch acting as the OLT using a 16 port 
line card, which means that this one device handles 16 OLTs 
at the time. Each of these OLTs connects up to 32 ONTs. The 
switch’s power consumption is not included in this physical 
layer section. The GPON linecard consumes 89 W and optics 
are SFP B+ modules consuming 0.6 W per ONT. 

The ONT considered for this work is an ICOTERA 
GPON FTTH ONT i5800-series with a maximum power 
consumption of 14.4 W [20].  

The PON FH energy consumption model is first 
calculating how many ONTs are necessary, per ONT-OLT 
connection in order to transmit the required FH bitrate, 
ONTpair: 

 

𝑂𝑁𝑇𝑝𝑎𝑖𝑟 = ⌈
𝐵𝑅𝐹𝑆

𝐵𝑅𝑃𝑂𝑁
⌉  , 𝑂𝑁𝑇𝑝𝑎𝑖𝑟 ∈ ℕ             (11) 

 

Where BRPON is the PON maximum bitrate and BRFS is 
the maximum FH bitrate of the current FS. Then the number 
of ONTs connected to each OLT is calculated, ONTOLT:  

 

𝑂𝑁𝑇𝑂𝐿𝑇 = ⌊
𝐵𝑅𝑃𝑂𝑁

𝐵𝑅𝐹𝑆
⌋  , 𝑂𝑁𝑇𝑂𝐿𝑇 ∈ ℕ              (12) 

 

Then the number of OLTs in PON are calculated, 
PONOLT: 

 

𝑃𝑂𝑁𝑂𝐿𝑇 = ⌈
𝑁𝑅𝑈

𝑂𝑁𝑇𝑂𝐿𝑇∙𝑂𝑁𝑇𝑝𝑎𝑖𝑟
⌉ , 𝑃𝑂𝑁𝑂𝐿𝑇 ∈ ℕ0    (13) 

 

Here NRU is the number of RUs in the area. Then it should 
be calculated how many linecards NLC are necessary, where 
OLTLC is the number of OLT ports on the linecard. 

 

𝑁𝐿𝐶 = ⌈
𝑃𝑂𝑁𝑂𝐿𝑇

𝑂𝐿𝑇𝐿𝐶
⌉ , 𝑁𝐿𝐶 ∈ ℕ0               (14) 

 

Then it is calculated how many SFP modules are 
necessary: 

 

𝑆𝐹𝑃 = (𝑂𝑁𝑇𝑂𝐿𝑇 + 𝑂𝑁𝑇𝑝𝑎𝑖𝑟) + 𝑃𝑂𝑁𝑂𝐿𝑇 , 𝑆𝐹𝑃 ∈ ℕ0  (15) 

 

From this the total power consumption, PPON, can be 
calculated: 

𝑃𝑃𝑂𝑁 = 𝑃𝐿𝐶∙𝑁𝐿𝐶 + 𝑃𝑆𝐹𝑃 ∙ 𝑆𝐹𝑃 + 𝑃𝑂𝑁𝑇 ∙ (𝑂𝑁𝑇𝑂𝐿𝑇 +

𝑂𝑁𝑇𝑝𝑎𝑖𝑟) ,     𝑃𝑃𝑂𝑁 ∈  ℝ             (16) 

 
In (16) PLC is the power consumed by the linecard, PSFP is 

the power consumed by each SFP module and PONT is the 
power consumed by each ONT. 

2) PON Results 
Fig. 8 illustrates the energy consumption by PON for one 

CU-RU connection considering different RATs and different 
FSs. Especially in the 5G scenario, the energy consumption 
is scaling much, here the decrease between split RF/PHY and 
PHY/MAC is 99.3 %. In LTE the decrease between the same 
FSs is 37.1 %. 

E. Fronthaul networks comparison 

This section considers a scenario where multiple RUs are 
connected to one CU. The situation is illustrated in Fig. 9 
showing how multiple sites of 3-sectorized antennas are 
connected to one CU. In this use case, a FH network limited 
to 20 km by latency [7] using 3-sectorized antennas covering 
13 km2 per 3-sector, would need a total of 290 antennas/ RUs 
to cover the entire area calculated using (1). This example 

 
 

Figure 9. Illustration of several RUs connected to the same CU. 

 
 

Figure 10. LTE FH energy consumption for different FH technologies 
considering an area with 290 RUs. 
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only considers LTE as RAT. The results are summarized in 
Fig. 10 for LTE and Fig. 11 for 5G. 

For both LTE and 5G, the largest energy consumption is 
consumed by the MWR connections, and the smallest energy 
consumption is consumed by PtP/CWDM. If changing from 
MWR FH to PtP/CWDM FH the energy consumption will be 
halved, regardless of the FS used. It is though interesting to 
observe that for the smallest FH bitrates in LTE, then PON is 
the least energy consuming solution. 

V. ETHERNET FRONTHAUL 

Ethernet is a data link layer transmission technology, 
which can act as overlay on top of the physical layer 
technologies already presented in this paper. Where the 
physical layer is just acting as pipes, Ethernet switches are 
forwarding Ethernet frames in the intended direction. As a 
FH network, Ethernet benefits in being flexible and already 
widely used in other network segments. Table II summarizes 
three options for FH transmission. The option of transmitting 
FH data using CPRI; this option is most beneficial for FSs 
located between the RF and the resource element mapper 
function, i.e., FSs having a constant bitrate on the FH link [4]. 
The same FSs can be transported over Ethernet using a 
gateway to encapsulate CPRI into Ethernet frames; this is 
referred to as CPRI over Ethernet. Another solution is FH 

transmission over Ethernet. This solution is preferred for FSs 
with a variable bitrate on the FH link, i.e., those having the 
resource mapper function included in the RU. Table II 
represents the current status of the network – the RUs 
connected using CPRI, and the Ethernet solutions as an option 
for the future 5G FH network. 

The amount of RUs found in (1) can be used to find the 
estimated number of switches covering the current area. 
Hence, each RU is connected to one ingoing port in an 
Ethernet switch. Equation (17) expresses the lowest number 
of switches Nsw to cover an area: 

                                                        

𝑁𝑠𝑤 = ⌈
𝑁𝑅𝑈

𝑁𝑝𝑜𝑟𝑡
⌉ , 𝑁𝑠𝑤 ∈ ℕ0                       (17) 

 
In (17), Nport is the number of ingoing ports in each switch.  

Fig. 12 illustrates the composition of an Ethernet switch. An 
Ethernet switch consists of different components. Ethernet 
frames are received in input modules, which type depends on 
whether the network is optical or electrical. Then the Ethernet 
frames are sent into the switch via receiving ports. When 
entering the switch, the Frame Check Sequence (FCS) is 
checked and the frame is stored in a FIFO queue. Then the 
address field in the frame is read, and matched in an address 
lookup process to the right outgoing port. Afterwards the 
frame is again stored in a FIFO queue, before it is sent to the 
outgoing ports and transmitted via output modules. All of 
these processes consumes energy depending on the FH link 
bitrate found in Fig. 2. 

A. Energy consumption 

The calculations in this paper uses a Cisco Catalyst 9200 
switch for reference. This switch has a standby power of 35 
W [21]. The switch has a power consumption of 42,27 W in 
case of full port traffic and 100% load [21]. The difference 
between standby and full load is thereby 7.27 W. Dividing this 
number into four switch processes, those mentioned in the 
previous sub section (FCS, MAC, FIFO, FIFO), a rough 
assumption is that each process consumes 1.8 W. The switch 
is assumed to use 24 ports running 1 Gbps speed and 
transmitting/receiving via SFP+ modules consuming 1.5 W 
each [22]. 

 
 

Figure 11. 5G FH energy consumption for different FH technologies. 
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TABLE II.  COMPARISON OF CPRI, ETHERNET AND CPRI OVER ETHERNET FRONTHAUL. 
  

Selected FH options 

CPRI CPRI over Ethernet Ethernet 

What is 
transmitted? 

Raw IQ samples. IQ samples encapsulated in Ethernet 
frames. 

Ethernet frames. 

Quality of 
Service 

Dedicated user channel. Shared transmission. Ethernet control 
management necessary. 

Shared transmission. Ethernet control 
management necessary. 

Pros Simple RU. Capacity, timing and 
synchronization are guaranteed. 

CPRI RUs can be reused. Existing 
Ethernet network can be used. 

Variable/lower bitrate on FH link. 
Existing Ethernet network can be used. 

Cons Constant high bitrate on FH link 
increasing by number of antennas. 

High Bitrate. Delay can occur. Requires 
a gateway from CPRI to CPRI over 
Ethernet. 

Delay can occur. Requires new RUs 
with higher complexity. 
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B. An Ethernet fronthaul energy consumption model 

In an Ethernet FH network, each switch consumes energy 
related to the amount of incoming traffic. This is expressed in 
(18), where PFH is the total power in W consumed when 
transmitting data over the FH network between the RU and 
CU. PSW is the total power consumed by one switch, and that 
is multiplied by the number of switches NSW [1]. 

 

                             𝑃𝐹𝐻 = 𝑃𝑆𝑊 ∙ 𝑁𝑆𝑊   ,  𝑃𝐹𝐻 ∈ ℝ                     (18) 

 
Equation (19) determines the power consumed in one 

switch. Pstandby is the power always consumed in the switch to 
keep it running. Ppk is the power consumed by the switch when 
forwarding one packet. Pbit is the power consumed by the 
switch when forwarding one bit. These numbers are 
multiplied by the number of forwarded bits, Nbit, and the 
number of forwarded packets, Npk. These numbers are 
dependent of the FH bitrate, which can be found in Fig. 2 [1]. 

 

 𝑃𝑠𝑤 = 𝑃𝑠𝑡𝑎𝑛𝑑𝑏𝑦 + 𝑃𝑝𝑘 ∙ 𝑁𝑝𝑘 + 𝑃𝑏𝑖𝑡 ∙ 𝑁𝑏𝑖𝑡   ,  𝑃𝑠𝑤 ∈ ℝ     (19) 

 
Determining the power consumed by the switch when 

forwarding one packet, requires the power consumed by the 
process only used once per packet, namely the MAC address 

lookup (PMAC). This function’s power consumption is divided 
by the maximal number of packets forwarded per second [1]. 

 

𝑃𝑝𝑘 =
𝑃𝑀𝐴𝐶

 𝑁𝑝𝑘(max)
 𝑃𝑝𝑘 ∈ ℝ                    (20) 

 
Npk(max), the maximal number of packets forwarded per 

second, is calculated by dividing the switch’s maximum line 
bitrate by the minimum packet size. 

Determining the power consumed by the switch when 
forwarding one bit, requires the power consumed by the 
processes where each bit is handled, namely the reception 
(PRX), the FCS check (PFCS), two FIFOs (PFIFO) and the 
transmission (PTX). These functions power consumption is 
divided by the maximal number of bits forwarded per second 
[1]. 

 

         𝑃𝑏𝑖𝑡 =
𝑃𝑅𝑋+𝑃𝐹𝐶𝑆+𝑃𝐹𝐼𝐹𝑂∙2+𝑃𝑇𝑋

𝑁𝑏𝑖𝑡(max)
 ,  𝑃𝑏𝑖𝑡 ∈ ℝ        (21) 


Nbit(max), the maximal number of bits forwarded per 

second, is the switch’s maximum line bitrate. The given model 
is used for further investigation of the energy consumption in 
an Ethernet FH network. 

C. Results 

Based on the bitrate numbers provided in Fig. 2 and the 
Ethernet FH energy consumption model, are the following 
results obtained, illustrated in Figs. 13-17. 

Fig. 13 illustrates the input parameters from the model in 
Section IV. The numbers are based on FS RF/PHY using 5G 
RAT for one switch. The energy consumption is illustrated on 
a logarithmic scale as a function of different packet sizes. The 
figure illustrates how different sizes of packets do not affect 
the total energy consumed by all bits (Pbit*Nbit) and neither 
the standby power (Pstandby) this is as expected as none of 
these parameters are affected by increasing packet sizes. 
However, the energy consumed for all packets (Ppk*Npk) is 
much affected by different packet sizes. The decrease in 
energy consumption between transmitting only the smallest 
possible Ethernet packets, and only the largest possible 
Ethernet packets is 95.78%. 

 
 
Figure 13. Energy consumption by packet size for the different elements 

in (3). 

 
 

Figure 14. Percentage of energy consumption by increasing packet 
sizes using 5G RAT. 

 
 

Figure 12. The construction of an Ethernet switch 

28

International Journal on Advances in Networks and Services, vol 13 no 1 & 2, year 2020, http://www.iariajournals.org/networks_and_services/

2020, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Fig. 14 illustrates the percentage of total switch energy 
consumption as a function of the packet sizes. The figure 
illustrates different FSs using 5G RAT. It is clear that the 
RF/PHY split consumes the largest percentage of energy. The 
figure shows how large effect the packet size has, thus the 
energy consumption percentage decreases slightly when the 
packets are larger. It is not possible to see the FSs PHY/MAC 
and RLC/PCP in the figure as they consume much less energy. 
However, in those splits the decrease in energy consumption 
between transmitting only the smallest possible Ethernet 
packet, and only the largest possible Ethernet packet is 2.66% 
in both cases whereas for the RF/PHY split the difference is 
2.84%. 

Fig. 15 illustrates the energy consumption in the FH 
network when using different FSs and different RATs. Note 
that it is illustrated on a logarithmic scale. This calculation 
assumes that the packet size is 1518 B. The figure shows the 
energy consumption in the FH network using LTE, LTE-A 
and 5G RATs. The figure states huge differences in power 
consumption for the different FSs using LTE-A and 5G. In 
5G, the energy saving by using split PDCP/RLC compared to 

split RF/PHY is 99.32% per switch, compared to LTE where 
the energy saving is only 27.66% between the two splits. Or 
in other words if assuming one household consumes 3500 
kWh per year, then the FH energy consumption in 5G using 
split RF/PHY covers 199 households per switch, where split 
PDCP/RLC covers less than 1.5 households per switch. In Fig. 
15, the power consumption for LTE does not differ much 
when comparing the different FSs, meaning that significant 
energy consumption reductions or increases will not be 
present using this RAT. 

Fig. 16 shows the yearly FH energy consumption in kWh 
using 5G RAT. This calculation assumes that the packet size 
is 1518 B. The energy consumption is illustrated by the 
increasing number of switches. As the figure shows, then the 
Energy consumption increases by number of switches in the 
network. The figure illustrates how much energy is required 
to run a FH network with many switches. 

Fig. 17 illustrates on a logarithmic scale, how the FH 
energy consumption increases when more RUs are added to 
the network. In the figure, each switch is assumed to have 24 
ingoing ports, and the indent behavior of the graph shows the 
capacity of each switch. 

VI. FAIR INCLUSION OF LAYER PHY TECNOLOGIES 

The section aims to make the most fair comparison of the 
different PHY layer technologies using Ethernet transport. In 
general the comparison is difficult as PtP/CWDM results 
consider a 10 Gbps capacity system where the PON 
technology is only represented by a 1 Gbps capacity. But as 
numbers for energy consumption are difficult to find, it has 
been chosen to use confirmed energy consumption values and 
not estimated ones. For PtP/CWDM the Ethernet switch 
energy consumption is just added to the layer PHY energy 
consumption. For MWR, the energy consumption of the 
Ethernet switch is not included, as the MWR system 
transports Ethernet frames, and in that regard, energy 
consumption of Ethernet is already included in the numbers 
provided. For PON the SFPs have already been included in 
the calculations for the PON energy consumption, therefore 
the SFP energy consumption of the Ethernet switch PRX and 
PTX has been excluded from the calculations. Further, for  

 
 

Figure 16. Energy consumption by increasing number of switches 
in 5G. 

Figure 15. Ethernet energy consumption by radio access technology. 
 

 
 
Figure 17. Energy consumption for 5G and different FS options 

compared to amount of RUs. 
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PON, the number of Ethernet switches is equal to the number 
of linecards, NLC.  

Figs. 18 and 19 illustrate the huge impact of the bitrate in 
these measurements, because the tendencies in the two 
figures are very different. The only difference between these 
two figures is the used FS and hereby the FH bitrate. 
According to Fig. 2, then the bitrate is more than 10 times 
larger for RF/PHY than for RLC/PDCP considering LTE. 
This difference is significant for PON. Because in the 
RLC/PDCP scenario the FH bitrate is smaller than maximum 
PON capacity, resulting in ONTOLT > 1, meaning the capacity 
per OLT is shared among several ONTs. This results in PON 
having the lowest energy consumption in Fig. 19, whereas in 
Fig 18 ONTpair ≤ 1 and PON has the largest energy 
consumption. In this regard it would have been very 
interesting to compare with a 10 Gbps PON technology, but 
that must be a matter for future work. 

VII. DISCUSSION 

The energy consumption is an important matter 
considering all areas of the ICT sector. The mobile networks 
are no exception and within mobile networks the FH network 
must never be a bottleneck for the expensive RAN capacity, 
but neither should it consume more energy than necessary. In 
that regard, the FH network must be carefully aligned. This 
work considers different layers of FH network transport. 
Different technologies in the physical layer and Ethernet in the 
data link layer. The total FH energy consumption will be the 
sum of the energy consumption in the physical layer and the 
energy consumption by the Ethernet overlay. 

This work has looked into the energy consumption of 
different types of FH networks. In this regard, PtP fiber and 
CWDM definitely consume less energy compared to the other 
options. CWDM and PtP obtains very low results for energy 
consumption in this work, while it still have lots of capacity 
for the FH transmission. CWDM can be a solution to share 
resources in PtP scenarios because multiple links can be added 
to the same fiber. In reality CWDM will most likely be used 
to multiplex data from all RUs at the same base station onto 
the same fiber. 

When comparing the different FH network types in 
Section VI, MWR consumes the largest amount of energy. At 
the same time, the MWR results are the only ones based on 
real life measurements, and not data sheet numbers. The 
MWR results depend on the bitrate and it is very clear to see 
how much the FS and the RAT influence the energy 
consumption. MWR might not be the most optimal solution 
energy-wise, but in some situations it is not possible to deploy 
fiber. Then MWR is an easy deployment solution. 

PON as a FH network obtains in general higher energy 
consumption compared to the other wired solutions presented 
in this work, but not for lower bitrates as stated in Section VI, 
where the PON network is able to share the connections 
among several RUs. It should be noted that the energy 
consumption numbers provided in this work are only for 
GPON with a capacity of 1.2 Gbps, other PON solutions with 
higher bitrates, for example 10 Gbps or 40 Gbps, will most 
likely, according to Section VI, obtain much better results for 
energy consumption, because more resources can be shared 
among different users or more RUs. Unfortunately, it has only 
been possible to obtain energy consumption number for 
GPON for the examples in this paper. But, when having the 
power consumption for other PON solutions, the models in 
this work can still be used.  

Considering the multiple RUs use case in Section IV.E, 
where an area covered by 290 RUs were used as an example. 
Here, changing from MWR FH to PtP/CWDM FH the energy 
consumption will be halved, regardless of the FS used. This is 
a significant difference from the one RU-CU pair examples 
presented in section IV.A,B,C,D. But in these examples lower 
decreases in energy consumption were provided using LTE 
RAT. More specifically, PtP and MWR had the same energy 
consumption for all FSs, MWR had a decrease between split 
RF/PHY and PHY/MAC of 60% whereas is PON the decrease 
between the same FSs were 37%. 

Ethernet results in this work show how the choice of a FS, 
the number of RUs and the number of ingoing ports per 
Ethernet switch has huge impact on the energy consumption 
in an Ethernet FH network. The energy consumption does not 
differ much between the different FSs when considering LTE, 

 
 

Figure 19. Ethernet energy consumption by increasing number of RU’s. 
For FS PHY and LTE RAT. 

 

 
 

Figure 18. Ethernet energy consumption by increasing number of RU’s .For 
FS RF/PHY and LTE RAT. 
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but when entering the era of 5G, the FH networks will suffer 
from large energy consumption. To lower the energy 
consumption in the FH network, the choice of a FS becomes 
very important, together with high capacity Ethernet switches, 
and packet sizes. Slight decreases are obtained by transmitting 
larger sized packets even in splits PHY/MAC and PCP/RLC. 
In the Ethernet FH energy consumption model, a fixed packet 
size is used, which is very optimistic. In reality packets will 
be of different sizes, and the smaller packets, the more packets 
are necessary to transmit the same amount of data. At the same 
time, every packet carries a header, so more packets means 
more headers. Hence, using smaller packets, more bits have to 
be transmitted. In relation to that, it might not always be 
possible to fill up an entire Ethernet packet. Some functions in 
the protocol stack are time critical, e.g., the HARQ process 
[23]. In a time critical transmission, the packet might need to 
be sent before it is filled, leading to smaller packets and more 
overhead transmission.  

This work provides an overview of the energy 
consumption of different network types. Products from 
different vendors or with higher capabilities may vary from 
these numbers provided. This work only considers the energy 
consumption, not the sustainability in using the resources 
already deployed. Or in other cases, one solution might be the 
only one possible, deployment-wise. Network operators can 
use the models provided in this work to estimate when it will 
be cheaper – energy-wise, to change already established 
equipment. Also for the case of green field deployment, the 
models provided can be used to evaluate the energy 
consumption of different solutions. 

The results representing 5G and the extremely high 
bitrates and energy consumption related to that is only an 
extrapolation, but is found useful as a guideline for what can 
be expected. 

VIII. CONCLUSION 

This work investigated energy consumption in different 
types of FH networks for current and future mobile networks. 
The FH network connects the RU at the antenna site and the 
CU located in a datacenter. Different models for the FH 
energy consumption were presented, relating to different FH 
types. The outcome of this work shows the extremely high 
differences in energy consumption for different network 
types. Further, it is also important to choose the right FS, as 
significant reductions in energy consumption can be obtained. 
Many assumptions have been made due to lack of data but the 
paper gives an overview of the energy consumption in 
different network types and for the choice of different FSs. 
This makes the comparisons provided less accurate. But the 
models provided can be used for all vendors equipment and 
own numbers can easily be inserted. Results show that MWR 
consumes a lot of energy while CWDM consumes much less.  
If changing from MWR FH to PtP/CWDM FH the energy 
consumption will be halved, regardless of the FS used. For the 
Ethernet overlay alone, the difference in energy consumption 
between the, energy consumption wise, best and worst case 
scenario is 99.3 % per switch. 
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Abstract— In the design stage, Wireless Sensor Network 

developers generally need simulation tools to save time and 

money. These simulators require accurate models to precisely 

describe the behaviors of network nodes. Nevertheless, 

although model complexity has grown from layered-stack to 

cross-level, the energy aspects are not yet well implemented. In 

this paper, we suggest an energy-aware cross-level model for 

Wireless Sensor Network. Our modelling approach allows 

parameters that belong to different levels to interact and affect 

each other. This approach is used to predict the nodes energy 

consumption and to estimate the lifetime of the system. First, 

the results obtained from the implementation of our approach 

will be compared with those collected from a well-known 

simulator, Network Simulator version 2 using a set of basic 

scenarios. Then, the utility of our approach in the Wireless 

Sensor Network design process is highlighted using detailed 

scenarios that cover different types of interactions. 

Keywords-Energy-aware design; Cross-level; Energy 

modelling; Wireless Sensor Networks. 

I.  INTRODUCTION 

A Wireless Sensor Network (WSN) is a set of battery-
powered nodes that include sensors coupled with processing 
units and wireless transceivers. Since energy stored in the 
batteries is limited, both the autonomy of the node and the 
system’s lifetime are impacted. Thus, energy-aware design is 
an important research topic and different solutions have been 
proposed in recent years to address the design concept from 
an energy point of view [1][2]. In this context, and to achieve 
the high-energy efficiency required by WSN to be 
implemented in domains like agriculture, industry, and 
healthcare [3], developers of WSN applications and 
researchers working in this field need to make the right 
decisions in the early stages of the design process. 
Consequently, and in order to deal with this challenge, 
simulators and emulators are widely used. 

The scientific literature presents a large variety of single-
level simulators, especially node-level or system-level [4]. 
This distribution can be traced back to the models on which 
the simulators were built. From what we studied, there is no 
WSN model designed to reveal the impacts of a given 
parameter on energy consumption from a cross-level 
perspective, and not only from a specific-level point of 
view [5]. Therefore, in [6], we briefly addressed the need of 
the cross-level design in WSN modelling. Later, we 

suggested a cross-level energy-aware model for WSN where 
interactions among model parameters were also highlighted, 
but only for the radiofrequency (RF) unit onboard the 
node [1]. In this paper, the application of the model is 
expanded to include other node components, precisely the 
processing unit and a temperature sensor, together with more 
detailed examples of cross-level interaction.  

The structure of this paper is as follows. First, the 
evolution of WSN modelling is reviewed focusing on design 
concept and energy-awareness. Then, we propose a cross-
level energy-aware model for WSN. After that, the result 
obtained from the implemented model is compared with 
results from a well-known WSN simulator: NS2. 
Additionally, a set of scenarios will be presented to show 
cross-level interactions among model parameters. This 
includes distance between the nodes and fragmentation 
threshold. Finally, we conclude with the perspective and 
future works. 

II. WSN MODELLING AND SIMULATION 

In order to better understand the main challenges related 
to WSN modelling and simulation in a power-aware design 
context, a short study on the evolution of WSN models is 
first provided. Throughout, the development of modelling 
techniques is traced. Then, WSN simulators, which were 
built on the previous model, are to be classified based on two 
characteristics: design concept and energy-awareness. 

A. WSNs Models: from Layered-stack to Cross-level Design 

Classical data network models, such as the Open 
Systems Interconnection (OSI) model or the Internet model 
(TCP/IP), suggest a layer-based design approach where a set 
of layers are stacked together. In this kind of model, the 
layers are defined based on their functionality, such as 
physical or logical connections. Each layer can only interact 
with the two adjacent layers in the stack using software 
interfaces [7]. However, in WSNs, parameters residing at 
different layers need to interact with each other [3]. Thus, 
services are to be provided across stack layers rather than a 
specific layer. Thereby, the traditional stack-layered model 
cannot answer the modelling challenges of this kind of 
networks [8]. 

For many years, several works have handled this 
problem by developing different WSN-oriented solutions. 
In [7], the authors suggest a modelling approach based on 
cross-layer design, where adaptivity and optimization across 
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multiple layers of the stack is supported. A comparable 
cross-layered model is introduced in [9]. Furthermore, in 
[10], the cross-layer point of view is applied to network 
security, and additional considerations are included in this 
regard. In [11] a cross-layer concept is suggested through an 
infrastructure that supports a cross-layer design approach. 
According to the authors, the cross-layer interaction means 
that some data from a layer may be used as a parameter by a 
protocol that resides in another layer or it may affect another 
layer's operating process. 

The suggestion of the “tier” or “level” concept is another 
approach that is used to answer the modelling challenges in 
WSN [12]. In the previous proposal, a level stands for a 
group of parameters that belong to different functions and 
features of the entire system, and not only limited to the 
network model. Alongside the previous methods, the 
solution outlined in [13] divides the model’s layers into two 
levels. The first level is mainly focused on non-physical 
parameters related to both software and application. On the 
other hand, the second level is concerned with hardware 
where the protocols are implemented, especially linking and 
routing, along with RF unit and sensor parameters. 

This resulted in the development of a new approach for 
modelling WSNs: the multi-level approach. It expands the 
standard layered-stack model to cover not only node 
hardware and software, but also wireless media and 
parameters from the surrounding environment, such as 
temperature. Examples of this kind of multi-level models can 
be found in [14] and [15].  

After that, several evolutions were suggested to develop a 
cross-level model starting from the multi-level approach. As 
an example, in [16], a description is provided for using the 
multiple-level model in the design and development of WSN 
from a cross-level perspective. However, as illustrated in 
[17], many proposed cross-level approaches are not used in 
an effective manner. Consequently, although energy 
modelling is a crucial issue in WSN design, this aspect is 
also not well implemented in the modelling stage. 

B. WSN Simulator classification: design concept and 

energy awareness 

In general, WSN models focus on one level of 
abstraction. Therefore, WSNs simulators built on these 
models are typically specific level [2]. Consequently, they 
trace parameters related to that particular level [3]. In this 
context, a parameter is a numeric value that characterizes one 
property of a given level of abstraction, such as power 
consumption or payload length.  

For example, Network Simulator version 2, well-known 
as NS2 [17], is aimed at simulating network protocols. Thus, 
it has poor support for hardware simulation. Quite the 
opposite, TOSSIM [18] can precisely emulate hardware, but 
it provides a very abstract perspective for high-level network 
or routing protocols. Moreover, there are several multi-level 
simulators. In this category, the simulator can take into 
account parameters belonging to different levels 
simultaneously. By way of an example, Jsim [19] is a multi-
level simulator dedicated to WSNs. It is multi-level because 
it can simulate both environment and network parameters at 

the same time. Finally, few simulators are classified as cross-
level because they have the ability to show cross-level 
interaction among parameters belonging to different levels of 
abstraction. COOJA [20] is an example of this kind of 
simulator. 

None of the simulators mentioned above is energy 

oriented. These simulators could trace energy parameters, 

but they were not really built purpose for that. Based on that, 

a level-based energy classification for WSN simulators is 

proposed in [4] and illustrated in Fig. 1. In this figure, 

simulators are first classified according to their energy-

awareness: energy-oriented and non-energy-oriented. This 

classification is extended to include the simulator design 

concepts that are listed above. 
Looking at energy-oriented simulators, 

PowerTOSSIM [21] is an extension of TOSSIM that is 
dedicated to the emulation of energy in hardware. There is 
also IDEA1 [22]. It is a multi-level energy-oriented 
simulator that handles three abstract levels: the wireless 
medium, the node and the environment. 

The previous review shows that several non-energy-
oriented simulators, based on multi or cross-level models 
have been suggested. However, as demonstrated, regarding 
the energy aspect, the cross-level approach is not 
implemented. Therefore, with existing simulators, it is 
difficult to analyze the influence of parameters belonging to 
different levels of abstraction on both WSN lifetime and total 
energy consumption in a given node. 

III. CROSS-LEVEL APPROACH FOR ENERGY AWARE 

MODELLING 

Considering the previously mentioned limitations of 
existing simulators, we propose a cross-level approach for 
modelling WSN in the energy-aware context. First, the main 
definitions on which the model is built are introduced. After 
that, a global overview of the suggested concept is provided. 
Based on that, the relationship between parameters within 
each node component is explained to demonstrate the cross-
level interactions. 

A. General definitions 

As previously mentioned, we start by defining the 
principles on which the proposed concept is based. 

Definitions relating to the design concept are first 
introduced: 

• Parameter: a configurable value that represents a 
specific property of the level it belongs to. 

• Level: an abstract design concept. It stands for a set 
of parameters that describes the same part of the 

 
Figure 1.  Energy-aware level-based classification for WSN 

simulators 
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system that is being modeled. 

• Interaction: a relationship between two parameters 
that mutually affect each other. If the parameters 
belong to the same level, it is to be called an intra-
level interaction. Otherwise, if the two parameters 
reside at different levels, the interaction is to be 
called cross-level. 

Secondly, definitions related to the energy-aware design 
process are provided: 

• Phase: a time period corresponds to one circuit 
activity, each phase is combined with a current 
consumption level. 

• Pattern: a set of subsequent phases for several 
circuits. Each pattern corresponds to a particular 
node and it describes its behavior in terms of current 
consumption and time. 

• Pattern frequency (Fp): the number of pattern 
occurrences in one second. 

B. Global Concept 

Regarding the definitions above, the global overview of 
our cross-level is illustrated in Fig. 2. Based on that, a WSN 
is divided into four separate levels of abstraction. Within 
each level, a set of parameters describes the level’s 
properties. Interactions between the parameters can be cross-
level or intra-level. A short description of each level is 
provided below. 

• The Use case Level (UL) is the highest level in the 
concept hierarchy. It is concerned with the WSN 
application requirements. Parameters such as pattern 
frequency (Fp) or node activity sequences reside at 
this level. 

• The System Level (SL) reflects the topological 
aspect of the WSN. It focuses on how algorithms 
and high-level protocols influence the performance 
of WSNs. Parameters related to the network 
topology, like the distance between nodes, or 
protocols specifications, such as fragmentation 
threshold belong to this level. 

• The Node Level (NL) is concerned with the 
interactions among node software, such as the 
operating system, and onboard hardware, for 
example, the RF unit. In other words, this level 
focuses on the interactions between the node 
components. The parameters relating to the structure 
of node patterns, such as the order of the phases 
reside at this level. 

• The Circuit Level (CL) is the lowest level in the 
model’s hierarchy. It is used particularly to 
characterize node hardware. The modelling of the 
electronic circuits takes place at this level, and this is 
where hardware-specific parameters, such as the 
power levels or the supply voltage, reside. The 
circuit level includes an RF unit, a processing unit, a 
set of sensors, and a battery. 

Therefore, as the four levels are stacked together, the 
higher the level is, the more general the parameters are. For 
example, parameters belonging to the UL are related to the 

scenario description, and they theoretically fit into any WSN 
application. On the other hand, CL parameters are very 
specific, they describe particular electronic circuits. 

C. Cross-level Interactions for Node Circuits 

In this section, the interactions, both intra-level and 

cross-level, between parameters that concern each circuit 

are explained. 

As the proposed concept is energy-aware, in the 

following section, we focus on the energy aspects of WSN. 

Energy consumption in WSN is circuit-based, i.e., each 

circuit consumes energy independently. However, 

consumption is governed by the activities of the circuits 

which, in turn, depend on the interactions between 

parameters. 

In the description below, next to each parameter’s name, 

the abbreviated name of the level to which the parameter 

belongs will be added. 

1) RF unit 
The proposed concept is first applied to describe RF 

activities in a WSN. Fig. 3 provides an overview of all the 
interactions that takes in the different stages of RF activities.  

In the first stage, the total number of bits to send is 
calculated. This includes the payload (UL) created by 
sensors or other applications that generates data on the node, 
as well as high-level protocol headers (SL) and the link layer 
protocol header (SL). Note that interactions at this stage are 
both intra-level and cross-level. 

After that, the total amount of data is confronted against 
the fragmentation threshold (SL) identified by the wireless 
link protocol. If fragmentation is needed, the process will 
take place in this stage, and will result in two or more data 
frames. Next, the preamble (SL) is added to each data frame. 
Then, the length of each frame is calculated in term of 
seconds, thanks to the bitrate(s) (SL) supported by both the 
link protocol and the selected RF chipset. 

The next step is to build the energy consumption pattern 

 
Figure 2.  The Proposed Cross-level concept for Wireless Sensor 

Network 
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for the node’s RF activities. Activity sequences (UL) and 
phase order (NL) are to be considered. The activity sequence 
helps to specify the actions taking place, such as sending or 
receiving frames. The link protocol defines the phases within 
each activity, as well as their order. For example, in the 
sending activity, the order of phases as follows: accessing the 
channel (phacc), exchanging data frames (phexch) and then 
waiting for acknowledgment (phack). 

After that, the sequence of activities is to be matched 
with the power levels (CL) provided by the RF unit  
datasheet. This includes considering the distance (SL) that 
has a direct impact on the power level of the sending activity. 
Then, considering the supply voltage of the RF circuit (CL), 
the energy consumed by the RF activities is calculated.  

In the final stage, the total simulation time (UL), the 
frequency of the pattern Fp (UL), as well as the initial 
amount of the energy stored in the battery (NL) are taken 
into consideration in order to estimate the system’s lifetime. 

2) Processing Unit 
All the activities relating to the processing unit are node-

based. Interactions only occur with other onboard 
components. However, the processing unit controls the RF 
unit’s activities in terms of wake-up and sleep times. 
Additionally, it manages the activities of the sensors in the 
same way. Thus, synchronizing the node’s activities is the 
main task of the processing unit. 

The time sequence for the processing unit pattern starts in 
the sleep phase, in which, all node components are in sleep 
state. Then, the unit wakes up and enters the active phase 
where all other component activities take place. Finally, the 
processing unit return to the sleep state. Fig. 4 shows an 
abstract pattern of the processing unit, where the three 
phases: sleep, wake-up, and active take place, respectively. 
As illustrated, the amount of time spent in each phase 
depends on cross-level and intra-level interactions between 
the parameters.  

After that, the processing unit’s pattern will be created. 
To achieve that, the corresponding power level (CL) for each 
phase is derived from the circuit datasheet. 

As a result, and considering the supply voltage (CL), the 
energy consumption of the processing unit in one pattern is 
calculated. Finally, the simulation time (UL), frequency 
pattern (UL) and battery energy (NL) are added as well, and 
the effects of the processing unit’s activities on the node’s 
lifetime can be estimated. Fig. 5 displayed in the sequential 
stages is used to calculate energy consumption in the 
processing unit. 

3) Sensing Unit 

Sensors interact with the physical environment and with 

other nodes’ components only, which means there will be 

no inter-node activities. Fig. 6 provides an overview of all 

the interactions that take place in one sensing unit. Note that 

multiple sensing units can exist onboard the WSN node. 

When sensing a physical phenomenon (SL), the sensor 

measures a physical quantity and converts the measured 

value into an electric signal. The conversion time (CL) is 

specified in the sensor datasheet provided by the 

manufacturer. This is the time when most energy is 

consumed by the sensor. We consider that the result of this 

stage is a set of bits captured from the sensor’s environment. 

The sensor’s activity sequence (UL) is then to be 

 
Figure 3.  Cross-level design for parameters interaction in the RF  

unit 

 

Figure 4.  Pattern construction and cross-level design for parameters 

in the processing unit 

 

Figure 5.  Cross-level design for parameters interaction in the 

processing unit 
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included. This includes the number occurrences in which the 

measurements take place in one pattern, as well as intervals 

between measurements. When the sensor is not sensing, it is 

in sleep mode. The result of this stage is the time sequence 

of the sensor’s phases. 

Next, the power level (CL) derived from the sensor 

datasheet is included. For each phase, there will be a 

corresponding consumption level. After that, the battery’s 

voltage will be added, and energy consumption for one 

pattern of sensor activities is calculated. Finally, simulation 

time, pattern frequency and the energy level are to be 

included, thus, an estimation for the effects of the sensor’s 

activities on the node’s lifetime can be generated.  

D. Model design 

As illustrated previously, the proposed model is divided 

into four levels of abstraction. Going one step further in the 

modelling process, we introduce the block. It is an abstract 

modelling object that exists in the level's boundary. Each 

block includes a set of parameters. Blocks connect with each 

other using one of the following types of relationships: 

1) Deriver-source connection: this connection links 

two blocks: the derivative and the source. The 

derivative block inherits all source attributes and 

behavior. Moreover, it has additional extensions 

that create variants of the source to serve the 

derivation purpose. 

2) Child-parent connection: it couples two blocks: the 

child and the parent. The child block is part of the 

parent, which can have more than one child block 

of the same type. 

The blocks can be classified based on the level in which 

they reside. Fig. 7 shows a block diagram for the proposed 

model, the levels are separated using dashed lines, and the 

highest level of abstraction is at the far right of the diagram. 

Blocks are represented using a rectangle. Additionally, 

block connections are shown, as well as the number of 

possible children or parents for each child-parent 

connection. Note that interactions link the model’s 

parameters, while connections represent relationships 

between the blocks. 

Hereafter, starting from the highest level of abstraction, 

there is a short description of the blocks used in the 

modelling process. 

• UL blocks: UL includes one or more scenario 

blocks, each of which represents a full scenario. A 

given scenario includes scenario-level parameters 

such as the scenario time as well as blocks from the 

topology level like the network topology block. In 

the modelling hierarchy, the scenario block is the 

highest. 

• SL blocks: this is the level where information 

relating to the whole system is parameterized. 

Examples of parameters are the number of nodes 

and the distance separating them. This level 

includes two topology-related blocks: network 

topology and wireless medium blocks. The 

topology block includes a set of node blocks, each 

of which represents one node in the network, and all 

those nodes are node-level blocks. The wireless 

medium characterizes the communication channel. 

• NL blocks: these reside at the node-level and cover 

the parameters at that level, such as node position. 

There are three blocks at this level: node, type, and 

pattern blocks. The node block stands for the 

physical node in the modeled system. Each node is 

associated with a pattern and type blocks. The type 

serves a design requirement: heterogeneity. A type 

includes circuit blocks. Additionally, a type block 

can be shared among a set of nodes. The pattern 

block represents the node’s periodic behavior. If 

two nodes share the same pattern, they will behave 

identically, in terms of activities (sending, sensing, 

etc.), but the consumption associated with each 

activity might be different based on other 

parameters, such as node positions. The type block 

also includes a battery, processing unit, RF unit, and 

sensors block. These are all circuit-level blocks. 

• CL blocks: these describe the hardware components 

of the node. The battery block is a circuit-level 

block. It represents the physical battery and 

includes energy parameters, such as the battery’s 

nominal values. The circuit is a circuit-level 

abstract block, i.e., other blocks can be derived 

from it, they are the processing unit, RF unit and the 

sensors, each of which describes one specific 

component. These blocks include parameters 

related to the physical circuits. The parameters can 

usually be obtained from the circuit’s datasheets, 

like the power level. Finally, the RF unit block is 

associated with the protocol block. The protocol 

block describes the wireless link protocol used by 

the RF unit. It covers parameters related to the link 

protocol such as bit rates. 

 

Figure 6.  Cross-level design for parameters interaction in the 

consumption in the sensing unit 
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As mentioned above, the model supports network 
heterogeneity. This is a property describing the ability to 
simulate heterogeneous systems where different types of 
nodes can exist in the same scenario [23]. The connection 
between the type and the node blocks at the node level 
answers heterogeneity. Each node includes one type block, 
but they can vary in its components and protocols. Note that 
the pattern block is not a part of the type, which means that 
two identical nodes can have different energy consumption 
patterns, where each consumes energy based on its 
parameters. The distance to the destination parameter is an 
example of that. Different distances will create various 
patterns, thus, non-equal energy consumption among the 
nodes, although they might be identical in terms of 
components. 

As we have seen in the WSN modelling, this is the first 

model to include circuit regulators. Although the benefits of 

this addition were not directly explained in this paper, the 

transferring from one unit to another when representing 

consumption, precisely from current to energy, was done 

thanks to the regulators. The regulator modelling allows to 

distinguish the voltage levels for each point on the node, 

thus, facilitating the consumption calculation and make it 

more accurate. 

IV. APPLICATION OF OUR MODEL 

A. General settings 

Our model is implemented using Matlab. Then tested 
scenarios will be proposed. These are designed for two 
purposes. First, presenting interactions between parameters, 
both cross-level and intra-level. Second, comparing the 
results obtained from the proposed model with those of a 
well-known simulator, namely NS2. 

All the scenarios take place in an open area where there 
are two wireless nodes named Node A and Node B. These 
settings for the scenarios where selected to show the 

interactions between the parameters. Thus, simple two-node 
scenarios were developed. Periodically, Node A sends a 
fixed-length payload to Node B through the wireless 
medium using its RF unit. 

Each node applies a TCP/IP network model. The 
implementation of the protocols starts at the network layer 
where Internet Protocol version 4 (IPv4) [24] has been 
chosen. The Internet Control Message Protocol 
(ICMP) [25], which is an integral part of IPv4, is used to 
create echo messages when necessary. Consequently, when 
the IPv4 module receives a data packet, it is going to send 
the same data back to the original source. In all scenarios, 
the length of IPv4 and ICMP headers are 20 and 4 bytes, 
respectively. 

Next, the link-layer parameters are to be set. Two 
different protocols are to be used, these are: IEEE 802.15.4 
as [26] and IEEE 802.11a is used [27]. The energy 
specification for the IEEE 802.15.4 module is derived from 
the CC2420 transceiver (Texas Instruments) [28]. For 
IEEE802.11a the specifications will be derived from an 
implemented chipset named HDG204 (H&D wireless) [29]. 
Table I shows the settings for the two wireless link protocols. 
For each scenario, the considered time used to calculate 
energy consumption is 100 seconds, and it begins after 
initializing the nodes. 

The previous settings are general. They are to be 
implemented in all the scenarios. However, in the following 
sections, additional settings are to be added will be 
explicitly mentioned. 

B. Payload and pattern frequency 

Pattern frequency and payload size are UL parameters. 
In this set of scenarios, we trace the cross-level effects of 
the two on the consumed energy, which is a CL parameter. 
First, we suggest a scenario using only the RF unit and we 
compare the obtained results with those from NS2. The 
reason behind this choice is the need to have comparable 

 

Figure 7.  Block diagram for the proposed model 
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results, i.e., NS2 does not include models for other hardware 
components. Second, the scenario will be extended to 
include other hardware components, namely a processing 
unit and a sensor. This will highlight the contribution of the 
proposed modelling approach. 

In order to illustrate the cross-level interaction, we go 

back to Fig. 7. When the payload size (UL) is modified, the 

length of the data frame to be sent (CL) by the RF unit will 

be changed. This, in turn, will impact the pattern structure 

(NL) and will have an influence on the total energy 

consumed by the node (CL), as well as the system’s 

estimated lifetime (UL). The cross-level interaction for the 

frequency pattern can be traced in the same way. However, 

in this case, the change of FP (UL) will directly affect the 

pattern structure (NL), without passing by the circuit level. 

Then, the chain interaction will follow the same way as the 

payload size interactions. 

1) Scenarios with only RF unit  
To effectively trace payload size and FP, the following 

settings are to be added to the general settings. First, the two 
nodes will reside 10m apart. Second, both IEEE 802.11a 
IEEE 802.15.4 are to be used. For each protocol, three 
different values of Fp: 0.1, 1 and 2 Hz, and ten values for the 
payload length ranging between 10 to 100 bytes are used. 
Each scenario requires a combination of the three parameters 
previously mentioned. As a result, there are 30 scenarios to 
be run for each wireless link protocol. Table II summarizes 
the setting for the scenarios with only RF unit included. 

These scenarios are configured both in NS2 and in the 
proposed model implemented in Matlab. The obtained 
results are the energy consumed by different activities of the 
RF unit. These activities are categorized into 4 phases:  

• Access phase (phacc): RF unit tries to access the 
wireless channel. 

• Exchange phase (phexch): RF unit sends or receives 
data frames. 

• Acknowledge phase (phack): RF unit sends or 
receives acknowledgment frames. 

• Sleep phase (phslp): The RF unit is in sleep state. 
In these phases, the cross-level interaction between 

parameters is taking place, i.e., the energy consumed in each 
phase is a result of interplay between parameters related to 
different levels. For example, in the exchange phase, the 
consumed energy depends on of the headers’ lengths, 
payload length, and bit rate, which belongs to the following 
levels: UL, SL, and NL, respectively. 

The results obtained from the implementation of the 
previously described scenarios in NS2 and in Matlab using 
our model can be found in Table III. The upper part shows 
the obtained results from IEEE 802.11a and the lower part 
for IEEE 802.15.4. Each part is further divided into two 
subparts, corresponding to scenarios with 10 and 100 bytes 
of the payload length, respectively. 

For the two protocols, when comparing obtained results 
from NS2 and our proposed model, differences and 
similarities can be found as follows. The energy consumed in 
phacc or in phack are identical and there is a slight difference 
in the energy consumed in phslp. In phexch, the difference is 

notable, but stable and this is due to different interpretations 
of the link protocol specifications. For example, in our 
model, the ICMP header is considered to be part of the data 
packet, contrary to NS2 where this header is added to the 
data packet later. 

Fig. 8 shows the pattern obtained from the proposed 
model. The left side of the figure is dedicated to 
IEEE 802.11a and the right side to IEEE 802.15.4. Different 
values of Fp are displayed, namely 0.1, 1, and 2 Hz. For 
each of these values, a set of corresponding errors is 
provided. Each of these is also related to a simulation where 
the payload length is 10, 50, or 100 bytes. 

Next, the relative error between the results obtained 
from NS2 and our model is to be calculated. For each 
scenario, the relative error is calculated as follows. The 
value obtained from out model is subtracted from the value 
obtained from NS2, and the result is to be divided by the 
latter. In all the simulation results, the relative errors 
obtained from IEEE 802.11a are greater than those of the 
corresponding scenarios of IEEE 802.15.4. This difference 
can be explained by unplanned and non-periodic radio 
activities that appear periodically in NS2 IEEE 802.11a 
simulations. These activities have a fixed duration 
regardless of Fp and the payload length. Each of these 
activities appears as a single pulse of transmission or 
reception causing an additional energy consumption of 
around 5 μJ and 2 μJ, respectively. 

Finally, as illustrated in Fig. 9, the value of the relative 
error between NS2 and the proposed model did not exceed 
3.5%. Based on that, we can consider the proposed model is 
validated with NS2. Although not shown in this scenario, our 
proposed WSNs model also allows adding energy 
consumption phases for other hardware on the node, such as 
the processing unit or sensors. As a result, an accurate 
pattern can be constructed representing precisely the real 
consumption of the node contrary to NS2 that has a poor 
support for hardware, as mentioned before. 
 

TABLE I.  WIRELESS LINK PROTOCOL SETTINGS 

Parameter 
IEEE 802.11a 

(HDG204) 

IEEE 802.15.4 

(CC2420) 

Bitrate [bps] 12 M 250 K 

Carrier Sense Mechanism Pure CSMA/CA CCA-ED 

Transmitter power [mW] 725 52 

Receiver Power [mW] 220 59 

Sleep Power [mW] 0.2 0.06 

 

TABLE II.  GENERAL SETTINGS OF THE RF UNIT ONLY  

SCENARIOS 

Parameter Value 

Number of the nodes 2 

Node positions  (10,10), (10,20) [m] 

Scenario duration TSce 100 [s] 

Pattern Frequency Fp 0.1, 1, 2 [Hz] 

Payload length 10, 20, …, 100 [Byte] 

Link protocol IEEE 802.11a, IEEE  802.15.4 
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2) Complete node Scenario 
A typical WSN node includes other components in 

addition to the RF unit, such as processing unit and sensors. 
Together, they serve the node functionality. In order for the 
components to serve the node, they consume a considerable 
amount of energy that cannot be neglected. For example, 
energy profiling in [30] shows that the RF unit is responsible 
for 62% of the node consumption, where the sensors and the 
microcontroller share the remaining 38% of the energy 
consumed. Another study shows different energy profiles 
based on the scenario setting, the consumption of the RF unit 
varying between 7 to 65% of the total consumed energy, 
while the other components are responsible for the remaining 
consumption [31]. 

NS2 is not capable of tracking the energy consumed in 
sensors and the microcontroller. However, the proposed 
model is able to do that. This is simply achieved by 
extending the consumption pattern to include new phases for 
the other components. 

In this scenario, the setting of the RF only scenario will 
be implemented considering the following extensions. We 
assume that the node includes a microcontroller and a sensor. 
The microcontroller is PIC18F4620 [32] and the sensor is 
TMP102 [33], a temperature sensor. The scenario is still the 
same, except for the following: The node wakes up after 0.5 
seconds from the pattern start. Then, the sensor captures a 

value directly after the node is up it sends the data through 
the RF unit. Finally, it goes back to sleep again without 
waiting for the response. In addition to that, the size of the 
payload is only 2 bytes since the sensor creates a 12-bit 
sample. 

All the circuits are supplied with 3.3 V. The electrical 
characteristic for the RF unit will not be changed. Regarding 
the processing unit and sensor, Table IV provides supply 
current in the active and sleep phases. Note that the wake-up 
duration of the processing unit lasts for 1 μs, during which 
we consider the supply current to be identical to the active 
phase. 

In Fig. 10, a pie chart is shown for a per-component 
energy consumption percentage for the node A. The energy 
consumed by the processing unit is 60% of the total 
consumption and sensor consumes only 4% of the total 
energy. However, energy consumed by the RF unit is 36%. 
However, the selecting the hardware components, such as 
those using different processing units or the scenario 
settings, like activity sequences can significantly impact the 
energy profile. 

 In addition to that, the model is also capable of tracing 
the energy consumption down to the circuit level, i.e., the 
consumption of the phases for each circuit. Table V provides 
results obtained from the sending node, the energy consumed 
by the processing unit is divided into three phases: Sleep, 

 

Figure 8.  Energy consumption patterns for different wireless link 

protocols (Node B, Payload length = 100 Bytes, Fp = 1 Hz) 

 

 

Figure 9.  Relative error between the proposed model and NS2 

TABLE IV.  ELECTRICAL CHARACTERISTICS FOR THE 

PROCESSING UNIT AND THE SENSOR IN THE COMPLETE NODE SCENARIO 

Phase TMP102 PIC16F4620 

Sleep [μW] 1.65 0.33 

Active [μW] 280.5 4290 

 

 

Figure 10.  Per-component energy consumption profile for the 

complete node scenario 

TABLE III.  ENERGY CONSUMPTION OF THE PHASES IN 

DIFFERENT SCENARIOS (FP = 1 HZ) 

Simulation 

Consumed energy per phase [μJ] 

Sleep Exchange Access Ack. Total 

IEEE 802.11a 

10 Bytes 

Matlab 51.03 50.08 23.63 199.959 324.69 

NS2 51.03 55.76 23.63 199.950 330.37 

100 Bytes 

Matlab 51.03 106.79 23.63 199.935 381.38 

NS2 51.03 112.46 23.63 199.927 387.04 

IEEE 802.15.4 

10 Bytes 

Matlab 18.89 145.73 39.07 59.78 263.47 

NS2 18.88 152.84 39.07 59.78 270.47 

100 Bytes 

Matlab 18.89 465.37 39.07 59.44 582.77 

NS2 18.88 472.42 39.07 59.45 589.82 
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wake up and active, and consumption in the active phase has 
the higher value. For the sensor, the energy consumed is 
categorized into two phases: sleep and active. Following the 
same consumption trend, most consumption takes place 
during the active phase. 

The proposed model answers the needs of WSN 
designers and researchers. Regarding the first group, the 
model provides a way to combine different circuits and 
protocols. This is useful in the application design stage 
where decisions relating to the construction of the node are 
to be made. On the other hand, the model can be used in the 
field of research as well, because it can show the cross-level 
interactions, and this is interesting for energy-related studies. 

The suggested model is extensible, i.e., new blocks can 
be added to support new functionalities. For example, a wave 
propagation model can be added at the system level. 
Additionally, an energy harvester unit can extend the model 
at the circuit level. However, the model activities and the 
corresponding phases need to be added to the pattern at the 
node level as well. 

C. Distance and power levels 

Distance between nodes has an impact on energy 

consumption in the RF module. Manufacturers of the RF 

chipsets provide a range of transmission power levels. The 

further the destination is, the higher the transmission power 

level selected. The proposed model provides a way to trace 

this cross-level interaction. 

The cross-level interactions are illustrated using arrows 

in Fig. 11. First, a distance between two nodes changes, it is 

a system-level parameter. This, in turn, interacts with the 

power level selection in the RF unit at the circuit level. 

Through intra-level interaction, the activity sequence in the 

RF unit is affected. This is illustrated using a blue arrow on 

the same figure. After that, the cross-level chain interaction 

reaches the node pattern at the node level. Finally, energy 

consumption in the battery at the circuit level, and thus, the 

system’s lifetime at the scenario level are affected. 

In order to show the previous cross-level interactions, 

the general settings will be extended as follows. First, the 

payload length will be 20 bytes in all scenarios. Second, the 

distance between the two nodes will change to 25, 50, 100, 

200, and 400 meters, respectively. Those values were 

intentionally selected to cover the whole power level range 

proposed in the RF unit’s datasheet.  

Fig. 12 shows the obtained values for energy 

consumption of the RF unit exchange phases from the 

distance and power level scenario. As the distance between 

nodes increases, the energy consumption in the exchange 

phase increases linearly. This can be explained from the 

chipset datasheet specification. As the distance rises above a 

particular threshold, the model automatically changes the 

transmission threshold to use the next value. This change 

has an impact on the energy consumed by the node. For 

example, when the distance between the two nodes changed 

from 25 to 400m, the corresponding consumed energy in the 

transmission phase changed from 60 to 120 μJ. 

TABLE V.  ENERGY CONSUMPTION FOR THE NODE COMPONENTS 

IN ONE PATTERN FOR THE COMPLETE NODE SCENARIO. (PAYLOAD = 2 

BYTES) 

Processing unit: PIC16F4620 

Phase Sleep Wake-up Active 

Energy [μJ] 0.359 4.81 x 10-3 143.03 

RF Module: CC2240 

Phase Sleep Access Exchange Ack 

Energy [μJ] 1.31 17.8 40.75 24.48 

Sensor: TMP102 

Phase Sleep Active 

Energy [μJ] 1.8 7.69 

 

 

Figure 11.  Block diagram for the proposed model 
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D. Fragmentation threshold 

Fragmentation is a mechanism to divide Protocol data 

units; i.e., frames or packets, into two or more units that are 

shorter in length. Fragmentation is used when WSN 

applications contain a constraint on the size of data units. 

For example, IEEE 802.15.4 has a maximum fragmentation 

threshold set to 127 bytes, but any lower value down to one, 

can be set. Fragmentation threshold is a system-level 

parameter which impacts the energy consumption of the RF 

unit at the circuit level. The proposed model can be used to 

show the previous cross-level interaction. 
In this case, the cross-level interactions take place as 

follows: first, the fragmentation threshold will be changed. It 
is a system-level parameter. This change will affect the 
protocol object, which is attached to the RF unit object, and 
both are circuit-level parameters. These changes will affect 
the pattern structure at the node level, which, in turn, affects 
the energy consumption in the node, which is a circuit-level 
parameter. In the end, the system’s lifetime will be affected 
by this cross-level chain interaction. 

In practice, the settings of the complete node scenario 
will be implemented. However, the following changes will 
take place. The scenario will include sending a payload of 
100 bytes, and the fragmentation threshold is set to {40, 60, 
80, 100} bytes, respectively. TMP102 is not used. It will 
always remain in the sleep state, thus, its consumption is 
constant in all the scenarios and it will be ignored. On the 
other hand, the consumption of the RF unit and the 
processing unit is changed as a response to the fragmentation 
setting, and these changes are to be traced. The node wakes 
up after 0.5 seconds from the pattern start and begins sending 
the data packets. 

Fig. 13 presents the results obtained from the 

fragmentation scenario. The energy consumption by the RF 

unit phases is illustrated according to the fragmentation 

threshold. The consumption of access, exchange, and 

acknowledgment phases drop significantly after the first 

test. Energy consumption in the sleep phase changes 

slightly. 

These results can be explained with the help of the 

number of frames sent in each scenario: they are 15, 4, 3, 

and 2, respectively. This sharp drop in the number of the 

sent frames is due to the effect of another system-level 

parameter, namely protocol headers. The used protocols 

need to add headers to the payload. It is 33 bytes in total, 

and that leaves only 7 bytes for the payload when the 

fragmentation threshold is set to 40 bytes. However, the 

payload size is up to 27 bytes when the threshold is 60 

bytes. Thus, 100 bytes of payload need only 4 frames to be 

completely sent. In general, these results show that energy 

consumption in the node decreases as the fragmentation 

threshold increases. 

V. CONCLUSION AND FUTURE WORK 

In this paper, a cross-level energy-aware modelling 
approach for WSN is proposed. This approach was applied 
by mean of several scenarios to reflect how parameters from 
different levels can interact and affect energy consumption. 
The suggested model is built on the assumption that WSN 
node activities can be described in a pattern, which is 
periodically repeated. A pattern consists of sequential phases 
belonging to all the circuits composing the node. 

Moreover, the obtained results show the model’s ability to 
provide energy consumption at different levels of 
abstraction. This includes the total energy consumed by each 
node, the consumption of one specific circuit, as well as that 
of a particular phase. Furthermore, this capability will be 
extended in future work to include the estimation of the 
system’s lifetime. 

The characterization of energy consumption requires 
handling time on a very large scale. On the one hand, it is 
necessary to calculate energy consumption in the node 
pattern accurately using microsecond scale. On the other 
hand, the system’s lifetime tends to be expressed in years. 
Our approach can answer those issues because the simulation 
time is a linear gain between the pattern energy and the total 
amount of consumed energy. 

However, for the moment, our approach cannot integrate 
non-repetitive or unpredictable activities. For example, 
whenever the network topology changes during the scenario, 
routing protocols should be activated to find new routes and 
these activities will consume energy in an irregular way.  

Currently, we are developing a WSN simulator based on 
the proposed approach. The simulator will be designed for 
both researchers and WSN application developers. In 
parallel, we are developing a test bench based on physical 
nodes. The objective is to compare the simulation results 
with measurement from real applications, when the same 
scenarios are implemented in both environments. 

 

Figure 13.  Per-phase energy consumption from the fragmentation 

scenario for the RF unit 

 

Figure 12.  Energy consumption of the RF unit exchange phase in the 

distance and power level scenario 
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