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Abstract— Timely data services supported by efficient vehicular 
communications are essential for connected and autonomous 
vehicles and future transportation systems. In this paper, a 
cluster-based two-way data service model is introduced to 
promote efficient cooperation between Vehicle-to-Vehicle and 
Vehicle-to-Infrastructure communications, or namely V2X, so 
that the service delivery performance across the vehicular 
network can be improved. Our results show that the cluster-
based model can significantly outperform the conventional non-
cluster schemes, in terms of service ratio, network throughput 
and energy cost. 

Keywords— V2X communications; clustering; service delivery 
model; energy cost. 

I.  INTRODUCTION 
The main challenge in the development of smart mobility 

and intelligent transport systems is how to effectively manage 
traffic congestion, reduce car accidents and energy 
consumption with the rapidly increasing number of vehicles 
and complex road networks. It is vital to make traffic 
information (e.g., speed and vehicle density) and 
environmental information (e.g., weather and road condition) 
timely available for road users and network operators, to 
ensure road safety and traffic efficiency [1].  

The Vehicular Ad-hoc Network (VANET) is an extended 
version of the Mobile Ad-hoc Network (MANET) and 
intended for improving driving safety and efficiency through  
both vehicle-to-vehicle (V2V) and Vehicle-to-Infrastructure 
(V2I) communications. V2V and V2I can be operated 
cooperatively as V2X, making the VANET play a better role 

in modern transportation systemes under a complex traffic 
environment. 

This paper proposes a V2X-based service system where 
the clustering technique is applied to improve transmission 
and energy efficiencies by significantly reducing the number 
of V2I connections. A cluster is a group of vehicles within the 
transmission range of each other, as shown in Fig. 1 where 
cluster heads exchange data with RSU via V2I while the other 
cluster members communicate with cluster heads via V2V. A 
data service model with cooperative V2X transmission via 
clustering is also introduced in this work, for effectively 
uploading the local information to the database and 
downloading the required service data from RSUs.  

The remaining of the paper is organized as follows. 
Related work is discussed in Section II. Following the 
clustering algorithm presented in Section III, the proposed 
data service model and an energy model for performance 
analysis are presented in Section IV. Section V explains the 
simulation results produced by OMNET++, SUMO and 
MATLAB software tools. Finally, Section V concludes the 
paper. 

II. RELATED WORK 
The idea of combining V2I and V2V has been applied in 

many works on VANET. In [2], Noori et al. explore the 
combination of various forms of communication techniques, 
e.g., cellular network, Wi-Fi and ZigBee for VANETs. In [3], 
a roadside unit (RSU) plays a vital part to provide services and 
make scheduling arrangements using a simple network coding 
in a V2X approach. This approach may cost more energy to 
complete the service and does not consider the packet loss and 
associated latency caused by the failed services. In [4], 
multiple RSUs are involved in broadcasting data periodically 
to vehicles via V2I and forwarded to vehicles via V2V if they 
are outside the transmission range. This model requires 
efficient handover mechanisms to ensure stable and in-time 
data services between the vehicles concerned. 

The Dedicated Short-Range Communications (DSRC) 
technology refers to a suite of standards of Wireless Access in 
Vehicular Environments (WAVE) [5] and supports both V2V 
and V2I communications. Vehicles equipped with sensors can 
collect local traffic and environment information and 
exchange it for the similar information of other regions (place 
of interest) with RSUs. A RSU acts as an interface between 
vehicles and the vehicular network to provide vehicles the 
service information requested and pass on the collected 
information to other parts of the network. The high mobility Figure 1. A VANET model with clusters 
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and density of vehicles presents a big challenge in V2X 
communications, which causes congestion in service delivery 
in this environment. In addition, moving vehicles will keep 
exchanging information between them and this will cost a 
significant amount of energy for continuous data sensing, 
transmission and processing, especially for V2I as it needs to 
cover longer distances than V2V.  

The Lowest-ID clustering algorithm is a basic method to 
select cluster head, which uses unique vehicle ID numbers as 
the selection standard [6]. This algorithm works stably in most 
MANETs but may not always be suitable for VANET due to 
higher velocity and more restricted routes for vehicles. The 
AMAC (Adaptable Mobility-Aware Clustering) algorithm [7] 
considers mainly the destination as the key factor in forming 
clusters to improve the stability of clusters and extend the 
cluster’s lifetime. However, the destination may not always be 
collected from navigation systems as drivers do not always use 
them for the known routes. A three-layer cluster head selection 
algorithm based on the interest preferences of vehicle 
passengers is proposed for multimedia services in a VANET 
[8]. This scheme is inefficient when the requirements in 
operations differ too much.  

Based on the discussion of V2X related work, a more 
efficient service delivery method is introduced in this paper by 
utilizing clusters and minimizing channel congestion caused 
by excessive V2I transmission in conventional service models. 
We will show that the cluster model outperforms the non-
cluster model at both service and energy performance levels. 

III.  CLUSTERING ALGORITHM 
In MANETs, moving vehicles can be divided into different 

sizes of clusters, such as using the “combined weight” 
algorithm to select cluster heads [9]. The selection takes the 
current position, number of neighbours, mobility, and battery 
power of vehicles into consideration. In VANETs, vehicles’ 
mobility is more limited by the road type, traffic signs and 
other traffic factors. Therefore, the elements involved in 
forming clusters in a VANET need to be adjusted accordingly. 

Clustering in VANET needs to be adjusted in accordance 
with traffic features such as high mobility of vehicles, regular 
moving tracks and directions. The clustering algorithm for 
forming and maintaining clusters should ideally be stable and 
adaptive to vehicle mobility or sudden changes in network 
topology, and provide reliable end-to-end communications 
across the network. The algorithm presented here is focused at 
the methods for forming a cluster including cluster head 
selection and cluster operation, which are discussed below.  

A. Cluster Head Selection  
Clustering in VANET is an extension of clustering in 

MANET, where the mobility and channels show different 
features. On the road networks, vehicles equipped with 
communication devices group themselves into clusters 
according to certain rules applicable to the road environment 
and traffic characteristics. Cluster size is not fixed and usually 
depends on the communication range of vehicles and the 
traffic environment.  

There are three types of nodes (vehicles) in a VANET: 
Free Node (FN), Cluster Head (CH), Cluster Member (CM). 

The clustering algorithm considers the one-hop neighbours of 
each node and the cluster size is decided by cluster head’s 
communication range. CH is responsible for collecting data 
and service requests from CMs, uploading current driving 
information (e.g., traffic is normal or congested), and 
requesting services from the RSUs. This paper defines a new 
weighting metric for selecting the CH, considering the factors, 
such as position, velocity, connectivity and driving behavior 
of the vehicles involved.  

The position of each node is obtained from GPS (Global 
Positioning System) data. The average distance, Pi, between 
CH and CM should be as short as possible, which is given by 

 

 ∑ −+−= =
n
j ijiji yyxx

n
P 1

22 )()(1
  (1) 

  
where n is the number of neighbors of node ni, x and y are 
coordinate values of two nodes involved. 

The velocity of CH, Vi, is defined to be the difference 
between the velocity of a candidate node vi  and the average 
velocity for the current traffic flow, and given by:  

 ∑ =
−=

n

j jii v
n

vV
1

1                              (2) 

where vj is the velocity of the j-th neighbour of the candidate 
node. 

The connectivity of the candidate node is reflected by the 
number of its neighbors, Ni. The ideal connectivity is denoted 
as σ, which represents the maximum number of neighboring 
nodes within one hop without causing traffic congestion, and 
is given as: 

1000/1332 lt nR ××=σ                             (3) 

where Rt is the transmission range, nl is the number of lanes. 
The constant value 133 represents the highest possible density 
(vehicles/(lane∙km) [10]. The actual connectivity, Ci, is used 
to measure how close the Ni is to the ideal value σ, i.e.:  

σ−= ii NC                                   (4) 

The last factor is the acceleration of the vehicle, ai, to 
reflect the driving behaviour Di by showing how stable a 
vehicle is when running along the road, i.e.:  

ii aD =                                        (5) 

The weighting matrix is formed by combining the four 
factors, discussed above, which are considered equally 
important. After the normalization of the four measurements, 
as shown below,  
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i
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the weighting matrix, Wi, is defined as 

  '''' iiiii DCVPW +++=                                       (7)                                                 

where Pmax is the distance between the i-th vehicle and the 
farthest vehicle from it, Vmax is the speed limitation by traffic 
rules that a vehicle can reach in the flow, Dmax is the maximum 
absolute value of acceleration the vehicle can reach when it is 
running. A smaller Wi indicates the higher suitability of the 
candidate for the CH.  

B. Cluster Operation   
In the environment where vehicles have high mobility, 

cluster stability is a key factor to consider. In some traffic 
scenarios, in order to improve the transmission efficiency 
some vehicles are prevented from joining in a cluster. On a 
two-way straight road, for example, a vehicle is not allowed to 
join in the cluster that is running in the opposite direction. To 
maintain an established cluster in dynamic traffic and 
environmental conditions, different types of information 
packets are used for coordinating the operation with the cluster 
and delivering services, such as: 

1) Vehicle Information Packet (VIP): It carries the basic 
vehicle information, including vehicle ID, velocity and 
position. VIP is used for starting the cluster forming process. 
When a vehicle detects itself as a free node (FN), it sends its 
VIP to its neighbours and enables them to calculate its weight 
value Wi based on (7), which is the basis of CH selection: the 
vehicle with the smallest Wi value becomes the CH. 

2) Cluster Head Announcement (CHA): When a vehicle 
considers its weight low enough to be a CH, it will broadcast 
a CHA together with its weight value Wi. Other vehicles will 
compare the received Wj with their own weight and send their 
CHA to argue if theirs have a smaller weight than Wi.  

3) Cluster Head Maintain (CHM): A node with the 
smallest Wi is elected as CH, and it then sends CHM to all its 
neighbours to declare its identity (CH ID). This packet is 
broadcast periodically if CH considers its status still suitable 
to be a cluster head.  

4) Service Data Packet (SDP): SDP consists of two parts: 
head and context. The head includes the packet ID, sender ID 
and time stamp. The context part carries the actual 
communication message such as service requests and 
collected information.  

To reduce the transmission cost, CH does not keep the list 
of its members, every CM stores the CH’s ID to identify its 
cluster. When CH broadcasts the service packets, CMs who 
have the same CH ID and the targeted service ID will receive 
the service packets. 

IV.  COOPERATIVE SERVICE MODEL 

A. Service Delivery    
In the pure V2I service model, all vehicles are directly 

connected to RSUs for service delivery, resulting in 
transmission congestion due to a limited number of frequency 
channels and higher transmitting power to cover distance 
between vehicles and RSUs.  

The service model that we have developed utilizes cluster-
based V2X communications. In this model, vehicles are 
grouped into clusters for information exchange between 
vehicles and RSUs. CHs are selected to gather and aggregate 
information collected by CMs and disseminate service packets 
to CMs via V2V. V2I transmissions take place only between 
CHs and RSUs via V2I directly, including uploading 
information to the server via RSU and downloading service 
data from RSU by CHs, as shown in Fig. 2.     

This system model enables real-time information sharing. 
In addition, the cluster-based service model has transferred 
most of the data delivery from long-range V2I to short-range 
V2V. In this way, both transmission collision in the vehicle-
RSU links and energy consumption can be reduced as RSUs 
only need to communicate with CHs. The database server 
shown in Fig. 2 stores service information including the traffic 
and environmental information such as the velocity of current 
traffic flow, real-time density of vehicles, weather conditions 
and road status, which is updated periodically. 

This service system follows the standards of IEEE 802.11p 
and IEEE 1609 family [5], which specifies 7 channels of 10 
MHz with each including one control channel and 6 service 
channels. The transmitting power levels are up to 44.8dBm for 
RSUs and 33dBm for vehicles. The control channel is used for 
exchanging control messages and safety information, while 
service channels are used for delivering service information 
packets. 

Both uplink and downlink transmissions of the proposed 
service model are described as below.  

B. Uplink Transmission 
The vehicles on roads have different regions of interest and 

tend to learn the environmental and traffic conditions in those 
regions in advance. They also collect current traffic 
information from their on-board sensors and upload it to the 
road network for traffic control. Upon generating a message 
with a high priority (e.g., an accident), it is their responsibility 
to report it to CH. Each vehicle generates packets including 
vehicle ID, request ID and CH ID. Every CM submits the 
requests with the collected information to CH and then set the 
timer to wait for services. On receiving the packets, CH 
aggregates the collected information and forward to RSU in 
uplink transmission. 

The traffic/environmental information includes the 
average speed of current flows, position, weather (rain, fog, 
lights etc.) and traffic conditions (smooth or congested etc.). 

Figure 2. Cluster-based service model 
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Vehicles within the same cluster may gather similar 
information, especially the weather and road conditions. In 
addition, different vehicles may request information for the 
same regions. Therefore, CH integrates the collected 
information before forwarding it to RSU. The aggregated data 
at CH will be less than what it has been collected, so the 
transmission efficiency of uplink transmission can be 
improved. Emergent messages (e.g., accidents alerts) will be 
marked with a higher priority during data aggregation.  

Each RSU maintains its own database to store the recent 
service information collected from different CHs within its 
coverage. RSUs in different areas will periodically exchange 
and update information between them. In this case, vehicles in 
one area can learn the information about a larger range of areas 
ahead. The information service helps drivers to choose the best 
routes to reach their destinations and avoid congestion and 
accidents. They can also be aware of the travelling time they 
will spend. 

C. Downlink Transmission 
Upon receiving the packets from CH, RSU updates the 

database with collected information and generates the service 
packets requested by vehicles. These packets are sent to CH in 
downlink transmission via V2I and CH will redistribute them 
to CMs via V2V. Once overhearing the corresponding service 
ID and CH ID, CM will store the packets and mark the 
received request as satisfied. If CM is not satisfied (i.e., CM 
did not receive the requested service data) during a waiting 
time threshold, this request is considered as failed. In this case, 
a new request will be generated and sent to its CH again.  

It is likely that a service is requested by multiple vehicles 
(e.g., three cars are interested in the traffic information of the 
same area), so CH disseminates data to CMs by broadcasting 
to help reduce the transmission cost. When CH broadcasts 
service packets, the CMs that are marked with the same CH 
ID and service ID will receive and save the service packets 
sent by Ch. Our model can provide real-time services for 
vehicles and allow drivers to manage their routes and time 
efficiently. 

In addition, through clustering most of the data delivery 
between RSU and vehicles (i.e., V2I) is now transformed to 
data exchange between cluster members and cluster head (i.e., 
V2V). In this way, both transmission collision and energy 
consumption at the RSUs level can be reduced.  

 This service model follows the standards of IEEE 802.11p 
and IEEE 1609 family, which specifies 7 channels including 
one control channel and 6 service channels. Each channel has 
10 MHz. The control channel is used for exchanging control 
messages and safety information, while service channels are 
used for delivering service information packets. 

D. Energy Model 
The proposed service model groups vehicles into clusters 

to improve the service efficiency and reduce energy 
consumption. Within a cluster we only consider one-hop 
transmission between neighboring vehicles to ensure the 
stability of connections between them. The energy model 
covers transmission in both directions, i.e., uplink and 
downlink shown in Fig. 3.  

For comparison purposes, we consider two different 
service models: one is to provide services based on clusters 
(V2X) and the other is to provide services without clusters 
(pure V2I). In our service model using cluster-based V2X, 
both V2V and V2I are used for data uploading in the uplink 
and providing services in the downlink. However, higher 
transmit power is required in the V2I mode than in the V2V 
mode as the distances between RSU and vehicles are generally 
much longer than the distances between vehicles themselves 
within a cluster. In this subsection, we will discuss the energy 
performances of the cluster-based service model in 
comparison with the non-cluster service model where services 
are delivered through V2I only.  

The RSU is up to 8-15 meters high [11] and the distance 
between a RSU and vehicles is much farther than the distance 
between vehicles themselves, thus V2I requires higher 
transmitting power than V2V to deliver data. The transmitting 
power for V2V mainly depends on the distance between CH 
and the farthest CM from CH and the maximum transmission 
distance (d*) in this case is mainly based on the number of 
vehicles in a cluster. Denoting the distance between two 
vehicles as di,j, then: 

  𝑑𝑑∗ = max
𝑖𝑖,𝑗𝑗∈𝑛𝑛

�𝑑𝑑𝑖𝑖,𝑗𝑗�       (8) 

With the following definitions: Ptvi,  - the transmission 
power of the i-th transmission by a vehicle to another vehicle; 
Ptri - the transmission power of the i-th transmission by a 
vehicle to a RSU; Prv - the lowest receive power at another 
vehicle; Prr - the lowest receive power at RSU; Lpvi - the path 
loss of a transmission link between two vehicles; and Lpr - the 
path loss of a transmission link between the vehicle and the 
RSU, the minimal required transmitting power for this vehicle 
is: 

pvirvtvi LPP ⋅=    (9) 

prirrtri LPP ⋅=    (10) 

where the two path losses in (9) and (10) are defined by (using 
the two-ray model [12]): 

Figure 3. Uplink and downlink scenarios. 
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where Gvt, Gvr and Grr are the antenna gains of the transmitting 
vehicle, the receiving vehicle and the RSU, respectively; hvt, 
hvr and hrr are the antenna heights of the transmitting vehicle, 
the receiving vehicle and the RSU, respectively; dvi and dri are 
the distance between vehicles and the distance between the 
vehicle and the RSU, respectively. 

In the non-cluster service model, only V2I 
communications take place in both uplink and downlink. 
Therefore, the total transmitting power, Ptn, comprises of the 
power used for uplink transmission, Pup, and power for 
downlink transmission, Pdown, i.e.:  

          ∑∑ == +=

+=

trtv N
i tri

N
i tvi

downuptn

PNPN

PPP

11   (13)
 
 

where tviP  is the uplink transmitting power of a vehicle for the 
i-th transmission, triP  is the downlink transmitting power of a 
RSU for the i-th transmission, and N is the total number of 
vehicles that communicate with RSU via V2I, Ntv is the total 
number of uplink transmissions and Ntr is the total number of 
downlink transmissions.  

We assume that the transmission time spent on each uplink 
transmission is unchanged, i.e., ttv and Ptvi is constant for all 
uplink transmissions. Similarly, ttr is defined as the 
transmission time for each downlink transmission and Ptri is 
constant for all downlink transmissions. Therefore, the total 
energy consumed in the non-cluster service model is given by: 

trdowntvupn tPtPE +=    (14) 

In our proposed model, cluster head aggregates the 
collected data from each member and these data may be of 
high similarity when cluster members are in a similar 
environment but may also differ from each other because of 
the unique requirement from each vehicle. This leads to 
different transmission times spent in V2I communications, 
depending on the level of data aggregation carried out by the 
cluster head.  The similarity level of the data from different 
cluster members will affect the data size for CH to transmit to 
RSU. In addition, only the cluster head involves V2I 
communications.  

In the cluster-based model, the uplink transmitting power 
comprises of power for V2V (CMs to CH), Putv, and power for 
V2I (CH to RSU), Putr, while the downlink transmitting power 
is also divided into two parts, i.e., power for V2V (CH to 
CMs), Pdtv, and power for V2I (RSU to CH), Pdtr. The total 
transmitting power, tcP , in the proposed service model can 
be calculated as: 

utv utr

dtv dtr

tc up down

utv utr dtv dtr
N N

utvj utrjj 1 j 1

N N
dtvj dtrjj 1 j 1

P P P
[ P P ] [ P P ]

[(N 1) P P ]

[(N 1) P P ]

= =

= =

= +

= + + +

= − +

+ − +

∑ ∑
∑ ∑

  (15) 

where N is the number of vehicles in a cluster, Putvj is the 
transmitting power of the j-th transmission of a CM to the CH 
(uplink V2V), Putrj is the transmitting power of the j-th 
transmission of the CH to the RUS (uplink V2I), Pdtvj is the 
transmitting power of the j-th transmission of the CH to a CM 
(downlink V2V), Pdtrj is the transmitting power of the j-th 
transmission of the RUS to the CH (downlink V2I), Nutv, Nutr, 
Ndtv, and Ndtr are the total numbers of uplink V2V, uplink V2I, 
downlink V2V and downlink V2I transmissions, respectively.  

We also assume that an equal transmission time is spent on 
each of Nutv transmissions and is represented by tutv. This 
assumption applies also to Nutr, Ndtv, and Ndtr, and represented 
by tutr, tdtv and tdtv, respectively. Therefore, the total energy 
consumed in the cluster-based service model is given by  

dtrdtrdtvdtvutrutrutvutvc tPtPtPtPE +++=   (16) 

In uplink V2I transmissions, the transmission time will be 
reduced as result of data aggregation at the CH. For this 
reason, tutr is scaled down from the original time duration 
required for transmitting all the data collected by CH from 
CMs, which is t’utr, by applying a scaling factor Ws, such that  

 
 tutr = t’utr Ws (0 ≤ Ws ≤ 1).  (17) 

 

E. Performance Evaluation 
In this paper, the following four metrics are applied to 

evaluate the performance of the proposed system.  

• Service ratio (γ). It is the ratio of the number of 
successful delivered requests ns to the total number of 
requested services n. This is a vital metric to evaluate 
the effectiveness of the V2X system. This performance 
metric is given by:  

n
ns=γ                                   (18) 

• Average service delay (τ). It is defined as the average 
duration from a vehicle submitting a service request to 
it finally receiving the service packets, which is 
expressed by: 

s

n

i pussi

n
tnts∑=
⋅+

= 1τ                           (19) 

where tsi is the time duration of the i-th successful 
service transmission, nus is the number of unsuccessful 
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service requests, and tp is the waiting time a vehicle 
spends for the service that is not delivered.  

• Throughput (η). It is a widely applied metric to 
evaluate the transmission efficiency of a system. It is 
defined as the average size of data successfully 
delivered over a time unit. 

T
ps=η                                   (20) 

where ps is the total size of delivered service packets, T 
is the total transmission time.  

• Energy Cost (EC). It is measured as an average amount 
of energy (Joule) consumed for transmitting one bit of 
data, or called energy per bit. Given transmitting power 
Pt and throughput η, the energy cost is given by  

 
η

t
C

PE =                                 (21) 

 where ps is the total size of delivered service packets, T 
is the total transmission time.  

Energy cost can also be represented by a ratio of the energy 
consumption E to the amount of data B transmitted by 
consuming E Joules.  

The energy cost in the uplink ( UbE ) is defined as: 

UI

UIUV

U

U
Ub B

EE
B
EE +

==    (22) 

where BUI is the size of data transmitted in the uplink. BUI is 
determined by the data loss rate and the aggregation degree, 
which is shown as below: 

AUIUI B)P1(B ⋅−=     (23) 

)BA(PB UVIUVA ⋅⋅= ）-1（   (24) 

where PUV and PUI are the data loss rates in V2V and V2I 
transmissions in the uplink, respectively; BA is the aggregated 
data size, BUV is the size of data transmitted from the vehicles 
via V2V; and AI is the aggregation degree, defined as: 

'n
jAI =    (25) 

where, j = 1, 2, … n’, n’ is the number of CMs whose data are 
successfully received by CH. 

The energy cost in the downlink ( DbE ) has a similar 
expression to that for the uplink, except there is no need of 
aggregation as no duplicated data is sent out from RSU, which 
is represented by: 

DV

DIDV

D

D
Db B

EE
B
EE +

==   (26) 

where BDV and BDi are the sizes of data transmitted by V2V 
and V2I in the downlink, which are given by: 

DiDV B)P1(B ⋅−=DV    (27) 

DDi B)P1(B ⋅−=Di     (28) 

where PDV is the data loss rate during V2V in the downlink, 
PDi is the data loss rate during V2I in the downlink. 

Overall, the energy cost of the whole system is: 

∑∑
==

+=
DU n

1j
Db

n

1i
UbC EEE   (29) 

where nU is the total number of uplink transmissions and nD is 
the total number of downlink transmissions. 

V. SIMULATION AND RESULTS ANALYSIS 

A. Simulation Setup 
The traffic scenarios and communications models are 

simulated using SUMO [13] and OMNET++ [14]. SUMO is 
a powerful traffic simulator and supports multiple road 
topologies and vehicle attributes. It can cooperate with other 
network simulators via its Traffic Control Interface (TraCI) 
modules. OMNET++ is an extensible, modular, and 

Figure 4. Service ratio under different flow speeds 

Figure 5. Non-cluster service model 
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component-based C++ simulation framework, supporting 
various types of network simulation developments.   

We built a one-way straight road with three lanes on 
SUMO, in which vehicles in each lane are running as a flow 
and the related service model is shown in Fig. 2. According to 
the Highway Code [15], the safe stopping distances are related 
to the driving speed. Considering the transmission range of 
V2V, which is usually 300 metres, the number of vehicles in 
a cluster on motorways is related to the flow speed as well.  

Based on the safe stopping distance, we define six 
scenarios in simulation for the flow speed of 32, 48, 64, 80, 
96, 112 km/h, respectively. The relationship between the 
vehicle number and flow speed is shown in Fig. 4.    

The transmission model is configured based on the IEEE 
802.11p and IEEE 1609 Family. Table I gives the parameters 
of the physical and MAC (Media Access Control) layers of the 
vehicular communication system and Table II specifies the 
transmission power in different modes (V2V and V2I), which 
are adopted in simulations.  
 For the purpose of performance comparison, we have also 
simulated the non-cluster model, as shown in Fig. 5 where the 
same number of vehicles and vehicle velocity are set in each 
scenario. Once the vehicles enter the transmission range of the 
RSU, they communicate with RSU directly via V2I. The two 
models are evaluated over the same set of performances, 
featuring the service ratio, average service delay, throughput 
and energy consumption. 

Figure 6. Service ratio under different flow speeds 

Figure 7. Average service delay under different flow speeds 

Figure 8. Throughput under different flow speeds 

TABLE I.  SIMULATION PARAMETERS 

Parameters Value 

Frequency band 5.850-5.925 GHz 

Channel bandwidth 10 MHz 

Receive power 
sensitivity -89dBm 

Propagation model Free space model 

Data rate 6Mbps, 12Mbps 

Number of requests 20-25 

Data size 1000 bits 

Number of lanes 3 

Simulation time 300s 

 

TABLE II.  TRANSMISSION POWER IN V2V AND V2I 

Flow speed (km/h) 32 48 64 80 96 112 

V2V (mW) 0.802 1.020 0.899 0.867 0.925 0.711 

V2I  (mW) 2.885 2.898 2.890 2.841 2.878 2.821 
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B. Results analysis 
Fig. 6 shows different service ratios (or successful rate of 

service delivery) of both Cluster-Based (CB) and Non-Cluster 
(NC) service models under 6 different scenarios and with 
different flow speeds and vehicle densities. CB achieves 
higher and more stable service ratios than NC under all 
scenarios and at both 6Mbps and 12Mbps data rates. The 
service ratio of NC also shows a raising trend with the increase 
of the flow speed. This is due to the lower vehicle density 
when the flow speed is higher, which reduces transmission 
collision and congestion.  

When the flow speed is low, the distance between vehicles 
is relatively short and more vehicles are involved within the 
same transmission range, leading to more service requests and 
local data collected for transmission. In this scenario, by 
grouping vehicles into clusters, transmission loads between 
vehicles and RSUs are reduced, hence less collision events in 
the CB model than in the NC model.  

When vehicles move out of the transmission range of RSU, 
those without support of clusters will not be able to receive 
service packets directly from RSU. But in the cluster-based 
model, CMs can still obtain services from the CH that has 
stored service data from RSU as long as they are in the 
transmission range with the CH via V2V.  

The average service delay is shown in Fig. 7, which 
includes the time spent on transmitting service data and the 

waiting time for re-transmission when the previous service 
delivery is failed. In the NC model, each vehicle has to wait 
for downloading service data from the RSU in turn. This delay 
is reduced in the CB model since only CH is involved in V2I 
transmissions.  

In addition, more time can be saved by using a cluster 
where CH transmits aggregated sensing data collected from 
CMs and broadcasts service data from RSU to the CMs that 
request the same information. The delay profile presented in 
Fig. 7 is also correlated with the service ratio results shown in 
Fig. 6.  

When the flow speed increases, there will be less collision 
or congestion cases as a fewer number of vehicles  are 
involved in transmission, thus in this scenario the CB model 
does not show as much advantages as they have at low flow 
speeds.  

In Fig. 8, it is shown that the CB model clearly outperforms 
the NC model in terms of the network throughput under all six 
different scenarios. Throughput in the CB model appears to be 
more sustainable than that in the NC model, and the gaps 
between them are data rate dependant. As we can see, the CB’s 
throughput at 6 Mbps is up to 2.3 times higher than that of the 
NC model, while when at 12 Mbps the difference is increased 
to up to 5 times. However, the throughput of the NC model 
also increases with the flow rate as less service requests are 
generated at high flow speeds or low vehicle densities.   

The average throughput of individual vehicles is shown in 
Fig. 9 versus the flow speed. Generally, the throughput of 
individual vehicles in all schemes increases with the flow 
speed. As higher flow speeds correspond to lower vehicle 
densities according to Fig. 4, lower congestion in data traffic 
and, as a result, higher throughput will be expected in this 
situation.  

In addition, it also correlates proportionally with the data 
rate as well. At low flow speeds, the CB model has a clear 
throughput advantage over the NC model because clustering 
helps to improve transmission efficiency. But the NC model 
can achieve competitively high throughput when the flow 
speed increases and with a higher data rate. 

The energy performance in terms of Joule per bit is 
demonstrated in Fig. 10 for the two service models. Vehicles 
in a cluster exchange data with a RSU via V2X, i.e., V2V 
between themselves and V2I between CH and RSU, while 

Figure 10. Energy cost under different flow speeds 

Figure 9. Average throughput of individual vehicles under different 
flow speeds 

Figure 11. Energy cost in uplink and downlink. 
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when clusters are not used all transmissions rely on V2I. This 
will make a significant difference in energy consumption 
between the two service models, as shown in Fig. 10.  
 Like the results in other performance figures, the CB 
model is considerably more energy efficient than the NC 
model, and this advantage is particularly evident in the low 
flow-speed regions. The performance gap is closing down as 
the flow speed increases.  

The energy performance can also be displayed separately 
in uplink as well as downlink, as shown in Fig. 11 where V2X 
refers to transmission mode in the clustered model while V2I 
represents transmission mode in the non-cluster model. 
Clearly, the clustered model is superior to the conventional 
non-cluster model as much lower energy cost is incurred in 
V2X than in V2I for both uplink and downlink transmissions.   

Fig. 12 shows the energy costs for both V2V and V2I 
(uplink) transmissions under varied aggregation degrees.  The 
aggregation degree value ‘0’ refers to no data aggregation at 
all as data from different vehicles are all different, and value 
‘1’ indicates that all the data from different vehicle are the 
same, so only one copy of data is needed for V2I transmission 
after aggregation. And for other values in between it means 
that data from different vehicles are similarity to some degree. 

As shown in Table II, the transmitting power for V2I is 
much greater than that in V2V. But the energy cost in terms of 
energy per bit is affected by vehicle mobility (flow speed) and              
the similarity of data from different vehicles. Given the flow 
speed of 80 km/h in Fig. 12(a), the crossing point between 
V2V and V2I is when the aggregation degree AI is fairly low 
(around 0.08). This means that V2I transmission can have a 
lower energy cost than V2V when AI is greater than 0.08.  

When the flow speed is increased to 112 km/h as shown in 
Fig. 12(b), the crossing point is moved to a higher value of 
0.23. In this case, V2I could still be more energy efficient than 
V2V if more data can be removed through aggregation, i.e., 
having a higher aggregation degree.    

 

 
(a) Flow speed 80km/h.  

 
(b) Flow speed 112km/h. 

Figure 12. Energy cost vs. aggregation degree at flow speed: (a) 80 
km/h and (b) 112 km/h. 

VI.   CONCLUSION  
In this paper, we propose a service delivery model via V2X 

in a vehicular network to improve the transmission efficiency 
and reduce energy costs. This model can effectively provide 
vehicles with real-time traffic and environmental information 
required for selecting the best routes to their destinations and 
avoiding traffic accidents or congestions.  

A combined weighting metric is introduced in this paper 
and applied to the formation of clusters. The CH is selected 
based on the mobility and connectivity of vehicles to ensure 
the stability and efficiency of data exchange and service 
delivery. An energy model is also presented in this paper to 
provide an effective analytical tool for energy performance 
characterization comprising of both uplink and downlink 
transmissions.  

As only CHs are responsible for direct communication 
with RSUs and dissemination of service data to other vehicles 
in the network, the cluster-based V2X approach presented in 
this work can significantly enhance service delivery efficiency 
and improve energy performance. This has been shown by 
simulation results, in terms of service ratio, average service 
delay, throughput and energy cost, in comparison with the 
performance of the V2I dominated non-cluster model.    

Future work will consider more complicated scenarios in 
highway settings. The data aggregation method will be 
extended to develop specific data fusion and integration 
algorithms based on the information entropy theory. In 
addition, the two-way service model and associated energy 
analysis schemes will be established and investigated for 
developing a more realistic and optimized V2X service 
delivery platform.  
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Abstract —Large Software Defined Networks (SDN) solve 

the control scalability problem coming from the SDN control 

centralization principle, by defining and installing several 

regional controllers. Therefore, a controller placement 

problem (CPP) should be solved. During run-time, possible 

failures of links or node appear; then a forwarder node could 

try to select an available and reachable controller among those 

which are functional. This is called controller selection 

problem (CSP). Although many studies have been published, 

the above problems are still open research issues, given the 

various network contexts, providers’ policies and possible 

multiple, different optimization criteria. Therefore, multi-

criteria decision algorithms can provide valuable solutions. 

This paper is based on a previous work which has developed a 

simulation model for multi-controller SDN network, targeting 

optimization while including resilience aspects of the controller 

placement problem and controller selection problem. The 

current paper extends that work, by including a more in-depth 

analysis, giving relevant examples and introducing additional 

novel experiment results. 

Keywords — Software Defined Networking; Multi-criteria 

optimization; Controller placement; Controller selection; 

Forwarder  nodes  assignment; Reliability; Resilience  

I. INTRODUCTION 

 This paper is an extended version of the work [1], 
which has been dedicated to study methods to optimize the 
Software Defined Networking (SDN) controller placement 
and selection in large area SDN networks. It is known that 
SDN has as basic principles the decoupling of the 
architectural Control Plane (CPl) w.r.t Data Plane (DPl) 
and also CPl centralization in SDN controllers. Therefore, in 
large network environments and considering the limited 
processing of controllers, scalability problems of the CPl 
appear [2]. The usual solution for this, adopted in many 
studies, is a distributed multi-controller implementation of 
the SDN control plane. Different flat or hierarchical 
organizations for a multi-controller SDN control plane have 
been developed, e.g., in [3][4]. 

In a basic approach, the SDN controller (SDN-C) is 
understood as a software control entity installed/placed in a 
geographically distinct location, i.e., a particular physical 
network node. The control plane is defined as an overlay 
network on top of the physical one. The links between 
controllers can be physical or virtual.  

Recently, the Network Function Virtualization 

technologies [5] allow that several logical SDN-Cs could be  

realized as virtual entities running on top of virtual 
machines (notation for such controllers could be vSDN-C), 
i.e., several logical controllers can be collocated in the same 
physical node.  

In this work we suppose the basic approach of the SDN 
controllers’ implementation. However, the models 
developed in here can be as well applied to a virtualized 
environment. In such a case, the essential modification of 
the model (considering the optimization objective of this 
study) is that the logical controllers will be virtually linked 
through a control plane graph.  

The controller placement problem (CPP) is a complex 
one, given the variety of factors involved. Some examples 
are: how the network topology is specified - flat or 
hierarchical/clustered; what criteria are considered to solve 
the CPP; number of controllers - predefined or not; failure-
free or failure-aware metrics (e.g., considering backup 
controllers and node/link failures); how the DPl forwarders 
nodes are assigned/mapped to controllers (in static or 
dynamic way, i.e., depending on actual network conditions 
and network provider policies), and others. The evaluation 
of the degree of optimality of different approach can be 
studied on some simplified topologies – in order to compare 
the efficiency of approaches or, on real specific network 
topologies. Many studies, e.g., of Heller [6] et al. - as early 
study - and then others [7-9][11-19] considered various 
aspects and solutions of the CPP. 

In a real network environment, it has been apparent that 
there is no unique best and universal placement rule for any 
SDN-controlled network. Dynamic nodes addition and 
deletion can happen and, in such cases, a forwarder could 
dynamically select an appropriate controller, if it has enough 
pertinent and updated information. The same situation 
appears when the traffic in the data plane is varying and re-
assignment of forwarder to controllers is required, to avoid 
controller overload. This is called controller selection 
problem (CSP) and can be considered as an extension of the 
CPP [7]. 

The CPP was recognized as a non-polynomial (NP) -
hard problem, mentioned in the early work of Heller et al. 
[6]. For such problems different approximation algorithms 
[8] and more pragmatic solutions have been proposed, 
adapted in different contexts. In particular, in SDN-
controlled  networks case, many optimization criteria have 
specific, target performance, both in the data plane and 
control plane,  in failure-free or failure-aware approaches. 
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Examples of specific, individual criteria could be: to 
maximize the controller-forwarder or inter-controller 
communication throughput; reduce the latency of the path 
connecting them;  limit the controller load imbalance;  find 
an optimum controllers’ placement and forwarder-to-
controller allocation, offering a fast recovery after failures 
(controllers, links, nodes). Also, other specific optimization 
goals could be added to the above list, depending on specific 
context (wire-line, wireless/cellular, cloud computing and 
data center networks) and on some specific business targets 
of the Service Provider. 

However, a major issue is that different optimization 
criteria could lead to significant different placement 
solutions; so, a multi-criteria global optimization could be a 
better trade-off approach.  

The paper [9] provided a contribution on multi-criteria 
optimization algorithms for the CPP, not by developing 
specific single-criterion algorithms (many other studies 
already did that) but to achieve an overall optimization by 
applying multi-criteria decision algorithms (MCDA) [10]. 
The input of MCDA is the set of candidates (an instance of 
controller placement is called a candidate solution).  
Examples have been analyzed, on some real network 
topologies, proving the usefulness of the approach. 

The more recent paper [1] extended the model of [9]; 
several reliability aware criteria have been   added to the CPP 
solution. Also the novel CSP extension is introduced, being 
appropriate for a dynamic network context. It has been 
shown that the same basic MCDA can be applied in both 
static and dynamic context, but with different sets of criteria. 
Simulation experiments and novel results have been 
presented. 

Note some limitations:  neither work [9], nor [1]  touch 
the problem of control plane overhead and signaling issues 
between the controllers when a re-configuration of the SDN 
network is performed. This could be the topic for additional   
studies. Also note that in this paper, by “large Software 
Defined Networks”, it is actually understood networks 
having several SDN controllers. 

The structure of this paper (extension of [1]) is described 
here. Section II is a short overview of related work. Section 
III revisits several metrics and optimization algorithms and 
presents   some of their limitations.  Section IV revisits the 
framework for MCDA-RL (the variant which is called 
“reference level”) as a simple but powerful tool applicable to 
solve the CPP and CSP problems. Section V presents the 
implementation performed to validate the MCDA proposed 
model in a resiliency-oriented optimization approach, and 
outlines the simulation experiments performed.  Section VI 
offers few examples of simulation results to illustrate the 
validity of the approach. Section VII presents conclusions 
and future work. 

II. RELATED WORK 

This short section is included mainly for guiding the 
reader to references. More comprehensive overviews on 
published work on CPP in SDN-controlled   WANs are 

given in [11-14].  The main goal is to find those controller 
placements that provide high performance (e.g., low delay 
for controller-forwarder communications) and also create 
robustness to controllers and/or network failures.  

An early work of Heller et al. [6] has shown that it is 
possible to find optimal controller placement solutions for 
realistic network instances, in failure-free scenarios, by 
analyzing the entire solution space, with off-line 
computations (the metric is latency). The studies [15-21] 
have been more focused, i.e., additionally considered the 
resilience as being important with respect to events like: 
controller failures, network links/paths/nodes failures, 
controller overload (load imbalance). The Inter-Controller 
Latency is also important and, generally, it cannot be 
minimized while simultaneously minimizing controller-
forwarders latency; a tradeoff solution could be the answer. 

The works [15][17] developed several algorithms for  
real topologies, aiming to find solutions for reliable. SDN 
control, but still keep acceptable latencies. The controller 
instances are chosen as to minimize connectivity losses; 
connections are defined according to the shortest path 
between controllers and forwarding devices. Muller et al. 
[18] eliminate some restrictions of previous studies, like: 
single paths, processing (in controllers) of the forwarders 
requests only on-demand and some constraints imposed on 
failover mechanisms. Hock et al. [16] adopted a multi-
criteria approach for some combinations of the metrics (e.g., 
max. latency and controller load imbalance for failure-free 
and respectively failure use cases). 

In a recent work [7], K. Sood and Y. Siang propose to 
extend the CPP problem into CSP, i.e., to consider the 
dynamics of the network and make controller selection. They 
explore the relationship between traffic intensity, resources 
requirement, and QoS requirements. It is claimed that to 
optimize the control layer performance, the solutions must be 
topology-independent and adaptive to the needs of the 
underlying network   behaviour. They propose a topology 
independent framework to optimize the control layer, aiming 
to calculate the optimal number of controllers to reduce the 
workload, and investigate the placement/location of the 
controllers. However, their first declared objective has been 
not to determine the optimal placement of controllers in the 
network, but to motivate the CSP. 

In recent papers [20][21] Y. Xu, M. Cello et al.,  
developed dynamic forwarder/switch migration scenarios 
and algorithms, starting from a given switch-controller 
assignment and partition (based on some criteria) of the 
network in domains, each one controlled by a single 
controller. Also, a realistic assumption is considered, i.e., 
limited processing capacity of the controllers. During run 
time, if some controllers are overloaded (such events are 
dynamically observed by a monitoring system), then a 
heuristic algorithm is applied, to optimally move (re-assign) 
a part of the switches coordinated by that controller to other 
controller less loaded. In order to reduce the signaling 
(related to migration) between controllers, the migration is 
cluster-based, i.e., not a single switch is migrated but a 
cluster of switches are moved from an overloaded 
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controller, e.g., CTi, to another less loaded controller CTj. 
Thus, the algorithm realizes a controller load balancing (the 
name BalCon is coined for the algorithm [20]). 

Many of the mentioned studies considered a single 
criterion in the optimization algorithms. In [9][1] a multi-
criteria algorithm is used (applicable for an arbitrary number 
of decision criteria) to solve the CPP; validation of results 
have been presented for some real network topologies 
[22][23].  

A recent work [24] studies the load balancing via switch 
migration in a network having several SDN controllers. The 
goal is to migrate  switches from overloaded to under-loaded 
controllers, depending on the  traffic variation. The work 
presents a heuristic approach to solve the switch migration 
problem. The advantage of the proposed solution versus 
other approaches is that the algorithm does not halt the 
search whenever a switch migration is not possible. Instead, 
it searches for more complex moves like swapping two 
switches to further improve the results. 

The work in this paper is an extension of [1], with focus 
on optimal initial placement of the SDN controllers, 
considering among multi-criteria some reliability – related 
ones. 

 

III. EXAMPLES OF CONTROLLER PLACEMENT METRICS 

AND ASSOCIATED ALGORITHMS 

This section is a short presentation of a few typical 
metrics and optimization algorithms for CPP and CSP. A 
more detailed presentation of them can be found in [13]. 
Considering a particular metric (criterion) an optimization 
algorithm can be run for a given metric, as in [6][15-18].  

As already stated, this paper goal is not to develop a new 
particular algorithm based on a given single metric, but to 
search for a global optimization. The individual metrics 
presented in this section can be embedded in a multi-criteria 
optimization algorithm. 

The SDN-controlled network is abstracted by an 
undirected graph G(V, E), with  V - set of nodes, E – set of 
edges and  n=|V| the total number of nodes. The edges 
weights represent an additive metric (e.g., propagation 
latency [6]).    

A basic metric is d(v, c): shortest path distance from a 
forwarder node v∈V to a controller c∈V. We denote by  Ci a 
particular placement of controllers; Ci ⊆ V and |Ci| < |V|. The 
number of controllers is limited to |Ci|= k for any particular 
placement Ci. The set of all possible placements is denoted 
by C = {C1, C2 …}. Some metrics are basic, i.e., failure-free; 
others take into account failure events of links or nodes.  

An important metric for SDN control is the latency 
between nodes. Note that, while it has a dynamic nature, in 
some simplified assumptions it is estimated as a static value.  

A. Failure-free scenarios 

• Forwarder-to-controller latency 
 In Heller’s work [6], two (failure-free) metrics are 

defined for a given placement Ci: Worst_case_latency and 
Average_latency between a forwarder and a controller. In [5], 

the above two  kinds of latencies are defined, for a particular 
placement Ci of controllers, where Ci ⊆ V and |Ci| ≤|V|. The 
number of controllers is k  for any particular placement Ci. 
The set of all possible placements is C = {C1, C2, ….}. One 
can define, for a given placement Ci : 

Average_latency:  

 
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=
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Worst_case_latency :  
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The optimization algorithm should find a particular 
placement Copt, where either average latency or the worst 
case latency is minimum. 

 
 
The work [8] proposes an algorithm to maximize the 

number of nodes within a latency bound, i.e., to find a 
placement of k controllers, such that they cover a maximum 
number of forwarder nodes, but with an upper latency bound 
of each forwarder latency to its controller.  

• Inter-controller latency  
The SDN controllers should inter-communicate and 

therefore, the inter-controller latency is important. For a 
given placement Ci, one can minimize the maximum latency 
between two controllers. Note that this can increase the 
forwarder-controller distance (latency). Therefore, a trade-off 
is necessary, thus justifying the necessity to apply some 
multi-criteria optimization algorithms, e.g., like Pareto 
frontier - based ones [16]. 

B. Failure-aware scenarios 

In such scenarios controller and/or network failures 
events are considered. The optimization process aims now to 
find trade-offs to preserve a convenient behavior of the 
overall system in failure cases (controllers, or nodes, or 
links). 

• Multiple-path connectivity metrics  
If multiple paths are available between a forwarder node 

and a controller [9], this can exploited in order to reduce the 
occurrence of controller-less events, in cases of failures of 
nodes/links. The goal in this case is to maximize connectivity 
between forwarding nodes and controller instances. A special   
metric can be  defined as: 

 
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The ndp(v,c) is the number of disjoint paths between a 
node v and a controller c, for an instance placement Ci. An 
optimization algorithm should find the placement Copt which 
maximizes M(Ci). 

• Controller failures 
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To minimize the impact of such failures, the latency-
based metric should consider both the distance to the 
(primary) controller and the distance to other (backup) 
controllers. For a total number of k controllers, the failures 
can be modeled [16],  by constructing a set C of scenarios, 
including all possible combinations of faulty controller 
number, from 0 of up to k - 1. The Worst_case_latency_cf  
will be: 

 ( )cvdL
ii CcCCVv

cfwc ,minmaxmax
∈∈∈

− =                  (4) 

The optimization algorithm should find a placement 
which minimizes the expression (4).  

Note that in failure-free case, the optimization algorithm 
tends to rather equally spread the controllers in the network, 
among the forwarders. To minimize (4), the controllers tend 
to be placed in the center of the network, such that in a worst 
case, a single controller can take over all control. However, 
the scenario supposed by the expression (4) is very 
pessimistic; a large network could be split in some 
regions/areas, each served by a primary controller; then some 
lists of possible backup controllers can be constructed for 
each area, as in [18]. The conclusion is that an optimization 
trade-off should be found, for the failure-free or failure cases. 
A multi-criteria approach can provide the solution. 

• Nodes/links failures  
For such cases, the objective could be to find a controller 

placement that minimizes the number of nodes possible to 
enter into controller-less situations, in various scenarios of 
link/node failures. A realistic assumption is to limit the 
number of simultaneous failures at only a few (e.g., two 
[16]). If more than two arbitrary link/node failures happen 
simultaneously, then the topology can be totally 
disconnected and optimization of controller placement would 
be no longer useful. 

For  a placement Ci of the controllers, an additive integer 
value metric Nlf(Ci) could be defined,  as below: consider a 
failure scenario denoted by fk, with fk∈F, where F is  the set 
of all network failure scenarios (suppose that in an instance 
scenario, at most two link/nodes are down); initialize  
Nlfk(Ci) =0; then for each node v∈V, add one to Nlfk(Ci) if 
the node v has no path to any controller c∈Ci and add zero 
otherwise; compute the maximum value (i.e., consider the 
worst failure scenario). In equivalent words, the algorithm 
counts the nodes that have no more connectivity to any 
controller.  

 ( ) ( )iki CNlfCNlf max=                  (5) 

The optimization algorithm should find a placement to  
minimize (5), where k should cover all scenarios of F. It is 
expected that increasing the number of controllers, will 
decrease the Nlf value. However, the optimum solution based 
on the metric (5) could be very different from those provided 
by the algorithms using the latency-based metrics.  

 
•  Load balancing for controllers  

It is desired a good balance of the node-to-controller 
distribution. A metric Ib(Ci) will measure the degree of 
imbalance of a given placement Ci as the difference between 
the maximum and minimum number of forwarders nodes 
assigned to a controller. If the failure scenarios set S is 
considered, then the worst case should evaluate the 
maximum imbalance as: 

 }minmax{max)( s
c
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where s

cn  is the number of forwarder nodes assigned to a 

controller c. Equation (4) takes into account that in case of 
failures, the forwarders can be reassigned to other controllers 
and therefore, the load of those controllers will increase. An 
optimization algorithm should find that placement which 
minimizes the expression (4). 

IV. MULTI-CRITERIA OPTIMIZATION ALGORITHMS 

SDN controllers’ placement and/or selection may involve 
several particular metrics (as summarized in Section III). If   
optimization algorithms for particular metrics are applied, 
then one can obtain different non-convergent solutions. 
Actually the CPP and CSP problems have naturally multi-
criteria characteristics; therefore, MCDA is a good way to 
achieve a convenient trade-off solution.  

This paper uses the same variant of MCDA 
implementation as in [9], i.e., the reference level (RL) 
decision algorithm [10] as a general way to optimize the 
controller placement, and controller selection, for an 
arbitrary number metrics. The MCDA-RL selects the optimal 
solution based on normalized values of different criteria 
(metrics).  

The MCDA considers m objectives functions (whose 
values, assumed to be positive should be minimized). A 
solution of the problem  is represented  as a point in a space 
Rm of objectives;  the  decision parameters/variables are: vi, i 
= 1, ..m,  with ∀i, vi ≥ 0; so, the  image of a candidate 
solution is Sls=(vs1,vs2, ..,vsm), represented as a point in Rm. 
The number of candidate solutions is S. Note that the value 
ranges of decision variables may be bounded by given 
constrains. The optimization process consists in selecting a 
solution satisfying a given objective function and 
conforming a particular metric. 

The basic MCDA-RL [10] defines two reference 
parameters: ri =reservation level=the upper limit, not allowed 
to be crossed by the actual decision variable vi of a solution; 
ai=aspiration level=the lower bound beyond which the 
decision variables (and therefore, the associate solutions) are 
seen as similar (i.e., any solution can be seen as “good”- 
from the point of view of this variable). Applying these for 
each decision variable vi, one can define two values named ri 
and ai, i= 1, ..m, by computing among all solutions s = 1, 2, 
..S: 

 
, ..S, , s = v  = a

, ..S, s = v r

isi

isi

21][min
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                (7) 
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An important modification is proposed in [16], aiming to 
make the algorithm agnostic versus different nature of 
criteria. The absolute value vi of any decision variable is 
replaced with distance from it to the reservation level: ri-vi; 
(so, increasing vi will decrease the distance); normalization is 
also introduced, in order to get non-dimensional values, 
which can be numerically compared despite their different 
nature. For each variable vsi, a ratio is computed: 

 is)-a)/(r-v' = (rv iisiisi ,, ∀                 (8) 

The factor 1/(ri-ai) - plays also the role of a weight. A  
variable for which  the possible  dispersion of values is high  
(max – min has a high value in formula (6)) will have lower 
weight and so, greater chances to be considered in 
determination of the minimum in the next relation (7). On 
the other side, if the values min, max are rather close to each 
other, then any solution could be enough “good”, w.r.t. that 
respective decision variable.  

The basic MCDA-RL algorithm steps are (see also [13] ): 
Step 0. Compute the matrix M{vsi'}, s=1…S, i=1…m 
Step 1. Compute for each candidate solution s, the minimum 
among all its normalized variables vsi': 

 ...m'}; i={v = sis 1minmin                     (9) 

Step 2. Select the best solution: 

 , ..S}, s= {  = v sopt 1minmax               (10) 

Formula (7) selects for each candidate solution s, the 
worst case, i.e., the closest solution to the reservation level 
(after searching among all decision variables). Then the 
formula (8) selects among the solutions, the best one, i.e., 
that one having the highest value of the normalized 
parameter. One can also finally, select more than one 
solution (quasi-optimum solutions in a given range).  The 
network provider might want to apply different policies 
when deciding the controller placement; so, some decision 
variables could be more important than others. A simple 
modification of the algorithm can support a variety of 
provider policies. The new normalized decision variables 
will be: 

 )-a)/(r-v(r' = wv iisiiisi                          (11) 

where wi ∈ (0,1] is a weight (priority), depending on policy 
considerations. Its value can significantly influence the final 
selection. A lower value of wi represents actually a higher 
priority of that parameter in the selection process. 

V. MCDA-BASED IMPLEMENTATION FOR SDN 

CONTROLLER PLACEMENT 

A proof of concept simulation program (written in 
Python language [1] [13]) has been constructed by the 

authors, to validate the MCDA–RL based CPP problem and 
allocation of forwarders to controllers. The program has been 
extended in this study with reliability-related evaluation 
features. The simulation program uses the standard libraries 
and additionally the NetworkX and matplotlib, in order to 
create and  manipulate the network graphs. 

The simplifying assumptions (they could be also seen as   
limitations) of the model studied here, are:  the network 
architecture is flat, i.e.,  no disjoint regions are defined;  the 
network graph is undirected; any network node can be a 
forwarder but also can collocate a controller;  when 
computing paths or distances, the metrics are additive; the 
number of controllers is predefined; the data traffic aspects 
and signaling interactions are not considered; the dynamic 
variation of the traffic in the data plane is not considered.   

 A. The MCDA basic model  

The basic model considered in this paper, to solve the 
CPP and CSP problems has two working modes:  

a. static mode: the input data are: network graph (overlay 
or physical), link costs/capacities, shortest path distances 
between nodes (e.g., computed with Dijkstra algorithm based 
on additive metric), desired number of controllers, the 
criteria (decision variables –these could be anyone, among 
those of Section III,l or others) for MCDA, and weights 
assigned to the decision variables).  

Two working phases are defined: 
 (1) Phase 1:  
1.1. Compute all controller placements C1, C2, …. (i.e., 

the set of candidate solutions). The number of placements is 
Cn

k (n= total number of network nodes;  k= number of 
controllers). 

1.3. Compute the values of the normalized metrics for 
each possible controller placement (i.e., future MCDA 
candidate solution), by using specialized algorithms and 
metrics like those defined in Section III.  

The Phase 1 phase has as outputs the set of candidate 
solutions (i.e., placement instances) and their associated 
values to fill the entries of the matrix M defined in Section 
IV. The Phase 1 computation could be time consuming; it  
depends  on network size, but also on the number of criteria 
selected and the complexity to compute the metrics like in 
Section III., Such computations could be performed off-line 
[5].  For instance, in a real network, a master SDN controller 
having all these information could perform these 
computations. However, in a network exposing high 
dynamicity computing the Phase 1 in real time is a 
challenging issue. 

 (2) Phase 2: MCDA-RL: define ri and ai, for each 
decision variable; eliminate those candidates having 
parameter values out of range defined by ri; assign – if 
wanted – convenient weights wi for different decision 
variables; compute the normalized variables (formula (8)); 
run the MCDA Step 0, 1 and 2 of the (formulas (9) and (10)).  

The Phase 2 provides the CPP solution. 
The pseudocode of basic MCDA-based optimization  

processing is high level presented   below: 
 

Start 
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//Initialize 

  {Parse the arguments; 
      Define the decision variables vi, i=1,..m, 

∀i, 
          vi ≥ 0;} 

//Build candidate solutions 

       {Build the weighted graphs; 
      Build candidate solutions;//S= the set of  

candidates 

       } 

  {Compute all shortest paths between pairs of 
       network   nodes; // Dijkstra algorithm} 

{Normalize the decision variables; //(formula (8) 

 Compute the matrix M{vsi'}, s=1…S, i=1…m; 

 Compute for each candidate s, the min. among 

all  its normalized variables vsi';/formula (9) 

 } 

 Select the best solution; //formula (10) 

Stop 

 

b. dynamic mode : the semantic of the word dynamic 
here is the fact that some parameters are randomly generated 
i.e, not predefined.  The initial input information is the total 
number of network nodes (not the complete graph) and 
desired number of controllers. The graph (which could be 
full-mesh or not) and costs of the links are randomly 
generated by the program.  

B. Resilience-capable  models 

As shown in Section III, more realistic scenarios consider 
the possible occurrence of controller and/or network failures 
events. It is desired a resilient system i.e., able to recover (as 
much as possible) after failure events. The optimization 
process aims now to proactively find trade-off solutions  to 
provide still a convenient behavior of the overall system in 
failure cases. 

• Backup controllers 
A simple static solution for assignment/mapping  of the 

forwarders (this is CSP problem) to primary and backup 
controllers is presented below. For a given placement of the 
controllers, let it be Cp, the identities of nodes playing the 
role of controllers are known. The simplest 
assignment/mapping of forwarders to controllers is based on 
the shortest path (metric is average estimated latency 
forwarder-controller) to a controller. So, an algorithm will 
compute, for a given placement Cp, the   distances from each 
Fi to each controller CT1, CT2, …CTk and select the closest 
controller, let it be  CTm, as primary controller for Fi.  

How to define the backup controllers? A natural solution 
(supposing that the total number of controllers is still k) will 
be to allow a forwarder to migrate from a failed primary 
controller to another backup/secondary controller, selected 
from the same set. This backup controller can be determined 
by the above algorithm, as the second one in the ordered list 
(using the shortest distance as criterion).  This assignment 
should be performed for every possible placement Ci. If CPP 
optimization and forwarders-to-controllers assignment is 
wanted for the backup controllers, then it is necessary to add 
a new criterion (decision variable- e.g., similar to the average 
distance given by the formula (1)) to the  MCDA algorithm, 
with a metric similar to that of formula (1). The reason is that 
for primary controller placement and forwarder assignment, 

one can find Ci as the best solution while for and backup 
controller placement and assignment other different Cj could 
be the best. Therefore, the MCDA can provide the best trade-
off. 

An auxiliary algorithm is used to compute a simple 
metric (average distance to a backup controller) to be added 
to MCDA. We introduce a novel decision variable 
dist_backup and perform the following computation (for 
each possible controller placement Ci containing the 
controllers CT1, CT2, ….CTk): 

 
For each forwarder Fi, i=1..N 

 Do 

Dist_backup = 0; 

   Compute dist. from Fi to any CTj, j=1..k; 

   Dist_backup=Dist_backup + second_shortest_cost; 

  Od 

   Dist_backup_avg = Dist_backup/N; 
 
This Dist_backup_avg can be added as a new decision 

variable to MCDA (maybe with appropriate wight) 
Therefore, the optimization will select a solution which  
considers also the backup controller placement and 
assignment of forwarder nodes as a factors influencing the 
final solution selection.   

A simple example (Figure 1) will show the need of the 
additional MCDA criterion for the backup controllers. The 
example network is represented by an undirected graph, 
where the metric indicated on the edges can be the average 
latency between nodes (vertices).  
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Figure 1. Simple example of two instances of primary controller 

placements and forwarders assignment 
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The network nodes are denoted with Vi, in order to 
emphasize that a given node can play the role of a forwarder 
but also a controller can be installed there. The edges costs 
correspond to an additive metric, i.e the average estimated 
communication delay between two nodes. The edges can 
represent real links or overlay ones (this aspect is irrelevant 
for the purposes of this study). It is assumed that three 
controllers exist, CT1, CT2, CT3. We consider two 
placements of the primary controller placement C1 and C2. If 
one uses the optimization criterion given by the formula (1), 
then the assignment of forwarders to controllers are 
determined by the shortest path of each node to  CT1, CT2, 
CT3. The list of ordered distances can also provide the 
identity of the backup controller for each node Vi. Table I 
clarifies the assignment of the primary and backup 
controllers of the placement C1. A similar table is valid for 
C2, etc. 

 

TABLE I.  EXAMPLE: DISTANCES FROM NODES TO CONTROLLERS 

AND BACKUP CONTROLLERS DETERMINATION  (PLACEMENT C1) 

    Selection 

Controller/ 

Node 

CT1 CT2 CT3 Primary Backup 

V1 1 6 1 CT1 CT3 

V2 0 6 2 CT1 CT3 

V3 3 3 5 CT2 CT1 

V4 2 4 0 CT3 CT1 

V5 2 5 4 CT1 CT3 

V6 6 0 4 CT2 CT3 

V7 4 3 2 CT3 CT2 

V8 5 2 3 CT2 CT3 

 
Considering the values of Table I the best assignment of 

forwarders to controllers  for C1 placement, is: 
Primary controllers: 

CT1: {V3, V4}, CT2: {V3, V6, V8 }, CT3: { V4, V7} 
Backup  controllers: 

CT1: {V3, V4}, CT2: {V7}, CT3: { V1, V2, V5, V6, V8 } 
Analyzing the results two conclusions can be drawn: 
- the assignment of the fowarders to primary controllers 

and respectively backup, can be very different 
- the balance between solutions can be also very 

different; one can see the unbalance of the backup 
controller assignment. 

Simple computations show that the average values of 
distances for the primary and respectively backup controllers 
are 1.25 and 2.75. 

 
For another placement instance, i.e.,  C2 (see Figure 1) 

one gets: 
 Primary controllers: 

CT1: {V1, V2, V4, V7}, CT2: {V3, V6}, CT3: { V5, V8} 
Backup  controllers: 

CT1: {V3, V5, V8}, CT2: {Ø}, CT3: { V1, V2, V4, V6, V7 } 
 
The average values of distances for the primary and 

respectively backup controllers are 1.5 and 3.5. So one can 
say that C1 placement is a better solution. 

Even such simple examples prove the real need and 
usefulness of multi-criteria optimization, where resilience-
oriented metrics can be added. 

 
• Load balancing for controllers  

As shown in Section III, a good balance of the node-to-
controller distribution is desired as a proactive procedure to 
minimize the chance of future controller overload and to 
provide fairness between controllers. This paragraph will 
propose a simple load balancing solution for controllers. The 
solution is static, i.e., it will try to assign to different 
controllers, approximately, the  same number of forwarders 
to be controlled. Note that such a solution will produce 
enough good results during the run-time, only if the data 
plane traffic distribution between the forwarders is rather 
uniform. 

If the total number of nodes is N and the number of 
controllers is k, then the average number of nodes allocated 
to a controller is N/k. A simple new metric can be added to 
the set of MCDA criteria. This decision variable D_avg will  
measure the deviation of the actual number of nodes 
allocated to a controller CTi, i.e., ni, from the average value 
N/k, and averaging this for all controllers. 

 

D_avg = (1/N) ͍Σ |(ni – N/k)|   (12) 
i= 1…k            

 
If wanted, this variable can get an appropriate weight in the 
multi-criteria optimization process. If  the example of the 
previous sub-section on backup controller problem is 
considered, then one can learn that solutions found there  
(based on latency criteria) could expose significant 
unbalance between controllers.   
 

• Nodes and link failures  

Nodes and link failures could appear in the network. 
Evaluation of effects of such events could be taken into 
account by adding new decision appropriate parameters in 
the set of MCDA input multi-criteria. Here, we adopted a 
different approach in comparison with the metric presented 
in Section III [7]. Given that most important metrics are 
forwarder-controller latency, inter-controller latency, load 
balancing of the controllers, optimization of the placement 
of the primary and backup controllers, the MCDA has been 
first run to produce controllers’ placement optimization 
based on these important parameters. Then the simulation 
program allows some events to happen (e.g., nodes or link 
failures). The MCDA has been run again and produce a new 
placement after removing from the graph the failured 
entities. Finally, the placement produced in the updated 
conditions can be compared with the initial one, to evaluate 
if significant changes appeared. In such a way one can 
evaluate the robustness of the initial placement, and decide 
if that can be preserved or must be changed. 

Two input parameters have been defined in the model:  
nf- number of nodes supposed to fail  
ef – number of links supposed to fail. 
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The specific nodes and links which will fail will be 
selected as to to simulate the “worst case”, i.e., those nodes 
having the lowest cost of the adjacent links and, respectively 
those links having the least costs. If after second run of the 
MCDA, the initial placement of the controllers does not 
change, this means that initial placement has enough good 
robustness properties. Of course, this result will depend on 

selection of nf and ef values, for a given N nodes of the 
graph.  

C. Simulation program for controller placement and 

selection optimization 

      The user interface of the simulation program (having 
resilience features included)  is presented in Figure 2.   

 

stefan@mint ~/Desktop/simulator_mcda $ python mcda.py -h 

usage: mcda.py [-h] [-a [A]] [-w [W]] [-i [I]] [-b [B]] [-l [L]] [--dynamic] [-n N] [-c C] [-nf NF] [-ef 

EF] [--debug] 

 

Multi-criteria optimization algorithm 

Optional arguments: 

  -h, --help  show this help message and exit 

  -a [A]      Average latency - failure free scenario. Expects a weight (priority) in interval (0, 1]. 

  -w [W]      Worst case latency - failure free scenario. Expects a weight (priority) in interval (0, 1]. 

  -i [I]      Inter controller latency. Expects a weight (priority) in interval (0, 1]. 

  -b [B]      Average latency - failure scenario. Expects a weight (priority) in interval (0, 1]. 

  -l [L]      Controller load-balancing. Expects a weight (priority) in interval (0, 1]. 

  --dynamic   Generate dynamic undirected graph 

  -n N        Number of graph nodes. Valid only in dynamic mode. 

  -c C        Number of controllers in graph. Valid only in dynamic mode. 

              Allowed values are between N/3 and N/7 

  -nf NF      Number of nodes that fail. Valid only in dynamic mode. Allowed  values: 1.. N-C. 

  -ef EF      Number of edges that fail. Valid only in dynamic mode. Allowed  values: 1 ..N-C. 

  --debug     Prints some computing results for debugging purposes. 

Figure 2. The interface of the MCDA CPP simulation program 

The decision parameters considered have been: average and 
worst latency between a forwarder and controller, inter-

controller latency and load balancing related parameter. 
The program can be run in static or dynamic mode, with any 
number and set of criteria among those presented in the 
interface.  The program is flexible in the sense that  the set 
of decision weighted parameters (having appropriate 
metrics) can be enriched at will;  the only needed 
modification is the number of columns of the matrix M. 
    Several numerical examples and results of the basic CPP 
solutions have been already presented in the work [13]. The 
current version of the implementation added reliability 
feature presented in Section IV.B. 
      
     The pseudo-code of the simulation program for dynamic 
mode is presented below,  in high level view.  
Start 

   Generate the random graph; 

   Generate all controlers’ placements; 

   Run MCDA; 

   If link_failures are specified as a running 

option then eliminate from the graph a number of 

ef links having the minimum costs;  

   If node_failures are specified as a running 

option then eliminate from the graph a number of 

nf nodes; 

   If failures_are produced  

      then {generate modified graph; Run MCDA;} 

   Display the graphs; 

Stop 

D. Dynamic controller selection 

In a dynamic network context, the controller selection 
(CSP) can be performed in a dynamic way. The multi-criteria 

algorithm can be as well applied in such cases. We consider 
here only the situations in which controller/node/link –
failures  occur.  

In the static approach the backup controllers are 
predefined; their placement is selected by the optimization   
algorithm. For a real network, the algorithm can be run 
offline in a management center (in a hierarchical 
organization of the control plane, this could be a master SDN 
controller). This center is supposed to know all information 
in order to run MCDA-RL algorithm. The aspects related of 
collecting this information at the master SDN controller 
constitute a separate problem, which is not studied  in this 
paper. 

If a running forwarder looses its connectivity with its 
primary controller, it can act in two ways; a. try to connect to 
a known backup controller; b. select among several available 
controllers by running a MCDA algorithm. The input 
information for MCDA (decision criteria) could be:  

- identities/addresses of a set of SDN controllers;  
- degree of load for those controllers (e.g.,  

periodically communicated, by a traffic monitoring 
system (having its central intelligence in the master 
SDN controller) to the forwarder  

- local information  observed by the forwarder, like 
connectivity to different nodes/controllers, etc. So, 
the forwarder can select based on MCDA-RL a 
novel controller.   

VI. EXPERIMENTAL RESULTS 

This section will shortly present some simple but relevant 
examples of results, in order to prove the validity of 
approach. The experiments are mainly oriented to test the 
resiliency. 
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• Basic controller  placement examples 
 

 
 
Figure 3. Static MCDA CPP optimization with individual criteria in 
MCDA 
 

The objective of the first example is to show that 
applying a single optimization criteria the solutions can be 
very different. Figure 3 shows an example of optimization 
for a network statically defined, having N= 6 nodes and c= 2 
controllers. Four controller placements have been 
considered:C0: nodes [4, 5]; C1: nodes [2, 4]; C2: nodes [2, 
5]; C3: nodes [3, 5]. 

The result placements (examples) for different 
individual criteria are listed below: 

 
stephan@mint$ python mcda.py –a //average latency 

to the primary controllers 

Optimum Ci placement is Ci=3;  

CT0 is placed in node 3 

CT1 is placed in node 5 

CT0 nodes {1,3,4}  

CT1 nodes {0,2,5}  

 

The computed latencies for the four placements are : C0: 
1.33;  C1: 1,66;  C2: 2,33;  C3: 1.13. One can see that C3 is 
the best. 
stephan@mint$ python mcda.py –b //average latency 

to the backup controllers 

Optimum Ci placement is Ci=0 

CT0 is placed in node 4 

CT1 is placed in node 5 

CT0 nodes {1,3,4}  

CT1 nodes {0,2,5}  

 

stephan@mint$ python mcda.py –w //max latency to 

the backup controllers 

Optimum Ci placement is Ci=3 

CT0 is placed in node 3 

CT1 is placed in node 5 

CT0 nodes {1,3,4}  

CT1 nodes {0,2,5}  

 

stephan@mint$ python mcda.py –i //inter-controller 

latency  

Optimum Ci placement is Ci=2 

CT0 is placed in node 2 

CT1 is placed in node 5 

CT0 nodes {1,2}  

CT1 nodes {0,3,4,5} 

 

 
. Figure 4. Basic MCDA CPP optimization with dynamically generated 

network graph  

The variety of the above results obtained for single 
criterion shows clearly the necessity of a multi-criteria 
optimization. 

The second example shows a multi-criteria scenario. 
Figure 4 shows a graph dynamically generated with  N=7 
nodes and  k=2 controllers. The optimization criteria have 
been  average latency, worst latency and inter-controller 

latency, with equal weights d1=d2=d3=1. The best placement 
selected is C2 , having the controllers placed in the nodes 0 
and 3. The allocation of forwarders to controller can be 
selected based on shortest path principle. The command to 
run program and the main  results are listed below. 
 
stephan@mint$ python mcda.py –a l –w 1 –i 1 –

dynamic –n 7 –c 2 

Optimum Ci placement is Ci=2 

Controller is placed in node 0 

Controller is placed in node 3 

 

• Load balancing for controllers  
Figure 5 shows an example in which the network graph 

has been dynamically generated with N=6 nodes and k= 2 
controllers. The decision criteria have been inter-controller 
latency (weight = 1) and balancing criterion (weight = 0.5, 
i.e., having twice higher priority).  The MCDA program has 
been run   with parameters : 

 
stefan@mint$ python mcda.py -i 1 -l 0.5 --

dynamic -n 6 -c 2 

 
The results obtained are: controllers CT0 and CT3 placed 

in the nodes 0 and 3. The allocation of forwarders to 
controllers are : 
   Controller 0 has allocated node(s): 0, 2, 4. 

   Controller 3 has allocated node(s): 1, 3, 5. 
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Figure 5. Example of a balanced allocation of the forwarders to controllers 

(after MCDA run) 

       Note that in this solution the inter-controller latency is 
taken into consideration, but the final value is not minimum; 
however, the allocation of the forwarders to controllers is 
balanced (3 forwarders per each controller). The reason is 
that load balancing criterion has been assigned a higher 
priority versus the inter-controller-latency. 

 

• Links and node failures  

       To experiment such scenarios the simulator should be 
launched in dynamic mode and the number of links/nodes 
which will be in failure should be also specified. One can 
check if the placement selected is resilient to failures. For 
instance, if the unique parameter considered in MCDA 
would be the average latency of the forwarders to backup 
controllers, then one would expect that the resulting 
placement could be enough resilient to a low number of 
nodes and/or link failure events.  Figure 6 shows such an 
example, by presenting the graphs resulted after running the 
program with the command: 

   

python mcda.py -b --dynamic -n 8 -c 3 -ef 2 

 
      In this example, the network has N=8 nodes and c= 3 
controllers; the number of failure links ef=2.  This first 
placement (Figure 6a) has the controllers installed in nodes 
3,4,5. The program is run again after some links failure (1-6, 
3-7).  Still the controller placement (i.e., after running again 
the MCDA on the reduced graph) is the same (Figure 6 – 
right), i.e., in the nodes 3,4,5. 

 
Now we consider an experiment in which  the criterion of 

the first run of the  MCDA is to minimize the average 
latency between the forwarders and primary controllers 
(parameter introduced with weight = 1). The optimum 
placement of the controllers (with N=8, c=3), after first run 
of the MCDA, is in nodes 0, 2, 6. (Figure 7, left). Then two 
link failures are simulated (i.e., links  5-6 and 0-1 will be out 
of order). The command for such a run is: 

 
   python mcda.py -a --dynamic -n 8 -c 3 -ef 2 

 
 

The optimum placement of the controllers in the new 
context (failure links) has been changed in nodes 3,5,6 
(Figure 7b). So, one can conclude that the first placement is 
less resilient to link failures. 

The lesson learned from such experiments is that there is 
no absolute unique optimum solution of such problems, to 
satisfy all requirements. Depending on the particular context 
of the SDN-controlled network and some network owner 
policies, different placement solutions can be found as more 
appropriate, to satisfy in a convenient way several criteria.  

These examples illustrate the power of the MCDA 
algorithm where various sets of criteria and different 
priorities (driven by policies) can be considered. 

 
 
 
 

 
 

 Figure 6. Example of  controller placement resilient to link failures  a.Left: placement before link failures; b.Right: placement after some links failures. 
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Figure 7. Example of  placement non-resilient  to link failures 
a.Left: controller placement before link failures; b. Right: controller placement after some links failures (5-6, 0-1). 

 

VII. CONCLUSIONS AND FUTURE WORK  

This paper extended the study [1], on using multi-
criteria decision algorithms (MCDA) to optimally place the 
controllers in large SDN, based networks, while aiming to 
achieve good resiliency properties of the system. It is 
illustrated the main MCDA advantage, i.e.,  that it can 
produce a tradeoff (optimum) result, while considering 
several weighted criteria, part of them even being partially 
contradictory.  

This study provides (in comparison to [1]) more 
comprehensive discussion and analysis of resiliency-oriented 
properties of a SDN network with distributed control plane.  
Simple but relevant examples have been added, to show that 
actually no unique solution exists for controller placement to 
be optimal with respect to all criteria envisaged.  Therefore, 
in practice, the weights of the decision parameters introduced 
in MCDA should be cleverly adopted, to meet the prioritized 
list of the network provider requirements.  

This study has shown that actually the MCDA – based 
optimization can be performed in a flexible way: 

- introducing in MCDA all decision parameters, with 
appropriate weights in order to achieve a trade-off 
solution after a single  MCDA run; 

- using iteratively several rounds (see Section VI), i.e., 
introducing first the most important parameters and 
run MCDA; then modify the topology/conditions and 
check if the first controller placement is still good 
enough in these new conditions; if not, then add 
parameters to MCDA and run again the algorithm. 

The paper added several additional experimental results 
in Section VI. The forwarder-controller mapping 
optimization and backup controller selection have been also 
considered.  

Future work will be still necessary for CPP and CSP 
problems. Experiments on large networks [22[23] could 
better validate the optimization solutions in a more realistic 
environment. Another important aspect can be the dynamic 
of the overall system during run-time, when the traffic 
amount inside different regions of the the data plane (i.e., 

between different forwarders) might have significant 
variations. This can lead to overload of some SDN 
controllers, especially if reactive-mode of the control plane is 
applied in those networks and given the limited controller 
processing capacity. This problem could be solved in two 
ways: a. moving some controllers (so, the placement will be 
modified) to the overloaded regions to better serve the 
forwarder requests for flow table configuration); b. 
dynamically migrate some switches/forwarders between the 
controllers, in order to better balance the controllers’ load. 
For instance, in recent studies [20][21], the dynamic switch 
migration is optimized based on input information 
periodically provided by a monitoring system. However, 
these studies do not consider multi-criteria approach, but 
only the traffic load of the network data plane and impact on 
controller tasks. Here, combining MCDA with such traffic-
based algorithms could provide better results. 
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Abstract - We propose a spectrum enforcement framework 
across multiple channels by mobile, crowdsourced agents (also 
called volunteers), who work in collaboration with a 
trustworthy infrastructure. The success of spectrum sharing 
relies on the automated enforcement of spectrum policies. The 
primary challenge addressed here is to ensure efficient ex post 
spectrum enforcement. In order to achieve this, we focus on 
attaining maximum coverage of the area of enforcement and of 
all channels, and on ensuring reliable and accurate detection of 
spectrum violation. Maximum coverage of the given area of 
enforcement is ensured by proposing to divide it into smaller 
regions using the Lloyd’s algorithm and solving the enforcement 
problem by a divide and conquer mechanism over the entire 
area. We determine the qualification of volunteers based on 
their likelihood of being in a region, and on their 
trustworthiness.  We define algorithms to select qualified 
volunteers for every region in an online manner such that every 
channel is efficiently covered. The enforcement framework is 
simulated in CSIM19 (C++ version) and extensive analysis of the 
performance of the proposed methodologies is performed. 

Keywords- volunteer; sentinel; ex post spectrum enforcement; 
crowdsourced spectrum enforcement; volunteer selection; 
channel assignment; mobility. 

I.  INTRODUCTION  
With the exponential increase in use of wireless services, 

the demand for additional spectrum is steadily on the rise. In 
order to address this potential spectrum scarcity problem, the 
Federal Communications Commission (FCC) proposed 
Dynamic Spectrum Access (DSA), wherein licensed 
frequency bands when idle, are utilized by unlicensed users. 
In April 2015, the FCC adopted a three-tiered spectrum 
sharing infrastructure that is administered and enforced by 
Spectrum Access System (SAS). This architecture consists of 
Incumbents in tier 1, Priority Access Licensed (PAL) devices 
in tier 2 and General Authorized Access (GAA) devices in 
tier 3. Incumbents, in general, include military radars, fixed 
satellite service Earth stations and several of the Wireless 
Broadband Services (3650 – 3700 MHz) [2]. The SAS 

ensures that the spectrum is always available to the 
incumbent users when and where needed. The next level of 
access is provided to the users who buy PAL for a given 
location and period of time (usually for a three-year term). 
The remaining spectrum can then be used by devices having 
GAA. These devices have no protection from interference. 
They must, however, protect incumbents and PALs, while 
accessing spectrum [2].  

 
As spectrum sharing becomes more intense and more 

granular with more stakeholders, we can expect an increasing 
number of potentially enforceable events. Thus, the success 
of spectrum sharing systems is dependent on our ability to 
automate their enforcement. The three key aspects of any 
enforcement regime are — the timing of enforcement action, 
the form of enforcement sanction and whether the 
enforcement action is private or public [3]. This paper 
focuses on detection of spectrum misuse. Thus, the key aspect 
of enforcement action for our consideration, is the timing of 
enforcement. Timing of an enforcement can be either ex ante 
(before a potentially “harmful” action has occurred) or ex 
post (after a potentially “harmful” action has occurred, but 
potentially before or after an actual “harm” has been done) 
[4]. The ex ante and ex post enforcement effects are 
inextricably linked. For example, if the ex ante rules and 
processes are sufficiently strong then ex post harms may be 
prevented before they occur. Also, certain types of ex ante 
rules may be easier to monitor and hence lower the cost of 
enforcement. Even strong ex ante rules may require ex post 
enforcement; for example, licensing approval for equipment 
is usually based on a prototype or pre-production unit, but 
compliance of production units may require some kind of 
policing. Till date, more significance has been given on 
automating ex ante enforcement of usage rights. As an 
example, the TV White Spaces database systems essentially 
work by preventing users with subordinate rights from using 
spectrum when and where other users with superior rights are 
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operating [5]. This concept has been extended in the new 
Citizens Broadband Radio Service (CBRS) to a SAS that is 
designed to distinguish the three classes of user types 
discussed previously [2]. 

 
We observe that both SAS and CBRS have well-developed 

mechanisms to avoid interference but provide no support for 
addressing interference when it occurs. As we consider ex 
post enforcement approaches, the need to detect enforceable 
events, gather information about these events and adjudicate 
claims based on rules and evidence becomes important. In 
this paper, we focus on designing an efficient framework for 
the detection of an interference event that is caused by a 
malicious user. The primary challenge is to ensure efficient 
ex post spectrum enforcement. In order to address this 
challenge, this paper proposes an enforcement framework 
that aims to achieve a) maximum coverage of the entire area 
of enforcement, b) maximum coverage of all the channels in 
a region c) an accurate, reliable and feasible detection of an 
event of violation, d) use of an effective method for hiring 
and deploying detecting agents. We leverage crowdsourced 
spectrum enforcement because it is more cost-effective and 
has the potential for higher accuracy of detection and 
localization of spectrum access violation when compared to 
static enforcement [13][28]. By employing a hybrid 
infrastructure of crowdsourced and trusted, dedicated 
resources, we aim to ensure “optimal” detection of spectrum 
access violation in Dynamic Spectrum Sharing Wireless 
networks. The major contributions of this paper are: 

a) Region Coverage: We use a clustering algorithm to 
organize the area into smaller sized “regions” in 
order to ensure more manageable detection of 
violation. The enforcement problem can then be 
solved by a divide and conquer mechanism over all 
the regions. 

b) Channel Coverage: We develop an algorithm to 
ensure efficient coverage of all channels in a region. 

c) Crowdsourced Enforcement: We explore a 
mechanism to select crowdsourced agents (also 
called volunteers) for ensuring that a spectrum 
access violation is detected with high probability of 
accuracy and efficiency. 

d) Volunteer Selection: We develop a framework to 
assess the qualification of a volunteer across two 
dimensions — location likelihood and trust, which 
is used to select volunteers such that an “optimal” 
quality of spectrum enforcement is ensured. 

 
The paper is organized in the following manner. Section II 

of the paper discusses about the related works, while Section 
III of the paper discusses about the proposed enforcement 
framework. Section IV discusses about the crowdsourced 
monitoring methodology, with a focus on the parameters that 
qualify a volunteer for selection and the appropriate volunteer 
selection mechanism. Section V discusses about the 

experimental setup and the results we obtained from applying 
the proposed volunteer selection algorithm. Finally, we 
conclude the paper and discuss about future works in Section 
VI. 

II. RELATED WORKS 
Jin et al. [20] introduce the first crowdsourced spectrum 

misuse detection framework for DSA systems, where a 
legitimate transmitter is required to embed a spectrum permit 
into its physical layer signals, which can be decoded and 
verified by ubiquitous mobile users. Dutta and Chiang [13] 
discuss about crowdsourced spectrum enforcement for 
accurate detection and location of spectrum enforcement. 
However, they assume that crowdsourced spectrum access 
enforcers are trustworthy and do not examine the effect of 
distrust of enforcers. Li et al. [23] model the spectrum misuse 
problem as a combinatorial multi armed bandit problem to 
decide which channels to monitor, how long to monitor each 
channel, and the order in which channels should be 
monitored. However, they assume that the spectrum 
monitoring agent and the malicious users are always static. 
Salama et al. [22] proposed an optimal channel assignment 
framework for crowdsourced spectrum monitoring, where 
volunteers are assigned to monitor channels based on their 
availability patterns and are awarded with incentives in 
return. Several incentive-based crowdsourced spectrum 
sensing works have been done over the past few years. Yang 
et al. [7] studied two incentive-based crowdsourcing models, 
where a Stackelberg Equilibrium was computed in the 
platform-centric model, and a truthful auction mechanism 
was proposed under the user-centric model. Zhu et al. [14] 
propose an incentive-based auction mechanism to improve 
fairness of bids by taking into consideration the effects of 
malicious competition behavior and the “free-riding” 
phenomenon in crowdsourcing services. Lin et al. [6] take the 
Sybil attack into consideration for incentive-based 
crowdsourced spectrum sensing. The works [11] and [12] 
propose frameworks for crowdsourced spectrum sensing 
without violating the location privacy of mobile users. 
Contrary to majority of the formerly proposed spectrum 
monitoring approaches, which rely exclusively either on 
large deployment of physical monitoring infrastructure [8]-
[10] or on crowdsourcing, we believe that spectrum misuse 
and access rights violations can be effectively prevented by 
using trusted infrastructure (composed of a central DSA 
Enforcement Infrastructure and a minimal number of mobile, 
wireless devices with advanced trust and authentication 
capabilities), augmented with an opportunistic infrastructure 
of wireless devices with various software and hardware 
capabilities. Moreover, in contrast to the usual 
methodologies, we explore the use of an online non-
incentive-based methodology for selection of mobile 
volunteers based on their qualifications to ensure maximum 
coverage of enforcement area, efficient coverage of all the 
channels in an enforcement region and accurate detection of 
spectrum access violations. This work is an extension of our 
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previous work [1]. Contrary to our previous work, in this 
paper, we propose spectrum enforcement over multiple 
channels. We explore multiple ways to aggregate the 
different parameters for the calculation of qualification of a 
volunteer and develop an efficient algorithm for assignment 
of channels to the selected volunteers for monitoring. In 
contrary to our work in [27], we explore the effect of different 
parameters (trust and location likelihood) in the performance 
of the crowdsourced agents. Finally, in contrast to [1] and 
[27], we conduct more experiments and analyze the results 
for a more comprehensive and extensive evaluation of our 
system.  

III. ENFORCEMENT FRAMEWORK 
The main challenge in the design of a hybrid infrastructure 

stems from the fact that it is not easy to determine where and 
how the resources are to be mobilized, given the non-
deterministic nature of mobile devices’ behavior. It is equally 
difficult to determine how collaboration between these 
devices must take place to ensure swift detection and response 
to spectrum misuse and access rights violation. To address 
this, we broadly follow a crowdsourced monitoring 
infrastructure, supported by sentinel-based monitoring and a 
central DSA Enforcement Infrastructure. 

A. System Model 
The entire area of enforcement R is divided into smaller 

regions, with an Access Point 𝐴𝐴𝐴𝐴𝑟𝑟, associated with every 𝑟𝑟𝑟𝑟𝑟𝑟. 
Authorized users, who are legitimate Secondary Users (SUs) 
gain access to an available channel through the local 𝐴𝐴𝐴𝐴𝑟𝑟 in 
𝑟𝑟. On the contrary, malicious users are unauthorized 
transmitters who intrude on spectrum by illegitimately using 
spectrum frequencies in 𝑟𝑟 that they have not been authorized 
to use by the local 𝐴𝐴𝐴𝐴𝑟𝑟. Some of the authorized users 

volunteer to monitor a given channel for access violation, in 
addition to accessing the spectrum to transmit their own data. 
Such volunteers are mobile agents who can monitor radio 
access behavior within their neighborhood and detect 
anomalous use of spectrum. To carry out spectrum 
monitoring practices, volunteers incur transmit power 
consumption cost and bandwidth consumption cost.  

 
As shown in Figure 1, the system model further consists 

of a central DSA Enforcement Infrastructure, which consists 
of a set of Volunteer Service units 𝑉𝑉𝑉𝑉𝑟𝑟  for every 𝑟𝑟 ∈ 𝑟𝑟, a 
Volunteer Selection Unit and a DSA Database. A volunteer 
𝑣𝑣𝑟𝑟𝑉𝑉 in 𝑟𝑟 ∈ 𝑟𝑟 registers itself to the 𝑉𝑉𝑉𝑉𝑟𝑟  associated with 𝑟𝑟. A 
𝑉𝑉𝑉𝑉𝑟𝑟  stores and updates volunteer attributes over the entire 
period of enforcement. The Volunteer Selection Unit uses the 
latest attributes of all the volunteers in a 𝑉𝑉𝑉𝑉𝑟𝑟  to select 
volunteers for monitoring a given channel in 𝑟𝑟 over the next 
epoch of enforcement. The DSA Database maintains a 
channel-user occupancy list, for the entire area of 
enforcement 𝑟𝑟. The information contained in the DSA 
Database is used to identify the channels and their 
corresponding authorized users in 𝑟𝑟. Finally, the system 
model consists of a set of sentinels 𝑉𝑉′ who monitor a given 
channel in 𝑟𝑟 at random intervals to verify the detection results 
reported by the volunteers and to prevent selection of 
volunteers who have unreliable behavior. 

B. Coverage of Region 
To ensure maximum coverage of an area 𝑟𝑟 for 

enforcement, we follow a divide and conquer method. We 
propose to divide the entire area 𝑟𝑟 into smaller regions and 
then focus on solving the enforcement problem for a single 
region 𝑟𝑟 ∈ 𝑟𝑟. This in turn can be used for solving the problem 
for the whole 𝑟𝑟. For division of 𝑟𝑟 into regions, we propose 
the employment of the Voronoi algorithm [15]. Initially, we 
assume that the volunteers in 𝑉𝑉 are randomly distributed over 
𝑟𝑟 and the access points are spread uniformly over  𝑟𝑟. For 
each volunteer 𝑣𝑣 ∈ 𝑉𝑉, its corresponding Voronoi 
region 𝑟𝑟 consists of every volunteer in the Euclidean plane 
whose distance to the local 𝐴𝐴𝐴𝐴𝑟𝑟 is less than or equal to its 
distance to any other 𝐴𝐴𝐴𝐴𝑟𝑟 [15]. However, the Voronoi 
algorithm may not produce regions that are of equal size. This 
is a disadvantage because it may result in some of the regions 
to have an undersupply of volunteers over time, which in turn 
may result in possible loss in detection of spectrum violation. 
Thus, we propose to apply a relaxation to the Voronoi 
algorithm, called the Lloyd’s Algorithm [16], which 
produces uniformly sized convex regions, and thus improves 
the probability of a fair distribution of volunteers over all 
regions. The number of regions in 𝑟𝑟 is equal to the number 
of access points in 𝑟𝑟.  

IV. CROWDSOURCED SPECTRUM MONITORING 
A volunteer 𝑣𝑣 ∈ 𝑉𝑉 is associated with the following 

parameters:  Serial Number of the sensing device 𝑉𝑉𝑣𝑣 used by  
Figure 1. System Model. 
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𝑣𝑣 and its location 𝐿𝐿𝑣𝑣,𝑡𝑡 at time 𝑡𝑡. While 𝑉𝑉𝑣𝑣 can be used to 
uniquely identify a volunteer, the location 𝐿𝐿𝑣𝑣,𝑡𝑡 allows the 𝑉𝑉𝑉𝑉𝑟𝑟  
of the DSA Enforcement Infrastructure to estimate whether 𝑣𝑣 
will be available to monitor a given channel in 𝑟𝑟 in the future.  

 
As shown in Figure 2, we divide the total enforcement 

time into a set of intervals called the Monitoring Intervals, 
MIs. Each MI is further divided into a set of 𝑛𝑛 sub-intervals 
called the Access Unit Intervals (AUIs). One AUI is defined 
as the smallest interval over which a user, intruder or 
legitimate, can accomplish useful work.  It is used as the 
interference monitoring interval by the selected volunteers to 
determine spectrum access violation or legitimacy. A new set 
of volunteers is selected in region 𝑟𝑟 at the end of every MI by 
the Volunteer Selection Unit using the data from Volunteer 
Service unit 𝑉𝑉𝑉𝑉𝑟𝑟  associated with region 𝑟𝑟. Volunteer selection 
in 𝑟𝑟 is primarily based on twofold parameters of trust and 
location likelihood of a 𝑣𝑣 in 𝑟𝑟. 

A. Trust 
The trust of a volunteer 𝑣𝑣 is determined by its past 

behavior. The behavior of a volunteer 𝑣𝑣 is chiefly determined 
by its accuracy in detection of spectrum access violation. At 
the end of every AUI 𝑖𝑖, a volunteer 𝑣𝑣 reports the observed 
state 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐

𝑖𝑖  of a channel 𝑐𝑐 that it monitors in region 𝑟𝑟, over 𝑖𝑖. 
The state of a channel 𝑐𝑐 can be either a) violated, when 𝑐𝑐 is 
being used by a malicious transmitter b) not violated, when 
𝑐𝑐 is either idle, i.e., when no user, authorized or malicious, 
uses 𝑐𝑐 or safe, i.e., when 𝑐𝑐 is used by an authorized 
transmitter. The necessary ground truth required for 
calculating accuracy of interference detection by 𝑣𝑣 in 𝑟𝑟 is 
acquired from the observed state 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐

𝑗𝑗  of 𝑐𝑐 by a sentinel 𝑠𝑠 ∈
𝑉𝑉′ that monitors 𝑐𝑐 at a random AUI 𝑗𝑗 in the given MI. A 
sentinel 𝑠𝑠 is a trustworthy agent who helps in verifying 
volunteer detection result and helps to identify unreliable 
volunteers. As shown in Figure 2, a sentinel 𝑠𝑠 monitors 𝑐𝑐 in 𝑟𝑟 
at a random interval 𝑗𝑗,which is not known to the volunteers. 
This helps us to calculate the behavior 𝑏𝑏𝑣𝑣,𝑟𝑟,𝑐𝑐

𝑖𝑖  of 𝑣𝑣 in 𝑟𝑟 at AUI 
𝑖𝑖 by using (1) given below. 

 

 𝑏𝑏𝑣𝑣,𝑟𝑟,𝑐𝑐
𝑖𝑖 = �

1, 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
𝑖𝑖 = 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐

𝑗𝑗

0, 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
𝑖𝑖 ≠ 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐

𝑗𝑗 , ∀𝑖𝑖 = 𝑗𝑗 (1) 

 
As shown in (1), the behavior of a volunteer 𝑏𝑏𝑣𝑣,𝑟𝑟,𝑐𝑐

𝑖𝑖  at 𝑖𝑖 in 
𝑟𝑟 is assigned to zero when there is a mismatch in the observed 
state of channel 𝑐𝑐, between 𝑣𝑣 and 𝑠𝑠.This can be because a) 𝑣𝑣 
makes a false detection, b) 𝑣𝑣 lies about the true result, or c) 𝑠𝑠 
makes a false detection, d) 𝑠𝑠 lies about the true result. For this 
paper, we assume that 𝑠𝑠 is trustworthy and never makes a 
false detection or lies about a true result. An AUI when both 
𝑣𝑣 and 𝑠𝑠 monitor channel 𝑐𝑐 is called a matching interval. We 
aggregate 𝑏𝑏𝑣𝑣,𝑟𝑟,𝑐𝑐

𝑖𝑖  over all the matching intervals to find the trust 
𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 of 𝑣𝑣 to monitor channel 𝑐𝑐 in 𝑟𝑟, by calculating the 
arithmetic mean 𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐, given by (2), 

 

 𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 =
1
𝑚𝑚
�𝑏𝑏𝑣𝑣,𝑟𝑟,𝑐𝑐

𝑝𝑝
𝑚𝑚

𝑝𝑝=1

 (2) 

 
where 𝑝𝑝 is a matching interval and 𝑚𝑚 is the total number of 
matching intervals over all the monitoring intervals observed 
so far. After every MI, a volunteer 𝑣𝑣 monitoring a channel 𝑐𝑐 
in region 𝑟𝑟 sends the detection results (over all the AUIs in 
the MI) to the corresponding 𝑉𝑉𝑉𝑉𝑟𝑟  in the DSA Enforcement 
Infrastructure. Similarly, a sentinel 𝑠𝑠 that monitors the 
spectrum in region 𝑟𝑟, sends its detection results and the 
random AUIs in which it monitored to 𝑉𝑉𝑉𝑉𝑟𝑟 . Based on the 
detection results of both the sentinel and the volunteers, the 
trust 𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 of volunteer 𝑣𝑣 is computed in the 𝑉𝑉𝑉𝑉𝑟𝑟 . We assume 
that volunteers can detect spectrum misuse by using any of 
the methods of misuse detection used in literature [29]-[31]. 
The impact of choosing any of these methods for misuse 
detection to the accuracy of detection is out of the scope of 
this paper. 

B. Location Likelihood 
In order to efficiently support detection of channel 

violation in a region 𝑟𝑟, volunteers who are most likely to 
reside a major proportion of time in 𝑟𝑟 after a visit to 𝑟𝑟, are 
given preference. The 𝑉𝑉𝑉𝑉𝑟𝑟  estimates the fraction of time that 
a volunteer 𝑣𝑣 stays in 𝑟𝑟 after its current visit to 𝑟𝑟. As shown 
in Figure 3, after the (𝑗𝑗)𝑡𝑡ℎ  visit of 𝑣𝑣 to 𝑟𝑟, we measure its 
(𝑗𝑗 − 1)𝑡𝑡ℎ  sojourn time, 𝑉𝑉𝑣𝑣

𝑗𝑗−1(𝑟𝑟), in 𝑟𝑟 as the difference 
between its (𝑗𝑗 − 1)𝑡𝑡ℎ  departure time, 𝑑𝑑𝑑𝑑𝑝𝑝𝑣𝑣

𝑗𝑗−1(𝑟𝑟) from 𝑟𝑟 and 
its (𝑗𝑗 − 1)𝑡𝑡ℎ  arrival time, 𝑎𝑎𝑟𝑟𝑟𝑟𝑣𝑣

𝑗𝑗−1(𝑟𝑟)  in 𝑟𝑟. Furthermore, we 
calculate the (𝑗𝑗 − 1)𝑡𝑡ℎ  return time  𝑟𝑟𝑣𝑣

𝑗𝑗−1(𝑟𝑟) of 𝑣𝑣 in 𝑟𝑟 as the 
difference between 𝑎𝑎𝑟𝑟𝑟𝑟𝑣𝑣

𝑗𝑗(𝑟𝑟) and 𝑎𝑎𝑟𝑟𝑟𝑟𝑣𝑣
𝑗𝑗−1(𝑟𝑟). As given by (4), 

this enables us to calculate the proportion of time, 𝐴𝐴𝑣𝑣
𝑗𝑗−1(𝑟𝑟),  

that 𝑣𝑣 resided in 𝑟𝑟 on its previous ((𝑗𝑗 − 1)𝑡𝑡ℎ ) visit to 𝑟𝑟, as the 
ratio of 𝑉𝑉𝑣𝑣

𝑗𝑗−1(𝑟𝑟) to 𝑟𝑟𝑣𝑣
𝑗𝑗−1(𝑟𝑟). Based on this information, the 

𝑉𝑉𝑉𝑉𝑟𝑟  estimates the proportion of time that 𝑣𝑣 is likely to stay in 
𝑟𝑟 before its 𝑗𝑗𝑡𝑡ℎ  departure from 𝑟𝑟, as an exponentially 
smoothed average, given by (4). 

 
 

Figure 2. Observations 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
𝑖𝑖  by volunteer 𝑣𝑣 after every AUI and 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐

𝑗𝑗  by 
sentinel 𝑠𝑠 after random AUIs, for the 1st MI. 

MI

𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
4 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐

𝑖𝑖 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
�−2 𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐

�−1

𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
�

…… ……

𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
2

AUI

𝜙𝜙𝑣𝑣,𝑟𝑟,𝑐𝑐
1

𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐
1 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐

2 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐
𝑗𝑗 𝜙𝜙𝑠𝑠,𝑟𝑟,𝑐𝑐

𝑚𝑚

Selection of 
new volunteers
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𝐴𝐴𝑣𝑣
𝑗𝑗−1(𝑟𝑟) =

𝑉𝑉𝑣𝑣
𝑗𝑗−1(𝑟𝑟)

𝑟𝑟𝑣𝑣
𝑗𝑗−1(𝑟𝑟)

(3) 

𝐴𝐴�𝑣𝑣
𝑗𝑗(𝑟𝑟) = 𝛼𝛼.𝐴𝐴𝑣𝑣

𝑗𝑗−1(𝑟𝑟) + (1 −  𝛼𝛼).𝐴𝐴�𝑣𝑣
𝑗𝑗−1(𝑟𝑟) (4) 

In order to estimate the smoothed average, 𝐴𝐴�𝑗𝑗,𝑣𝑣,𝑟𝑟 more 
accurately, smoothing factor 𝛼𝛼 is computed as: 

𝛼𝛼 = ℎ.
(𝐸𝐸𝑣𝑣

𝑗𝑗−1(𝑟𝑟))2

𝜎𝜎𝑣𝑣
𝑗𝑗(𝑟𝑟)

 (5) 

where 0 < ℎ < 1, 𝐸𝐸𝑣𝑣
𝑗𝑗−1(𝑟𝑟) =  𝐴𝐴𝑣𝑣

𝑗𝑗−1(𝑟𝑟) − 𝐴𝐴�𝑣𝑣
𝑗𝑗−1(𝑟𝑟) is the 

prediction error, and 𝜎𝜎𝑣𝑣
𝑗𝑗(𝑟𝑟) is the average of the past square 

prediction errors on visit 𝑗𝑗. 𝜎𝜎𝑣𝑣
𝑗𝑗(𝑟𝑟) can be expressed as 

follows: 

𝜎𝜎𝑣𝑣
𝑗𝑗(𝑟𝑟) = ℎ. (𝐸𝐸𝑣𝑣

𝑗𝑗−1(𝑟𝑟))2 + (1 −  ℎ).𝜎𝜎𝑣𝑣
𝑗𝑗−1(𝑟𝑟) (6) 

Moreover, at any given time 𝑡𝑡, the location 𝐿𝐿𝑣𝑣,𝑡𝑡 of 
volunteer 𝑣𝑣 enables us to estimate the likelihood of  𝑣𝑣 to stay 
in 𝑟𝑟 over the next monitoring interval, MI, based on the 
assumption that the likelihood of 𝑣𝑣 to stay in 𝑟𝑟 decreases as 
the displacement between 𝐿𝐿𝑣𝑣,𝑡𝑡  and the centroid 𝑂𝑂𝑟𝑟 of 𝑟𝑟 
increases. This is expressed by the separation factor, 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟, 
given by (7) as follows: 

𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟 = 𝛾𝛾1𝑑𝑑−𝛾𝛾2𝑑𝑑(𝐿𝐿𝑣𝑣,𝑡𝑡,𝑂𝑂𝑟𝑟) (7) 

where 0 < 𝛾𝛾1, 𝛾𝛾2 < 1, are parameters defined by the system 
and 𝑑𝑑�𝐿𝐿𝑣𝑣,𝑡𝑡 ,𝑂𝑂𝑟𝑟� is the displacement between 𝐿𝐿𝑣𝑣,𝑡𝑡and 𝑂𝑂𝑟𝑟. Since 
𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟 is exponential, so we empirically select values of 𝛾𝛾1 and 
 𝛾𝛾2 to avoid high variance in the values of 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟 across all the 
volunteers. 

Hence, the location likelihood, 𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀) of 𝑣𝑣 in 𝑟𝑟 at time 
𝑡𝑡 over the next 𝑀𝑀𝑀𝑀, is given by a function 𝑓𝑓 of the parameters, 
𝐴𝐴�𝑗𝑗,𝑣𝑣,𝑟𝑟  of the latest (𝑗𝑗𝑡𝑡ℎ ) visit of 𝑣𝑣 in 𝑟𝑟 and 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟,. We observe 
that since 𝑟𝑟𝑗𝑗−1,𝑣𝑣,𝑟𝑟 > 𝑉𝑉𝑗𝑗−1,𝑣𝑣,𝑟𝑟 and 0 < 𝛼𝛼 < 1, so 0 < 𝐴𝐴�𝑗𝑗,𝑣𝑣,𝑟𝑟 <
1. Similarly, since 𝑑𝑑�𝐿𝐿𝑣𝑣,𝑡𝑡 ,𝑂𝑂𝑟𝑟� ≥ 0, so 0 < 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟 ≤ 1. As

weighting the parameters by linear regression requires large 
amount of data and preferential weighting is hard to establish 
because it usually requires an expert opinion on the 
importance of an individual parameter relative to the overall 
composite parameter [17], so we assign equal weights to the 
parameters 𝐴𝐴�𝑗𝑗,𝑣𝑣,𝑟𝑟 and 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟. Finally, we define function 𝑓𝑓 as 
the product of parameters 𝐴𝐴�𝑗𝑗,𝑣𝑣,𝑟𝑟  and 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟 as given by (8) 
below.  

𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀) = 𝐴𝐴�𝑗𝑗,𝑣𝑣,𝑟𝑟  × 𝛶𝛶𝑡𝑡,𝑣𝑣,𝑟𝑟  (8) 

C. Selection of volunteers
From the set of volunteers, 𝑉𝑉, in area of enforcement, 𝑟𝑟, 

the Volunteer Selection Unit selects 𝑘𝑘𝑟𝑟 qualified volunteers 
to monitor region 𝑟𝑟 at the beginning of every MI. This is 
determined by the estimated Qualification 𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) of a 
volunteer 𝑣𝑣 to monitor a channel 𝑐𝑐 in 𝑟𝑟 over the next MI, 
given by (9), defined below.  

(9) 

Since  𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 and 𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀) represent the measurement of 
different parameters, we normalize them by using the min-
max normalization technique [17] such that 0 ≤
𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 ,  𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀) ≤ 1. Clearly, both trust and location 
likelihood are crucial for successful detection of spectrum 
access violation by crowdsourced volunteers. Therefore, we 
explore ways to aggregate the two parameters in 𝑔𝑔 in order to 
assess their impact in measuring the qualification of a 
volunteer as shown in (10) – (13). 

𝑔𝑔1 =  
𝑤𝑤1

𝑤𝑤1 + 𝑤𝑤2
 𝑝𝑝1 +

𝑤𝑤1

𝑤𝑤1 + 𝑤𝑤2
 𝑝𝑝2 (10) 

𝑔𝑔2 =  𝑑𝑑𝛽𝛽1.𝑝𝑝2 .𝛽𝛽2. 𝑝𝑝1  (11) 

𝑔𝑔3 =  𝑑𝑑𝛽𝛽1.𝑝𝑝2 . log (1 + 𝛽𝛽2. 𝑝𝑝1) (12) 

𝑔𝑔4 = max (𝑝𝑝1, 𝑝𝑝2) (13) 

In the above equations, we assume that 𝑝𝑝1 =  𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 and 
𝑝𝑝2 = 𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀). In (10), we aggregate 𝑝𝑝1 and 𝑝𝑝2 by using 
weighted addition. The variant 𝑔𝑔1 is further divided into 
𝑔𝑔1𝑎𝑎,𝑔𝑔1𝑏𝑏 and 𝑔𝑔1𝑐𝑐 such that 𝑤𝑤1 <  𝑤𝑤2, 𝑤𝑤1 =  𝑤𝑤2 and 𝑤𝑤1 >  𝑤𝑤2 
respectively. In (11), we make one parameter more dominant 
(by having it exponentially impact the value of qualification 
𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀)) than the other parameter which impacts the 
qualification value linearly. The variant 𝑔𝑔2 in (11) is further 
divided into 𝑔𝑔2𝑎𝑎 and 𝑔𝑔2𝑏𝑏 where we make parameter 𝑝𝑝2 and 
𝑝𝑝1 exponentially dominating respectively. Similarly, in (12), 
we make one parameter more dominant by having it 
exponentially affect the qualification value and by having the 
other parameter sub-linearly (logarithmically) impact the 
qualification value. Likewise, we divide 𝑔𝑔3 into 𝑔𝑔3𝑎𝑎 and 𝑔𝑔3𝑏𝑏 

Figure 3. Sojourn time 𝑉𝑉𝑗𝑗,𝑣𝑣,𝑟𝑟 and Return time 𝑟𝑟𝑗𝑗,𝑣𝑣,𝑟𝑟 of volunteer 𝑣𝑣 after 
its 𝑗𝑗𝑡𝑡ℎ  visit to region 𝑟𝑟. 

 

𝑟𝑟𝑣𝑣
𝑗𝑗−1(𝑟𝑟)

𝑉𝑉𝑣𝑣
𝑗𝑗−1(𝑟𝑟) 𝑉𝑉𝑣𝑣

𝑗𝑗(𝑟𝑟)

𝑎𝑎𝑟𝑟𝑟𝑟𝑣𝑣
𝑗𝑗−1(𝑟𝑟) 𝑑𝑑𝑑𝑑𝑝𝑝𝑣𝑣

𝑗𝑗−1(𝑟𝑟) 𝑎𝑎𝑟𝑟𝑟𝑟𝑣𝑣
𝑗𝑗(𝑟𝑟) 𝑑𝑑𝑑𝑑𝑝𝑝𝑣𝑣

𝑗𝑗(𝑟𝑟)

 𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) = 𝑔𝑔(𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐 , 𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀)) 
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such that 𝑝𝑝2 and 𝑝𝑝1 are made exponentially dominant 
respectively. Finally, in (13), we try the variant 𝑔𝑔4 where the 
qualification 𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) is set as the maximum of the two 
parameters 𝑝𝑝1 and 𝑝𝑝2. 

 
This work is an extension of our previous work [1] and 

focuses on spectrum enforcement over multiple channels in a 
region. We also assume that a volunteer 𝑣𝑣 can be hired to 
monitor more than one region over the next MI as 𝑣𝑣 is mobile 
and can potentially cover multiple regions over a given MI. 
The Volunteer Selection Unit of the DSA Enforcement 
Infrastructure builds a centralized �|𝑉𝑉|�-by-||𝑟𝑟|| matrix Ψ𝑉𝑉,𝑅𝑅, 
using the values of volunteer attributes from the 𝑉𝑉𝑉𝑉𝑟𝑟  
associated with every region 𝑟𝑟 ∈ 𝑟𝑟. The matrix Ψ𝑉𝑉,𝑅𝑅 is a 
volunteer-region qualification matrix that contains the 
qualification values  𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) of all 𝑣𝑣 ∈ 𝑉𝑉 for every channel 
𝑐𝑐 ∈ 𝐶𝐶 in each region 𝑟𝑟 ∈ 𝑟𝑟. The Volunteer Selection Unit 
selects 𝑘𝑘𝑟𝑟 volunteers dynamically from 𝑉𝑉 based on the 
qualification values of all 𝑣𝑣 ∈ 𝑉𝑉 for every 𝑐𝑐 in 𝑟𝑟, using 
Algorithm 1 as shown in Figure 4. 

 
For the volunteer selection Algorithm 1, we use the 

volunteer-region qualification matrix Ψ𝑉𝑉,𝑅𝑅 to select qualified 
volunteers for every 𝑟𝑟 ∈ 𝑟𝑟 (line 1). At the end of a MI (line 
3), the Volunteer Selection Unit gains access to the 
qualification values of all 𝑣𝑣 ∈ 𝑉𝑉 for 𝑟𝑟 from Ψ𝑉𝑉,𝑅𝑅 and stores 

them in a list 𝑄𝑄𝑟𝑟  (line 4). If the number of volunteers to be 
selected in 𝑟𝑟, 𝑘𝑘𝑟𝑟 is 1, then we use the classic secretary 
algorithm [18] to select the most qualified volunteer 
dynamically, with constant probability. In a classic secretary 
algorithm, we observe the first ||𝑄𝑄𝑟𝑟||/𝑑𝑑 qualification values 
to determine a threshold and then select the first of the 
remaining volunteers, whose qualification value is above the 
threshold [19]. However, if 𝑘𝑘𝑟𝑟 > 1, we select volunteers 
dynamically by using a variant of the multiple-choice 
secretary algorithm, which proceeds as follows. We draw a 
random sample 𝑚𝑚𝑟𝑟 from a binomial distribution 
𝐵𝐵𝑖𝑖𝑛𝑛𝐵𝐵𝑚𝑚𝑖𝑖𝑎𝑎𝐵𝐵(||𝑄𝑄𝑟𝑟||, 1

2
), from which we select up to ⌊𝑘𝑘𝑟𝑟/2⌋ 

volunteers recursively (lines 8-13). We keep appending the 
selected volunteers in set 𝑉𝑉𝑆𝑆,𝑟𝑟. If 𝑚𝑚𝑟𝑟 is greater than ⌊𝑘𝑘𝑟𝑟/2⌋, 
then we set 𝐵𝐵𝑟𝑟  to ⌊𝑘𝑘𝑟𝑟/2⌋, otherwise we set 𝐵𝐵𝑟𝑟  to 𝑚𝑚𝑟𝑟. Next, we 
set a 𝑡𝑡ℎ𝑟𝑟𝑑𝑑𝑠𝑠ℎ𝐵𝐵𝐵𝐵𝑑𝑑, which is the 𝐵𝐵𝑟𝑟𝑡𝑡ℎ  largest qualification value 
that we observe in the sample of first 𝑚𝑚𝑟𝑟 qualification values. 
After this, we select every volunteer with qualification value 
greater than  𝑡𝑡ℎ𝑟𝑟𝑑𝑑𝑠𝑠ℎ𝐵𝐵𝐵𝐵𝑑𝑑, till we select a maximum of 𝑘𝑘𝑟𝑟 
volunteers (lines 16-20) [19]. We apply this algorithm for 
selection of volunteers in every 𝑟𝑟 ∈ 𝑟𝑟.  

 
However, this algorithm does not ensure that all the 

channels are covered efficiently. Thus, we develop an 
algorithm to efficiently assign channels to the selected 
volunteers as shown in Figure 5. A hash table 𝐻𝐻𝑐𝑐,𝑉𝑉𝑆𝑆,𝑟𝑟(𝑀𝑀𝑀𝑀) is 
maintained where a channel 𝑐𝑐 is mapped to the list Λ𝑐𝑐,𝑉𝑉𝑆𝑆,𝑟𝑟 of 
all 𝑣𝑣 ∈ 𝑉𝑉𝑆𝑆,𝑟𝑟 (where 𝑉𝑉𝑆𝑆,𝑟𝑟 is the set of selected volunteers in 
region 𝑟𝑟 in a MI), ordered in descending order by their 
qualification values to monitor channel 𝑐𝑐 (line 1). For every 
region 𝑟𝑟 ∈ 𝑟𝑟, a channel 𝑐𝑐 is then assigned in a round robin 
manner to the topmost 𝑣𝑣 in Λ𝑐𝑐,𝑉𝑉𝑆𝑆,𝑟𝑟 , i.e., 𝑐𝑐 is assigned to the 
volunteer most qualified to monitor 𝑐𝑐, after which 𝑣𝑣 is deleted 
from the list Λ𝑐𝑐 ,𝑉𝑉𝑆𝑆,𝑟𝑟 of every channel 𝑐𝑐 ∈ 𝐶𝐶 in 𝐻𝐻𝑐𝑐,𝑉𝑉𝑆𝑆,𝑟𝑟(𝑀𝑀𝑀𝑀) 
(lines 5-7). This is continued until all the volunteers are 
assigned a channel to monitor. This ensures that no volunteer  

 
Figure 4. Algorithm for selection of volunteers [19]. 

 
 

Figure 5. Algorithm for assignment of channels. 
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monitors more than one channel over a given MI and further 
helps to ensure effective coverage of all channels. 

V. EXPERIMENTS AND RESULTS 
In this section, we discuss about the experiments that we 

conducted and analyze the performance of the proposed 
spectrum enforcement framework. 

A. Simulation Environment 
We simulate the enforcement framework by using the C++ 

version of the CSIM19 simulation engine. For simplicity, we 
divide the entire area of enforcement 𝑟𝑟 (of total area 500,000 
sq. units) into two regions of equal area. This work can, 
however, be easily extended to deal with more regions. With 
the assumption that 1 sq. unit is equivalent to 1 sq. meter and 
by taking the average population density of Pittsburgh 
(2,140/sq. km) [21], we calculate the total population (1,070 
people) in the area of enforcement. A random fraction of 
people from the total population are chosen as volunteers 
(equals 183 volunteers). Volunteers are initially placed at 
random positions within 𝑟𝑟 and they move by following the 
Random Waypoint Mobility Model [24] with speed ranging 
from 1m/s to 70m/s. The maximum speed of a volunteer is 
chosen higher than the usual speed limit of a vehicle in a 
highway in order to compensate for the limited simulation 
time. We assume that each region has a set of five channels 
to monitor. Volunteers are classified as corrupt and honest. 
The corrupt volunteers detect accurately with probability 
ranging from 0 to 0 + 𝛿𝛿 (𝛿𝛿 = 0.5) and the honest volunteers 
detect accurately with a probability of 1. Additionally, we 
assume that every volunteer uses a sensing device with 
maximum battery capacity of 7 Wh and that the battery 
discharges at the rate of 1 J/s for a random time interval drawn 
from an exponential distribution of the mean active time 
interval of 100 s. After every active time interval, we assume 
that the sensing device remains idle for a random time 
interval drawn from an exponential distribution of the mean 

idle time interval of 10 s. The simulation runs till the battery 
of the sensing device used by every volunteer is exhausted, 
i.e., for 5610 AUIs. Each AUI is equivalent to 5 units of time 
and one MI is equivalent to 5 AUIs. We select 𝛾𝛾1 = 1 and 
𝛾𝛾2 = 0.01 for the separation factor Υ𝑡𝑡,𝑣𝑣,𝑟𝑟 of 𝑣𝑣 with respect to 
𝑟𝑟. Since  Υ𝑡𝑡,𝑣𝑣,𝑟𝑟  is exponential, so we empirically decide the 
value of the 𝛾𝛾2, which is the coefficient of d(𝐿𝐿𝑣𝑣,𝑡𝑡 ,𝑂𝑂𝑟𝑟) from 
(7), to avoid high variances in the qualification values of 
volunteers. Furthermore, we empirically determine the values 
of ℎ = 0.03, 𝛽𝛽1 = 10 and  𝛽𝛽2 = 10 in (5), (11) and (12) 
respectively. Finally, we assume that 𝑘𝑘𝑟𝑟 = 𝑘𝑘 for every 𝑟𝑟 ∈ 𝑟𝑟. 
The essential simulation parameters with their respective 
values are listed in Table I. 

B. Metrics 
We consider two primary metrics for evaluating the 

performance of our proposed method — the mean accuracy 
of detection and the mean hit ratio.  

In a monitoring interval MI, if a volunteer 𝑣𝑣 selected for 
monitoring region 𝑟𝑟 has its current location in 𝑟𝑟 at the 
beginning of an AUI, then it is a hit, otherwise it is a miss in 
the AUI of a MI. This is in accordance with the assumption 
that a selected volunteer 𝑣𝑣 can successfully monitor a channel 
𝑐𝑐 in 𝑟𝑟 over an AUI only if 𝑣𝑣 resides in 𝑟𝑟 over the AUI. The 
hit ratio of a region 𝑟𝑟 ∈ 𝑟𝑟 over a given MI measures the ratio 
of the number of hits of all the selected volunteers to the sum 
of the number of hits and the number of misses of all the 
selected volunteers in 𝑟𝑟. A volunteer with high location 
likelihood will give high hit ratio. The mean hit ratio is 
computed as the average of all the hit ratios over all the MIs 
in a region. The detection of an event conducted by a 
volunteer is considered accurate if the detection result 
matches that of a sentinel 𝑠𝑠 in region 𝑟𝑟 at an AUI. The mean 
accuracy of detection of a volunteer is computed as the 
average of the number of accurate detections in a MI by the 
selected volunteers over the entire duration of enforcement 
over all the channels in a region. A volunteer with high 
location likelihood will give high mean hit ratio and a 
volunteer with high trust value will give high mean accuracy 
of detection.  

C. Results 
In Figure 6, we compare the mean hit ratio and mean 

accuracy of volunteers selected by using different variations 
of the function 𝑔𝑔 that computes qualification 𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) in 
(9), such that 𝑘𝑘 = 1% − 25% 𝐵𝐵𝑓𝑓 ||𝑉𝑉|| and probability of a 
volunteer to be corrupt is 0.5. In the variant 𝑔𝑔1𝑎𝑎, we observe 
that the mean hit ratio is higher than the mean accuracy. This 
is because 𝑤𝑤1 < 𝑤𝑤2 (i.e., the weight associated with location 
likelihood 𝐿𝐿𝑣𝑣,𝑟𝑟(𝑀𝑀𝑀𝑀) is greater than the weight associated with 
trust 𝑇𝑇𝑣𝑣,𝑟𝑟,𝑐𝑐). Similarly, in the variant 𝑔𝑔1𝑐𝑐, we observe that the 
behavior is opposite because 𝑤𝑤1 > 𝑤𝑤2 . Interestingly, in 
variant 𝑔𝑔1𝑏𝑏, we observe that the difference in mean accuracy 
and mean hit ratio (of values 0.776 and 0.822 respectively) is 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value 

Area of Enforcement 500𝑚𝑚 × 1000𝑚𝑚 

Population 1070 

Number of Volunteers 183 
Number of channels per region 5 

Number of regions 2 
Maximum battery capacity of a volunteer 7 𝑊𝑊ℎ 

Number of AUIs  5610 
System parameter 𝛾𝛾1 1 
System parameter 𝛾𝛾2 0.01 
System parameter ℎ 0.03 
System parameter 𝛽𝛽1 10 
System Parameter 𝛽𝛽2 10 
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lower than what we observe in 𝑔𝑔1𝑎𝑎 and 𝑔𝑔1𝑐𝑐. This is because 
𝑤𝑤1 = 𝑤𝑤2 in 𝑔𝑔1𝑏𝑏. Thus, we conclude that assigning a higher 
weight to location likelihood results in higher mean hit ratio 
and assigning higher weight to trust results in higher 
accuracy. In the variants 𝑔𝑔2𝑎𝑎 and 𝑔𝑔2𝑏𝑏, we observe that mean 
hit ratio is higher than mean accuracy and that mean accuracy 
is higher than mean hit ratio, respectively. This is because the 
location likelihood and trust exponentially impact the 
qualification value  𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) in 𝑔𝑔2𝑎𝑎 and 𝑔𝑔2𝑏𝑏 respectively. 
We observe the same behavior in the variants 𝑔𝑔3𝑎𝑎 and 𝑔𝑔3𝑏𝑏. 
However, we observe that the difference between mean hit 
ratio and mean accuracy is higher in 𝑔𝑔3𝑎𝑎 and 𝑔𝑔3𝑏𝑏 (of values 
0.268 and 0.181 respectively) than in 𝑔𝑔2𝑎𝑎 and 𝑔𝑔2𝑏𝑏 (of values 
0.25 and 0.119 respectively). This is because the non-
dominant factor in 𝑔𝑔2𝑎𝑎 and 𝑔𝑔2𝑏𝑏 is linear while it is sub-linear 
(logarithmic) in 𝑔𝑔3𝑎𝑎 and 𝑔𝑔3𝑏𝑏. Finally, for variant 𝑔𝑔4, we 
observe that the mean accuracy is higher than the mean hit 
ratio. This is because we assume that honest volunteers detect 
accurately and hence in such cases mean accuracy is most 
likely to have a higher value than mean hit ratio. We want to 
attain both high accuracy of detection and high hit ratio. 
Therefore, for all the remaining experiments, we use the 
variant 𝑔𝑔1𝑏𝑏 to calculate the qualification 𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) as it has 
lowest difference (of value 0.046) between mean accuracy 
and mean hit ratio among all the variants of function 𝑔𝑔. 
 

Figure 7 compares the mean hit ratio of all the regions 
over the entire duration of simulation, by using the proposed 
algorithm and Algorithm R for different ranges of 𝑘𝑘. 
Algorithm R selects k volunteers randomly from the total set 
of volunteers 𝑉𝑉 for a region 𝑟𝑟, irrespective of their 
qualification. We observe that the proposed algorithm has a 
better mean hit ratio than Algorithm R for all the ranges of 𝑘𝑘. 
However, the mean hit ratio by applying the proposed 
algorithm decreases consistently (from 0.822 for 𝑘𝑘 =1-25% 
of ||𝑉𝑉|| to 0.554 for 𝑘𝑘 = 75-100% of ||𝑉𝑉||) with the increase 
in 𝑘𝑘 because the proportion of highly qualified selected 
volunteers reduces as the value of 𝑘𝑘 increases.  The error bars 

in Figure 7 represent the mean standard deviation of the mean 
hit ratio across all regions, which decreases from 0.148 for 𝑘𝑘 
=1-25% of ||𝑉𝑉|| to 0.091 for 𝑘𝑘 = 75-100% of ||𝑉𝑉||, using the 
proposed algorithm and decreases from 0.183 for 𝑘𝑘 =1-25% 
of ||𝑉𝑉|| to 0.085 for 𝑘𝑘 = 75-100% of ||𝑉𝑉||, using Algorithm 
R. This type of behavior is attributed to the fact that a balance 
is approached between the proportions of qualified and 
unqualified selected volunteers as the value of 𝑘𝑘 increases. 

 
Figure 8 compares the mean accuracy of detection of the 

selected volunteers over all the MIs between the proposed 
algorithm and the Algorithm R for varying ranges of 𝑘𝑘. We 
observe that the proposed algorithm performs better than the 
Algorithm R for all the ranges of 𝑘𝑘. The mean accuracy of 
detection decreases consistently (from 0.776 for 𝑘𝑘 = 1-25% 
of ||𝑉𝑉|| to 0.639 for 𝑘𝑘 = 75-100% of ||𝑉𝑉||) with the increase 
in 𝑘𝑘 because of the decrease in the fraction of qualified 
volunteers in 𝑟𝑟 as 𝑘𝑘 increases. The mean standard deviation 
in accuracy of detection across all regions decreases from 
0.124 for 𝑘𝑘 =1-25% of ||𝑉𝑉|| to 0.049 for 𝑘𝑘 = 75-100% of 
||𝑉𝑉||, using the proposed algorithm and decreases from 0.147 

 
 

Figure 6. Comparison of the performance of volunteers selected by 
using different variations of function 𝑔𝑔 in (9) 
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Figure 7. Comparison of the mean hit ratio of volunteers selected by 
using the Proposed Algorithm and Algorithm R for different values of 

𝑘𝑘. 
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Figure 8. Comparison of the mean accuracy of volunteers selected by 
using the Proposed Algorithm and Algorithm R for different values of 𝑘𝑘 
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for 𝑘𝑘 =1-25% of ||𝑉𝑉|| to 0.062 for 𝑘𝑘 = 75-100% of ||𝑉𝑉||, 
using the Algorithm R. This is because as more volunteers 
are selected, a balance is approached between proportions of 
corrupt and honest volunteers. An interesting observation 
here is that the mean accuracy of selecting volunteers by 
using the proposed algorithm is not significantly higher than 
the mean accuracy attained by using Algorithm R. However, 
we can expect better mean accuracy by using the proposed 
algorithm if we use variations of 𝑔𝑔 that give higher accuracy 
(like 𝑔𝑔1𝑐𝑐, 𝑔𝑔2𝑏𝑏, 𝑔𝑔3𝑏𝑏 and 𝑔𝑔4).  

In Figure 9, we compare the mean accuracy of detection 
by using our proposed algorithm and Algorithm R for 
different probabilities of a volunteer to be corrupt. We 
observe that the accuracy in misuse detection decreases as the 
probability of a volunteer to be corrupt increases for 𝑘𝑘 = 1 to 
25% of �|𝑉𝑉|�. Using our proposed algorithm, the mean 
accuracy decreases from 0.902 to 0.275 and by using 
Algorithm R, the mean accuracy decreases from 0.866 to 
0.231 as the probability of a volunteer to be corrupt increases 
from 0.25 to 1. This is intuitive because more corrupt 
volunteers are selected with the increase in probability of 
corruption of a volunteer. Interestingly, for both the 
algorithms, the accuracy decreases at a faster rate than in 
Figure 8, proving that the probability of corruption of a 
volunteer has a greater impact in the overall accuracy of 
detection than 𝑘𝑘. Also, we observe that by using the proposed 
algorithm, the standard deviation increases with the increase 
in probability of corruption because of the increasing 
disparity of results between corrupt and honest volunteers. 
However, it decreases when the probability of a volunteer to 
be corrupt is 1 because of the decrease in disparity between 
their results (as all the volunteers are corrupt in this case). 

 
In Figure 10, we study the mean detection accuracy across 

the five channels in all the regions. We observe that for 𝑘𝑘 = 
1 to 25% of ||𝑉𝑉|| and the probability of corruption of a 
volunteer set to 0.5, the mean accuracy of detection of 
volunteers selected by our proposed algorithm across all 
channel is similar, with the highest mean accuracy of 0.833 

in channel 1 and the lowest mean accuracy of 0.723 in 
channel 5. The standard deviation in mean accuracy across 
all the channels is 0.037, which is impressive. This is 
attributed to the efficiency of Algorithm 2 (as shown in 
Figure 5) that is used for the assignment of channels. 
However, we notice that the mean accuracy of detection 
decreases from channel 1 to channel 5. This is because by 
using Algorithm 2, the channels are assigned to volunteers in 
a round robin manner and hence it is more likely that a 
channel 𝑐𝑐𝑖𝑖 will be assigned a more qualified volunteer than 
channel 𝑐𝑐𝑖𝑖+1. This discrepancy can be effectively mitigated 
by changing the order in which channels are assigned to 
volunteers after every MI. For example, if channel 𝑐𝑐𝑖𝑖 gets 
assigned first to a volunteer in a MI, then channel 𝑐𝑐𝑖𝑖+1 gets 
assigned first in the next MI. So, sequentially changing the 
priority of a channel to be assigned first would solve the 
problem. 

Finally, we explore the impact of mobility pattern in the 
performance of volunteers for crowdsourced spectrum 
enforcement. We classify volunteers into three types based 
on their type of mobility. Volunteers of type 1 move by 
following the Random Waypoint Mobility model [24]. Using 
this model, a volunteer chooses a random destination in the 
area of enforcement and a random speed below the maximum 
speed limit to travel to the chosen destination. After reaching 
the destination, the volunteer pauses for a random time 
interval before choosing the next destination and speed. 
These volunteers are destination-oriented and can have 
speeds ranging from the speed of walking to the speed of 
moving in a car. The maximum speed limit is chosen to be 
twice the maximum speed limit of cars in USA [25], i.e., 
approximately 76 m/s for this type of users. The pause time 
of a volunteer is chosen randomly between 1 and 21 seconds. 
The maximum speed of a volunteer is chosen higher than the 
usual speed limit of a car in order to compensate for the 
limited simulation time. Volunteers of type 2 move in a 
pattern which resembles roaming. Type 2 volunteers choose 
a random direction (between 0 and 360 degrees) and move in 
that direction at a random speed below the maximum speed 
limit for a fixed interval of time. Such volunteers are assumed 

 
 

Figure 9. Comparison of the mean accuracy of detection for different 
probabilities of corruption of volunteers. 
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Figure 10. Comparison of the mean accuracy of detection by using the 
proposed algorithm across the five channels in every region. 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 2 3 4 5

M
ea

n 
Ac

cu
ra

cy

Channels

66

International Journal on Advances in Networks and Services, vol 12 no 3 & 4, year 2019, http://www.iariajournals.org/networks_and_services/

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



to be walking or moving in low speed vehicles, like a 
skateboard and not in high speed vehicles like cars. The 
maximum speed limit of such volunteers is chosen as twice 
the average speed of a skateboarder [26], and is 
approximately 7 m/s. Again, the maximum speed limit of 
type 2 users is chosen higher than the usual speed of 
skateboarding in order to compensate for the limited 
simulation time. Type 3 volunteers are the ones whose 
mobility pattern is a hybrid of the mobility patterns of type 1 
and type 2 volunteers. Such volunteers make a random 
decision to either move in a roaming pattern or by following 
the Random Waypoint Mobility model. After a volunteer 
completes its journey by using either of the mobility patterns, 
it will make a new random decision to again choose either of 
the mobility patterns for traversal.  

 
In Figure 11, we observe the variation of mean hit ratio 

and mean accuracy for different mobility patterns of users for 
𝑘𝑘 = 1 to 25% of ||𝑉𝑉|| such that the qualification 𝑄𝑄𝑣𝑣,𝑟𝑟,𝑐𝑐(𝑀𝑀𝑀𝑀) 
of volunteers is calculated by using the variant 𝑔𝑔1𝑏𝑏 (from (10) 
when 𝑤𝑤1=𝑤𝑤2). We study six cases that may arise for the three 
types of volunteers (based on their mobility patterns). The 
first case arises when all the volunteers are of type 1, i.e., they 
follow the Random Waypoint Mobility Model (RWP). 
Similarly, the second and third cases are the ones where all 
the volunteers are of type 2 (Roaming) and type 3 (Hybrid) 
respectively. We observe that among the three cases when all 
the volunteers are either of Type 1, Type 2 or Type 3, the 
second case gives the highest mean hit ratio (of value 0.85) 
when compared to the first and third cases (of values 0.82 and 
0.83 respectively). This is because the type 2 users roam at 
relatively lower speed ranges and hence tend to remain within 
the same region. Therefore, they have higher location 
likelihood when compared to type 1 and type 3 users. 
However, we observe that the mean accuracy of detection in 
case 2 is the lowest. This is because their location likelihood 
parameter dominates over their trust parameter for the 
calculation of their qualification values due to their high 

tendency to stay within the same region. Hence, even though 
they have high location likelihood, they are not guaranteed to 
give high accuracy of misuse detection. In comparison, the 
first and the third cases provide better accuracy of detection 
(of values 0.78 and 0.63 respectively). The first case provides 
the least difference (of value 0.043) between mean hit ratio 
and mean accuracy, which is desirable. Among the next three 
cases, the fourth case is where 50% of the volunteers follow 
Random Waypoint Mobility model (RWP) and the remaining 
volunteers are equally classified (25% each) as type 2 
(Roaming) and type 3 (Hybrid) respectively. Similarly, the 
fifth and sixth cases are where 50% of the volunteers are of 
type 2 (Roaming) and type 3 (Hybrid) respectively. As 
expected, among these three cases, the fifth case (50% 
Roaming volunteers) show the highest mean hit ratio but the 
lowest mean accuracy. Also, we see that the fourth case (50% 
RWP) provide higher accuracy when compared to the sixth 
case (50% Hybrid). This is because hybrid volunteers do 
move in roaming pattern in some instances (which has 
previously shown lower mean accuracy). Hence, we can 
conclude that volunteers who move using the Random 
Waypoint Mobility Model with speeds ranging from the 
speed of walking to maximum speed limit of cars, give better 
performance than the other two mobility patterns because it 
causes least deviation between mean hit ratio and mean 
accuracy. 

VI. CONCLUSION 
In this paper, we discussed about a spectrum enforcement 

framework over multiple channels based on a crowdsourced 
spectrum monitoring infrastructure, supported by sentinel-
based monitoring and a central DSA Enforcement 
Infrastructure. The objective was to maximize coverage of the 
area of enforcement, maximize coverage of channels and to 
ensure reliable detection of spectrum access violation by 
selecting highly qualified volunteers. We proposed to 
maximize the coverage of the region of enforcement by 
following a divide-and-conquer mechanism wherein we 
divide the area of enforcement into smaller regions, by 
applying the Lloyd’s algorithm, which is a relaxation to the 
Voronoi algorithm. Every small region in the enforcement 
area is responsible for its own spectrum enforcement, which 
in turn ensures enforcement of the entire area. The 
qualification of a volunteer for the upcoming time interval is 
decided by its likelihood to stay in the region over the next 
monitoring interval and by its trust. We explored different 
ways to aggregate the two parameters of location likelihood 
and trust to find the best combination for calculating the 
qualification of a volunteer. We used a variant of the multiple-
choice Secretary algorithm to select volunteers dynamically 
based on their qualifications to monitor a region. We also 
developed a mechanism to efficiently assign channels to the 
selected volunteers for monitoring. We observed the efficacy 
of the proposed algorithm for assignment of channels and 
proposed a methodology by which it can be further improved. 
Finally, we studied the variations in mean accuracy of 
detection and mean hit ratio as the probability of a volunteer 

 
 

Figure 11. Variation of the mean accuracy of detection and mean hit 
ratio for different mobility patterns of users.  
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to be corrupt changes and the mobility pattern of a volunteer 
changes.  

 
We plan to extend this work to explore different 

mechanisms to select volunteers for multi-channel spectrum 
enforcement. We further plan to explore machine learning 
based methodologies to determine the trust and location 
likelihood of volunteers in the enforcement area. 
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Abstract—Folded Clos Networks (FCNs) are switching 

networks constructed by connecting small switches aligned to 

(2p + 1)-stages (p = 1, 2, 3, …). FCNs have often been examined 

in previous studies on data center networks. To take advantage 

of the high bandwidth provided by an FCN, it is necessary to 

establish an adequate routing method that uniformly diffuses 

flows. A previous study proposed the rebalancing algorithm as 

such a method, which is executable with locally obtainable 

information at each switch. By applying the rebalancing 

algorithm to an FCN, it becomes possible to impose an upper 

bound on the number of flows passing through a link. This 

means that the rebalancing algorithm prevents the link load 

from becoming excessively high. This paper reviews theoretical 

aspects of the algorithm applied to three- and five-stage FCNs. 

Then, two techniques are proposed for improving the 

rebalancing algorithm in terms of the load equality between 

links. The techniques distribute traffic more uniformly and do 

not affect the upper bound on the number of flows on a link. The 

effectiveness of the two techniques is assessed via computer 

simulation for different traffic and network models. The 

network models include a three-stage FCN and a five-stage FCN. 

The simulation results demonstrate the effectiveness of the two 

proposed techniques. 

Keywords- network; algorithm; routing; data center; packet. 

I.  INTRODUCTION 

Data center networks are becoming increasingly important, 
as the majority of popular information services are provided 
via data centers. It is thus essential to establish topologies for 
high-performance data center networks. To this end, studies 
on data center networks have been performed based on several 
topologies, including the Clos network [1], [2] fat-tree [3], 
DCell [4], and BCube [5]. Among these topologies, the Clos 
network has often been studied because it functions as a 
scalable and high-bandwidth network by interconnecting 
small commodity switches. Various data center networks 
based on the Clos network topology have been implemented 
[2], [6]–[8]. 

A Clos network is a three-stage nonblocking switching 
network originally developed by Charles Clos in 1953 [9]. On 
the basis of this three-stage network, it is possible to configure 
nonblocking switching networks with (2p + 1)-stages (p = 1, 
2, 3, …). In data center network applications, the network 
appears in the form of a Folded Clos Network (FCN). A three-
stage FCN is roughly equivalent to a three-stage network; 
however, it is constructed by folding the corresponding three-

stage Clos network at its center. Similarly, it is also possible 
to construct a five- or seven-stage FCN. 

To apply an FCN to data center networks, the routing of a 
packet is important. Inadequate routing may cause a load 
imbalance between the links, which in turn may cause traffic 
congestion and degrade performance. However, if the load is 
uniformly distributed among the links, an FCN can achieve 
high throughput by fully utilizing the bandwidth of every link. 

Several previous studies [7], [8], [10] have used a routing 
method that involves forwarding a packet to a randomly 
selected route. This method is reasonable, as it uniformly 
distributes the average number of flows between links. 
However, using this method, there is a high probability that 
the load on a given link will become excessively large. 
Consequently, traffic congestion may occur due to heavily 
loaded links, thus degrading network performance. As 
discussed in [11], this problem may be critical for big data 
applications, which require high-bandwidth transmission. It is 
therefore important to develop a routing algorithm that 
diffuses the traffic load more uniformly than random routing. 

A routing algorithm for an FCN should be executable in a 
distributed manner to decrease the processing overhead 
generated by handling frequent route decisions. In addition, 
the algorithm should function without global information of 
the entire network to eliminate the communication overhead 
associated with gathering information.  

Routing can be performed on either a per-packet or per-
flow basis. The former method determines a route in a packet-
by-packet manner. Thus, packets that belong to the same flow 
may pass through different routes. Since delays are also 
different depending on the routes, packet reordering occurs for 
per-packet routing. Meanwhile, the latter method determines 
a unique route for a flow. Every packet of the flow goes 
through that route. This study examines a method based on 
per-flow routing because packet reordering is unavoidable for 
per-packet routing. 

Ohta [12] presented two distributed algorithms – the 
rebalancing algorithm and the load sum algorithm – that 
diffuse flows in FCNs. Using computer simulations, it was 
demonstrated that these methods diffuse flows more 
uniformly than random routing. Of the two methods, the 
rebalancing algorithm uses information that is locally 
obtainable at the source switch of a flow. Although the load 
sum algorithm has superior performance with respect to load 
equality, it is less practical due to the communication 
overhead between switches. Thus, if the rebalancing 
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algorithm is improved to diffuse flows more uniformly, a 
more practical and efficient algorithm can be obtained. 

In [1], Ohta proposed techniques for improving the 
rebalancing algorithm with respect to load equality. These 
techniques are based on information that is locally obtainable 
at the source switch of a flow. The first technique modifies the 
algorithm to distribute uplink loads more evenly, while the 
second technique utilizes the fact that the algorithm has a 
process for scanning middle switch indices for routing and 
rerouting. Therefore, using the second method, the order of 
scanning the middle switch indices is determined to uniformly 
diffuse flows. 

An advantage of the rebalancing algorithm is that an upper 
bound is theoretically derived for the number of flows on a 
link. When using the abovementioned improvement 
techniques, this upper bound is not affected. Therefore, the 
worst-case link load is limited, as in the case in which these 
techniques are not applied. The effectiveness of the two 
techniques was confirmed via computer simulations. 

This paper expands the work of [1] and offers the 
following contributions: 

 A discussion of the presented techniques applied to a 
five-stage FCN. 

 Performance evaluation under traffic conditions not 
considered in [1]. 

A theoretical upper bound is derived for the number of 
flows on a link for a five-stage FCN as well as a three-stage 
FCN. The performance of the proposed techniques applied to 
a five-stage FCN is also evaluated through computer 
simulation. With respect to traffic conditions, this paper 
examines several different traffic models in simulation. In one 
traffic model, flows are equally generated for every pair of 
source and destination switches. Other traffic models are 
lightly or heavily skewed. For these traffic conditions, flows 
are destined to a limited number of destination switches from 
a certain source switch. A traffic model that generates light 
load is also examined. The simulation results reveal that one 
of the proposed techniques is not effective for a highly skewed 
traffic model. However, this technique is more effective for 
light traffic load. The load equality is effectively improved for 
every examined traffic model if both proposed methods are 
used simultaneously. 

The remainder of this paper is organized as follows. 
Section II provides a discussion of the FCN, while Section III 
reviews related work. Section IV explains the rebalancing 
algorithm, while Section V presents two modification 
techniques. Section VI evaluates the effectiveness of the 
techniques, and Section VII concludes the paper. 

II. FOLDED CLOS NETWORK 

Figure 1 presents an example of a Clos network. As 
illustrated, the network is a three-stage switching network that 
consists of r first-stage switches, m second-stage switches, and 
r third-stage switches. Each first-stage switch has n input ports 
whereas each third-stage switch has n output ports. This 
switching network was originally proposed by Charles Clos 
[9] and has been comprehensively investigated over a long 
period of time [13]. 

It is possible to construct a five-stage Clos network by 

replacing the second-stage switches with three-stage Clos 

networks. For example, consider the case where n = m = 2 and 

r = 6 in the configuration in Figure 1. Then, by replacing the 

second-stage switch with a three-stage network of n = m = 2 

and r = 3, a five-stage network is obtained, as illustrated in 

Figure 2. By repeating this procedure, it is possible to 

construct a (2p + 1)-stage Clos network for any p > 1. 

 

Figure 1.  Example of a three-stage Clos network. 

 
Figure 2.  Example of a five-stage Clos network. 

The advantages of the Clos network are its small amount 

of hardware and nonblocking nature. To demonstrate its 

advantages in hardware amount, let N denote the total number 

of input or output ports. In the classical switching network 

theory, the hardware amount of a switching network is often 

measured by the number of crosspoints, assuming that each 

small switch is a crossbar. A single crossbar switch with N 

ports has N2 crosspoints, and the number of crosspoints is 

O(N3/2) for a three-stage Clos network [9]. Thus, the amount 

of hardware is much smaller for a Clos network than for a 

single crossbar switch. In addition, the number of crosspoints 

is O(N4/3) for a five-stage Clos network. Thus, a five-stage 

configuration can be constructed with less hardware for a 

larger value of N. It is also known that the amount of hardware 

for a Clos network is 2 (log 2) (log )( )e e NO Ne  when the number of 

stages is optimized for N [14]. 
A three-stage FCN is roughly equivalent to a three-stage 

Clos network. However, an FCN is constructed by folding the 
three-stage network at its center. An example of a three-stage 
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FCN is provided in Figure 3. In a three-stage FCN, the first- 
and third-stage switches are integrated into input/output 
switches, and the second-stage switches are middle switches 
that connect the input/output switches. 

 

Figure 3.  Example of a three-stage FCN. 

As illustrated in Figure 3, r input/output switches are 
labeled S0, S1, …, Sr – 1, while m middle switches are labeled 
M0, M1, …, Mm – 1. Every middle switch is connected to every 
input/output switch via an uplink and downlink. An uplink is 
set from an input/output switch to a middle switch, whereas a 
downlink is set in the reverse direction. Each input/output 
switch has n input/output ports. 

By implementing each switch as an IP (Internet Protocol) 
layer 2 or 3 switch, a data center network can be constructed 
on the basis of an FCN. It is known that a data center network 
based on Clos topology has the advantages of scalability and 
high bandwidth. 

Because this paper considers applications to data center 
networks, the information passes through the FCN via packets. 
Since a middle switch is connected to every input/output 
switch, a packet can reach its destination switch from an 
arbitrary middle switch via a downlink. Therefore, the source 
switch can transmit a packet to the destination switch via any 
middle switch. However, the traffic load on an uplink or 
downlink depends on the routing at the source switch. If the 
routing is inadequate, traffic congestion occurs, which 
degrades performance. Congestion can be avoided if the 
traffic is evenly diffused between the uplinks and downlinks 
in an FCN. It is therefore important to establish a routing 
method that is executed at the source switch of a packet. 

This paper assumes that routing is performed on a flow 
basis. A flow is a packet stream identified by a set of fields in 
the packet header [15]. A frequently used field set is {source 
address, destination address, protocol, source port, 
destination port}, which is associated with an IP socket. A 
different field set can also be used as flow identifiers. If a fixed 
route is assigned to a flow, packet reordering does not occur. 
This is advantageous because packet reordering leads to 
throughput degradation. This paper considers the case in 
which an FCN connects many hosts and processes via its N = 
nr input/output ports. In this situation, many concurrent flows 
exist between ports. 

Flows are categorized as elastic or stream [16] depending 
on the nature of the traffic. In this paper, it is assumed that the 
network handles elastic flows. This assumption is reasonable 
because many services are supported by TCP (Transmission 
Control Protocol), and TCP traffic is elastic. For elastic flows, 
the throughput of a flow is restricted by the link capacity 
portion shared with other flows. Therefore, to achieve high 
throughput, it is indispensable to uniformly diffuse the 
number of flows among links and decrease the maximum 
number of flows on a link. Thus, in this paper, the link load is 
assessed by the number of flows. 

Whereas the network illustrated in Figure 3 is based on a 
three-stage Clos network, it is also possible to construct an 
FCN from a five-stage Clos network. Figure 4 presents an 
example of a five-stage FCN. This network is the 
configuration that results from replacing a middle switch with 
an FCN in the configuration in Figure 3. This type of five-
stage FCN is used as a data center network, as reported in [6]. 

 
Figure 4.  Example of a five-stage FCN. 

III. RELATED WORK 

An FCN first appeared in the original work by Clos [9] as 
the triangular array configuration. The configuration has also 
been referred to as a Clos truncated network [17] or single-
sided Clos network [18]. Clos networks or FCNs have been 
used for various applications including telephone switching 
[9], [17] cross-connect systems [19]–[21], multi-processor 
computers [10], network-on-chip [22]–[24], and data center 
networks [1], [2], [6]–[8], [11], [12], [25]–[28]. 

For computer network applications, including data center 
networks, Clos networks are treated as packet switching 
networks. Various studies have investigated the application of 
Clos networks as packet switching networks. The routing 
methods examined in those studies are categorized as per-
packet routing and per-flow routing. As an example of per-
packet routing, Hassen and Mhamdi [25] investigated a Clos 
network that had crossbar switches with small-size buffers in 
each stage. For this configuration, Hassen and Mhamdi 
proposed distributed and centralized packet scheduling 
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mechanisms to achieve low packet delay and high throughput. 
However, their proposed method involves per-packet 
processing to perform scheduling. Thus, the processing load 
generated by each packet arrival will become critical for a 
large network that handles a large number of packets in a unit 
time. In addition, the advantage of a small-size buffer may not 
be significant because buffer memory is not expensive. 

In another study, Hassen and Mhamdi [26] investigated a 
modified Clos network configuration that employed a multi-
directional network on a chip as a switching module in each 
stage. This module provides interconnections between middle 
stage switching modules. For this network configuration, 
inter-module routing is performed based on global network 
congestion information. However, it is uncertain whether 
gathering congestion information for routing is practical. 

A quite different per-packet routing method was proposed 
by Yang et al. [27]. This method determines the switch 
connections in each stage from a given traffic matrix, where 
each element of the matrix represents the number of packets 
to be transmitted from a source to a destination during a 
certain period. The connections are reconfigured several times 
to minimize the cost during the transmission period. 
Unfortunately, it is very unlikely that an exact traffic matrix 
could be obtained in a real-world data center network. Thus, 
it may be difficult to apply their method. 

To avoid congestion in a Clos network, Ghorbani et al. 
[28] proposed a method that diffuses traffic on a packet-by-
packet basis. This method determines the next hop of a packet 
according to the queue length of each output buffer in a switch. 
Consequently, packets of a flow may go through routes with 
different queueing delays, and this delay variation may cause 
packet reordering. Ghorbani et al. performed a computer 
simulation and observed that 0.02 % of packets were delivered 
out of order. The extent to which this rate of packet reordering 
affects TCP throughput is unclear. 

The studies of [25]–[28] are theoretical, and the proposed 
methods are evaluated through computer simulations. 
However, an actual implementation of per-packet routing was 
reported by Scott et al. [10]. Their Clos network is designed 
for the interconnection of a multi-processor high performance 
computer. The routing method employed in their work 
determines the next hop of a packet depending on the buffer 
space. The proposed method is based on a custom packet 
format developed for the multi-processor computer. 
Consequently, their method will not be directly applicable to 
datacenter networks. 

A more practical approach to congestion avoidance is 
traffic diffusion based on per-flow routing methods. A 
common method of flow-based traffic diffusion involves 
routing a flow to a randomly selected middle switch. This 
technique, which is referred to as Valiant load balancing, is 
employed in the system implemented by Greenberg et al. [7] 
and was originally proposed by Valiant [29] for a binary cube 
topology. Al-Fares et al. [8] explored a method of computing 
routing table entries from the indices of switches and host 
identifiers. This is equivalent to randomly assigning route 
flows using the output of a hash function fed by switch indices 
and host identifiers. The architecture reported by Scott et al. 
employs a per-packet adaptive routing mechanism as well as 

per-flow deterministic routing [10]. For deterministic routing, 
flows are diffused to random middle switches via a hash 
function fed by input ports and destinations. 

The idea of randomly routing flows is reasonable because 
the average number of flows is balanced between links. 
However, there is a high probability that the worst-case load 
on a certain link will become excessively large. This can cause 
traffic congestion and degrade performance, such as packet 
latency or network throughput. The adaptive routing proposed 
by Zahavi et al. [11] may reduce this disadvantage of random 
routing. Initially, this method semi-randomly selects routes 
for the flows at the source switches. Then, the destination 
switches identify bad links, which are excessively loaded by 
the initial routing. Next, the destination switches notify the 
source switches of the flows, passing the bad links as bad 
flows. With this notification, the source switches can reroute 
the bad flows, and the rerouting is repeated until there are no 
bad links. In [11], the convergence of the rerouting was 
evaluated using a theoretical analysis based on Markov chain 
models and computer simulation. However, the number of 
times the flows must be rerouted to eliminate all bad links in 
the worst case is not theoretically known. It is also unclear 
whether bad links are definitively removed by Zahavi et al.’s 
method. As a result, this method may not be practical. 

Ohta [12] presented two flow-based routing methods that 
diffuse flows more uniformly than random routing. Using 
these methods, a flow is routed (or rerouted) at its source 
switch in a distributed manner. One of these methods is the 
rebalancing algorithm, which runs using locally obtainable 
information. The other method is the load sum algorithm, 
which requires communication between source and 
destination switches. Simulation results demonstrate that 
these methods both outperform random routing. In addition, 
the load sum algorithm is shown to diffuse flows more 
uniformly than the rebalancing algorithm. 

The simulation results reported in [12] indicate that all 
flow equality metrics are smaller for the load sum algorithm 
than for the rebalancing algorithm. However, the load sum 
algorithm may be inefficient with respect to the 
communication overhead between switches, in particular in 
the case of short-duration flows. Namely, the amount of traffic 
exchanged by a short-duration flow may become comparable 
to or smaller than that exchanged by the communication 
between switches, which is highly inefficient. From this 
viewpoint, the rebalancing algorithm is likely to be more 
practical. With improvements to this method in terms of the 
uniformity of flow diffusion, the rebalancing algorithm can 
become more effective. 

IV. REBALANCING ALGORITHM 

This paper focuses on the rebalancing algorithm presented 
in [12]. This algorithm is in fact a packet stream version of the 
method described in [30]. It assumes that the route of a newly 
generated flow is determined when its first packet arrives at 
the input switch. Implementing such a mechanism with 
currently available technology would not be simple; however, 
it is important to investigate potential methods that display 
higher performance than conventional routing. 
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This section presents several definitions, specifies local 
information, and outlines the algorithm. 

A. Definitions 

Throughout this paper, the following variables are used for 
a three-stage FCN: 

 F(i, j, k): number of flows that pass through a source 
switch Si, middle switch Mj, and destination switch Sk 

(0 , 1,0 1)i k r j m       

 U(i, j): number of flows on the uplink set from Si to 
Mj 

 D( j, k): number of flows on the downlink set from Mj 
to Sk 

In an FCN, if the source switch of a flow is the same as its 
destination, it is not necessary to route the flow to a middle 
switch. The flow can be directly routed to the destination 
within the source/destination switch. In view of this 
characteristic, U(i, j) and D( j, k) are related to F(i, j, k) as 
follows: 


1

0,

( , ) ( , , )
r

k i k

U i j F i j k


 

   (1)


1

0,

( , ) ( , , )
r

i i k

D j k F i j k


 

   (2)

The algorithm is described using these variables. Table I 
summarizes the symbols used in this paper. 

TABLE I.  TABLE OF SYMBOLS. 

Symbol Definition 

m Number of middle switches in a three-stage FCN 

n Number of input/output ports that an input/output switch 

has in a three-stage FCN 

r Number of input/output switches in a three-stage FCN 

m1 Number of sub-FCNs in a five-stage FCN 

n1 Number of input/output ports that a 1st/5th stage switch has 
in a five-stage FCN 

r1 Number of 1st/5th stage switches in a five-stage FCN 

m2 Number of 3rd srage switches in a sub-FCN of a five-stage 

FCN 

n2 Number of input/output ports that a 2nd/4th stage switch has 

in a five-stage FCN 

r2 The number of 2nd/4th stage switches in a sub-FCN of a five-

stage FCN 

Si Input/output switch of a three-stage FCN 

Mj Middle switch of a three-stage FCN 

F(i, j, k) Number of flows established from Si to Sk via Mj 

U(i, j) Number of flows on the uplink from Si to Mj 

D(j, k) Number of flows on the downlink from Mj to Sk 

 Positive integer used  

f0 Maximum number of flows for an input/output port 

f1 Maximum number of flows on a link between an 

input/output (1st/5th stage) switch and a middle (2nd/4th 
stage) switch for a three-stage FCN (five-stage FCN) 

f2 Maximum number of flows on a link between a 2nd/4th stage 

switch and a 3rd srage switch for a five-stage FCN 

 

B. Locally obtainable information 

For data center network applications, flows may be 
frequently generated and completed in the FCN. In this 
situation, the routing of a flow should be executed in a 
distributed manner because the load resulting from frequent 
route decisions becomes excessively high for concentrated 
computations. In addition, it is impractical to perform 
communication between switches because there may be very 
short flows consisting of only several packets. As described in 
Section III, it is inefficient to exchange packets between 
switches for the routing of such short flows. Therefore, the 
route of a flow should be determined at its source switch using 
locally obtainable information. 

Let us consider the case in which the FCN is a three-stage 
configuration. An input/output switch can obtain the headers 
of the packets, which arrive from its input port and are 
forwarded to middle switches. From these headers, the switch 
can identify the flows to which the packets belong. Because 
the switch determines the routes for the flows at the source, it 
can count the number of flows that travel from itself to each 
middle switch. Therefore, U(i, j) can be managed at the source 
switch Si. In addition, the switch can extract the destination 
switch of the flows from the packet headers. Using this 
information, the source switch Si can also count F(i, j, k).  

Suppose that a new flow is generated and that its source 
switch is Si. Then, assume that Si can detect the arrival of a 
new flow. This is possible by comparing the flow identifiers 
to the routing table. It is also possible for Si to detect the 
completion of a flow by a timeout. Therefore, Si can launch 
routing or rerouting processes at flow arrival or completion. 

C. Algorithm properties 

The rebalancing algorithm is detailed in [12]. The 

algorithm utilizes parameter , positive integer that controls 
its behavior. The rebalancing algorithm has the following 
property: 

Property 1: With the rebalancing algorithm, 

 ( , , ) ( , , )F i j k F i j k    (3) 

for 0 , 1,j j m   0 , 1.i k r    

The proof for Property 1 is found in [12]. An advantage of 
the rebalancing algorithm is that an upper bound exists for the 
number of flows on an uplink or downlink. Let f0 denote the 
maximum number of flows for an input or output port. In 
addition, let f1 denote the number of flows on an uplink and 
downlink. Then, the following property is obtained [12]: 
Property 2: When the rebalancing algorithm is performed on 
a three-stage FCN characterized by parameters m, n, and r, 

 0
1

1
1 ( 1)

nf
f r

m m
  

    
 

 (4) 

Property 2 is proved from (1), (2), and (3) via the method 
outlined in [12]. This property ensures that the load on a link 
does not become very high. 
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In the rebalancing algorithm, parameter  determines the 
frequency of rerouting as well as the uniformity of flow 

diffusion. If  is large, rerouting never occurs. In this case, 
flows are diffused via route decision when they arrive at their 
source switches. Simulation results demonstrate that the 
algorithm works well even without rerouting. Following [12], 
a rebalancing algorithm that omits the rerouting process is 
hereafter referred to as balancing algorithm. 

D. Rebalancing algorithm for five-stage FCNs 

The rebalancing or balancing algorithm can be also 
applied to five-stage FCNs. This subsection shows that the 
number of flows on a link is upper bounded by the rebalancing 
algorithm for a five-stage FCN as well as for a three-stage 
FCN. The characteristic of the rebalancing algorithm applied 
to a five-stage FCN has never been reported elsewhere. Thus, 
the analysis on the five-stage FCN case is a main contribution 
of this paper. 

As illustrated in Figure 5, a five-stage FCN can be seen as 
a combination of three-stage FCNs. In Figure 5, the 
second/fourth-stage switches and third-stage switches 
configure m1 sub-FCNs, 0, 1, …, m1 – 1. By considering these 
sub-FCNs as m1 switches, the algorithm can be executed at the 
first/fifth-stage switches. Within each sub-FCN, it is also 
possible to run the algorithm at each second/fourth-stage 
switch. For this scheme, it should be noted that flow rerouting 
between first/fifth-stage switches causes a new flow 
generation and flow completion in the affected sub-FCNs. 
This means that flow rerouting may generate additional flow 
rerouting in the sub-FCN. 

 
Figure 5.  Parameters m1, m2, n1, n2, r1, and r2 for a five-stage FCN. 

In the five-stage FCN case, the number of flows is upper 
bounded by employing the rebalancing algorithm as well as in 
the three-stage FCN case. Let n1 denote the number of 
input/output ports of a first/fifth-stage switch, and let n2 
denote the number of input/output ports of a second/fourth-
stage switch. In addition, let r1 be the total number of 
first/fifth-stage switches. Assume that each sub-FCN is 
constructed by m2 third-stage switches and r2 second/fourth-
stage switches. For this configuration, r1 must be equal to r2n2. 

Let f1 be the maximum number of flows on an uplink or 
downlink between a first/fifth-stage switch and a 

second/fourth-stage switch. Additionally, let f0 denote the 
maximum number of flows for an input or output port. Then, 
from Property 2, 

 1 0
1 1

1 1

1
1 ( 1)

n f
f r

m m

 

    
 

 

Next, let f2 be the maximum number of flows on a link 
between a second/fourth-stage switch and third-stage switch. 
Then, because a sub-FCN is also controlled by the rebalancing 
algorithm, f2 is bounded by f1 as follows: 

 2 1
2 2

2 2

1
1 ( 1)

n f
f r

m m

 

    
 

 

Then, from (5) and (6), 

 1 2 0 2
2 1 2

1 2 2 1 2

1 1
1 ( 1) 1 ( 1)

n n f n
f r r

m m m m m




   
         

   
  

Thus, the load on every link is also upper bounded for five-
stage FCNs. 

V. MODIFICATION TECHNIQUES 

This section presents two modification techniques to 
improve the load equality of the rebalancing algorithm. These 
techniques add criteria for selecting the middle switch index. 
However, they do not change the conditions that F(i, j, k)s 
must satisfy. Therefore, (3) holds even if these techniques are 
applied. Consequently, the upper bound expressed by (4) or 
(7) is unchanged by these techniques. 

A. Uplink flow diffusion 

The rebalancing algorithm uses F(i, j, k) and flow arrival 
and completion events from the local information. Therefore, 
of the available local information, U(i, j) remains unused. 
Although the rebalancing algorithm decreases the difference 
between the F(i, j, k)s for a particular pair of i and k, the uplink 
load U(i, j) is not necessarily uniformly distributed. For a new 
flow arrival, the middle switch MJ is selected such that 
F(i, J, k) is the minimum of the F(i, j, k)s. In this process, there 
may be two or more candidates for J. Let us select J from the 
candidates so that U(i, J) is the minimum of the candidates. 
Then, flows are more uniformly distributed between the 
uplinks. This does not necessarily improve the load equality 
between the downlinks; however, the performance is 
improved for the uplinks. 

Similarly, flow diffusion via rerouting can also be 
modified using U(i, j). For rerouting, middle switch MJ is 
selected such that F(i, J, k) is the maximum of the F(i, j, k)s. 
Suppose that there are two or more such indices J. Then, it is 
possible to use the index that maximizes U(i, J). We refer to 
this modification using U(i, j) as modification 1. 

B. Start index for scanning the middle switches 

The order of searching for middle switch index J also 
affects the performance of the rebalancing algorithm. Assume 
that J is scanned in the order of 0, 1, …, m – 1 for a new flow 
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arrival. Then, a smaller index is more likely to be selected as 
J. Therefore, F(i, j, k) has a high probability of being larger 
for a smaller index j even though the differences between the 

F(i, j, k)s are bounded by  for fixed i and k. According to (1) 
and (2), this implies that U(i, j) and D( j, k) also tend to be 
larger for a smaller value of j. To avoid this imbalance 
between U(i, j) and D( j, k), the scanning of middle switches 
should start from a different index depending on k for a fixed 
value of i. Similarly, the start index should differ depending 
on i for a fixed value of k. In addition, the start index should 
be evenly distributed between 0, 1, …, m – 1 for different 
values of i or k. To satisfy this requirement, let us examine the 
following start index js: 

 ( ) /sj i k m r      (8) 

If js is greater than m – 1, js is replaced by js mod m. In (8), the 
term /m r    is necessary for evenly distributing js between 0, 
1, …, m – 1 for the case of 2m r . For a new flow arrival, 
the index is scanned in the order of js, js + 1, js + 2, …; if the 
index reaches m, it wraps to 0. 

For rerouting, simulation results reveal that the index 

should be started from (js + m) mod m and then decreased. If 

the index reaches – 1, it wraps to m – 1. The rationale for this 

scheme is as follows. The scheme aims to generate a situation 

in which ( , , )sF i j k  ( , 1, )sF i j k  ( , 2, )sF i j k  . To 

maintain this situation, it is preferable to select J from later 

elements of the sequence js, js + 1, js + 2, …, (js + m) mod m 

because F(i, J, k) decreases due to rerouting. The use of the 

abovementioned start index is hereafter referred to as 

modification 2. 

VI. EVALUATION 

The effectiveness of the improvements was evaluated 
using computer simulations. The simulations examined the 
rebalancing and balancing algorithms to which modifications 
1 and 2 were applied. For comparison, the original rebalancing 
and balancing algorithms reported in [12] were also evaluated. 

In the rebalancing algorithm, parameter  was set to 1. 

A. Load equality metric 

The degree of load equality was estimated using the 
following metrics, which were also used in [12]: 

 Maximum: the maximum number of flows in the links 
at a certain measurement time 

 Variance: the variance in the flow numbers in the 
links at a certain measurement time 

 Bad links: the number of links in which the number 
of flows exceeds threshold C at a certain measurement 
time 

By using three different metrics, it is possible to reliably 
evaluate load equality. Of the metrics, it is evident that 
variance is an adequate measure for load equality. However, 
even for the same variance or standard deviation value, the 
degree of traffic congestion may differ. For example, consider 
two cases that exhibit the same variance value. For these cases, 

suppose that the maximum number of flows passing through 
a link is greater for one case than the other. Then, because the 
flows share the link capacity, the throughput of a flow will 
decrease and the performance will be more strongly degraded 
in the former case. This suggests that the maximum metric is 
necessary as well. 

It is also evident that the employment of the variance and 
maximum metrics are insufficient. Consider two cases with an 
identical maximum metric value. The first case is a situation 
in which the number of flows takes the maximum value for 
only one link but is not large for any other links. In contrast, 
in the second case, the number of flows is equal or close to the 
maximum value for many links. It is clear that a greater 
number of flows will be degraded in the latter case. That is, 
the range of flows affected by congestion differs for these 
cases. The bad links metric is thus essential for distinguishing 
this difference. 

B. Simulation model 

In the simulations, the following two network models were 
employed: 

 Three-stage FCN with r = 48, m = n = 24, and 

 Five-stage FCN: r1 = 144, m1= n1 = 8, and m2 = n2 = 
r2 =12. 

The parameters used for the three-stage FCN were the same 
as those used in the model examined in [11]. Thus, the 
parameters were adequate for simulating a realistic network. 
The parameters for the five-stage FCN model were 
determined so that the same number of links as in the three-
stage model were generated between the stages. Thus, for both 

models, there were m  r = m1  r1 = m1  m2  r2 = 1,152 
uplinks and downlinks between stages. The total number of 

input or output ports was also 1,152 (= r  n = r1  n1). 
A flow was generated by opening a socket between hosts 

a and z, which were connected to two different input/output 
switches. By opening a socket, two flows were generated in 
the direction from a to z as well as in the reverse direction. 

The simulation examined five traffic models. These 
models were constructed as follows. A previous study [7] 
reported that, in a real-world data center, an average machine 
has 10 concurrent flows. By aggregating the traffic from 10 
such machines, the average number of flows is 100 for a port 
on each input/output switch. Four traffic models simulated 
this situation, and one traffic model simulated a lighter load, 
i.e., 25 flows on average for each input/output port. 

The average number of flows was set to 100 or 25 for a 
port as follows. The duration of a socket was a random value 
according to an exponential distribution with an average of 
57.6 s. This value is realistic to some extent because 10’s of 
gigabytes of data are transmitted for some “big-data” 
applications [11]. The transfer time will reach some ten 
seconds for such applications even if the flow throughput 
reaches some Gb/s. To set the average number of flows to 100, 
the interval of opening sockets was randomly determined by 
an exponential distribution at an average of 0.001 s. Now, let 
N flows exist at a certain time in the FCN. Then, on average, 
N/57.6 flows are completed in 1 s whereas 2/0.001 flows are 
generated in 1 s. In equilibrium, these flow completion, and 
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generation rates are balanced. This suggest that N equals 2  
57.6/0.001. Thus, the average number of flows provided to 
one of 1152 input or an output port is 100. Similarly, by setting 
the average interval of opening sockets to 0.004 s, the average 
number of flows to a port is 25. 

The threshold for bad links, C, was set to 105 for the 
models, where the average number of flows given to a port is 
100. When the average number of flows is 25, C was set to 30. 
These values were slightly larger than the average number of 
flows for the given traffic condition. The values of the above 
metrics would have been smaller if the flows were more 
uniformly diffused. 

Four traffic models are the same in point that the average 
number of flows given to a port is 100. Of the models, three 
are intended for the three-stage FCN, while one model is 
intended for the five-stage FCN. The models intended for the 
three-stage FCN differ in their selection of source-destination 
pairs for flows. The models are defined as follows. 

 
Traffic #1: For this model, the source-destination switch pair 
is uniformly distributed. To generate this model, a pair of 
different source and destination switches is randomly selected 
with equal probability. Then, input and output ports are 
randomly selected for the source and destination switches. 
 
Traffic #2: This model simulates lightly skewed traffic. 
Namely, for a randomly selected source switch index i, the 
destination switch index k is selected from a certain range of 
switch indices with equal probability. The difference between 
k and i is kept greater than r/4. Specifically, k is set to a value 
R(i + x) where 

 ( ) modR x x r  (9) 

and r/4 < x < 3r/4. 
 
Traffic #3: This model simulates heavily skewed traffic. For 
a randomly selected source switch index i, the destination 
switch index is selected from the following three numbers: 
R(i + r/2 – 1), R(i + r/2), and R(i + r/2 +1). 
 
Traffic #4: For this model, flows are generated similarly as 
for Traffic #1 except that a flow passes through different 
second/fourth-stage switches for the source and destination 
sides. Thus, every flow passes through a third-stage switch. 
Using this rule, an equal average load is provided to a link 
between first/fifth-stage and second/fourth-stage switches as 
well as to a link between second/fourth-stage and third-stage 
switches. 
 

Additionally, light traffic load was also examined for the 
three-stage FCN by the following model. 

 
Traffic #5: This model is the same as Traffic #1 except that 
the average number of flows given to a port is 25. 
 

The sockets were opened 2  106 times for Traffic #1–#4 

and 5  105 times for Traffic #5. The metrics were measured 

every 1 s in the period from 401–1,900 s. The system was 
considered to be in equilibrium during this period. At each 
measurement time, the metrics were obtained from 2,304 links 
(1,152 uplinks and 1,152 downlinks) for the three-stage FCN, 
and 4,608 links for the five-stage FCN. By executing this 
metric calculation from 401 s to 1,900 s, 1,500 samples were 
obtained for one execution of the simulation program. This 
process was repeated 10 times with different initial values for 
the random function to obtain reliable results. The averages of 
the metrics were computed from the measured data. 

Hereafter, the term maximum signifies the average of the 
sampled maxima. Thus, values labeled as the maximum are 
real numbers, although each sample value of the maximum 
metric is an integer. Similarly, the average value of the bad 
link metric is also a real number, although its sample is an 
integer. 

The simulation was performed by a custom event-driven 
simulation program that listed events, including flow 
generations and flow completions, in a table. Then, the 
program executed the process associated with the event 
according to the scheduled time. Because the proposed 
methods were evaluated for flow characteristics, it was not 
necessary to consider packet behaviors or protocols that are 
precisely modeled by existing simulation platforms (for 
example, ns-3 [19]). For this purpose, the use of a custom 
program was more efficient. The program was built using the 
C language and compiled using GCC 4.8.5. The simulation 
was performed on a Core i3/16GB RAM PC running on 
CentOS 7. 

C. Simulation results 

Table II summarizes the simulation results for the 
rebalancing algorithm and the three-stage FCN fed with 
Traffic #1, while Table III presents the results for the 
balancing algorithm, the three-stage FCN, and Traffic #1. 

TABLE II.  RESULTS FOR THE REBALANCING ALGORITHM, THREE-
STAGE FCN, AND TRAFFIC #1 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 111.701 11.154 122.816 

Modification 1 111.102 7.713 66.366 

Modification 2 109.276 8.710 75.086 

Modifications 1 & 2 110.370 7.163 55.734 

TABLE III.  RESULTS FOR THE BALANCING ALGORITHM, THREE-STAGE 

FCN, AND TRAFFIC #1 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 113.429 15.121 186.507 

Modification 1 112.686 9.996 101.800 

Modification 2 110.846 11.781 127.464 

Modifications 1 & 2 112.420 9.734 97.372 

Tables II and III demonstrate that the load equality was 
successfully improved by modifications 1 and 2. As illustrated 
in the tables, every metric decreased when the modifications 
were applied. In particular, modification 1 effectively 
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improved the variance and bad links metrics. Therefore, this 
modification is effective even though it does not affect the 
equality between the D( j, k)s. The improvements due to 
modification 2 were not as large as those due to modification 
1. However, all metrics also decreased when modification 2 
was applied. The best results were obtained for the variance 
and bad links metrics when both modifications 1 and 2 were 
applied. The improvement in the bad links metric was 
particularly notable. This implies that the number of flows is 
concentrated in a narrow range for most links. For the 
examined network, the bound expressed by (4) is 145 when f0 
is assumed to be 100. Thus, from Table II, the actual 
maximum appears much smaller than that upper bound. 

In a comparison between the rebalancing and balancing 
algorithms, it was found that the former was always superior 
to the latter for any case. However, the rerouting performed 
by the rebalancing algorithm may cause packet reordering, 
which may decrease the throughput. Meanwhile, the proposed 
modifications considerably improved the load equality of the 
balancing algorithm, which does not perform rerouting. When 
the modifications were applied, the load equality was better 
for the balancing algorithm than that for the original version 
of the rebalancing algorithm. Therefore, a practical solution is 
to use the balancing algorithm with the proposed 
modifications. 

Tables IV and V list the results for the three-stage FCN 
and Traffic #2, lightly skewed traffic. Table IV pertains to the 
case of the rebalancing algorithm, while Table V pertains to 
the case of the balancing algorithm. 

TABLE IV.  RESULTS FOR THE REBALANCING ALGORITHM, THREE-
STAGE FCN, AND TRAFFIC #2 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 109.545 8.127 61.666 

Modification 1 109.108 6.224 35.673 

Modification 2 107.823 6.653 36.653 

Modifications 1 & 2 108.570 5.865 29.412 

TABLE V.  RESULTS FOR THE BALANCING ALGORITHM, THREE-STAGE 

FCN, AND TRAFFIC #2 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 110.703 10.365 96.802 

Modification 1 110.209 7.596 55.571 

Modification 2 109.038 8.521 63.876 

Modifications 1 & 2 110.018 7.450 52.879 

Tables IV and V reveal that every metric also decreased 
for the case of Traffic #2 when the modifications were applied. 
Similarly to the case of Traffic #1, the best result was obtained 
by applying both modifications 1 and 2. 

Despite the results presented in Tables II–V, it cannot be 
concluded that the modifications are always effective for all 
traffic models. This is illustrated in Tables VI and VII, which 
display the results for Traffic #3. Table VI displays the results 
for the rebalancing algorithm, while Table VII displays the 
results for the balancing algorithm. 

TABLE VI.  RESULTS FOR THE REBALANCING ALGORITHM, THREE-
STAGE FCN, AND TRAFFIC #3 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 105.863 4.535 12.716 

Modification 1 105.762 4.383 11.224 

Modification 2 105.920 4.801 15.700 

Modifications 1 & 2 105.817 4.407 11.503 

TABLE VII.  RESULTS FOR THE BALANCING ALGORITHM, THREE-STAGE 

FCN, AND TRAFFIC #3 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 106.317 4.858 15.490 

Modification 1 106.157 4.633 13.310 

Modification 2 106.411 5.197 19.384 

Modifications 1 & 2 106.194 4.649 13.475 

For Traffic #3, Tables VI and VII indicate that 
modification 2 is not particularly effective. As illustrated in 
the tables, when modification 2 was applied, every metric 
increased. This result can be explained by the definition of the 
search start index js used in modification 2. As seen in (8), js 
is determined by the indices of the source and destination 
switches. Meanwhile, a source-destination pair is selected 
from very few (namely, three) candidates for Traffic #3. Due 
to this heterogeneity in source-destination pairs, the start 
index js is not efficiently distributed over 0, 1, …, m – 1, thus 
leading to a less uniform load on the links. 

Tables VIII and IX present the results for the five-stage 
FCN and Traffic #4. The results for the rebalancing algorithm 
are presented in Table VIII, while the results for the balancing 
algorithm are presented in Table IX. The tables demonstrate 
that each modification efficiently improved the metrics for the 
five-stage FCN. Similarly to the case of the three-stage FCN, 
the best result was obtained by applying modifications 1 and 
2. However, the advantage of applying modifications 1 and 2 
is not great in comparison with the case of applying only 
modification 1. 

TABLE VIII.  RESULTS FOR THE REBALANCING ALGORITHM, FIVE-STAGE 

FCN, AND TRAFFIC #4 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 120.116 19.729 417.707 

Modification 1 119.098 13.414 283.588 

Modification 2 118.053 17.403 378.419 

Modifications 1 & 2 118.958 13.249 280.890 

TABLE IX.  RESULTS FOR THE BALANCING ALGORITHM, FIVE-STAGE 

FCN, AND TRAFFIC #4 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 122.126 23.903 486.419 

Modification 1 120.941 15.679 319.221 

Modification 2 119.295 20.266 424.823 

Modifications 1 & 2 120.899 15.492 315.647 
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For Traffic #5, Table X shows the results for the 
rebalancing algorithm, and Table XI shows the results for the 
balancing algorithm. As shown in the tables, the characteristic 
for Traffic #5 differs from those for other traffic models. For 
the case of Traffic #5, modification 2 is more effective for the 
maximum and bad links metrics than modification 1. The 
variance metric is smaller for modification 1 than for 
modification 2, although the difference is almost negligible. 
When both modifications 1 and 2 were applied, the maximum 
and bad links metrics are greater than those for the case of 
applying modification 2. However, every metric becomes 
smaller by employing both modifications than that by the 
original version.  

TABLE X.  RESULTS FOR THE REBALANCING ALGORITHM, THREE-
STAGE FCN, AND TRAFFIC #5 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 36.486 11.666 122.128 

Modification 1 35.885 6.495 60.932 

Modification 2 33.308 6.825 37.355 

Modifications 1 & 2 35.399 5.973 51.601 

TABLE XI.  RESULTS FOR THE BALANCING ALGORITHM, THREE-STAGE 

FCN, AND TRAFFIC #5 MODEL. 

Algorithms Maximum 

(flows) 

Variance 

(flows2) 

Bad Links 

(links) 

Original Version 36.558 11.737 123.221 

Modification 1 35.906 6.539 61.762 

Modification 2 33.303 6.832 37.560 

Modifications 1 & 2 35.498 5.995 51.809 

As illustrated in Tables I–XI, the effectiveness of each 
technique depends on the traffic model. For Traffic #1–#4, 
modification 1 is more effective. For Traffic #3, modification 
2 does not improve the metrics. However, for Traffic #5, 
modification 2 works very well. When both modifications 1 
and 2 were applied for Traffic #1 and #2, most metric values 
became smaller than those for the case of applying either one 
of modification 1 or 2. However, even if both modifications 
were applied, the metric values almost equaled those for the 
case of applying modification 1 for Traffic #3. Furthermore, 
when both modifications were applied for Traffic #5, some 
metric values became greater than those for the case of 
applying modification 2. 

These results suggest that the best performance is obtained 
by selecting the technique depending on the characteristic of 
traffic load. For heavy and skewed loads, modification 1 
should be used. If the load is light, modification 2 will be a 
better choice. However, if predicting the load characteristic is 
difficult, both modifications 1 and 2 should be applied. By 
applying both modifications, the metrics were considerably 
improved compared to the original version for every 
examined traffic model. Thus, applying both modifications is 
an effective way to improve load equality, although it does not 
always yield the best results. 

D. Discussion 

In Section VI.C, the proposed techniques are evaluated 
through the number of flows that pass through a link. However, 
it is uncertain whether this advantage in flow number equality 
directly leads to the improvement of the performance 
experienced by users. For the clarification of this point, it is 
necessary to perform additional computer simulation, which 
precisely models the packet-level behaviors including 
protocol and queueing processes. Through this simulation, the 
performance improvement will be confirmed through the 
metrics such as throughputs and response time, which are 
experienced by users. Actually, the packet level simulation of 
the flow diffusion algorithms has been partly done and 
reported in [32]. In [32], the TCP throughput is measured for 
the bulk data transfer application. The result shows that the 
number of flows with small throughputs successfully 
decreases through equal flow diffusion obtained by the 
balancing algorithm. This characteristic implies that the 
proposed techniques will effectively reduce the probability of 
throughput degradation because the techniques successfully 
improve the flow number equality. 

As a future study, implementation of the rebalancing or 
balancing algorithm with the proposed techniques may be 
required to assess the feasibility and advantage of the 
approach. For implementation, it will be necessary to employ 
a mechanism that enables flow-based routing, for example, 
OpenFlow [33]. Additionally, the start and end of a flow must 
be detected to run the rebalancing algorithm. This detection of 
flow start/end will be achieved by the techniques presented in 
[34]. However, further study is necessary to clarify if it is 
possible to set the routing table entry from a flow detection in 
a practical processing time. 

VII. CONCLUSION AND FUTURE WORK 

This paper investigates two techniques to improve the 
rebalancing algorithm [12], which diffuses flows in an FCN. 
The first technique decreases the difference between the 
uplink loads by adding a criterion for determining the middle 
switch used in the routing or rerouting processes. In addition, 
the load equality depends on the scanning order of the middle 
switch indices. Based on this, the second technique 
determines the start index for scanning to balance the loads. 
The two techniques were applied to the rebalancing and 
balancing algorithms and were evaluated using computer 
simulations. The balancing algorithm is a version of the 
rebalancing algorithm that is modified to omit the rerouting 
process. The results demonstrated that the proposed 
techniques successfully improved load equality. 

By expanding the work of a previous study [1], this study 
examined the application of the techniques to a five-stage 
FCN. For a five-stage FCN, the upper bound was analyzed for 
the number of flows on a link on the basis of the upper bound 
for the three-stage FCN case. To the best of the author’s 
knowledge, this bound has never been reported in the 
literature. Thus, the derivation of that bound is an important 
contribution. In addition, computer simulations confirmed 
that the proposed techniques were effective for the five-stage 
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FCN case. This effectiveness has also not been reported in 
previous studies. 

As another expansion of [1], performance against a 
broader range of traffic models was tested via computer 
simulations. Several of the models employed skewed traffic 
matrices, for which the source-destination pair of a generated 
flow was selected from a limited number of candidates. In 
addition, one model simulated a lighter traffic load than other 
models. The results demonstrated that the second technique 
was not effective for a highly skewed traffic matrix. However, 
the second technique is more effective for light traffic loads. 
In addition, load equality was improved for every tested traffic 
model when both proposed techniques were applied. Thus, as 
an important result, it was found that both techniques should 
be used independent of traffic loads. 

Further study is necessary to determine how the load 
equality enhanced by the proposed techniques affects packet-
level performance, such as packet latency and throughput. To 
achieve this, a more precise packet-level computer simulation 
is required. The implementation of the two proposed 
techniques is also important for future work. 
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