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Abstract—Norway is currently involved in several initiatives to 

adopt clinical information standards and terminologies. This 

paper aims to identify and discuss challenges and experiences 

for large-scale national implementation projects when working 

towards structured Electronic Health Records systems, process 

and decision support, and secondary use of clinical data. This 

paper reports from the national strategy for OpenEHR adop-

tion in Northern Norway Regional Health Authority encour-

aged by the development of a national repository for OpenEHR 

archetypes and a national initiative to integrate clinical termi-

nologies. The paper contributes to a qualitative longitudinal in-

terpretive study with an effort to increase the possibility to ob-

tain semantic interoperability (towards integrated care) and dis-

cusses Systematized Nomenclature of Medicine - Clinical Terms 

and other relevant clinical terminology and Clinical Infor-

mation Models such as OpenEHR archetypes. Terminology and 

archetypes are used to structure the EHR two-folded, and we 

discuss a general use of information models to increase interop-

erability extensively. A two-folded use of terminology where ter-

minology is integrated in archetypes, or where terminology is 

used to structure the Electronic Health Record system while us-

ing the hierarchical model of the terminology is discussed. Sec-

ondly, we discuss for what purpose OpenEHR is the choice of 

Clinical Information Model to succeed in Norwegian healthcare. 

We have identified some challenges and lessons learned. 

Keywords-eHealth medical records; electronic health records; 

web technology; e-health; interoperability; semantics; integrated 

care; OpenEHR; terminology; classification systems. 

I. INTRODUCTION 

Currently, the healthcare system is involved in a transfor-
mation process [1][2] in an attempt to overcome some of its 
challenges [3][4]. Researchers, governments, and interna-
tional organizations, recognize the need to advance towards a 
healthcare system capable of integrating the different islands 
of expertise that conform different components of healthcare 
[5], accelerate the access to latest evidence [6][7][8], and use 
the data generated during the care process to elicit new 
knowledge that allows the whole system to learn from its own 
experiences [6][9]. Achieving this vision requires an exten-
sive but also sound use of Information and Communication 
Technologies (ICT) in order to allow healthcare information 
to seamlessly flow across healthcare levels [6][8]. Achieving 
this holist healthcare system capable of learning from its own 

operation needs not only efficient technologies but also the 
ability of these technologies to exchange information without 
any ambiguity or loss of meaning, i.e., interoperate at a se-
mantic level [10]. 

Enabling semantic interoperability (SIOp) across 
healthcare technological platforms is needed in order to guar-
antee that different stakeholders will derive the same conclu-
sions from the same data set [10]. If SIOp is not granted across 
organizational boundaries, the lack of precision in specifying 
the meaning of the information shared may lead to misinter-
pretations of healthcare data jeopardizing the quality of care 
and hampering research outcomes. SIOp is a keystone for ho-
listic healthcare systems that aim to integrate different areas 
of expertise (and, therefore, the technologies that support 
them), and reuse their data to generate new knowledge. Dur-
ing the last decades many initiatives have advanced in the de-
velopment of different standards to enable SIOp [11][12][13]. 
However, despite the heavy investment performed, standardi-
sation in health care has proven to be a cumbersome and dif-
ficult process [14][15]. 

In Norway, several projects are currently working towards 
realizing that vision [7][13][16]. For more than a decade, Na-
tional initiatives towards shared and integrated care have been 
a focus area for the Norwegian health authorities [17][18]. 
More recently, several initiatives to enable the secondary use 
of clinical information were also considered strategic by the 
Norwegian Health authorities [7][16]. These initiatives espe-
cially emphasize the need to apply clinical information stand-
ards and terminologies for enabling interoperability across 
heterogeneous health information systems. However, optimal 
leverage of all the components needed to enable SIOp is not a 
trivial task, and it is currently a matter of discussion among 
academia, implementers, and the Norwegian health authori-
ties. 

Three main components are necessary to enable SIOp: a) 
reference models; b) clinical information models (CIMs) 
(a.k.a. Detailed Clinical Models), and c) biomedical terminol-
ogies [10]. In 2012, Norway opted for the adoption of 
openEHR as standard for specifying EHR information. The 
objective was twofold: a) providing a set of robust clinical in-
formation models (CIMs) (a.k.a. archetypes) to build the na-
tional EHR upon; b) enabling SIOp across different health in-
formation systems based on these archetypes. 
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The adoption of openEHR has been an effort involving 
many stakeholders at different health trusts and healthcare lev-
els. After 9 years, the number of CIMs defined with openEHR 
is increasing creating a robust set of information models to 
build the EHR upon [19]. Regarding the adoption of terminol-
ogies, the national strategy has focused on ICD-10 for medical 
diagnosis and reimbursement, together with a more frag-
mented use of nursing classifications in different EHR sys-
tems for clinical purposes. In 2016, Norway joined the 
IHTSDO acquiring systematized nomenclature of medicine - 
clinical terms (SNOMED-CT). When it comes to the adoption 
of SNOMED-CT the first evaluations performed in collabora-
tion with the committees involved in archetypes definition has 
already unveiled challenges that need to be overcome in order 
to fully exploit the potential of the terminology.  

This paper describes the national work accomplished to 
support the openEHR modelling of EHR, and the evolution of 
systems with focus on the development of clinical value. We 
describe the work performed in: a) CIMs definition as arche-
types by multidisciplinary teams of information architects and 
clinicians; b) experiences regarding the adoption of different 
terminologies; and c) the evaluation of the adequacy of adopt-
ing SNOMED-CT as reference terminology to annotate CIMs. 

The remaining of the paper is organized as follows. The 
background section introduces the use of CIM and terminolo-
gies to enable SIOp, the method section describes the data 
gathering and synthesis performed through interviews, meet-
ings and active participation with the national comities in-
volved in SIOp technologies adoption. The results section 
shows first the status and accomplishments of the national in-
itiatives in the definition of CIMs (openEHR archetypes). The 
second section is devoted to report on efforts in terminologies 
adoption and the current evaluation of the feasibility in adopt-
ing SNOMED-CT. The discussion explains the future chal-
lenges and raises important areas that have been identified to 
be critical in the success for adopting openEHR in combina-
tion with clinical terminologies for enabling SIOp. 

II. BACKGROUND 

A. Clinical Information Models 

CIMs [20] are models specified in some clinical infor-
mation standard to express the schema of clinical information 
entities processed by Health Information Systems (HIS). 
CIMs are used to appropriately maintain the consistency of 
clinical information structures inside a HIS, and to enable se-
mantic interoperability across different systems and organiza-
tions. This makes CIMs a basic component for the appropriate 
management of patient data [10]. Moreover, with recent ad-
vances in data reuse strategies, CIMs are also playing an im-
portant role in defining the clinical information structures 
needed for architectures oriented to secondary use of data 
[21][22][23] and the integration of genetic reports in the EHR 
[24].  

In the last decade, the work of different initiatives to model 
CIMs is leading to the definition of an extensive catalogue of 
models publically available. These models can be used to 
drive the development of HIS. Nowadays, there is a consider-

able diversity in the standards and approaches available to de-
fine CIMs. Examples are openEHR, CIMI, HL7 CDA and 
HL7 FHIR. Although most editorial teams follow similar 
steps, there exists no unified methodology or guideline for 
their definition [20]. The scope of modelling initiatives varies 
significantly from the local to the international level. For ex-
ample, the international Clinical Knowledge Managers 
(CKM) and the Clinical Information Model Initiative (CIMI) 
define CIMs at an international level; the Norwegian CKM 
defines them at a national level; and the Intermountain Clini-
cal Element Models (CEMs), were defined at intra-organiza-
tional level. The work in parallel of different initiatives has led 
to semantically equivalent models expressed in different in-
formation standards, a.k.a. iso-semantic models. In Norway, 
the openEHR open standard has been the one adopted by 3 of 
the 4 health regions. OpenEHR relies on a meta-model (i.e., 
reference model) and a constraint language (i.e., cADL) to de-
fine CIMs (referred to as archetypes in openEHR jargon) [25]. 
The consistent use of archetypes enables interoperability be-
tween different openEHR-based EHRs, as well as efficient re-
use of data across different contexts [10][26]. Since arche-
types represent a consensus over the data structures to repre-
sent clinical information, they need to be defined among the 
different stakeholders that will rely on the archetype to in-
teroperate. Therefore, their definition must be carried out as a 
collaborative process among multidisciplinary teams of clini-
cians and information architects [23][27]. This collaborative 
definition of archetypes is achieved in web platforms where 
experts review and publish the archetypes that will be used to 
define the EHR. These platforms are known as CKMs 
[28][29][30][31]. 

In Norway, since 2012, several projects have evaluated the 
adoption of openEHR as standard for enabling SIOp in sec-
ondary healthcare [32]. At the moment, 3 of the 4 existing 
health regions rely on openEHR to enable SIOp in secondary 
healthcare. The national initiative that deals with archetypes 
definition has gradually gained a foothold in the Norwegian e-
Health scene. The openEHR architecture has been used to 
build a national CKM. Archetypes are defined collaboratively 
in the CKM in order to provide vendors a library of common 
formal models to build their clinical information systems on. 
The national CKM archives information about how new ar-
chetypes are translated, modelled, and shared, and is planned 
to contain between 1000 to 2000 archetypes. The final aim is 
to build an open source repository of clinical content, based 
on the OpenEHR clinical information model. A precondition 
for success is that clinicians agree on the content of each ar-
chetype in the CKM consensus processes. Clinicians from the 
four Regional Health Authorities are active contributors in the 
process for developing archetypes. The national editorial 
group, and the National Administration Office of Archetypes 
(NRUA, from the Norwegian nasjonalt redaksjonsutvalg for 
arketyper) have coordinated this process. 

The national CKM in Norway is responsible for the defi-
nition of reference archetypes that vendors will use to build 
the EHR information model on. The definition of CIMs typi-
cally encompasses two main tasks: a) the specification of the 
information structure in a clinical information standard such 
as OpenEHR; and b) the binding of the meaningful sections 
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of the CIM to a terminology to attach unambiguous standard 
descriptions to them. 

Archetype sections can be bound to concepts provided by 
standard terminologies, thus endowing archetype elements 
with semantics provided by standard terminologies such as 
ICD 10, LOINC or SNOMED-CT. This enables semantic in-
teroperability among those HIS that rely on the same set of 
archetypes and terminology [33]. At present, the binding of 
the archetypes in the National CKM to SNOMED-CT is under 
evaluation. The results section reports some of the challenges 
found to coordinate the use of SNOMED-CT in combination 
with archetypes. 

B. Biomedical terminologies 

Clinical terminologies offer a common vocabulary for na-
tional health authorities, local researchers, and quality regis-
ters [34]. This means that in addition to being a storing device 
for free text data, EHRs are capable of encoding commonly 
occurring data using fixed lists of multiple choices for certain 
purposes. Thus, data becomes more comparable and comput-
able than free text would be. 

There is a wide spectrum of clinical terminologies. In 
nursing, the International Classification of Nursing Practice 
(ICNP) or Nursing Intervention Classification (NIC) and The 
North American Nursing Diagnosis Association (NANDA) 
are widely used [27][35]. Other examples are the International 
Statistical Classification of Diseases and Related Health Prob-
lems (ICD), the Foundational Model of Anatomy (FMA) or 
even general-purpose terminologies such as SNOMED-CT. 
There are also terminological standards for more specific do-
mains, such as the International Classification of Functioning, 
Disability and Health (ICF) for rehabilitation. These terminol-
ogies have been developed, and used, to ensure consistency of 
meaning across time and place. On one level, nursing classifi-
cations enable day-to-day planning for local users (primary 
use) where clinical terminology is used to structure infor-
mation (standardized care-plans) using diagnosis and inter-
ventions from NIC and NANDA, for example. In practice, the 
adoption of standard terminologies will enable a consistent 
vocabulary to describe information that is sent and received 
between different systems or health care deliverers. Although 
SIOp is the main objective, other areas benefit from the con-
sistent use of terminologies and CIMs. The increased focus on 
process-oriented systems across different health care organi-
sations presumes standardization in the form of shared termi-
nologies and information models to enable SIOp. However, 
leveraging the use of CIMs and terminologies optimally with 
CIMs involves challenges that information architects must 
face at design time [36]. Examples of these challenges include 
decisions about what to represent as CIMs or terminology, 
which sections of the archetype to annotate, whether or not to 
use post-coordination to express clinical concepts, among oth-
ers.  

Archetypes can be tagged with SNOMED-CT codes add-
ing a standard term to each of the sections and nodes of the 
archetype. This allows specifying the sections and contents of 
the archetype in a standard terminology so it can be interpreted 
over organisational or even trans-national borders. In this way, 
the information becomes interoperable for multiple purposes. 

Thus, it is essential that standardized terminologies for differ-
ent domains can be integrated either in the archetype or in the 
EHR system. The use of a terminology such as SNOMED-
CT, which is widely exploited, increases the semantic interop-
erability at several levels, both for primary and for secondary 
use. For example, the use of terminologies such as SNOMED-
CT facilitates the integration of disparate systems by provid-
ing a common definition of clinical terms that can be used to 
determine when sections of different information models rep-
resent the same entity. The integration with co-existing EHR 
systems is especially important. Medication, laboratory re-
sults, and the care plan have to be integrated in the same view 
to visualize the pathway. The chart systems have a CIM for 
structured data elements that differs from the OpenEHR/ar-
chetype CIM intended to be used in Norway, and mapping be-
tween them demands unknown resources. 

III. MATERIALS AND METHODS 

The research presented herein has mainly been developed 
in the North Norwegian Regional Health Authority in coordi-
nation with NRUA, and the Norwegian Directorate of Health. 
Interpretive and ethnographically oriented qualitative meth-
ods have been applied, grounded in the participation and con-
tribution to the work accomplished [19]. The fieldwork has 
focus on the regional/national work accomplished, and, sec-
ondarily, on the forthcoming process where numerous arche-
types will be tested as structured elements in the new process 
oriented EHR system. A mind map of the archetype prob-
lem/diagnosis is shown in Figure 1. During the last seven 
years several meetings, courses, and workshops with focus on 
archetypes and terminology have been covered by observa-
tions, document analysis, and interviews. Conversations, dis-
cussions, reflections, and debates from these meetings are the 
foundation of this work. The observations and description of 
on-going work have been followed by interviews with mem-
bers of the regional and national initiatives. This includes six 
interviews on the archetype governance, 10 interviews and 
180 hours of observations on the use of clinical terminology, 
conversations with end users of the CKM while guiding them 
to become users, and participants in national discussions on 
the consensus of archetypes. The interviews includes physi-
cians and nurses that are active users of the CKM. The process 
of educating them to become CKM users has provided valua-
ble knowledge on how to develop the learning and recruitment 
strategies. A summary of the data collection for the qualitative 
research process is presented in TABLE I.  

TABLE I.  AN OVERVIEW OF THE DATA COLLECTION. TIME USED, 
AND THE NUMBER FOR INTERVIEWS OF THE QUALITATIVE RESEARCH 

PROCESS. 

Data source  

Interviews with contributors to the work with ar-

chetypes, and the development of new EPR. 
18 open ended 

interviews  

Participatory observation 180 hours 

Participation in meetings, workshops, and infor-

mal discussions. 
300 hours 

Research on SNOMED compared to CIM 200 hours 

Document studies: Documents from the CKM, 

concerning archetypes in general. 
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Figure 1.  Illustration of the archetype Problem/Diagnosis in the form of a 

mind map. 

IV. RESULTS 

A. Definition and governance of archetypes 

During the last three years, the use of OpenEHR arche-
types has grown with focus on a national anchorage in Nor-
wegian healthcare. The initiative has developed through Na-
tional ICT, and an EHR vendor that holds more than 80 % of 
the secondary healthcare EHR systems. From the outset, a na-
tional collaborating group is working, in coordination with the 
aforementioned vendor, to build a national repository of ar-
chetypes. 

The National ICT, with the goal of producing high quality 
archetypes, established NRUA in 2013. NRUA has assigned 
six full/part time associates with an increasing number of col-
laborators in the Regional Health Authorities. There are be-
tween two and three members from each of the four regions. 
As an example, there is an increasing number of members 
from the North Norwegian Health Authority, one physician 
with special interest in health informatics, one nurse with a 
PhD in Information Systems, one ICT-advisor, two PhD stu-
dents in part time positions and one project manager from the 
regional ICT development program where the new process 
oriented EHR is developed. NRUA also cooperates closely 
with global connections such as the international openEHR 
CKM [28], and vendors that cooperate with the Norwegian 
vendor. The vendors are important contributors with a mutual 
interdependency. In all, the governance work is important in 
local, national, and global environments. The overall goal 
with NRUA is to coordinate the development, and use of ar-
chetypes, on a national level, both handling translations of in-
ternational archetypes as well as handling local initiatives. 

The reviews are initiated by the Editorial Group, which 
also covers the recruitment of the reviewers to the national 
CKM. The Editorial Group does the further approval if the re-
quirements are met. 

The number of review iterations varies depending if the 
archetype was mature when imported into the Norwegian 
CKM, or it had to be developed from scratch. 

The collaboration and coordination between the national 
and international CKMs is crucial and, as shown before, helps 
to reduce the number of review iterations needed to publish an 
archetype. In some cases, archetypes are imported from the 
international CKM into the national and published there; 
while in other cases, the national CKM develops an archetype 
needed by Norwegian implementers and later it is adopted by 
the international CKM. Weather archetypes are approved first 
on international or national CKM depends on the priories of 
each editorial team. The priority scale is provided in TABLE 
II.  The scale gives an total score for each information element 
with a total score to coordinate the consensus work. After pub-
lication, the results of the review are collated and taken to the 
other CKM to accelerate the review process. One of the lead-
ers of the international CKM stated, “the collaboration be-
tween the international and the Norwegian CKM is one of a 
kind based on the national consensus process, and all activi-
ties with archetypes in Norway are followed by the interna-
tional society and vice versa”. Nevertheless, since archetypes 
publication involves the consensus of many stakeholders with 
very different backgrounds, there are challenges in the coor-
dination of reviews, and final agreement on the published ar-
chetype. She continued by saying, “neither the CKM nor the 
consensus process is perfect and adjustments will be neces-
sary along the way. Changes can be related to open-source and 
Web based CKM/process where everything is stored open and 
is constantly evolving”. In relation to these challenges, Chris-
tensen and Ellingsen [32] performed an evaluation in the 
openEHR adoption process between 2015 and 2016 identify-
ing several organizational problems. In their study, they found 
that the fact of establishing the archetype editorial team 
(NRUA) at the same time as the implementation of the 
openEHR-based system that had to use those archetype origi-
nated problems. The reason is that the archetypes need to be 
in a published state when the EHR development starts. Other-
wise, the vendor does not count on the real use case models 
during the implementation. One of the causes for this overlap 
of activities was the time needed to build a consolidated edi-
torial team with representative reviewers had been underesti-
mated. 

TABLE II.  PRIORITY SCALE FOR ARCHETYPES [37]. A SCORE MADE TO DIFFERENTIATE ARCHETYPES IN PROCESS TOWARDS CONSENSUS. THE SCORE 4-
15 IS A MEANS TO PRIORITIZE. WIKI.ARKETYPER.NO (12.01.2016) 

Reuse (0-3) Diffusion 

(1-3) 

Time for 

testing (1-5) 

Functional 

dependencies (1-2) 

Semantic 

dependencies (1-2) 

Total score (4-15) 

Search, 

presentation, 

reuse, 

aggregation 

Process 

support 

Decision 

support 

1 1 1 3 5 2 1 14 
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Clinicians are willing to participate in the review of arche-
types but often they require that some of their working hours 
are reallocated for this task [32]. However, these hours are of-
ten difficult to be released since they do not depend on NRUA. 
A clear alignment with local leaders becomes paramount so 
they understand the benefits of openEHR adoption and they 
provide some resources in the form of review hours. In the 
initial stages these organizational factors caused the publica-
tion of archetypes to be slow, in fact only one archetype had 
been published in the first year of work of the Norwegian 
CKM [32]. Despite these challenges, the following years be-
come more fruitful. During 2015, 2016 and 2017 the review 
process has become more mature and effective in the publica-
tion of archetypes [19]. At present, it counts on a good pool of 
reviewers and collaborators that have contributed to accelerate 
the publication of archetypes, see TABLE III. While at the be-
ginning of 2014, NRUA first had focus on the translation of 
already existing archetypes and observation-archetypes such 
as blood pressure, body weight, nutritional risk, height, and 
temperature, at the time of writing, national consensus has 
been reached for 57 archetypes and more than 100 are in pro-
cess of approval. Examples are the archetypes: 

 

 openEHR-EHR-OBSERVATION.nutritional_risk_screening.v1; 

 openEHR-EHR-OBSERVATION.blood_pressure.v1: 

 openEHR-EHR-OBSERVATION.body_weight.v1. 

During 2015 and 2017 more complex archetypes were de-
fined such as: 

 

 openEHR-EHR-INSTRUCTION.medication_order.v1; 

 openEHR-EHR-EVALUATION.adverse_reaction_risk.v1. 
 
Clinicians have been invited to participate through the na-

tional CKM after coordination between the regional groups 
and the secretariat at NRUA. The CKM is, as showed in Fig-
ure 2. , where the clinicians state there opinion in the text box 
on the right hand side. Archetypes are used as standards for 
the clinical content of the EHR and it was important for clini-
cians to have an essential role in defining and designing them. 
One clinician said: “It is crucial to include clinicians in this 
work; they have the clinical knowledge and know what is im-
portant to focus on, for the archetypes to be useful standards 
for clinical work.” The same clinician commented, “If others 
than clinicians design the archetypes, it will be troublesome to 
get clinicians to accept and use them”. However, as reported 
by Christensen and Ellingsen [32], it was not only enough to 
count on clinical reviewers, those reviewers needed to be 
trained to review archetypes using the Norwegian CKM.  

TABLE III.  DISTRIBUTION OF ARCHETYPES IN EACH OF THE DIFFERENT 

LIFECYCLES: PUBLISHED, IN REVIEW OR DRAFT.  

Draft 149 

Review 26 

Published 58 

 
 

 

Figure 2.  Screenshot of the Clinical Knowlwdge Manager where clinicians cooperate towards the consensus of archetypes. 
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B. The use of terminology to standardize local practice 

In parallel to the adoption of openEHR as information 

standard, the Norwegian Directorate of Health has put focus 

on clinical terminology, and has engaged clinicians nation-

wide to explore the integration of several terminologies in the 

existing ICT portfolio. 

Since 2005, one of the largest hospitals in Norway, 

Akershus University Hospital, has used an EHR that includes 

a module for nursing. Along the lines of standardization, the 

nursing care plan, including nursing classification systems 

were regarded as a mean for making nursing work more ef-

fectively and offering quality assurance. The classification 

systems are ICT-based standards integrated with the care 

plan. The diagnoses are represented by the international clas-

sification system NANDA, consisting of 206 nursing diagno-

ses [38]. The interventions are represented by the NIC sys-

tem, consisting of 486 interventions. Care plans are increas-

ingly made to replace the use of free text in the documenta-

tion, foremost to establish a common, formalized language 

based on the best practices. Free text documentation is what-

ever information nurses share about the patient in the EHR in 

addition to, or without, writing formalized care plans. How-

ever, the implementation of the EHR led to a systematic use 

of standardized care plans that gave more efficacy, transpar-

ency, and quality of documentation. The care plan has been 

organized in such a manner that each diagnosis, dimension, 

and action is firmly attached to the plan with a start and a stop 

date. When standardizing these plans, the nurse can easily 

choose several actions from a predefined list for the applica-

ble diagnosis. By doing this, the nurse saves time, while the 

standardized sentences work as a quality indicator. The pur-

pose of using terminology as a primarily means to standard-

ized EHR systems is challenging, still terminology has been 

used to structure an unstructured EHR system with success. 

C. The national strategy  for clinical terminologies 

At a national level several terminologies have been 
adopted and integrated in EHR systems. In the case of ICD-9 
and ICD-10, they have been used in Norwegian healthcare 
systems from their origin with the target of coding medical 
diagnosis both for clinical and economical benefit. One clini-
cal IT manager stated that the primary target behind the adop-
tion of terminologies could have been achieved if the clini-
cians had used the diagnosis codes from ICD-10 to categorize 
the patients in the EHR. However, clinicians found it difficult 
to be explicit and specific early in the trajectory of the patient, 
since diagnosis change throughout the patient pathway. Diag-
nosis change and the IT systems in use need to track and cat-
egorize these changes logically to support the activity coding 
of clinical work. The coding of activities reflects the focus of 
the clinical pathway, not the diagnosis of the patient. In this 
sense, the adoption of archetypes becomes valuable: as a qual-
ity assurance of the completeness of the clinical terminology, 
to direct the clinical content of the EHR systems and other in-
tegrated systems, and to identify relevant information and give 
the clinicians access to this information. However, in opposi-

tion to local level, patient pathways fixed to clinical ICD di-
agnosis probably need to be determined on a national level, 
and based on national directives. This led to discussions on 
how to use different terminologies in combination with arche-
types. A member of the regional archetype group stated: “The 
archetype is not annotated but this is a subset of the SNOMED 
concepts available for severities. As a maximum data set, the 
archetype should not restrict the "standard" set of terms 
agreed in terminologies. However, before doing so, I think 
that the implications in terms of SNOMED licenses should be 
considered very carefully.” 

The use of standard terminologies is also considered para-
mount for the standardization of clinical processes. For in-
stance, clinical pathways for cancer diagnosis are today orga-
nized from national cancer groups that have resulted in na-
tional guidelines that easily could be followed and connected 
to already existing patient pathway processes, standardized 
packages to monitor that cancer patients receive the right 
treatment at the applicable time. Large-scale Infrastructure 
projects, with increasingly more focus on integrated care, put 
pressure on the Norwegian Directorate of Health to focus on 
clinical terminologies and archetypes. Recently, there has 
been a growing activity in the section of e-health towards in-
creased focus on general-purpose terminologies such as 
SNOMED-CT, and the International Classification of Func-
tioning, Disability and Health (ICF). This has motivated stud-
ies on how terminologies and archetypes fit together. A se-
lected number of experts have, through the last 6 months, re-
cruited evaluators from all over the country. These are clini-
cians and information architects with special interest in the use 
of clinical terminology. The work started in November 2015 
with the purpose to map SNOMED-CT towards the most 
commonly used EHR functions. At the same time ICNP will 
be piloted in the primary healthcare services, this has been or-
ganised by the Norwegian Nursing Association that has trans-
lated the terminology, and the Norwegian Directorate of 
Health acknowledges it. SNOMED-CT and ICNP are both 
discussed in the new national project.  Other Scandinavian 
countries such as Sweden and Denmark have earlier allocated 
significant resources both to translate and get SNOMED-CT 
operational for clinical practice.  

The national projects have focus on SNOMED-CT and at-
tempt to advise the Ministry of Health in questions such as: 
should Norway become an organized users of SNOMED? 
How is the coverage of SNOMED-CT for the content of the 
clinical pathway? How is the integration of SNOMED-CT 
solved technically? The last question includes the use of ar-
chetypes, but also the possibility to use SNOMED directly to 
represent EHR content? 

A national project coordinated by the Norwegian direc-
torate of Health in 2016 had the purpose to map the clinical 
patient pathway with SNOMED-CT codes. A standardized 
breast cancer process was used with the purpose to categorize 
the coverage of SNOMED-CT for all the relevant clinical var-
iables. The study revealed that despite the total number of 
codes in the SNOMED-CT hierarchies, more than 30 % of the 
breast cancer process values had no SNOMED-CT code. 
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D. Terminology binding of archetypes 

A key aspect of archetypes is that they allow the binding 
of their elements to codes from an external terminology. Since 
the objective in Norway is to cover most clinical areas in sec-
ondary healthcare using archetypes, the adoption of 
SNOMED-CT as general-purpose terminology for their ter-
minology binding has been explored. The binding of arche-
types to SNOMED-CT endows them with the semantics pro-
vided by the standard terminology. This allows those systems 
relying on the same archetypes and SNOMED-CT to interop-
erate at a semantic level. Concerning the secondary use of 
clinical information, the adoption of SNOMED-CT facilitates 
the representation of clinical content with rich semantics ena-
bling expressive queries required for phenotyping in clinical 
research. 

In collaboration with NRUA, the combination of 
SNOMED-CT with archetypes has been evaluated finding 
several challenges [39]. At a technical level archetypes can be 
bound to any terminology and it is up to the archetype de-
signer what elements of it to annotate. However, in our expe-
riences assessing archetypes binding to SNOMED-CT, sev-
eral challenges were found. Archetypes are generic data sche-
mas to be used at a national level, however their binding to 
terminologies is very influenced by the different scenarios 
where they is used. For example, sharing the patient summary 
across different health platforms would require the annotation 
of some main sections of the archetype with SNOMED-CT. 
Guidelines for terminology binding can be followed at that 
level [36][40][41]. However, if a higher level of expressivity 
is needed, for example to be able to use the archetype to per-
form semantic queries applying reasoning over the terminol-
ogy, more sections of the archetype would need to be linked 
to SNOMED-CT. It would be required to represent some con-
textual properties at a terminological level for dealing with 
contextual aspects such as time intervals, parties involved in 
an observation etc. For example, if one needs to perform a 
query for identifying patients diagnosed with some kind of 
malignant epitherial neoplasms in the last 10 years, any patient 
diagnosed with a subtype of such disorder should be retrieved, 
i.e. patients diagnosed in the last decade with adenocarcinoma 
of nasopharynx, carcinoma of lingual tonsil, carcinoma of the 
uvula etc. To enable this kind of expressive queries, first, it is 
required to annotate archetypes and their instances properly 
with an ontology-based terminology; second, it is necessary to 
rely on a technical infrastructure that explores the SNOMED-
CT concept hierarchy; and, third, timing aspects expressed at 
an archetype level need to be also be considered in the query 
processing. SNOMED-CT covers the first two requirements 
but, as domain ontology, specifying precise contextual aspects 
such as time is out of its scope [42]. This involves that two 
different models (the archetype and the terminology) need to 
be analysed to answer such a query. The terminology can pro-
vide subsumptive (i.e. class- subclass) reasoning to identify 
subtypes of the disorder and the archetype query language 
(AQL) can help in filtering contextual aspects. However, this 
means operating at two different levels as proposed in [43] 
thus making more complex and less dynamic the definition of 
queries over clinical information. This challenge is not only 

present when querying the EHR for research purposes. In fact, 
the presence of iso-semantic models (CIMs defined in differ-
ent standards) requires the use of semantic web architectures 
to guarantee that the meaning of health information is pre-
served across organizational boundaries to provide access de-
cision support systems [44]. How to leverage archetypes and 
biomedical ontologies such as SNOMED-CT guaranteeing 
scalability and viability of health information architectures is 
currently a matter of concern for the Norwegian e-Health Di-
rectorate.  

V. DISCUSSION 

A. Adoption clinical information model 

Terminology standards are used on a daily basis in health 
care work. The combination of health information standards 
and terminologies is currently the preferred option to enable 
SIOp for sharing clinical data both for care delivery and for 
secondary uses (e.g., clinical research) [3]. In Norway, the 
availability of a structured EHR model based on archetypes is 
opening the door for clinicians to categorize variables for 
building meaningful reports, extracting data for quality regis-
ters, and performing clinical research. Structured data ele-
ments will also make it possible to organize information that 
supports processes and decision support inside an integrated 
EHR portfolio and the use of OpenEHR will provide clini-
cians with a more open, adaptive, and collaborative system. 
OpenEHR compliant data tagged with clinical terminology 
codes allows the interoperation of different HIS, thus enabling 
integrated care. In the near future, the implementation of the 
archetype-based system will elevate the possibilities to use the 
standardized information models in clinical settings. The im-
plementation program for the new EHR has focus on clinical 
decision support, and mapping of CIM between different in-
tegrated systems. 

B. Primary use of terminology 

The integration of clinical terminology for use in EHR sys-
tems to support clinical practice has proven difficult to accom-
plish. With the use of archetypes, and a national governance 
of clinical variables through a common repository for struc-
tured data elements, there are future advantages of both se-
mantic and interoperable character. Earlier research elaborates 
on how the categorical use of clinical terminology to structure 
nursing diagnosis and interventions in standardized nursing 
plans has been a success for increased quality and efficiency. 
However, the use of clinical terminology to categorized clini-
cal documentation for enabling process- and decision support 
in the EHR portfolio is limited. The use of standardized nurs-
ing plans at a large scale in a Norwegian hospital showed clear 
advantages for both quality and efficiency [45]. Furthermore, 
when information is tagged with the purpose to categorize 
such as with ICD-10 and medical diagnosis, the same infor-
mation becomes available for secondary purposes. On the next 
level, any of these tagged nodes of information could be recir-
culated. Archetype based elements such as blood pressure, 
pulse, temperature, and laboratory data can also be used for 
primary purposes. Different national and regional initiatives 
will in a close future be piloted in different implementation 
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processes such as Helseplattformen that is a pilot for One- cit-
izens one Journal, and the new FIKS program in the North 
Norwegian Health Authority [46]. 

C. Secondary use of terminology 

At the same time, as the primary information becomes in-
teroperable, both as single archetype/terminology or inter-
vened, the information becomes semantically interoperable 
for use in secondary settings. As an illustration, all infor-
mation that is tagged with the nursing classification ICNP, 
both diagnosis and interventions, becomes sharable for sec-
ondary use. All the nursing diagnosis and interventions would 
be an object for clinical research on a national or global level, 
which is a relatively unexploited research arena. The care plan 
is intended to be an interdisciplinary tool for categorizing doc-
umentation in the EHR. For this to become a success, it is im-
portant that structured information from other applications is 
used in the care plan. A regional implementation program will 
soon have focus on the integration of information models be-
tween the EHR and the EMR [46]. 

In the end, an increasing number of archetypes, a so far 
unknown number, is expected to be accessible in an open re-
pository, and each archetype that is translated or modelled will 
be compared or reviewed with the purpose of being added to 
the global repository. For instance, the process of getting con-
sensus on the observation archetype blood pressure started 
with a translation of the global standard, and ended with a new 
version that also is planned for the global or international re-
pository. The increasing number of archetypes increases the 
possibility to use the structured data elements to extract data 
for other secondary purposes. The national quality registers is 
an example where physicians use time on extracting data form 
the HER manually. The same implementation program will 
focus on possibilities to make these processes automated us-
ing archetypes.  

D. Adoption clinical information model 

The diversity in standards, scope and methodology com-
plicates the decision about adopting one standard or another 
for the definition of CIMs since it will influence the systems 
that can be deployed in the health network. Standards availa-
ble are openEHR, ISO 13606, HL7 CDA, HL7 FHIR, to name 
a few. In Norway, although 3 of the 4 health regions rely on 
openEHR for secondary care. Nevertheless, many other HIS 
rely on different standards or no information standard at all. 
Therefore, in the near future it is expected to find an ecosys-
tem where implementations based on different information 
models will coexist. This may add a burden for those imple-
menters that need to adapt from one standard to another. How-
ever, it is important to notice that the most valuable resource 
of a CIM is not the technical specification, but the conceptual 
model that it contains. CIMs, beyond providing a format to 
express clinical information, define a way of combining clin-
ical concepts together to build more complex conceptual 
structures. For example, the archetype OpenEHR-EHR-
CLUSTER.symptom_sign.v1 aggregates several granular 
concepts such as Body site, Episodicity, Impact, etc., to build 
the more complex entity Symptom/Sign. This aggregation of 
concepts is more evident when the CIM is annotated with an 

international terminology. Reaching a consensus about the 
conceptual model of the CIM is the task that consumes most 
of the efforts of editorial teams since they need to coordinate 
professionals from different domains. Nevertheless, if the 
modelling work is appropriately performed, the conceptual 
model will be equivalent in most iso-semantic models. Con-
sequently, once CIMs are defined in a particular standard, the 
conceptual model is clear and can be transformed to other rep-
resentations/standards. In fact, that is the approach of the 
opencimi.org initiative, which pursues the definition of CIMs 
that can be expressed in several formats such as CEMs, HL7 
CDA or OWL by defining transformation functions among 
them. These transformations, although complex, are technical 
tasks that can be accomplished with much less effort than the 
definition of stable conceptual models. The EU project Se-
manticHealthNet has provided insights to define an ontology 
based on the CIM conceptual model that allows the access to 
equivalent information hosted in repositories expressed with 
disparate information standards [47]. In the case of Norway, 
we expect several standards to be implemented in different re-
gions and HIS. In such scenario, we believe that the common 
repository of published CIMs expressed as archetypes will be 
of paramount importance to provide the set of models ap-
proved at a national level that can drive the development of 
interoperable infrastructures across disparate HIS. 

VI. CONCLUSION 

Currently several standards and terminologies are availa-
ble for the specification and annotation of CIMs, respectively. 
openEHR, HL7 CDA and ISO 13606 are examples of stand-
ards to define CIMs, which in most cases are annotated with 
standard terminologies to enable their interoperability across 
systems.  

With the parallel national initiatives running at this time in 
different countries, it is starting to become visible how the or-
ganization and size of countries influences their standardiza-
tion efforts. On one hand, large countries with very heteroge-
neous health networks are aiming for the adoption of stand-
ards that allow sharing EHR information documents extracts 
That is the case of Spain with ISO 13606 [48] or the US with 
HL7 CDA [12][49].  

On the other hand, Norway is heading to the adoption of a 
nationwide EHR information architecture with openEHR that 
defines not only some relevant CIMs but also the whole EHR 
information structure. Three factors have influenced this di-
rection of work. The first is the homogeneity in the market 
since only one vendor represents 80% of the market share in 
hospital. The second is the close collaboration between ven-
dors and health authorities; this allows coordinating the defi-
nition of the whole information model of new systems. The 
third, and most determinant, is the body of knowledge already 
available in the international CKM that has fed the national 
CIMs definition pipeline with existing archetypes. This has 
accelerated their validation at a national level avoiding their 
definition from scratch. 

At the moment, the Norwegian eHealth strategy has estab-
lished a multidisciplinary community of vendors, governmen-
tal agencies and health organizations collaborating in order to 
define a nation-wide EHR information architecture. The 
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knowledge management framework of OpenEHR supports to 
manage the national CKM. The OpenEHR governance model 
and the collaboration between the international and Norwe-
gian CKM teams are proving to be effective to manage the 
definition of CIMs for the national eHealth strategy. On the 
technical side, the rich reference model provided by 
OpenEHR acts as a powerful modelling tool for the definition 
of CIMs. On the organizational side, the collaborative envi-
ronment provided by the CKM is allowing to ensure the va-
lidity of the CIMs generated. As a result, the National eHealth 
Department is providing the health informatics community a 
body of standard clinical models, which allows implementers 
and researchers to define standard interoperable implementa-
tions on them. 

The semantic interoperability gained from the use of both 
terminology and OpenEHR archetypes separately is a highly 
valuable asset. For instance, earlier studies in Norway have 
showed that clinical terminology has the potential to structure 
information of unstructured EHR systems.  The ongoing na-
tional work also suggests that the combined use of archetypes 
and terminology further increases the semantic interoperabil-
ity for connecting EHR systems on different layers of 
healthcare. Using for instance SNOMED “non-hierarchical” 
to tag the nodes of archetypes is interesting, and could be an 
integration advantage for vendors. It is a fact that both subjects 
complement each other’s capacity to reach semantic interop-
erable.  

Another “feature” that could increase the semantic in-
teroperability is the growing possibility to use different Clini-
cal Information Models to extract and share information from 
the National repository of archetypes/ clinical variables and 
content. The Government and the National e-health admin-
istration has decided to use different ICT systems in the pri-
marily and specialist healthcare for several years to come. 
This requires a possibility to use clinical content from the na-
tional repository using another CIM specification standard 
than OpenEHR to extract and use semantic interoperable in-
formation. In this sense, the clinical model defined by an ar-
chetype can be represented in another standard by defining 
transformation rules among OpenEHR and the other standard. 
This way, the archetype-based repository becomes the refer-
ence common information ‘ontology’ or conceptual model 
used by different vendors regardless the standard, classes, and 
model they implemented. 
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Abstract—We present a concept including a set of tools for self-
management for patients suffering from axial spondyloarthritis
(SpA). This concept involves patient-recorded outcome measures,
both subjective assessment and clinical measurements, that are
used to present recommendations. We report from experiences
made while implementing a proof of this concept and analyse
it from several perspectives. Our work resulted in proposing a
self-management tool for the patient, improving the methodology
for clinical measurements of rotation exercises, and proof the
viability for using on-board sensors in smart phones. Further,
since sensors collect data in a medical setting, we present ethical
considerations.

Keywords—axial spondyloarthritis; self-management; health care;
self-assessment; evidence-based; mobile applications; sensors;
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I . I N T R O D U C T I O N

In our previous work [1], we presented a concept for
evidence-based self-management of patients suffering from
axial SpA. We have updated this concept and extended the
implementation of a smart phone and sensor-based system
that can give recommendations to the patients as support for
self-managing their condition.

For a variety of chronic diseases, patients managing the
condition themselves (self-management) can result in reduced
costs in the health care sector and an improved clinical
outcome [2]. Self-management encompasses methods where
the patients participate in managing their disease through
education and changes in behaviour and lifestyle [3] [4]. In
evidence-based self-management, elements such as clinical
assessment, collaborative priority and goal-setting, patient self-
efficacy, and active follow-up are essential [5]. We look closer
at self-management settings [6] where patients assess the
status of their disease using sensors and questionnaires on
their smart phones and report the results (i.e., patient-reported
outcome measures) [7] [8]. Based on these measurements and
self-reported outcomes patients receive non-pharmacological
recommendations from the self-management system to increase

their coping skills, help with pain management, adhere to their
medication regime, improve self-care behaviours, and enact
lifestyle changes.

Spondyloarthritis (SpA) describes a group of several related,
but phenotypically distinct rheumatic diseases, such as ankylos-
ing spondylitis (AS). The condition axial SpA is characterised
by inflammatory back pain and mainly affects the axial skeleton,
which is distinct from peripheral SpA where the symptoms
are mainly arthritis, entesitis, or dactylitis. In axial SpA, the
first appearance is mainly in young adulthood and can lead
to structural and functional impairments and a decrease in
health related quality of life. Although axial SpA is a chronic
condition, the symptoms and disease activity vary over time
[9] [10]. The primary goals for managing axial SpA are to
maximise long term health-related quality of life by managing
symptoms and inflammation, preventing progressive structural
damage in the spine, and normalising function and social
participation. Relevant medication and non-pharmacological
treatment such as physical training are recommended as the
foundation of the management of axial SpA [11] [12].

Currently, there are few evidence-based self-management
tools for axial SpA. Some tools for subjective assessment exist,
but sensor-based tools for objective assessment are not yet
available to the wider public. Also, there are obstacles to let
patient-assessed data be of use in a clinical setting [13].

This paper extends our concept for evidence-based self-
management of axial SpA. This concept is supported by an
implementation of a smart phone and sensor-based system that
can give recommendations to the patients. We report from
experiences from this implementation. We also perform an
ethics assessment and risk analysis of our concept.

The remainder of this paper is organised as follows: After
a brief presentation of related work (Section II) and present-
ing our concept of self-management for axial SpA patients
(Section III), we show details from the proof of concept
implementation involving subjective and sensor-based clinical
assessment and recommendations to the patient (Section IV).
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Fig. 1: Concept for managing the disease with the three parts: self-management,
clinical assessment, and patient-health personnel communication.

Then, we present the results from a usability test (Section V).
Further, we look into regulatory issues, ethical challenges, and
perform an informal risk analysis that identifies functionality
that needs to be implemented before productification of our
concept can be done (Section VI). Finally, we discuss our
findings (Section VII) and conclude in Section VIII.

I I . R E L AT E D W O R K

For the management of most chronic illnesses the patients
and their carers have an extensive responsibility regarding
adherence to the treatment plan, life style changes, taking
preventive actions, etc. Newman et al. [14] presented a literature
review of self-management interventions for chronic illnesses,
here under arthritis, asthma, and diabetes. They reported about
the content of interventions as well as outcomes. Note that
since Newman et al.’s review in 2004 new concepts for self-
management have been developed, specifically those that make
use of emerging technologies, such as smart phones, sensors,
and actuators.

A. Self-Management

We find multiple definitions of self-management in the
literature. The term self-management covers all means of em-
powering individuals to cope with disease and experience a high
quality of life by developing self-efficacy. Self-management
also refers to an individual’s ability to manage the symptoms,
treatment, physical, psychosocial, and lifestyle changes inherent
in living with a chronic condition [15]. In this context, self-
efficacy is the individual’s level of confidence in succeeding
to cope with that individual’s chronic disease.

Intervention elements used in self-management often include
education, follow-up strategies, motivational counseling, and
individualised care plans. Johnston et al. [15] presented a
literature review showing success factors and limitations of
self-management.

Considerable work has been done on self-management
programs for chronic diseases with good results in terms of
quality of life, and reducing the need for care and cost efficiency
[16]. Programs such as The Chronic Disease Self-Management

Program have shown significant improvement in health distress
and increased perceived self-efficacy [17]. The motivation for
these programs is to provide people with chronic diseases the
tool to efficiently manage their own condition.

We prefer the definition of self-management by Barlow
et al. [18] “. . . the individual’s ability to manage the symptoms,
treatment, physical and psychosocial consequences and life
style changes inherent in living with a chronic condition.”
Barlow et al. stressed that monitoring one’s condition and the
effect of responses to daily life can lead to a dynamic and
continuous process of self-regulation.

B. Mobile eHealth Apps

The number of mobile health (mHealth) apps available to
consumers exceeded 165 000 in 2015 [19] and is still growing.
According to this report, two-thirds of these apps are related to
wellness management, i.e., fitness, lifestyle, diet, and nutrition.
Further, a quarter of these apps are related to disease and
treatment management; about 9% of the total number of apps
is disease-specific. About 6-7% of the disease-specific apps
relate to musculo-skeletal diseases, where SpA is placed.

Dimensions of app-functionality include a) to inform, b) to
instruct, c) to record, d) to display, e) to guide, f ) to remind,
and g) to communicate [19]. For evidence-based concepts,
aspects c to g are of most relevance.

We have found management support for some chronic
conditions using information and communication technology
(ICT). These include: a self-management application called
SoberDiary for alcoholism [20], a programme for quitting
smoking [21], a programme for psychology support [22], a
mobile application for diabetes that integrates with personal
smart watches [23], a virtual coach for chronically ill elderly
[24], a smart phone app for rheumatic diseases management
[25]. There are also generic apps for integrating vital signs into
personal health devices or electronic medical record systems
[26].

A review of the effectiveness of multiple European eHealth
initiatives concluded that while eHealth can be very effective,
certain criteria need to be fulfilled for the success of such
interventions [27].

Within axial SpA there are ICT apps like SpA Helper [28]
that supports to monitor the disease. When SpA Helper is used,
the results from the monitoring are not part of a feedback cycle,
such as the treat-to-target principle (see Section III-A). There
are also a variety of web-based calculators that implement the
subjective clinical indices.

C. Sensors

There is extensive research on using sensors for tracking
physical activity that ranges from physiological wearable
sensors to the using mobile phones for tracking activities
[29]. In recent years, we observed an increase in the number
of dedicated activity trackers like FitBit Charge or Garmin
Vivosmart. Research and user-testing have been conducted to
monitor physical activity in a non-obtrusive manner, but more



94

International Journal on Advances in Life Sciences, vol 9 no 3 & 4, year 2017, http://www.iariajournals.org/life_sciences/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

research is needed to investigate which methods and devices
work best for different demographics [30].

In general, sensors can only measure physical or physiolog-
ical data that represent the patient’s physiological reactions or
data from the environment, i.e., context information about the
user. Subjective data still need be retrieved using questionnaires
or similar methods. Note that technologies such as brain-
computer interfaces (BCI) [31] are too obtrusive. Further, the
BCI technology is still in an early state.

Often sensors measuring factors that can determine emotions
(such as cameras, sound analysis, or skin conductance in the
research field of affective computing [32]) can be used for
well-being applications. Such technologies have been used to
assess emotions of visitors in science centers [33]. However,
for the purpose of assessing a single person’s state, there is
only a statistical correlation between mood recognised by an
algorithm and a person’s real state. Thus, such measurements
cannot be used as input for medical decisions in the treatment
of axial SpA.

I I I . A S Y S T E M A R C H I T E C T U R E F O R
S E L F - M A N A G E M E N T

Our concept is based on medical principles that are applied
to a computer-based system with several components: sensors,
smart phone, a health cloud, patient records and communication
between these components. The system architecture addresses
medical principles, restrictions caused by technical reasons,
and policies by the stakeholders.

A. Integrating Treat-To-Target

A treat-to-target method [34] has been developed for treating
axial SpA. This evidence-based method is used after diagnosis
and early treatment, when the disease has reached a stable
state (Fig. 1). At this stage, an individual treatment plan has
been created for the patient. This method uses a treatment
goal (target) for a treatment plan. Following the treatment plan
and regularly assessing the patient’s status provides evidence
about how the disease develops. When the patient’s status
moves away from the treatment target to a worse condition,
health personnel, in discussion with the patient, might adjust
the treatment plan or target.

As part of an evidence-based, self-management setting, the
treat-to-target method is extended so the patient can perform
self-assessment to gather evidence about the current disease
condition by performing assessments, answering questionnaires,
and following the progress from the patient diary. The patient
diary data can be used for patient-health personnel communi-
cation by making it available to the clinical personnel, either
regularly or when needed (e.g., a patient visit).

Fig. 2 shows how treat-to-target can be aligned with self-
management. The upper unshaded part of the drawing is
the health personnel domain. This is where health personnel
perform clinical assessments and decide the treatment target and
treatment plan. The lower shaded part is the patient’s domain.
This is where the patient can perform assessments, compare
with the target, and adjust some elements of the treatment.

Fig. 2: Treat-to-target in a self-management setting, showing tasks to be
performed by patient and health personnel, respectively.

Fig. 3: Architecture of a self-management system including three parts: self-
management, clinical assessment, and data exchange.

B. An Architecture for axial SpA Treatment

Our concept (Fig. 3) builds on a) a solution for self-
management, b) better quality and effectiveness of clinical
assessment, and c) enhanced patient-health personnel commu-
nication.

The solution for self-management lets the patients use tools
at home to manage the disease. It includes patient-reported
outcome measures [8], the assessment of ample parameters,
the use of a patient diary [35], patient guidance with respect
to the treat-to-target principles, and alerts in case of changes
in the patient’s condition or physical function.

The concept also enhances the quality and effectiveness of
clinical assessment; assessment methods developed for self-
management are made available for clinical assessment.

The concept includes a foundation for patient-health person-
nel communication. Self-reported assessments can be used for
patient-health personnel communication to explain or visualise
the development of the disease and data transfer to the hospital.

C. The Health Cloud

Our concept uses a health cloud to facilitate persistent
storage, and as a means to communicate data to the health
care personnel. Although this is an extra component, there
are several reasons for this health cloud: a) persistence and
storage of health data and keep data consistent over several
devices the patient might use; b) give the patient ownership
over the patient data and the possibility to structure these after
the patient’s own decisions; c) give the patient the possibility
to exchange clean data to the health authority’s system (e.g.,
patient records) at the patient’s discretion; and d) give the
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patient the possibility to store data also when health authorities
have not (yet) implemented such possibilities.

Although we have considered exchanging data between the
health cloud and the patient records, we have not implemented
this functionality even though this would have been possible in
Norway. Extra costs that were not funded during the research
project are the main reason for this. However, issues like
data quality, data ownership, security, privacy, policy, and
standardisation need to be considered before implementing
such data exchange.

Note that without such communication, the health personnel
can get access to the patient data either by accessing the data on
the patient’s smart phone or by accessing the health cloud via a
specifically authorised interface. We also note that introducing
a further interface beyond the patient records will probably
not be a success criterion in the introduction of our concept.
To our experience, health personnel will not be willing to take
further interfaces into use. Colleagues of some of the authors at
Diakonhjemmet Hospital and the Hospital of Southern Norway
were interviewed, and they made it clear that introducing further
special purpose interfaces would distract them from their daily
work. Thus, implementing the API between the health cloud
and the health records will be the only long-term option.

D. Development Methodology

The concept and implementation of our prototype was per-
formed interdisciplinarily as an innovation project in the public
sector, where major parts of the health care sector in Norway
belong. The development team included health care personnel
specialising in rheumatology and physiotherapy at hospitals.
They could also draw on the expertise of their colleagues. The
development team also included two representatives from the
Norwegian Rheumatology Association to give the team a user-
centred design focus. Further, computer scientists, programmers,
and developers were involved in the work that also included
technical and medical evaluations.

I V. P R O O F O F C O N C E P T F O R A X I A L S PA
S E L F - M A N A G E M E N T

The parts of this architecture that include data exchange
between a health cloud or a patient’s devices and the electronic
health record (EHR) system are beyond the scope of our work.
These are parts that rely on policies defined by public health
care providers. So, we focused on implementing tools for
clinical assessment and self-management.

A. Medical Assessment Methods for axial SpA

Medical self-assessment is essential for evidence-based self-
management. So, these self-assessment methods should be
based on medical assessment methods since evidence for their
effectiveness is documented.

The AS Disease Activity Score (ASDAS) is used for
measuring and monitoring disease activity in axial SpA. It
is based on a composite score of domains relevant to patients
and clinicians, including both self-reported items and objective
measures [36].

The Bath indices [37] present outcome measures for use
with axial SpA patients, and consist of four indices: the Bath
AS Metrology Index (BASMI), the Bath AS Functional Index
(BASFI), the Bath AS Disease Activity Index (BASDAI), and
the Bath AS Patient Global Score (BAS-G). These indices are
designed to give a good clinical assessment using a minimum
number of measurements or questions to be answered. The
BASMI is five simple clinical measurements; the other indices
consist of a number of questions that are answered on a numeric
scale from zero to ten [38].

Østerås et al. [39] described a set of assessment tests as
candidates for axial SpA self-assessment. These exercises are:
lateral spinal flexion, modified Schober’s, cervical rotation,
occiput to wall distance, tragus to wall distance, intermalleolar
rotation around the vertical axis, lumbal and thoracic rotation,
six-minutes walking test, stair climb test, sit-to-stand test,
fingertip-to-floor test, and maximum grip strength test.

B. Requirements for Sensor-based Self-assessment

Clinical measurements for self-assessment must, ideally, be
implemented in a way that allows the patient to operate the
measurement at home and without assistance. As patients with
axial SpA have or may develop a restricted range of motion,
the equipment needs to be designed so that it is possible for the
target group to use and setup any devices without assistance.

Further, the measurements must be designed so that in-
correct operation by the patient is unlikely when performing
the exercises and measuring. If possible, deviations should
be recognised by the system, indicated to the patient, and
transferred measurement results should be marked as invalid.

To implement these measurement processes, we can use a
variety of sensor types, such as inertial sensors for movements,
magnetic sensors, cameras, and microphones. Sensors built
into, e.g., smart phones or smart-watches, can be used for
such measurements if this is practical. External devices, often
connected via a wireless medium, e.g., Bluetooth, can be better
adapted to certain types of measurements and, thus, deliver
more precise results. Further, there are specific external devices
for measurements where suitable sensors are unavailable in
standard smart phones, e.g., sensors for diabetes. For some
exercises, training equipment with built-in sensors (spinning
machine) could be used. Most specific sensors could be imple-
mented with connectivity to a smart phone (e.g., communication
protocols using Bluetooth, ANT+, or similar).

For some types of measurements, the built-in sensors of
smart phones could be used, e.g., the measurement of the heart
rate of a person using the LED-flash and camera of a smart
phone [40]. Further, inertial and magnetic sensors, camera, and
microphone could be used to implement measurements [41]
[42]. There is a variety of training-related apps that make use
of both internal sensors as well as external sensors and training
armbands. As a note, the use of GPS-positioning seems less
useful for self-management for axial SpA patients.

Consumer devices that are currently available include smart-
watches and bracelets. Some of these are programmable and
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have ample sensors on-board. Such devices are unobtrusive
and can be used in most daily-life situations.

We foresee that new unobtrusive devices and sensors will be
developed and integrated into textiles and spectacles that can be
worn by the person. Alternatively, they may even implanted into
the person. But with these new devices arise ethical problems
that could violate the rights of the person or third parties. Thus,
suitable counter-measures need to be taken to avoid this.

C. Implementing Exercises for Self-Assessment

Considering the exercises to assess axial SpA conditions,
we can consider classes of exercises where the form factor
needs to be adapted for the specific exercise.

1) Limb Movements and Position: Exercises that assess the
relative position of limbs after a movement (e.g., the spinal
lateral flexion or the fingertip-to-floor test) can be implemented
using an inertial sensor. For the assessment, the sensor is
attached to the limb, the position is assessed in the reference
position, the movement is performed, and the position after the
movement is assessed. The distance between these positions is
reported. Challenges for such assessments is how to attach the
sensors and the user interface (how to trigger the assessment).

Using a camera and employing image processing algorithms
would be another solution [43]. Zhao et al. [44] presented such
a system to track health workers’ positions while carrying out
their work with patients. However, placement of the camera,
lighting conditions, and physiological conditions (body shape)
can result in challenges and reduced accuracy.

2) Rotation Exercises: Exercises that include circular move-
ments of body or limbs (e.g., cervical, lumbal, thoracic
movements; intermalleolar rotation around the vertical axis)
can be implemented using an inertial sensor and, to a certain
degree, a magnetic sensor. For the assessment, the sensor is
attached to the body part to be rotated, a reference position is
assessed, the movements are performed, and, at each of the
extreme points, the relative movement is assessed.

3) Exercises that Need Specific Devices: For several of
the exercises the assessment requires either specific sensors
or external assistance. The modified Schober’s assessment
measures differences in the length of the spine. This mea-
surement cannot be performed without the assistance of a
physiotherapist. However, the fingertip-to-floor test is correlated
with the modified Schober’s test [45].

Assessment of the distances of the tragus or occiput to the
wall could be implemented using some specific device, e.g.,
using a ruler; this, however is beyond the scope of our project.
Further, the assessor needs to ensure that both heels and back
touch the wall for a correct assessment [38].

The maximum grip strength test is used to determine muscle
strength. Currently, it can only be implemented using specific
sensors or devices such as a dynamometer.

4) Tests for Health-Related Physical Fitness: Exercises that
assess health-related physical fitness seem at first glance rather
easy to implement. But as we shall see, there are several issues
with these tests.

Fig. 4: Drawing of the APERTUS sensor used for axial movements.

For the sit-to-stand test (also called the 30-second Chair
Stand Test or 30s CST), the patient is given 30 seconds to
complete as many full stands as possible starting from a seated
position with arms folded across the chest. Such assessments
can use the same principle as the limb movements, counting
the number of up- and down movements. However, with this
method it is not evident whether these movements have been
only partially performed. We note that this test could be used
for self-management due to its simplicity.

The six-minutes walking test (6MWT) is an inexpensive and
simple walking test that can be used as a predictor of aerobic
fitness or for assessing the sub-maximal level of functional
capacity. Following the American Thoracic Society guidelines
[46], patients are instructed to walk as fast as possible back
and forth between two cones 15 meter apart on a flat, hard
surface for six minutes. The walking distance is measured in
meters. During the test, the heart rate is recorded with a heart
rate monitor, and perceived exertion can be measured with
Borg’s rating of perceived exertion (RPE) [47].

The test is claimed to be most useful in patients with at
least moderately severe impairments while other more well-
functioning populations may exhibit a ceiling effect since the
test is limited to a patient’s walking speed.

While there is a variety of sensors that could be used to
implement an assessment, including indoor positioning, inertial
sensors, step counters, the most important question is whether
the necessary space to perform such an exercise is available in
the patient’s home. If available, e.g., some patients might have
access to a corridor to perform the exercise, patients might not
want to use this in a space that is not private.

In the stair climb test (ST) [48], the patient is asked to ascend
and descend 50 normally sized steps with three landings in-
between as quickly as possible, also measuring the heart rate.
This test could be implemented using step counters or intertial
sensors. Note that not all patients might have access to suitable
stair steps.

D. Sensor-based Clinical Measurements

APERTUS developed a sensor that can measure rotation
around the vertical axis such as cervical rotation, thoracic
rotation and hip abduction (measured in the supine position).
The Apertus sensor was developed by engineers in close
collaboration with health professionals and patients with axial
SpA in a process with discussions, development of prototypes
and (re-)testing.

The result can be transmitted via a wireless connection to
a receiver, such as PC, tablet, or smart phone. This inertial
sensor is packaged in a small box (Fig. 4) that can be attached
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to the body. The size of the device is 55mm× 35mm× 3mm.
The sensor contains radio technology that follows Bluetooth
standards that might influence electronic devices in 2.4 GHz
ISM, but to a significantly lower degree than mobile phones.

Compared with other technology such as lasers or optical
sensors, this sensor’s advantages include its high precision and
being cheaper, smaller, and lighter than the other solutions.
Compared to the traditional way of measuring rotation with a
goniometer or myrinometer (e.g., compass) the sensor provides
more precise measurements. The sensor is a simple way to
achieve satisfactory measurements in acceptable use of time
and without health personnel assisting.

The Apertus sensor was tested in a laboratory setting and the
data collected was compared with Cybex 6000 simulation data
as gold standard. The sensor was mounted to the cybex with a
bracket in six different positions, 1) straight up; 2) straight
down; 3) up, tilted 30◦ around the frontal axis; 4) down, tilted
30◦ around the frontal axis; 5) up, tilted 30◦ around the frontal
axis, 20◦ around the sagittal axis; and 6) down, tilted 30◦

around the frontal axis, 20◦ around the sagittal axis. Reference
angles were set at approximately 10, 30, 60, 90 and 120
degrees. From a center position the sensor was moved from
left to right (one cycle) by manual force at the speed allowed
(60◦ s−1) until stop brackets were reached. Criterion validity
and reliability for single measures and for the mean of three
trials (left, right or cycle) was evaluated with two ways mixed
interclass correlation coefficient (ICC). Limits of agreement
(LoA) (Bland and Altman method), and smallest detectable
change (SDC95%) with 95% CI were calculated to evaluate the
measurement error of the sensor. The sensor showed excellent
criterion validity and reliability for rotation around the vertical
axis in the range of motion from 10◦ to 120◦. The angle can be
measured with a precision of ±0.87 for one measure and 0.80
for the mean of three measures. When assessing a single cycle
or the average of three cycles, a change of 1 degree is needed
for real change beyond measurement error. These findings
justify proceeding with further evaluations of the sensor for
this kind of measurements [49] [50]. A clinical trial of the
rotation measurements with 60 patients suffering from axial
SpA is currently under evaluation.

We developed a suitable user interface for the assessment
process with the sensor. The assessed data are stored locally
in the patient diary and forwarded to the health cloud for
permanent storage.

E. Smartphone-based Self-Management Measurements

Self-management based on smart phone platforms carries
some benefits over dedicated third-party measuring devices. The
user is likely to be more familiar interacting with a personal
phone than any new measuring instruments. Moreover, the
convenience of using a device already carried may significantly
increase user acceptance and on-boarding. Further, by taking
advantage of accurate high quality built-in sensors already
available on smart phone platforms, the extra cost of acquiring
measuring instruments can be avoided.

(a) Measurement screen. (b) History plot screen (c) History data screen.

Fig. 5: Screen shots from the MOSKUSapp proof of concept for rotational
exercises.

As a proof of concept, an Android app has been developed
that allows the user to measure cervical rotation, thoracic
rotation and hip abduction using the phone’s internal gyroscope.
When starting a new measurement the phone can be positioned
on the forehead (using, e.g., a regular head band) or in a pocket
on the torso or on the hip. When activated, the app gives sound
queues at regular intervals indicating when the user should turn
forward, turn left, turn forward, turn right, and turn forward
again. The sound queues allow for the use of the app during
rotational exercises when the screen is not visible to the user.
At the end of the measurement the user is presented with the
results and given an option to save the data, allowing tracking
of trends over time. The basic elements of the user interface
are shown in Figure 5.

Low sensor accuracy and lack of uniformity represent poten-
tial drawbacks of the smart phone approach when compared
to the use of dedicated sensors. A gyroscope sensor has been
available on the Android platform since version 2.3 (API 9). In
contrast to the iPhone, where hardware is largely homogeneous
and standardised, the quality of sensors on an Android phone
can differ greatly between manufacturers. However, some
universal requirements exist for licensed Android smart phones.
As of 2016, gyroscopes on licensed Android 7.0 devices
are required to be calibrated, persistent between reboots,
temperature compensated, have a resolution of at least 12
bits and a variance of no greater than 1× 10−7 rad2 s−1 (or
approximately 0.02 deg/

√
s). However, all gyroscopes will

exhibit a drift over time, and on low-end devices this drift can
potentially influence angle measurements.

To quantify the potential inaccuracy when using built-in
smart phone gyroscopes for the measurement of cervical
rotation, a simple experimental procedure was carried out.
The prototype app was installed on four different smart phones
of varying age: Sony D5803, Sony D6603, Samsung S3 and
Samsung S8. The newest phone in the test was the Samsung
S8 (released April 2017) and the oldest was the Samsumg S3
(released May 2012). The phones were rotated 30◦, 60◦, and
90◦ at a radius of 0.1 m with a rotation time from the neutral
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TABLE I: The bias and standard deviation of the measurement error in degrees
using the proof of concept Android app with gyroscope for measuring cervical
rotation of 30◦, 60◦, and 90◦ with different phones.

30◦ 60◦ 90◦

Phone Θ̄ STD Θ̄ STD Θ̄ STD

Sony D5803 -0.33 0.68 -0.72 0.96 -0.74 0.68
Sony D6603 -0.60 0.81 -0.35 0.82 0.09 0.61
Samsung S3 -1.01 1.08 -1.09 1.22 -2.50 1.48
Samsung S8 0.12 0.92 -0.15 0.84 0.23 0.77

Overall -0.65 0.86 -0.72 1.00 -1.05 0.92

TABLE II: The bias and standard deviation of the measurement error in degrees
using the proof of concept Android app with accelerometer for measuring
cervical rotation of 30◦, 60◦ and 90◦ with different phones.

30◦ 60◦ 90◦

Phone Θ̄ STD Θ̄ STD Θ̄ STD

Sony D5803 15.0 8.59 10.45 19.57 9.51 20.71
Sony D6603 23.98 9.10 42.05 8.94 107.7 32.53

Overall 19.5 8.84 26.25 14.26 58.61 26.62

position of about 1 s. The rotation was alternated between left
and right and the experiment was repeated 10 times per device.
In each case the difference in the angle measured by the app,
Θi, and the known angle of rotation, Θ0, was recorded. Table
I shows the bias

Θ̄ =
1

N

N∑
i=1

(Θi −Θ0) (1)

and the standard deviation

STD =

√√√√ N∑
i=1

(
Θi − Θ̄

)2
(2)

in degrees when using the different Android devices.
The results shown in Table I indicate that the overall measure

error when using smart phone built-in gyroscope is of a
comparable magnitude as the error reported in the sensor-
based clinical measurements. Overall, the error was measured
to be 0.61◦ to 1.48◦. As expected, the error (STD) is somewhat
larger for greater rotation angles and for the older of the phones
tested (Samsung S3).

We observed also that some devices seem to produce useful
results for angles up to 90◦, but show large deviations for
angles above. This is one of the reasons why we changed the
measurement procedure for the rotation exercises to measure
maximum 90◦, rather than up to 180◦ as done in our first
implementation.

While more rigorous testing is required before such a
mobile application can be put into use, our tests indicate a
clear potential of using smart phone built-in gyroscopes for
measurement of cervical rotation.

Some (older or less sophisticated) smart phones come
without a built-in gyroscope. For such cases one can consider
using the phone’s accelerometer to estimate the arc length when
rotating the phone, and calculating the rotation angle using
an assumed radius. The angular inaccuracy for this approach

was estimated using two different smart phones and the same
experimental setup as used previously. Table II shows that the
inaccuracy caused by accumulated accelerometer noise when
using such a method renders this approach unfeasible. As a
note, we also tested other smart phones such as the Samsung
S3 and S8, but the results were entirely unusable and, thus,
omitted from the table. It should be noted that the results
when using accelerometer will to some degree depend on the
algorithm used to compute the angle and may be improved
upon. In this test a first-order Euler integration was carried out
to get the arc length when rotating. The angle was obtained
assuming the 0.1 m rotation radius.

In summary, a number of the self assessment tests identified
by Østerås et al. [39] can, potentially, be carried out using
a smart phone platform. For example, one can envisage
the measurement of the six-minutes walking test, the stair
climb test and the sit-to-stand test using the phone’s built-
in accelerometer combined with voice instructions. Future
work includes extending the proof of concept self-management
Android app to also include some of these features.

F. Self-Assessment of Subjective Conditions

For the assessment of the subjective conditions for BASDAI
and BASFI we implemented suitable user interfaces in our
prototype (Fig. 6). We also implemented a questionnaire for
ASDAS, a composite score including subjective evaluation
and the inflammatory markers C-reactive protein (CRP) and
erythrocyte sedimentation rate (ESR). Patients answer the
questions on a scale from zero to ten by tapping on the
appropriate number. We did not choose sliders because we
assumed that tapping on the appropriate field would be easier
for the target group with their possible movement restrictions.
Note that the use of a numeric rating scale is recommended
by ASAS [12].

After the form is finished, the data are stored locally. An
estimate of the current health condition is shown to give the
patient feedback along with the possibility to report these data
to the health cloud for permanent storage.

Questionnaires can be scheduled using the mobile device’s
calendar by creating calendar entries with a specific syntax.
The calendar then reminds patients to perform assessments at
a given time.

G. Self-Management and Recommendation

Development of the self-management was based on the
ASAS-EULAR management recommendation for axial SpA
[12] taking into account the opinion of health professionals
working within the field of rheumatology, patients with axial
SpA, a psychologist and developers of the diary app.

A self-management system needs to support the patient
in the following ways: a) deciding the type and degree of
adjustments for non-pharmacological changes in a treatment
plan, such as diet, training, lifestyle, or other minor adjustments;
b) identifying significant deviations from the expected progress
and present these deviations to the patient and health personnel;
c) advising changes of treatment plan to the health personnel;
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(a) The ASDAS/ BAS-
DAI menu.

(b) The BASFI menu. (c) The result page.

Fig. 6: Screenshots for the data collection module.

(a) The diary login
screen.

(b) The diary patient
view.

(c) The diary history view
for BASDAI.

Fig. 7: Screenshots from the patient diary app.

and d) suggest changes of patient’s target to the health
personnel. Qi et al. [51] present an approach for how to make
decisions that are presented to the patient. We use a diary in
our solution.

The diary shows the disease’s development visually, devia-
tions from the treatment plan, and gives recommendations using
trend labels. The patient view (Fig. 7b) shows the patient’s
birth year, the current left and right cervical rotation, and the
current scores for ASDAS, BASDAI, and BASFI, including
their targets. Each of these scores can have historical data; this
is shown in the patient history view (Fig. 7c) and summarised
in the trend labels (Fig. 8) to the right of the value. There
are five trend labels: (a) disease activity is increasing, but

(a) (b) (c) (d) (e)

Fig. 8: Trend labels for the patient view.

below target; (b) disease activity is increasing; (c) no change
in disease activity; (d) disease activity is decreasing, either
below or heading towards target; and (e) disease activity is
decreasing, but still very high and needs more treatment.

H. Heuristic Decision Support Based on Medical Expertise

We created simple rules to guide patients and health
personnel. These rules are based on the values from ASDAS,
BASDAI, and BASFI.

The values derived in ASDAS and BASDAI indicate the
amount of disease activity. Machado et al. [52] define cutoff
values for disease activity measured using ASDAS: a) under
1.3 – the disease is inactive; b) between 1.3 and 2.1 – disease
activity is moderate; c) between 2.1 to 3.5 – disease activity
is high; and d) over 3.5 – disease activity is very high. A
change on the ASDAS scale of 1.1 or more is considered a
clinically important change while 2.0 or more is considered a
major change. Based on this work, we indicate the trend of the
scores (up, down, or steady), as well as the severity (colour).
The thresholds can be personalised for patients where health
personnel defines alternative values.

Braun et al. [53] propose a similar approach for BASDAI by
calculating a trend line that uses BASDAI targets for cutoffs.
Situations where the BASDAI is above 4.0 – indication of
high disease activity – or changes of the BASDAI over 50%
or a factor of two also generate a warning to contact health
personnel.

BASFI indicates the disability level. Wariaghli et al. [54] ran
a large survey with Moroccan patients and defined the target
values depending on the patient’s age in three age ranges. We
use similar rules as above for determining the trend based on
the patient’s target or age information, depending on what is
available.

Recently, Kviatkovsky et al. [55] proposed cutoff values
for the patient-acceptable symptom state (PASS) for BASDAI
and BASFI to be 4.1 and 3.8, respectively. For the minimum
clinically important improvement (MCII) the values were 0.7
and 0.4, respectively. However, for patients with an active
disease, the MCII values are 1.1 and 0.6, respectively.

V. U S A B I L I T Y T E S T O F T H E P R O T O T Y P E S

Usability, how easy something is to use, is an important factor
for adoption and continuous use of a system or application.
Motivated by this, we performed a usability test of the two
developed prototypes. We wanted to see how appropriate the
apps are for their purpose, and to get feedback on the usability.
We employed the System Usability Scale (SUS) developed
by Brooke [56]. The SUS consists of ten questions that are
rated by the participants on a five point or a seven point Likert
scale [57]. The ratings are used to calculate a score on a scale
from 0 to 100 where 70 is the average score. Additionally,
we added six questions on related matters that are not part of
the SUS scale, e.g., the need for the apps, satisfaction, and
whether participants would recommend the apps to others.

For the usability test, we recruited eighteen individuals
with Android smartphones among members of the Norwegian
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TABLE III: SUS scores for the collection module app and patient diary app
with highest and lowest scores removed.

Average Median

Collection module 73.73 80.20
Patient diary 74.05 74.35

Rheumatology Association (Norsk Revmatikerforbund). We
asked the eighteen to download the two apps and sign up for
the usability test. Of the invited participants, fourteen followed
the procedure, downloaded the apps, and registered at the health
cloud site. The individuals received the link to the surveys
after they had downloaded the apps and a text message with
instructions. Of the eighteen individuals, nine used the apps
and completed the test.

With only nine respondents, the usability test is more a
pilot study. If an application has major usability weaknesses,
these will likely be revealed with small sample sizes also. Our
test did not indicate major weaknesses. We did not perform
statistical analysis of the data beyond calculating SUS scores.

We performed separate tests for each app. The average and
median from the SUS are presented in Table III with the highest
and lowest scores eliminated. The SUS scores of the apps are
around 74, which is just above average. As the prototype
apps have several known weaknesses, this is what we can
expect. Note that the app for smartphone-based measurements
of rotation exercises was developed after this test has been
finished; thus, the SUS scores for the measurement app are
not available.

V I . E T H I C S , R E G U L AT O RY I S S U E S , A N D R I S K
A N A LY S I S

Using devices, sensors, and supporting health care systems
may create a variety of ethical issues that need to be analysed
and addressed before a system using these is used by patients.
Further, there is a variety of regulatory issues that must be
addressed.

The ensemble of devices, sensors, and supporting health
care systems is also referred to as the health-related Internet
of Things. (IoT) which refers to uniquely identifiable objects
(things) and their virtual representations in an Internet-like
structure. This term was first used in 1999 by Ashton [58].
Other definitions of IoT have appeared as technology progresses.
A thing is a real or virtual object, e.g., a device or a web
service, offering one or more services. The IoT is today a
rather common platform for the deployment of health services.
While our work makes use of sensors and networks, we focus
on the concept for self-management rather than proposing a
full deployment of our concept in the IoT.

A. Ethics Assessment

Mittelstadt [59] presents a literature review of ethics in the
health-related IoT for devices, data protocols, and mediated
care. These aspects can arise from both implementation and
deployment. These aspects include: i) personal privacy;
ii) obtrusiveness, stigma, and autonomy; iii) informational

privacy; iv) data sharing and autonomy; v) consent and
the uncertain value of data; vi) ownership and data access;
vii) social isolation; viii) decontextualisation of health and
well-being; ix) care quality and user well-being; and x) risks
of non-professional care. Berman and Cerf [60] comment on
rights to privacy in the IoT and accountability for decisions
made by autonomous systems. Hence, the ethical properties
of algorithms need to be investigated. Mittelstadt et al. [61]
categorise the ethical aspects of algorithms into xi) quality of
evidence, divided into inconclusive, inscrutable, and misguided
evidence; as well as xii) unfair outcomes; xiii) transformation
effects; and xiv) traceability.

B. Regulatory Issues

Our presented framework consists of a variety of technical
devices that are supposed to support the patient. As these
devices and algorithms potentially could put the patient at
risk, we need to consider the regulatory issues regarding
medical devices. According to Boulos et al. [62], both the
EU and the U.S. regulations define what a medical device
is and whether certifications (e.g., according to the European
Medical Device Directive MDD 93/42/ECC) would be required.
Apps that archive and retrieve data from, e.g., patient records,
support decisions informed by medical databases representing
known facts, or perform straight-forward simple calculations are
usually not considered as medical devices. In contrast, apps for
diagnosis, dosage calculation, interpretation and interpolation
of assessed data outside a clinician’s supervision need to be
certified as medical devices. Then, developers of such apps
need to undertake a controlled test and risk assessment.

Considering the apps developed in our project for patients
with axial SpA, the current implementation offers assessment
of subjective and objective data, calculates indices according
to the published definitions, transfer data to a health cloud, and
presents trends for the patient to make a decision. According
to the above considerations, these apps are not considered as
medical devices. Note also that the patient recognises potential
problems also without the apps; immediate danger for life due
to the conditions cannot be expected.

We also note that the device for clinical measurements
presented in Section IV-D would need certification as a medical
devices since it is used in a clinical setting.

C. Ethics and Risk Analysis

We evaluate the fourteen ethics characteristics i to xiv for the
currently implemented prototype. TABLE IV shows elements of
this informal ethics assessment. According to this assessment,
there are no critical issues; however, the implementation and
deployment of the self-management system needs to be made
carefully, and the issues mentioned in the assessment table
need to be addressed.

We perform an informal risk analysis for our system that is
similar to the work by Leister et al. [63]. From a system
model, e.g., the one presented in Fig. 3, we can extract
the functionality, communication channels, and list possible
risks, sources of failure, weaknesses, exploits, and attacks.
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TABLE IV: Informal ethics assessment for characteristics i to xiv.

# Ethics aspect Properties and comments
i Personal privacy Make sure that only authorised persons can access device.
ii Obtrusiveness, stigma, autonomy Apps and sensors can be used in private space; smartphones and sensors are not obtrusive.
iii Informational privacy Make sure that information security measures are implemented.
iv Data sharing Data sharing only when client permits; controlled by regulations.
v Consent Patient can give consent.
vi Data ownership, data access Ownership by patient regulated by law in Europe; data access by regulations.
vii Social isolation Reduces number of clinical consultations; it is unlikely that this will lead to social isolation.
viii Decontextualisation Patient initiates questionnaires and assessments; patient can delete unwanted values; however,

mishaps can occur.
ix Care quality Patients are under clinical supervision, but number of clinical consultations is reduced.
x Non-professional care Patients are under clinical supervision.
xi Quality of evidence Machine learning is not yet applied; system gives recommendations to educated patients; when

patients enter wrong data or perform exercises in wrong manner, results and recommendations
will be affected; hardware-dependence possible.

xii Unfair outcomes n/a
xiii Transformation effects Health-care system will change; number of planned consultations will be reduced in the

long run.
xiv Traceability Yes, for current implementation; weaker when machine learning is applied.

For these, we consider severity and probability, as well as
countermeasures. One could formalise this even more as
demonstrated by Leister et al. [64], but we consider this not
necessary for an overview.

Risks can occur due to various reasons, including the
following: a) attacks on information security and privacy,
affecting both devices and communication channels; b) issues
with technical safety when operating the devices; c) issues with
correctness of decisions and results; d) malfunction of device or
algorithms; e) operation errors caused by the user; f ) reduced
availability; and g) organisational issues and policies.

D. Analysis of the MOSKUS Apps

Since the self-management system is complex, the results
shown by the device might be wrong. For example, wrong input
values might result in displaying an incorrect status and wrong
recommendations. This, in turn, might result in non-optimal
treatment. For recommendations for axial SpA, this will not
cause life-threatening situations. Further, the patients using
the MOSKUS apps are supposed to be educated to manage
their own disease without the app and will seek for medical
assistance also when technology should fail.

Reasons of the apps showing misguiding results might be
the following:

1) When using the questionnaires, the patient might enter
wrong data. This may happen either voluntarily (cheating)
or involuntarily by accident. In either case, when wrong
values are entered, the resulting indices – such as ASDAS,
BASDAI or BASFI – will be biased, leading eventually
to wrong recommendations.
To avoid incorrect data, one can make a sanity check of
the entered values and ask the patient when unusual data
are entered. Such mechanisms have not been implemented
in the prototypes, but this would be necessary for a final
product. Further, educating the patient in the purpose and
use of the apps would have a positive impact.

2) When performing the exercises, the patients might perform
these in a wrong manner; e.g., they might move parts of
the body that are supposed to be fixed or they might have
misunderstood the exercise entirely. If this happens, the
measurements from the exercises and the resulting indices
(e.g., BASMI) will be biased.
To avoid this, educating the patients might be essential.
Further, mechanical aids and fixtures, as well as sanity
check of the exercises using extra sensors or recording
more values might be necessary. Moreover, some patterns
in movements during the exercises might indicate that
exercises are not performed correctly. Such patterns can
be detected in a preprocessing step to avoid submitting
erroneous data. In the current prototypes, such measures
have not been implemented.

3) Malfunction of the device or its sensors may happen. E.g.,
when using the smart phone as a measurement device for
the exercises: the accelerometer could experience noise, the
gyroscope could drift or be inaccurate, or the magnetometer
might be influenced by magnetic fields. Indeed, in the tests
carried out in this work, we observed that older smart
phones may not be as accurate as required.
To avoid this, calibration steps and sanity checks of the
sensors and devices need to be performed regularly and, if
possible, without the intervention of the patient. If this is
not possible, the apps should give out warnings in case of
strange results during such calibration steps.
The consequences from malfunction of sensor or device
will be no or unusable measurement values. This might
result in incorrect recommendations given by the app.

There are further risks that can arise. Breaches of information
security and privacy might compromise the privacy of the
patient. Further, exploits might alter or destroy data and have
an impact on the integrity of the data. As a consequence, this
might lead to wrong recommendations or system failure (e.g.,
denial of service).
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Suggested counter-measures are similar to those described by
Leister et al. [63], i.e., to secure the communication channels by
using security functions such as authentication, authorisation,
access control, and encryption. Access to devices and sensors,
as well as to the health cloud and the patient records by
unauthorised persons needs to be restricted using the suitable
measures. Note that security and privacy policies developed by
the stakeholders are necessary, as for every other IT system.

Data loss can happen due to various reasons, e.g., unavailable
services, destroyed hardware, power outage, theft, protocol
errors, or routines not performed according to policies. The
usual countermeasures for these situations apply, for example
backing up important data.

Although smart phones and sensors can be considered as
personal devices, it can happen that other persons, e.g., friends
and family can get access to the MOSKUS app. For example,
friends and family might be interested in the technology and
try the app. To avoid that the data set is contaminated with
data from other persons, the app needs to offer functionality to
remove such data sets both from the smart phone, health cloud,
and patient records. Additionally, a sanity check of the data
can detect such unwanted data and suggest them for removal.

To summarise, the above informal analysis covers the
some major risks that could lead to unusable data, privacy
breach, data loss, and data inconsistency. However, there are
several measures that can help avoid many of these risks
becoming a threat to the patient. These measures include
a) analysis of collected data and evaluation whether these
data fit into the patient’s usual pattern; b) analysis of the
quality of exercises using extra sensors and data analysis;
c) implementation of warnings when data are inconsistent or
do not fit into the patient’s pattern; d) possibility to remove
data sets that are inconsistent, inaccurate or are form other
sources than the patient; e) implementation of suitable security
protocols; and f ) possibility to back up data. Such measures and
functionality need to be added before starting productification
of the MOSKUS prototype.

V I I . D I S C U S S I O N

The proposed concept for self-management is based on a
feedback loop which involves the patient. Axial SpA does not
require immediate attention when the condition worsens, but
an appointment with a clinic needs to be scheduled. Also, not
adhering to the self-management regime does not have other
side-effects beyond not adhering to the treatment, and these
patients need to keep the conventional frequency of clinical
follow-ups. Note that other chronic diseases might require
immediate attention in some situations or not adhering to the
self-management regime might worsen the patient’s condition.
Thus, an evaluation is needed for other conditions than axial
SpA to see if our self-management architecture can be applied.

Data assessed in self-management are usually not complete
or might be of a different nature in terms of the clinical indices.
For example, the values extracted from blood samples might
not be available, only selected values from the BASMI might
be available, or the patient assesses alternative measurements

that are not part of the established indices. To support
recommendations in these cases, it is necessary to predict an
individual’s axial SpA disease condition based on a combination
of physiological, behavioural and subjective (self-reported)
features. To achieve this, Schiboni et al. [65] have proposed a
fuzzy rule-based evidential reasoning (FURBER) approach for
multiple assessment fusion. But this approach requires enough
real patient data as training data to be considered for real
treatment.

The medical indices for axial SpA and the data retrieved
from the FURBER method are only suited to give an indication
of the disease conditions at one moment. For predicting the
probable development of the patient’s health condition and
whether actions need to be taken requires temporal reasoning.
Modelling the disease development as a stochastic process to
optimise the treatment recommendations could be done by a
Markov Decision Process (MDP) [66]. Yet a large sample size
could make this approach less viable [67]. Alternatively, the
patient profiling method described by Lutz et al. [68], could
be feasible.

The new assessment methodology for rotation exercises
using sensor technology will also impact clinical use as it will
save time and provide better results. Today, health personnel
use goniometer or compass-based measurements that have
acceptable accuracy. The trials in a clinic have shown this
new methodology simplifies clinical measurements, greatly
improves accuracy. The time saved and higher-quality data
quickly make up for the cost of the sensors. Specifically,
the much higher accuracy and easier handling of the sensor
technology compared to the traditionally used methods is
attractive to health professionals. Furthermore, the sensor
will enable patients to perform the measurements themselves
without the involvement of health personnel.

The use of sensor technology that comes in today’s smart
phones for the assessment of the rotation exercises is viable.
However, one has to keep in mind that the hardware is
not standardised, and some models or brands could behave
unexpectedly. Technical limitations might also have an impact
on the implementation of the exercises, as our study has shown.

Our prototype does not implement all of the exercises that are
recommended, and more studies and research will be necessary
to find a suitable implementation of these. For some of these,
e.g., the stair climb test or the sit-to-stand test, a solution seems
obvious, unlike for others (e.g., the extended Schober’s test).
Thus, replacement-exercises that are viable for implementation
using sensors that are affordable need to be developed and
clinically approved.

V I I I . C O N C L U S I O N

We presented an architecture for self-management of axial
SpA patients that is based on self-assessment by these patients.
We have performed a proof of concept by implementing vital
parts of a self-management system including clinical mea-
surements, patient-reported outcome measurements, feedback
module, patient diary, and decision making software. For this,
we used both specifically designed sensors that are suitable
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for clinical settings as well as sensors that are on-board of
smartphones.

Further user evaluations will be necessary before a system
based on our architecture can be brought into clinical practice.
In addition, communication modules to the EHR system of the
clinics need to be implemented. Further, the development of
suitable measurements for exercises beyond rotation exercises
need to be developed in a way that allows patients to perform
these at home. For some of the objective assessments, it must
be considered to use replacement-exercises. This, however, will
require evidence in clinical trials that these exercises are similar
to the ones they replace.

Finally, since patient-reported data might not be of the best
quality (e.g., they have not undergone quality assurance or
might be incomplete) estimation methods both for the current
disease status and for temporal prediction need to be developed.
While we could show the viability of the methods, further
implementation work needs to be done.
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L I S T O F A C R O N Y M S

ANT+ an interoperable wireless transfer capability
API application program interface
AS Ankylosing Spondylitis
ASAS Assessment of SpondyloArthritis international

Society
ASDAS Ankylosing Spondylitis Disease Activity
aSpA axial Spondyloarthritis
BASFI Bath AS Disease Activity Index
BASFI Bath AS Functional Index
BASG Bath AS Patient Global Score

BASMI Bath AS Metrology Index
BCI brain-computer interface
CI confidence interval
CST chair stands test
CRP C-reactive protein
EHR electronic health record
ESR erythrocyte sedimentation rate
EULAR European League Against Rheumatism
EU European Union
FURBER fuzzy rule-based evidential reasoning
ICC interclass correlation coefficient
ICT information and communication technology
IoT Internet of Things
ISM industrial, scientific, and medical
LED light emitting diode
LoA limits of agreement
MDP Markov decision process
mHealth mobile health
MCII minimum clinically important improvement
MOSKUS mobile musculo-skeletal user self-management
PASS patient-acceptable symptom state
PC personal computer
RPE rating of perceived exertion
SDC smallest detectable change
SpA Spondyloarthritis
ST stair climb test
STD standard deviation
SUS system usability scale
U.S. United States
6MWT six minutes walking test
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Abstract—By using agent technology, a versatile and modular
monitoring system can be built. This paper describes how such a
system can be implemented. The roles of agents in this multiagent
system are described as well as their interactions. The system
can be trained to detect several combinations of conditions and
react accordingly. This training can be done with specific patient
situations in mind, resulting in a personalised monitoring system.
Because of the distributed nature of the system, the concept can be
used in many situations, especially when combinations of different
sensor inputs are used. Another advantage of the approach
presented in this paper is the fact that every monitoring system
can be adapted to specific situations by varying the number and
types of sensors and the messaging capability. As a case-study, a
health monitoring system will be presented.

Keywords–Multiagent-based health monitoring; Multiagent ar-
chitecture; learning agent.

I. INTRODUCTION

The work in this paper is based on a paper presented
at the Intelli 2016 conference [1] and other previous work.
Monitoring systems are widely used in many situations. Simple
systems collect information that can be inspected by humans or
other systems. More advanced systems have the capability to
react on the data monitored. Smoke detecting systems with an
alarm are examples of these systems. Often a situation arises
where more than one monitored condition should be taken
into account before an action should be performed. Industrial
production systems are examples of complicated situations
where many sensors are used to control the process [2].
Another example of a complicated situation is the health
condition of the human body [3]. Here, alarm conditions may
also depend on individual factors, necessitating the monitoring
system to be trained for the specific individual person.

This paper describes a modular agent-based system [4] that
can be trained by a medical expert and can monitor the status
of a person and react adequately on the conditions encountered.
This system has been built using agent technology, resulting
in a robust and versatile multiagent-based monitoring system.
The concepts presented here can be used in other situations as
well [5].

The rest of this paper is organised as follows: Section II
will describe the concepts of our approach, the reason for
choosing agent technology as well as the architecture of
the multiagent system. The agent types introduced in the

architecture desription as well as other technical aspects will
be explained in more detail in subsecquent sections, starting
with Section III where the design of the sensor agent is
described. The decision agent is the subject of Section IV.
Communication and the communication agents are explained
in Section V and Section VI. The section is followed by
Section VII where the training system will be explained. This
training aspect is an important aspect of the system and is
treated in detail. The proof of concept and results are presented
in Section VIII. Related work will be discussed in Section IX
and a conclusion will end the paper.

II. AGENT-BASED MONITORING

The first part of this section will show the requirements
and explain the use of agent technology, while the second part
will focus on the multiagent architecture.

A. Requirements and technology

A monitoring system should be built to be capable to
handle several input values in combination. Depending on the
combined values of the inputs a specific action should be
executed. The system should be trained to build a knowledge
base and utilise known information to decide on a strategy to
react to the current situation. This resulted in the following list
of requirements:

• the system should monitor different inputs simultane-
ously;

• it should be easy to add extra monitoring inputs;

• the system should be trained in an effective manner;

• the system should have a set of possibilities to react
on certain conditions;

• different types of reaction should be possible depend-
ing on the input values.

As a case study, a system in the medical domain has been
adopted, but the concepts presented here can easily be used in
other domains as well.

For the realisation, agent technology has been used [4].
The reasons for choosing agent technology are:
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• Error resistance. By using separate agents, the failure
of an agent responsible for sensor input will not bring
down the whole monitoring system. There is now a
possibility to fall back on a different solution based
on the availablity of sensor inputs.

• Clear separation of responsibilities and goals. In our
design, the sensors will be tied to separate agents that
have a clearly defined goal. This is also true for the
other agents involved, as will be discussed in the next
subsection.

• Modularity. A multiagent system (MAS) is modular by
nature and can be easily expanded with new features
and possibilities.

B. MAS design

The agents involved have roles and responsibilities. When
the different responsibilities are taken into account this will
result in the architecture of a multiagent system as depicted in
Figure 1.

Figure 1. Medical MAS architecture

Three different roles are incorporated in the design result-
ing in three types of agents.

1) monitoring agents: Monitoring agents are responsible
for delivering data to the decision agent. The data is coming
from sensors. The agents themselves have a rather simple
design. It could be possible to tell the agent at what intervals
the data should be presented as well as the format expected
by the decision agent.

2) decision making agent: A central role in the system
is played by the decision agent. This agent decides what
action should be performed under what conditions given by
the monitoring agents. To do so, it has to be trained to build a
knowledge base on how to react on certain conditions. This
training has to be supervised by an expert, in our case a
medical expert. A data acquisition system has been developed
to help the expert to efficiently add data to the knowledge base.
That system will be explained in the next section.

3) communication agent: The system has a set of commu-
nication agents that are responsible to communicate with the
outside world. These agents are used by the decision agent to
send emails, messages for several communication systems, like
SMS, and also putting information on a display or generating
an audible alarm.

Each MAS could contain any number of agents from
the first and third categories (collectively known as utility
agents), as well as one central agent having the capability of
mapping observations from sensor agents to actions performed
by communication agents. This design allows for agents to be
added and removed dynamically while keeping core function-
ality intact. An example medical MAS is shown in Figure 1,
including a number of potential utility agents.

C. Internal communication

The categories of agents described above will operate
together in a single MAS. Though it would be possible to
have agents running outside this MAS and still be able to
communicate with the agent within, this aspect falls outside
of the scope of this research.

The gold standard for agent development is the JADE
developed by Telecom Italia. It provides a set of tools and
an extendable framework for creating agents and MASs using
the FIPA standard. Within JADE, agents exchange information
using the ACL protocol [6] developed by FIPA. The prototype
medical MAS has been developed in JADE and as such uses
the ACL protocol for communicating information. The ACL
protocol allows for a number of languages to encapsulate
data, including XML; as the XML format provides a means
to represent data in a semantic way that is readable to both
humans and computers it appears to be a good choice for
inter-agent communication. A typical exchange of messages is
shown in Figure 2. Two sensor-agents send a stream of mea-
surements to the decision agent, which periodically calculates
its assessment of the situation. When the assessment reaches
a certain defined threshold, it starts to send messages to the
communication agents. The communication agents can respond
with a confirmation or a message indicating either failure to
relay the communication or failure to understand the message.
If the decision-agent receives a message indicating failure, it
tries to alert an operator using the designated fallback.

III. SENSOR AGENTS — BIOLOGICAL FACTORS AND
MONITORING

Sensor-monitoring agents are the simplest and most diverse
agents in the medical MAS. These agents exist primarily to
support modularity: as sensors do not necessarily produce
compatible signals to communicate their results, a small,
dedicated agent could be programmed to read the sensor-data
and communicate it to the decision-making agent in a standard
format. This way, the decision-making agent does not need to
know the way measurements are performed. A sensor could
easily be exchanged by a different kind of sensor, together
with its associated agent, without necessitating mayor changes
to the decision-making agent. Similarly, new sensors could
be added to facilitate patients with diseases requiering certain
types of sensors. Though this would require new data to be
added to the decision-making agent, the process of acquiring
the measurements could easily be added by inserting a new
sensor-monitoring agent to the MAS. This part of the system
will be discussed in Section III.

In order for any system to be able to assess a patients
health, it needs to know about a number of biological
factors. For heart failure and related problems — the focus
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HeartRateAgent BloodPressureAgent DecisionAgent ScreenAgent MailAgent

INFORM (measurement)

INFORM (measurement)

INFORM (measurement)

INFORM (measurement)

REQUEST (communicate concern)

CONFIRM (message shown)

INFORM (measurement)

INFORM (measurement)

INFORM (measurement)

INFORM (measurement)

REQUEST (communicate alarm)

FAILURE (failure to send message)

REQUEST (notify of broken MailAgent)

CONFIRM (message shown)

Figure 2. Message exchange within the medical MAS.

of this research, the patients heart rate and blood pressure
seem to be obvious choices for factors to be monitored.
For other diagnoses another set of variables might contain
more meaningful information. However, from an artificial
intelligence (AI) point of view, the provision of a decisive
list of factors is not in the AI domain but in the medical
domain. As such, this resulted in a design of a prototype that
is as factor-agnostic as possible. Each factor to be considered
is added during initialisation as a feature to a n-feature
algorithm, and an appropriate sensor is added to the system
to collect the necessary data. By scaling each feature to a
value in the range (−1, 1), as described in Section VII-H,
the specifics of each feature are abstracted away from the
reasoning process: the product does not need to know what a
given value represents, only how it affects the output of its
prediction-function.

Thus, for the system to work with a given set of variables,
three things are needed to add the desired behaviour to the
existing product:

1) a sensor capable of measuring the new feature,
2) a mapping between sensor-output and a value in the

range (−1, 1) and
3) a dataset for the prediction algorithm featuring the

new factor.

To facilitate the development of sensor-agents, an abstract

<<abstract>>
SensorAgent

# min : Double
# max : Double
# reading : Double
- id : String
- name : String
- unit : String
- pollTime : long = 2000
- decisionAgent : AID
(B) pollFeature : TickerBehaviour

+ setup()
# performMeasurement() : Double
+ setup(name : String, amin : Double, amax : Double, aunit : String)
+ takeDown()
# scaled() : Double
# tag(tag : String, value : String) : String
# xmlMsg() : String
# report(String s)

Figure 3. The SensorAgent abstract class.

class has been written to minimise the required amount of
boilerplate code. All sensor-agents have a similar structure:
a single, repeating behaviour and a standardised method
of communicating measurements to the decision-making
agent. The SensorAgent class, as shown in Figure 3,
provides an abstraction of these similarities and only needs
a setup() method and a performMeasurement()
method to be implemented to create a concrete class. The
setup() method should set any relevant variables (of
which the variables required by the SensorAgent class
can be set by calling the setup(String, Double,
Double, String) methods of the superclass). The
performMeasurement() method should contain any
code needed to perform a measurement, and return its results
as a Double. The default behaviour of the SensorAgent
is to execute the measurement-method every 2 seconds and
to send the measurement to the decision-making agent using
an XML message as shown in Listing 1. The number of 2
seconds can be changed according to the situation and type of
measurements to be made. In the example, a subclass called
HeartRateAgent sends a message containing both the raw
values of the measurement (a real number within the range
supported by the sensor) and the same measurement scaled to
the range of (−1, 1).

Listing 1. A typical message sent from HeartRateAgent

<measurement>
<feature>HeartRate</feature>
<raw>68.950161</raw>
<scaled>-0.080665</scaled>

</measurement>

The SensorAgent itself contains a number of private and
protected attributes to store its specifics such as the name it
uses for communication, the specifics of the associated sensor
such as minimum / maximum / current values, and the Agent
ID of the decision agent. A SensorAgent contains a single
behaviour, represent here as (B).

As described above, the SensorAgent contains two
abstract functions needed to implement a subclass. In
addition, the class contains a few helper-methods to limit
code duplication. The method scaled() uses the minimum
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and maximum values to apply feature scaling (described in
more detail in Section VII-H), tag(String, String)
and xmlMsg() provide a more readable way to generate
the XML and report(String) is a wrapper around
System.out.println(String) prepending the output
with the agent name to make it easier to distinguish messages
when various agents are reporting at the same time.

A. Example: HeartRateAgent

As an example, Listing 2 provides a template for
how a HeartRateAgent would look as a subclass of
SensorAgent. The hardware-specific code can be filled
in when a sensor has been selected to produce a functional
sensor-agent.

Listing 2. A sample SensorAgent subclass
public class HeartRateAgent extends SensorAgent
{ public void setup()

{ super.setup("HeartRate", 0.0, 150.0, "bpm"); }

public Double performMeasurement()
{ try

{ // read sensor
// calculate heart rate from reading
return reading; } // feature scaling happens

catch (Exception e) // when message is sent.
{ // handle exception

return reading; } } } // return old reading

IV. THE DECISION AGENT — AGENT REASONING

The decision agent is the central part of our MAS, and is
responsible for mapping measurements to assessments of the
patient’s situation and to request external communication if
the situation becomes dire. The agent is trained to perform
this task using logistic regression on datapoints provided by
a medical expert. The result of this training procedure is a
variable θ, which is unique for every patient. Its structure
is dependent on the number of factors monitored and the
amount of feature-mapping applied, and its contents vary
slightly to account for differences between patients, even
when the structure is identical. The θ variable and the level
of feature-mapping are stored within the agent, and will
periodically be used to transform the vector of measurements
x into a prediction value representing the certainty the system
has of the patients well-being.

In order to make the agent as generalised as possible
it will be given a set of general behaviours dependent on
variables such as θ, ensuring that most of its behaviour can be
changed by sending updated parameters instead of changing
the code. The agent will need more information than just
the θ variable: it will need a list of “plans” telling it how to
react to certain situations. Furthermore, the agent needs to
know about the order of the variables within x, the level of
feature-mapping, and which agents to contact.

A UML overview of the decision-agent’s structure is
shown in Figure 4. As shown, the decision agent contains a
great amount of variables and operations. The agent contains

DecisionAgent

- interval : long = 5000
- theta : Matrix
- x : Matrix
- x raw : Matrix
- features : Map<String, Integer>
- plans : LinkedList<Plan>
- fallbackAgent : AID
- fallbackRecipient : String
- mapping : int = 0
- operational : boolean = false
- instructions : MessageTemplate
- measurement : MessageTemplate
- error : MessageTemplate
(B) handleFailure : CyclicBehaviour
(B) recvMeasurements : CyclicBehaviour
(B) recvTheta : CyclicBehaviour
(B) makePrediction : TickerBehaviour

+ setup()
+ takeDown()
# binomial(n : int, r : int) : int
# numMappedFeatures(n : int, r : int) : int
# combsWithRep(x : LinkedList<Integer>, k : int) :
LinkedList<LinkedList<Integer>>
# mapFeatures(x : Matrix, mapping : Integer) : Matrix
# sigmoid(t : Double) : Double
# report(s : String)
# tag(tag : String, value : String) : String

Figure 4. The decision-agent class.

matrices (or more precisely, mathematical vectors) for storing
θ and x (the latter both scaled and as raw values). A Map is
used to associate the names of features with their position in
x. In addition, it contains a variable interval controlling
how often a prediction is made, an integer telling the feature
mapping function how many polynomials it should generate,
a set of MessageTemplates allowing it to distinguish
various kinds of messages, and a boolean indicating
whether the agent is operational (i.e., has received a valid
set of instructions). The list of Plans and the fallback
communication method are described below in Section IV-D.

A. Methods

In addition to the setup() and takedown() meth-
ods required by JADE as pseudo-constructors / destructors,
the agent contains a number of utility-functions serving to
make the code (mostly contained in its behaviours) more
readable and to improve maintainability. binomial(..),
combsWithRep(..), numMappedFeatures(..) and
mapFeatures(..) are used to perform and verify the
feature mapping on the agent.

B. Behaviours

As the decision-agent is the central part of the medical
MAS, it contains a large set of behaviours: three cyclic
behaviours, which are constantly active, and a ticker behaviour
operating on an interval depending on the interval variable:

• handleFailure listens for messages indicating
failure in any of the communication agents. In such
an event, it will use a designated fallback-agent to
alert an operator that the system might be unable to
communicate.
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Plan

- below : Double
- message : String
- recipient : String
- agent : AID
- limit : Integer
- available : boolean = true
- timer : Timer

+ Plan(b : Double, m : String, r : String, a : AID, t : Integer)
+ toString() : String
+ execute(h : Double)
- msg x() : String
- xmlMsg() : String

Figure 5. The plan inner class

• recvMeasurements listens for messages from the
sensor-agents and saves them in x and x_raw for use
in predictions.

• recvTheta listens for messages containing instruc-
tion sets. This aspect is explored in Section IV-E.

• makePrediction is responsible for periodically
multiplying theta and x to make a prediction re-
garding the patient’s health. This process is described
in Section IV-C.

C. Assessing the situation

Every interval milliseconds, the agent uses its then-
current knowledge of the features, represented in x, to con-
struct a feature-mapped column-vector x_mapped. The inner
product of x_mapped and the row-vector theta is passed
through the sigmoid(double)-method yielding a double
between zero and one, representing the probability that the pa-
tient is still healthy. As this number decreases, the probability
of something being wrong increases. After a prediction has
been calculated, the value is compared to the thresholds defined
for each plan; if the calculated result is below the threshold for
a given plan, the agent will attempt to execute it by messaging
a communication agent.

D. Executing plans

Plans are represented by a special Plan class, shown
in Figure 5. Each time a prediction is made, the agent
attempts to invoke the execute(Double) method for each
plan, passing the predicted probability. Each plan contains a
threshold below, which is compared to the prediction when
execute(Double) is called. Execute will send its message
to its specified recipient via its specified agent, provided two
conditions are met:

1) The prediction passed as an argument to
execute(Double) is lower than or equal to
the threshold for the plan and

2) The boolean available is set to true

The value of available is initialised as true, but is set
to false when the plan is first executed. At the same time, a
timer is started for limit seconds, after which available
is reset to true. This prevents the MAS from flooding its
recipients with messages as a new prediction is calculated, by
default, every five seconds; though it may be meaningful to

provide an occasional update, a realistic poll frequency for
the agent to make predictions is likely always higher than
a realistic notification frequency. By using a plan specific
interval all frequencies can be chosen separately.

E. Receiving instructions

All of the necessary information can be delivered to the
agent within a single ACL message; Listing 3 shows a sample
XML fragment containing instructions for a decision-agent
using two features, including a second-degree feature mapping
and two plans.

Listing 3. An initialisation message as sent to the decision-agent.
<instructions>
<features>
<feature id="SystolicBloodPressure">

<label>Systolic Blood Pressure</label>
<min>0</min>
<max>200</max>
<unit>mm Hg</unit>

</feature>
<feature id="HeartRate">

<label>Heart Rate</label>
<min>0</min>
<max>200</max>
<unit>bpm</unit>

</feature>
</features>
<mapping>2</mapping>
<theta>
<value>2.402548</value>
<value>2.769392</value>
<value>3.467782</value>
<value>-7.500590</value>
<value>-2.189613</value>
<value>-11.995721</value>
<value>-2.301167</value>
<value>2.064028</value>
<value>-2.568114</value>
<value>-2.736256</value>

</theta>
<plans>
<plan>

<below>0.6</below>
<message>Watch out!</message>
<via>ScreenAgent</via>
<to></to>
<limit>30</limit>

</plan>
<plan>

<below>0.4</below>
<message>Panic!</message>
<via>MailAgent</via>
<to>brian.vanderbijl@hu.nl</to>
<limit>3600</limit>

</plan>
</plans>
<fallback>
<via>ScreenAgent</via>
<to></to>

</fallback>
</instructions>

The initialisation consists of five parts:

1) A features node containing information about
each feature. The order the features are presented in
determines the position of measurements within x,
and must be identical to the order of features during
the learning process.
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<<abstract>>
CommunicationsAgent

# name : String
# decisionAgent : AID
# comReq : MessageTemplate
- testInterval : long = 3600000
(B) testCommunication : TickerBehaviour
(B) relayCommunication : CyclicBehaviour

+ setup()
# testCommunications()
# communicate(msgText : String, to : String)
+ setup(name : String)
+ takeDown()
# report(String s)

Figure 6. The CommunicationsAgent abstract class.

2) A mapping node containing a single integer value
determining the amount of feature-mapping.

3) A theta node containing a series of decimal values
representing θ. As with the features, the order is
important here.

4) A plans node containing a set of plans used to re-
spond to predictions. Each plan includes a threshold,
below which the plan will be executed, a message to
be sent, the name of the agent responsible for relaying
the message, an optional recipient (whether this is
needed depends on the agent: a mail or SMS agent
would require a recipient, whereas a screen agent
would not), and a limit in seconds determining how
often a plan can be executed in order to avoid flooding
messages.

5) A fallback node containing an agent and a
recipient to alert when a communications agent is
not functioning properly and cannot be trusted to
relay important messages.

When the decision-agent receives a set of instructions,
it will confirm whether the length of θ matches the length
of x after feature scaling, throwing an error if the two are
incompatible. As each level of feature-mapping adds a number
of features equal to

(
n+d−1

d

)
, the following equality must hold:

sizeθ =
d∑
i=1

(
sizex + i− 1

i

)
.

V. COMMUNICATING RESULTS TO THE OUTSIDE WORLD

The decision-agent as described in Section IV relies on
other agents to communicate the results to a medical expert
and/or the patients themselves. This choice is deliberate, as it
allows new methods of communication to be added “on the
fly”, without changing the decision-agent’s behaviour. Each
communication agent added to the system represents a new
option to communicate the patient’s health and relay concern.
As with the sensor-agents, an abstract class has been provided
to facilitate the development of additional agents. This class,
CommunicationsAgent, shown as UML in Figure 6.

Each communication agent has a String variable to hold
its name and an AID representing the decision agent. A vari-
able testInterval controls how often the agent performs a

self-diagnostic. Two behaviours are present: one to continually
listen for requests for communication, and another to perform
the self-tests on an interval dictated by testInterval. The
class provides the methods for setup, agent destruction and
reporting to stdout.

Three abstract methods need to be implemented to create
a CommunicationsAgent subclass:

1) setup() should set any relevant variables, at the
very least including the agent’s name.

2) testCommunications() should include the
code needed to run a self-test, if applicable, and throw
an exception if it fails to complete the test. This
exception is caught by the testCommunication
behaviour after which a FAILURE message is sent
to the decision-agent indicating the communication
agent has become unreliable.

3) communicate() should include all code needed
to send a message, such as setting up the necessary
objects for IO in Java (provided this needs to be
done each time a message is sent; if the method
of communication features a persistent object that
can be trusted to remain operable, it can be setup
in the setup() method) and actually sending the
message. It will send a CONFIRM-message back to
the decision agent if the sending process did not
encounter any errors; in case of failure it can send
either a NOT_UNDERSTOOD message to indicate the
XML received was illegible, or a FAILURE indicat-
ing some sort of IO error encountered in trying to
relay the message to its recipient.

VI. COMMUNICATIONS AGENTS — REQUESTS FOR
OUTSIDE COMMUNCIATIONS

Requests for communication from the decision agent are
packaged in a small snippet of XML, as shown in Listing 4.
The message-node contains the body of the email, including
the most recent value for each feature.

Listing 4. A typical message sent to MailAgent

<request>
<to>leo.vanmoergestel@hu.nl</to>
<message>
Patient health in serious condition!
- HeartRate = 54.93483905942176
- SystolicBloodPressure = 86.20808412990199

</message>
</request>

Just as there are various ways to acquire data to facili-
tate the decision-making agent, there are also many methods
to communicate its results. These include telephony, instant
messaging, patient-information logs and on-device IO like
displays, alarms, etc. The preferred methods of communication
may be subject to change over time as the patient’s situation
changes, as doctors come and go and as new forms of
communication are developed, become widely adopted and are
eventually deprecated. Therefore, MAS communication to the
outside world should be modular. Just like with sensor-reading
agents described in Section III, methods of communications
could be implemented by small, trivial single-purpose agents.
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By abstracting the way information is delivered, the decision-
making agent can communicate its results in a predefined
manner indicating the conclusions to be sent and the perceived
level of panic. Communications agents can pick up these
messages and assume responsibility of relaying the information
to the appropriate recipients.

Using the abstract class approach, any method of commu-
nication can be added to link the system up to existing medical
care, and an existing system can easily be extended to include
new ways of communicating. Depending on the availability
of usable Java libraries this may be done in relatively small,
simple agents.

VII. DATA AQUISITION FOR AGENT TRAINING

In order to interpret the measurements acquired from
the sensors and predict whether the current patient situation
constitutes a cause of alarm, the decision agent needs a
way to classify potentially high-dimensional data. Each
biological factor considered in the model represents an
additional dimension for data points. As this information
is not guaranteed to be available for various combinations
of biological features, it makes sense to explore a way
for medical personnel to easily enter such data into the
system. Not only does this guarantee the required data can
be generated, if not available, it also allows for far greater
personalisation, providing the agent with a data-set tailored to
its patient. Manual entry, or at least confirmation, also allows
an expert intimate knowledge of the agents decision-making
process, potentially increasing trust by removing the “black
box” aspect of machine learning.

Teaching the system to recognise alarming measurements
and differentiate between various levels of threat requires
large amounts of information provided by medical personnel,
preferably tailored to the patient as thresholds might not
be the same for every person. Entering this data can be
challenging: as potentially multiple factors need to be taken
into account together, it becomes progressively harder for
humans to visualise and communicate relevant thresholds. A
better way might be to input a set of data-points, together
with appropriate assessments of the situation associated with
each data-point. These data-points could be used, alone
or in conjunction with more general datasets, to train a
classification algorithm.

In order to train an agent to make accurate predictions,
training data will need to be entered into the system by
a medical expert. This should be as easy as possible: the
focus should be to quickly train an agent without expending
significant time accommodating the system. Unfortunately,
entering possibly poly-dimensional data graphically is a
difficult task. For one or two dimensional data, clicking points
in a scatter plot, as pictured in Figure 7, can be a quick
way to enter points; for three dimensional data this becomes
harder: a scatter-plot is still possible for data-visualisation,
but entry becomes impossible as a mouse or trackpad and
a computer screen are both essentially two-dimensional. For
even more simultaneous features, only a subset of the features
can be plotted at the same time.

An alternative approach would be to require the expert
to manually enter all features, as well as the results that the
system should predict. Not only is this rather work-intensive,
but also prone to omissions: as it is hard for the human mind
to visualise all features simultaneously and large gaps are a
significant risk.

A better solution would be for the system to dynamically
suggest data-points based on the largest knowledge gaps. An
expert would then be provided with the parameters for a new
datapoint by the algorithm. For this datapoint an assessment of
the situation can then be entered. The algorithm continuously
updates its collection of datapoints, as well as the model
derived from the combination of datapoints and expert assess-
ments, and proceeds to suggest the largest empty areas in its
knowledge-continuum as possible locations for new datapoints.
This continues until the expert considers the fit of the model
to be satisfactory, after which the model is accepted. The
expert remains in control of the process of entering datapoints,
and can at any time ignore a suggestion or opt to enter the
parameters for a new datapoint themself.

This section considers an approach to accomplish this.
Each problem will be examined in two dimensions first, as
this makes it easier to visualise and demonstrate the applied
methods. After the solution has been sufficiently exposed a
generalisation can be made in n-dimensions.

To represent gaps in the knowledge-continuum, we create
a triangulation of the known datapoints. Each datapoint is
considered a vertex in an n-dimensional space, and by triangu-
lating over this set of vertices we can detect sparsely populated
areas by the emergence of larger triangles. In contrast, a large
amount of datapoints in close proximity will yield a large
number of smaller triangles.

Triangles and their higher-dimensional analogues (the tetra-
hedron in three dimensions, the 5-cell in four, etc.) are col-
lectively referred to as n-simplex or just simplices (singular:
simplex). As a triangle (2-simplex) is defined by three vertices
of the form (x, y) and and a tetrahedron (3-simplex) is defined
by four vertices of the form (x, y, z), an n-simplex is the most
basic n-dimensional object defined by n + 1 vertices in n-
dimensional space.
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Figure 7. Scatter plot in two dimensions of a small random dataset.
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A. Finding the most valuable points for data-querying

When entering data-points to train an agent, some points
are more valuable than others. For example, potential locations
completely surrounded by existing data-points all belonging
to the same class are unlikely to add any new information to
the system. Similarly, points in sparse areas are potentially
more valuable, as are points closer to the centre of the point
cloud. Figure 8 shows the same scatter plot as Figure 7, but
adds a decision boundary and three possible locations for new
data points marked by numbers. Location 1 does not appear to
be a good addition, as it is very close to existing points and is
therefore unlikely to add a great deal of information. Location
2 is not a good suggestion either, as it is very far from the
decision boundary — it will likely have the same category as
the points surrounding it, especially if a large amount of data
has been entered. Location 3 is a better spot for a new data
point: it is not a near duplicate of another point, and it lies
close to the decision boundary. Depending on the category
this point will be assigned to it may significantly change the
decision boundary in either direction.
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Figure 8. Three possible locations for a new data-point.

B. Data-point-distribution

To find sparsely populated areas to add new data-points,
we first create a triangulation containing all data points. For
each of these triangles, the circumcentre is calculated, and the
collection is ordered based on the area of the triangles. These
points can now be evaluated in order to find points close to
the current decision-boundary.

C. Triangulating n-dimensional space in simplices

To triangulate a set of points we utilise the Delaunay Tri-
angulation [7]. Most mathematical libraries include a function
to quickly get the Delaunay Triangulation of a set of points in
n dimensions. Triangulating the example data from Figure 7
yields the triangulation as shown in Figure 9.

D. Calculating the size of each n-simplex

To find the largest simplex we use the determinant of the
matrix constructed by adding each vector representing a vertex
as a single column, and adding a final row of ones [8]. For a
triangle, the absolute value of the result is equal to two factorial
times the triangle’s area. For a tetrahedron, the absolute value
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Figure 9. Triangulation and scatter plot in two dimensions

equals three factorial times the volume. For higher-dimensional
shapes, this method continues to yield a scalar multiple of the
n-hypervolume of the simplex. As the simplex size is only
used for sorting, the scalar multiplication does not influence
the ordering and can safely be ignored. As an example, the size
of a triangle described by a = (0, 0), b = (0, 4) and c = (3, 0)
is given by

abs


∣∣∣∣∣∣
0 0 3
0 4 0
1 1 1

∣∣∣∣∣∣
 = 12 (1)

which is twice the area of the triangle.

E. Calculating the circumcentre of each n-simplex

Once the largest data-gap has been found, we want to
find its centre to suggest as a new data point. A simplex
has multiple definitions of its centre; for this purpose the
circumcentre, the point equidistant from all its vertices [9],
seems a logical choice. Given a n-simplex defined by vertex
v(1),v(2), . . .v(n+1) with a circumcentre c, we know that
the distance between any vertex and c must, by definition, be
equal. For any two vertices v(a) and v(b), this means:

‖v(a) − c‖ = ‖v(b) − c‖

‖v(a) − c‖2 = ‖v(b) − c‖2

(v(a) − c) · (v(a) − c) = (v(b) − c) · (v(b) − c) (2)

We translate each vector by −v(1) so that v(1) becomes
the origin (denoted o) and equate the distance to c of each
remaining vector with the distance of c to o, yielding the locus
for each translated vertex v and the origin o:

(o− c) · (o− c) = (v − c) · (v − c)

c2 = v2 − 2v · c+ c2

2v · c = v2

v · c = 0.5v2

v1c1 + v2c2 + · · ·+ vncn = 0.5‖v‖2 (3)

Doing this for every vertex v(2) to v(n+1) gives us n
equations, allowing us to find the n-dimensional vector c.
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We can write these equations in matrix form and solve all
equations simultaneously:

Writing

S =


v
(2)
1 − v

(1)
1 v

(2)
1 − v

(1)
1 . . . v

(2)
1 − v

(1)
1

v
(3)
2 − v

(1)
2 v

(3)
2 − v

(1)
2 . . . v

(3)
2 − v

(1)
2

...
...

. . .
...

v
(n+1)
n − v(1)n v

(n+1)
n − v(1)n . . . v

(n+1)
n − v(1)n



c =


c1
c2
...
cn

 r = 0.5


‖v(2) − v(1)‖2
‖v(3) − v(1)‖2

...
‖v(n+1) − v(1)‖2

 , (4)

we have
Sc = r . (5)

Given this, we can multiply both sides by S−1 to get

c = S−1r . (6)

As c was translated by −v(1), all that remains is adding
v(1) to find the triangle’s circumcentre.

F. Avoiding suggesting out-of-bounds points

As shown in Figure 9, Delaunay triangulations are prone
to yielding obtuse simplices, in particular around the edges.
This can be a problem because an obtuse simplex has a
circumcentre outside itself. On the edges, this will result in
the algorithm suggesting points outside the sensor’s bounds.
As these points are meaningless and only serve to distract the
user, we would like to avoid generating obtuse simplices.

We solve this problem by introducing a border of false
data-points around the edge. These data-points are only used
to determine the Delaunay triangulation, and are not present
in the actual training-data being generated. The number of
data-points is determined by a variable β ∈ N1: For β = 1,
only the corners of the graph are added. For larger values
of β, each axis is subdivided into β parts. As β becomes
larger, out-of-bounds points become increasingly unlikely,
and suggestions start to gravitate towards existing data-points.

As Figure 10 and Figure 11 show, too large a value for
β makes the algorithm increasingly unlikely to suggest points
around the edges. Though more central points are preferred,
limiting data-points to a central cluster might not be the way
to go. A solution for this could be to gradually decrease β
over time.

G. Generating the borders

The set of points to be used as a border constitutes of the
following:

• a point for each vertex of the n-cube describing the
range of data-points

Figure 10. Triangulation for β ∈ {1, 2, 3, 8, 12} alongside original
triangulation.
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Figure 11. Scatter plot of the first twenty suggestions for β ∈ {1, 2, 4, 8}.
Note that out-of-bounds points are not plotted.

• (β − 1) points on each edge (1-face)

• (β − 1)2 points on each face (2-face)

• (β − 1)3 points on each cell (3-face)

• . . .

• (β − 1)n−1 points on each (n− 1)-face

The number of points denoted by #P needed given a
dimensionality n and a border-saturation β can therefore be
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calculated by

#P (n, β) =

n−1∑
i=0

F (n, i)(β − 1)i (7)

where F (n, i) is the number of i-faces on a n-cube [10]:

F (n, i) = 2n−i
(
n

i

)
(8)

The actual value of P (n, β) can intuitively be seen as the
Cartesian product of n instances of interval(β), also known as
its Cartesian Power, of which only those points for which at
least one of its members is equal to −1 or 1 are kept. In other
words, for which the infinity norm ‖x‖∞ equals 1.

P (n, β) = {x | x ∈ interval(β)n ∧ ‖x‖∞ = 1} (9)

‖x‖∞ = max
i
|xi| (10)

H. Feature Scaling

The interval-function creates an interval between −1 and
1 in β steps. This is because all features are scaled to lie
between −1 and 1, even though the actual measurements might
range from 0 to some arbitrary maximum. This feature scaling
is applied to make sure that all features are of the same
importance when applying logit later on.

I. Avoiding symmetry

The algorithm presented above tends to favour generating
a symmetrical data-set: As the range of values is a perfect
n-cube, the first point suggested will be the centre, followed
by a group of points equidistant from the first. This is
undesirable, as symmetrical data points feature will introduce
redundant features when multiplied during the fmap process.
It will not help in generating a better hypothesis but will slow
down the learning algorithm.

To prevent generating such a duplicate set of data, we will
move each suggestion by a small random amount, controlled
by a variable δ, that represents the maximal displacement
for each point in each dimension. In order to ensure that
this displacement will not place points outside the feature
boundaries, this displacement will be opposite to the sign
of the original location. This results in the data point being
moved slightly towards the centre, which generally is the most
interesting area to collect data on. We achieve this by replacing
each vector element ci by the weighted mean of r · 0 and
(1− r)ci, where r ∼ U([0, δ]) is a random variable uniformly
distributed on [0, δ].

VIII. IMPLEMENTATION

For the implementatation of the proof of concept, Java
agent development framework (Jade) [11] has been used.
The Jade runtime environment implements message-based
communication between agents running on different platforms
connected by a network. The reasons for choosing Jade are:

• the system presented is a multi-agent-based system.
Jade provides the requirements for multiagent sys-
tems;

• the agent communication standard ”Foundation for
Intelligent Physical Agents” (FIPA) [12] is included
in Jade;

• Jade is Java-based and it has a low learning curve for
Java programmers; Java is a versatile and powerful
programming language;

• Jade is developed and supported by an active user
community.

The prototype has been developed and implemented on a stan-
dard Linux-based laptop. It should be possible to operate the
system on any small device capable of running Java such as the
Raspberry Pi nano [13]. Though the Jade-platform was selected
for the prototype, this does not preclude development of a
medical MAS in another framework or language. The concepts
explored here can be implemented in any language, though
support for a solid agent-development framework would be a
serious asset. Nevertheless, if better performance is needed,
the same principles could be implemented in a lower-level
language, such as C, reducing much of the overhead at the
cost of lower maintainability.

The prototype has been built and the working has been
tested. In summary the following results have been achieved:

• The concept of a medical MAS consisting of three
types of agents working together to monitor the patient
and communicate the result.

• A method of collecting data from medical experts and
utilising this knowledge to teach an agent to evaluate
readings provided by sensors.

• The beginnings of a generalised framework upon
which to build agents for inclusion in a medical MAS.

The next step will be implementing the system in the real
world and testing the usability.

IX. RELATED WORK

Agent-based monitoring for computer networks has been
proposed and implemented by Burgess. Burgess [14] [15]
describes Cfengine that uses agent technology in monitoring
computer systems and ICT network infrastructure. In Cfengine,
agents will monitor the status and health of software parts
of a complex network infrastructure. In [16], an agent-based
monitoring system is proposed. A so-called product agent is
responsible to monitor the working of a system in several
different phases of its lifecycle. The actions performed by
the agent are limited to prevent disasters or misuse. The
aforementioned concept of a product agent that supports a
product during its lifecycle from production to recycling is
described in [17].

A lot of literature is available regarding health monitoring
systems. Pantelopoulos and Bourbakis [18] give an overview
of wearable sensor-based systems for health monitoring and
prognosis. Their work focusses on the hardware implemen-
tation of the monitoring systems as well as communication
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technologies that might be used by such systems. The work
of Milenkovic [19] is dedicated to wireless sensor networks in
personal health monitoring. The system they describe collects
data that is transferred to a central monitoring system whereas
the system described in our paper aims for autonomous
operation. Furthermore, monitoring systems that focus on
special health related situations exist, such as the work of
Marder et al. [20] where a system for monitoring patients with
schizophrenia is described. An agent-based health monitoring
as a concept for application of agent technology has been
proposed by Jennings and Wooldridge in [21].

X. CONCLUSION

In this paper, a complex, expandable and agent-based
monitoring system has been proposed and a proof of concept
was built. The system turned out to work as expected. The
design of the MAS has been described in detail as well as the
communication between the different types of agents. Special
attention has been given to the way the system builds its
knowledge-base, resulting in an efficient system that focusses
on the borders of operating space where transitions from one
situation to another situation are possible. In the case of the
medical monitoring system, this could result in a personal
adapted monitoring system that can also be easily changed.
Though the system is designed for use in a medical context,
the concepts can be used in other domains as well.
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[19] A. Milenković, C. Otto, and E. Jovanov, “Wireless sensor networks for
personal health monitoring: Issues and an implementation,” Computer
communications, vol. 29, no. 13, 2006, pp. 2521–2533.

[20] S. R. Marder, S. M. Essock, A. L. Miller, R. W. Buchanan, D. E. Casey,
J. M. Davis, J. M. Kane, J. A. Lieberman, N. R. Schooler, N. Covell
et al., “Physical health monitoring of patients with schizophrenia,”
American Journal of Psychiatry, vol. 161, no. 8, 2004, pp. 1334–1349.

[21] N. R. Jennings and M. Wooldridge, “Applications of intelligent agents,”
in Agent technology. Springer, 1998, pp. 3–28.



117

International Journal on Advances in Life Sciences, vol 9 no 3 & 4, year 2017, http://www.iariajournals.org/life_sciences/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

 

Cardiac Telemerty for Stress Assessment 

 

Anna Polevaia, Sergey Parin, Valeriia Demareva  

Psychophysiological Department 

UNN 

Nizhni Novgorod, Russia 

e-mail: a.dostoevskaya@gmail.com, parins@mail.ru, 

kaleria.naz@gmail.com 

Sofia Polevaia 

Neurophysiology and Experimental Modeling Department 

NNSMA 

Nizhni Novgorod, Russia 

e-mail: polevaia@ipfran.ru

 

 
Abstract—The use of stress assessment is receiving increasing 

attention. However, assessment approaches and methods this 

far are limited to static contexts. Scholars have raised 

questions concerning the validity of laboratory measurement 

results for stress detection in everyday life. The paper presents 

the results of developing a new method of stress assessment in 

real-life scenarios. This method is based on the noninvasive 

continuous cardiac rhythm monitoring. It is shown that the 

results obtained in the laboratory stress-related contexts have 

poor correlation with the results of the similar real-life 

scenarios. In this connection, the principal requirements for 

stress monitoring solutions are listed, and the architecture of 

the cardiac telemetry complex for continuous stress 

measurement is described. Drawing on experimental data over 

a 5-year period, we identify a stress-specific context-invariant 

HRV pattern. The theoretical and application perspectives for 

cardiac telemetry are presented for discussion. The progress 

achieved in the research and the ways for further investigation 

are outlined in the conclusion.  

Keywords- stress; heart rate variability; autonomic nervous 

system; wireless technology. 

I.  INTRODUCTION 

This paper is an extended presentation of [1], an 
experimental and theoretical justification for the role of 
endogenous opioid system in autonomic regulation of stress. 

Stress reaction is a physiological response to factors 
perceived as challenging, demanding or threatening. 
Extensive scientific literature shows that stress can be 
associated with adverse health outcomes, e.g., an increased 
risk of severe chronic diseases, illnesses such as 
cardiovascular and immunological diseases - contributing to 
poor relationships and lost productivity at work, reduced 
quality and duration of life [2-4]. The overall burden of 
stress-generating lifestyles is heavy both at individual and at 
the societal level [5].  

Measuring and monitoring stress is a key to identifying 
the main stressors and understanding the lifestyle-related 
choices and behaviors that make for healthy life and well-
being.  There is a dramatic growth of solutions for stress 
assessment over the past five years - from portable 
ambulatory diagnostics to home appliances, where the most 
advanced technologies investigate the potential of a modern 
smartphone and a wearable HR monitor [6] (see Figure 1). 
They allow to measure stress in a wide range of laboratory  

Figure 1.  Modern approaches to cardiac activity monitoring: (a) a pocket-

sized healthcare gadget (2017); (b) measuring stress through a built-in 

smartphone camera and flash (2015). 

and ambulatory contexts, or static real-life scenarios like 
sleep. However, such approach greatly narrows the scope of 
application of the technology and questions its predictive 
validity, since the human regulation is a dynamic process. 

This article introduces a cardiac telemetry solution for 
stress assessment in dynamic real-life scenarios and presents 
the results of its implementation in various experimental 
contexts. The developmental work is based on a combination 
of mathematical modeling and algorithm development with 
extensive empirical physiological and behavioral research. 
The datasets for developing the method include 7 432 field 
and laboratory assessments in 4 619 people. The technology 
described in this paper can be utilized widely in different 
types of healthcare studies, wellbeing and health promotion 
services, and consumer products such as chest belts, smart 
watches, as well as professional sports coaching and 
coaching amateur athletes. 

The article is organized as follows: Section II presents a 
brief description of the stress phenomenon and introduces 
related works; it is followed by Section III, dedicated to the 
concepts and implementation details of our cardiac telemetry 
solution. Section IV addresses the evaluation results. Section 
V ends the paper with a look to future work. 

II. RELATED WORK 

This section starts with a brief definition of the stress 
phenomenon and an overview on Heart rate variability 
(HRV) analysis approaches that are relevant in the context of 
stress detection. Finally, a short sub-section gives an 
overview on mathematical methods for stress modeling. 
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A. Definition of Stress 

Stress is one of the most common extreme regimes for 
the living. According to the three-component theory, stress is 
a nonspecific protective systemic reduced response to 
damage or threat of damage [7-8]. That is, stress is not an 
adaptive, but a maladjustment process.  

The stress-launching factor is a disagreement between the 
current state and the necessary state [9]. Then, in accordance 
with the theory of functional systems (FS) [10], we can 
assume that the occurrence of excessive mismatch in any of 
the modules of the acting FS leads to stress activation, which 
realizes the protective mechanism. The stress activation 
involves a combination of certain physiological 
(neurochemical, immune, vegetative, etc.) mechanisms [7-8, 
11]. The same load can be optimal (or within the boundaries 
of the adaptation range) or stressing (beyond the adaptation 
range) for different people. 

B. Stress Recognition using HRV 

Autonomic nervous system (ANS) plays a key role in 
maintaining physiological functions of the body, including 
flexible and appropriate modification of the cardiac activity 
according to need. According to Baevsky et al., cardiac 
rhythm regulation can be represented as a double-circuit 
model with the central and autonomous circuits, with 
feedforward and feedback links (see Figure 2). In this case, 
the effect of the autonomous circuit is connected with 
respiratory arrhythmia, and the central circuit - with non-
respiratory arrhythmia [12].  

HRV analysis - determining the degree of variability in 
consecutive RR intervals or instant heart rate (HR) in a 
cardiogram - has become an important tool for assessing 
stress. A wide range of mathematical tools includes 
statistical, geometric, spectral, and nonlinear algorithms. 
Evolution of the mathematical apparatus for R-R intervals 
analysis is demonstrated by George E. Billman [13] (Figure 
3). At the same time, the whole set of mathematical methods 
of HRV analysis is redundant [14]. However, it is important 
to note that each method has its own limitations in 
application. The most accurate method in terms of the time 
resolution is spectral analysis of RR-intervals. The selection 
of HRV periodic components allows us to determine the 
current state of the neuro-humoral regulation system. For the 
first time, different types of sequences of RR-intervals were 
described by Fleisch and Beckman in 1932 [15]. Rhythmic 
activity of pacemaker cells of the sinus node is interrelated 
with endocrine and humoral processes that change the 
threshold of spontaneous depolarization of pacemaker sinus 
node [16-18]. This leads to an increase or decrease in the 
interval between heart cycles and, consequently, a decrease 
or increase in heart rate. The factors that regulate HR will 
also affect HRV. An important feature of this process is that 
the activity of these factors varies periodically [19-20]. 
However, it should be noted that in addition to periodic 
modulations of various factors in HRV, there are also non-
periodic components. 

 
 

Figure 2.  Scheme of double-circuit model for cardiac rhythm regulation. 

Figure 3.  The temporal sequence of some of the most important events in 

HRV research history [13]. 

The traditional analysis of RR-intervals divides the HRV 
frequency spectrum into three ranges, (a) high-frequency 
(HF) oscillations (0.15-0.4 Hz); (b) low-frequency (LF) 
oscillations (0.04-0.15 Hz); (c) very low frequency (VLF) 
oscillations (0.015-0.04 Hz). However, in addition to the 
classical frequency ranges listed above, a number of authors 
indicate very high frequency (VHF) oscillations (0.6-2 Hz). 
Experimental data show the presence of VHF-components in 
the structure of the HRV spectrum in patients and in healthy 
people [21-22]. Table I shows the most relevant frequency 
ranges for spectral analysis of HRV. 
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TABLE I.  THE FREQUENCY RANGES FOR SPECTRAL HRV ANALYSIS 

Title  

of the Spectrum 

Component 

Frequency Range 

(Hz) 
Time Period (Sec) 

HF 0,4 – 0,15 2,5 – 6,6 

LF 0,15 – 0,04 6,6 – 25,0 

VLF 0,04 – 0,015 25,0 – 66,0 

ULF Below 0,015 Over 66,0 

 
The first studies of the impact of the information load on 

the functional state of a person using cardiovascular 
indicators are mentioned in the work of Winkler [23], who 
demonstrated that performing an arithmetic test leads to an 
increase in HR. Accumulated empirical evidence indicates 
that the LF spectrum is the most sensitive to the effect of 
cognitive loads. As a result, it was concluded that the 
suppression of LF (0.1Hz) HRV component reflects the 
effort of the subject required to perform a cognitive task, 
while the restoration of the spectral power during the 
relaxation period after completion of the cognitive task 
reflects the degree of previous efforts [24]. Some examples 
of empirical studies are listed in Table II. 

TABLE II.  EXAMPLES OF HRV SPECTRAL ANALYSIS UNDER 

COGNITIVE LOAD 

Author 
Experimental 

Problem 

Selected HRV 

Indices 
Trend 

Egelund, 

1982 [61] 

Fatigue spectral 

HRV indices in 

drivers 

LF (0,1 Hz) Decrease 

Kaplan, 

1999 [62] 

The change in 

the spectral 

indices in 

response to an 

erroneous 

action 

HF (0,15-0,4 Hz) Decrease 

Mulder, 

2000 [63] 

The change in 

the spectral 

indices under 

cognitive load 

LF (0,1 Hz) Decrease 

Brinkman, 

2004 [64] 

The change in 

the spectral 

indices during 

transition from 

solving simple 

equations to the 

complex ones 

LF (0,1 Hz) Decrease 

 
The autonomic HRV regulation reflects the level of the 

adaptive resources of the organism [12; 25]. Studies have 
shown that emotions, cognitive processes, and physical 
activity are closely related to the dynamics of autonomic 
HRV regulation [26-27]. The research into stress provides an 
extensive HRV database for different groups of subjects in 
clinical and laboratory contexts: patients with depressive 
disorders, post-stroke patients with diabetes, etc. [28-30]. 
Vegetative correlates of fatigue, overexertion and various 
types of stress are actively studied [31-34]. Integration of the 
available data leads to the conclusion that the autonomic 
HRV regulation is sensitive to changes in emotional, 

cognitive and physical activity and is informative for the 
study of adaptation and maladjustment processes. 

The data on the dynamics of HRV during stress are 
contradictory. Some studies demonstrate no changes in HRV 
[35] and the severity of respiratory arrhythmia in HR [36] in 
the presence of stress factors, while other authors show a 
high degree of variability in LF, HF, LF/HF spectral HRV 
parameters [37] (see Table III). Such contradictions could be 
explained by different software and hardware base of 
researchers. 

TABLE III.  SELECTED EMPIRICAL STUDIES OF HRV IN STRESS-
RELATED CONTEXTS 

Author Context LF Trend HF Trend 

T. Chandola et al., 2008 

[34] 

Working 

stress 

Decrease Decrease 

J. Taelman et al., 2011 

[26] 

Intellectual 

load and/or 

physical 

load 

Decrease Decrease 

N.I. Shlyk, 2011  

[56] 

An 

intensive 

training 

Increase Increase 

H. Che-Hao et al., 2012 

[57] 

Inhalation 

anesthesia 

Increase N/D 

 
For decades stress could be evaluated at rest only [38] 

with sitting or lying position of the subject being mandatory, 
and a great risk to damage the data by any external irritant 
stimuli [39]. All the mentioned restrictions greatly narrow 
the scope of contexts for research and make stress 
measurement in real-life scenarios impossible. Since the 
autonomic HRV regulation is dependent on the target 
function and varies greatly in accordance with the context 
[25, 40], static measurements in the laboratory do not always 
agree with the principle of ecological validity [15, 30, 41-
42].  

Currently, the problem of stress-specific HRV parameters 
is still unsolved. The definition of such parameters is 
complicated by the presence of individual optimum indices 
for a particular person, which do not always coincide with 
the average statistical results. This conditions the use of 
correlation of the HRV parameters along with the absolute 
values. 

C. Neurohumoral HRV Regulation 

More than 150 years ago, Claude Bernard denoted the 
existence of close connections between the brain and the 
heart [43]. Practical implementation of this concept is 
characterized by a number of important advantages. First, the 
methods of measuring the parameters of the functioning of 
the cardiovascular system (minute and stroke volume, pulse 
rate, arterial pressure) are well-known and generally 
available. Secondly, cardiovascular variability data can be 
used to evaluate the system of neurohumoral regulation of 
the heart and blood vessels, of which HR is the most simple 
and accessible for analysis. 

Baro- and chemoreceptors control various parameters of 
the blood circulation in the vascular bed and heart, and as a 
result, the information about the ongoing endogenous 
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changes enters the central nervous system (CNS). This 
ensures the lability of the adaptation of the heart-vascular 
system (HVS) to continuously changing environmental 
conditions. Thus, by controlling the processes of HVS 
regulation, it is possible to obtain information on the 
effectiveness of adaptive mechanisms in response to stress 
conditions. 

As a theoretical approach, the neurovisual integrative 
model (NVM) is considered, according to which changes in 
HR are generally related to the state of the brain more, than 
to the state of the heart [44]. A number of nerve structures 
associated with heart rhythm are described within the 
framework of NVM. The data on these results are based on 
animal studies, studies of people with local cerebral lesions, 
physiological and pharmacological analysis, and work with 
methods of neuroimaging (PET, fMRT) [45-46]. 

HR is determined by the property of automatism, i.e., the 
ability of the cells of the conduction system of the heart to 
spontaneously activate and cause a contraction of the 
myocardium. Automatism is caused by the appearance of 
spontaneous depolarization of cells of the sinus node. The 
usual frequency is 60-80 pulses per minute. The fluctuations 
of HR are connected, on the one hand, with the intrinsic 
activity of the sinus node (intracardiac reflexes), and on the 
other hand with the influence of the higher centers of 
regulation [8]. HRV analysis, which is determining the 
degree of variability of consecutive R-R intervals or instant 
HR, has become an important tool for risk assessment. 

HF oscillations of HR reflect the connection between the 
vagus nerve and the sinus node and the exerted 
neuromuscular influences. Therefore, the spectral power 
(density) in the HF range of the HRV spectrum is related to 
the activity of the parasympathetic link of the vegetative 
nervous system [11]. 

The LF range of the HRV spectrum when analyzing the 
records of the R-R intervals measured at rest (lying, sitting) 
is usually represented by a single peak at a frequency of 0.1 
Hz. In fact, a wave peak with a frequency of 0.1 Hz in the 
spectrum of HRV means that the body has mechanisms for 
modulating HR with a period of 10 s. Oscillations with the 
same period are recorded in the rhythm of blood pressure. It 
can be assumed that the formation of a 0.1-Hz rhythm of 
RR-interval oscillations is the result of the participation of 
three mechanisms: baroreflex, central, and myogenic. For 
practical use, it is important that LF modulation of HR is 
associated with the activity of postganglionic sympathetic 
fibers, and their spectral power (density) reflects the activity 
of the sympathetic link of the VNS in the regulation of the 
heart rhythm [50]. 

As a rule, an increase in the power of LF oscillations is 
accompanied by a decrease in the power of HF oscillations, 
which may be the result of the existence of special mutual-
reciprocal relations between them. Such interactions are also 
observed between the parasympathetic and sympathetic 
contours of the VNS, which determine the presence of these 
wave oscillations in HRV. This substantiates the usage of the 
LF/HF ratio power ranges of the HRV spectrum (also called 
the vegetative balance index, or VBI) for assessing the 
autonomic balance level [34, 39]. 

D.  Stress Research Issues 

The development of mathematical processing of ECG 
naturally led to the discovery of a large number of indicators 
(statistical, geometric, frequency), which, on the one hand, 
closely correlate with each other, making the entire set 
redundant, and on the other hand, are suitable for interpreting 
and evaluating the cardiac signal only in stationary 
conditions [14].  

The key issues of autonomic regulation research are the 
following:  

 What factors are responsible for autonomic 
responses in the context of daily-life activity? 

 What psychophysiological processes underlie the 
HRV regulation in the context daily-life activity? 

 Is it possible to predict HRV response in daily-life 
activity context from laboratory measurements? 

 
For accessing physiological stress, a neurophysiologic 

index is a simultaneous increase of LF/HF values with the 
fall in the total power spectrum of HRV [11-12, 31, 33-35, 
39-40].  

The relationship between laboratory and field indices of 
vegetative regulation of the heart rhythm has been studied 
for more than 30 years.  

Public speaking seems to be the most realistic natural 
activity context for stress study, along with an examination, 
an interview, etc. All of these real-life scenarios remain 
relatively manageable [42]. However, when public speech 
context was used as a component of the laboratory model of 
stress in the Trier Social Stress Test (TSST) [47], the later 
comparison of the results with 41 trials of natural public 
speaking HRV records showed no correlations [48]. 
Numerous studies show much more pronounced changes in 
HR when performing in public in the natural activity context 
as compared to laboratory experiments [49-51]. The review 
[41] concludes that there are weak correlations between 
HRV measurements produced in laboratory and field 
contexts, although some positive correlations are found. 

Another approach to the problem of real-time stress 
diagnostics in natural dynamic contexts is the development 
of a new instrumental method. The method should allow 
recording of biophysical signals to provide personalized 
monitoring and remote diagnostics of stress without 
restrictions on the duration of recording. The California 
Institute of Technology and the Georgia Institute of 
Technology have made significant progress in this respect. 
They developed a clothing fabric with an incorporated 
network of contactless capacitive sensors to allow 
continuous HRV monitoring in real-life contexts [52]. 

In our work, we analyze HRV patterns from normal 
healthy people in various real-life contexts, e.g., stressful 
tasks, intensive physical activities, sudden maneuver while 
driving, etc. In order to do that, we use an unobtrusive HRV 
measuring device that can be easily worn long-term (24-
hours). Such approach will allow us to identify the stress-
specific HRV pattern for dynamic real-life scenarios. 
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III. CARDIAC TELEMETRY SOLUTION 

The cardiac telemetry technology was designed for stress 
detection in dynamic real-life scenarios.  The basic data for 
analysis are R-R intervals of the electrocardiogram (ECG) 
obtained in real time from a wireless sensor. The 
StressMonitor client application allows preliminary 
processing of the data and its representation in the form of a 
dynamic graph with indicated HRV spectral values. All the 
data is stored in a cloud. The solution is already in demand 
by medical institutions and scientific laboratories, 
professional coaches, and health-conscious people. 

A.  Solution Requirements 

Since the operation of the human body is a dynamic 
process, due to high lability and the contextual dependence 
of HRV, special requirements are imposed on the technology 
for stress measurement in real-life scenarios. Among such 
requirements we list the following: safety and convenience 
for use in everyday life; mobility, i.e., the signal source can 
be remote from the signal receiving unit; continuous 
recording of signal; low power consumption; autonomous 
mode of HRV diagnostics; automatic processing of 
interrupts; sustainability to external interference; ability to 
accumulate data in off-line mode. 

B. Solution Arcitecture 

Cardiac telemetry is a monitoring solution that allows 
continuous HRV monitoring while the volunteer remains 
active without the restriction of being attached to a bedside 
cardiac monitor. A three-module wireless technology has 
been developed [53-55].  

ZephyrTM HxMTM Smart (HxM, Zephyr Technology) 
sensor platform combines optimal size and energy 
consumption as well as quality of receiving and transmitting 
radio signals not sacrificing the comfort of the use. The 
platform is 65x32 mm in size and 17 grams in weight. Its 
design ensures reliable fixation of sensors on the human 
body. The platform combines a microprocessor, a radio 
signal reception and transmission unit, a low-power ECG 
sensor, an acceleration sensor, and a distance sensor. The 
device works for 150 hours without recharging. The signal 
transmission range is 10 m. The data transfer to a 
smartphone or a tablet PC is organized via Bluetooth SPP - 
2,4 GHz. Packets of raw data are transmitted every second, 
where each dataset contains a unique device identifier, 15 
last R-R intervals, and the start time of the recording.  

For temporary accumulation and preprocessing of data, a 
StressMonitor application for Android-operating smartphone 
is used. Further the data is transmitted via GSM channels to a 
special server (see Figure 4). The star-shaped topology of the 
sensor network ensures the efficient use of hardware in case 
of collective monitoring. 

The StressMonitor application displays real-time RR-
graphs with spectral frequency-related HRV indices [10] (see 
Figure 5). It was developed with the use of MySQL 5.5 
database, Python 2.7 programming language, Django 1.8 
development framework, the Flot 8.2 library, a framework  
 

Figure 4.  Architecture for wireless registration of HRV in a group of 

volunteers. 

Figure 5.  Graphical representation of RR-intervals with calculated HRV 

spectral indices; the red vertical bar indicates the onset of the stress 

episode. 

for creating a BootStrap 3.2 site design, NumPy, JQuery 2.1 
library, Yandex API Maps. 

The server database works on MySQL 5.5 software. The 
received RR signal is cut by a time window for 100 seconds 
with a time shift of 10 seconds. For the resulting windows, 
the discrete Fourier transform for uneven signals calculates 
the spectrum. For the purpose of analysis the spectrum is 
divided into the following ranges: VLF (0.003-0.04 Hz), LF 
(0.04-0.15 Hz), HF (0.15-0.4 Hz). The algorithm also uses 
frequency-related HRV indices: total power (TP) which is a 
sum of VLF, LF, and HF; vagally-sympathetic balance 
(LF/HF). As a result, we receive spectral HRV values, GSM 
coordinates, the time and events associated with stress in a 
particular person during real-life activity [10]. 

C. Mathematical Methods for HRV Analysis 

For the data processing, spectral periodogram method 
and statistical methods for analysis of HRV, as well as the 
continuous wavelet transformation were used. 

Spectral analysis is one of the most important types of 
time series analysis, which allows to determine the effect of 
autonomic regulation on HRV. 

When constructing the spectrum of the rhythmogram, it 
is important to take into account that the signal itself is not a 
time series of amplitudes of a physical quantity, but a 
number series of time intervals between adjacent QRS events 
in a cardiogram. Fundamentally, the Fourier transform 
cannot be performed because of the unevenness of the QRS 
events time scale. It is necessary either to convert a number 



122

International Journal on Advances in Life Sciences, vol 9 no 3 & 4, year 2017, http://www.iariajournals.org/life_sciences/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 
 

of intervals into a time series, or to adapt a transformation for 
a non-uniform series.  

Taking into account the specificity of the cardiac signal 
obtained in real-life contexts, namely, the presence of a 
nonstationary property and a large number of transition 
regions, a set of specialized spectral methods for signal 
processing is suggested: 

 Continuous wavelet transform (CW method, or 
Morlet wavelet) for analysis of amplitude 
modulations of RR-intervals and spectral 
components of rhythmograms. 

 Dynamic spectral analysis, which synthesizes Fast 
Fourier transformation algorithms and Lomba-
Scargla periodograms, for analysis of rapid changes 
in the structure of HR. In our case dynamic spectral 
analysis was performed in a specialized program 
built in the LabVIEW environment. 

As a result, we analyze the temporal dynamics of the 
power characteristics of the vibration spectra of the RR-
intervals, namely: the total power of the HRV spectrum (TP, 
ms2); LF, ms2; HF, ms2; the ratio of the power of the 
rhythmogram spectrum (LF/HF). 

D. Solution Validation 

The validity of the cardiac telemetry complex has been 
tested by the simultaneous recording with the two certified 
ECG clinical solutions: AIP Poly-Spectrum (Neurosoft) and 
Ankar-131 (Medicom) (see Figure 6), and statistical analysis 
of the HRV patterns and the time sequences of R-R intervals. 
There is a high correspondence of the time sequences for R-
R intervals and the HRV patterns (p = 0.995, Student's test). 

IV. RESULTS AND DISCUSSION 

In this section, our selected studies are considered. All 
the subjects gave informed written consent to participate in 
the research.  Trials with deviation over 10% were removed 
from the data prior to the analyses. R-R intervals of less than 
300 or more than 1500 ms were considered as deviations. 
Overall, data loss was below 3% across all measurements for 
each participant group. For all other trials, median filtering 
was performed prior to spectral analysis. 

A. Participants 

362 healthy people from Nizhny Novgorod (179 men and 
183 women, with a mean age of 21.5 (±1.3)) took part in the 
experiment. All participants had no heart condition. All of 
the participants gave an informed consent to stimulation by 
electrical impulses. All of the participants were naïve 
regarding the purpose of the experiment.  

B. Research Contexts 

The data for the research was gathered both in laboratory 
contexts and in real-life scenarios. 

 
The laboratory contexts were: 

 Students during public speaking. 

 Students playing a race computer game. 

 Sportsmen playing chess with a computer. 
 

Figure 6.  Comparison of synchronized R-R records: (a) Cardiac 

Telemetry Solution; (b) Poly-Spectrum Analyzer. 

The real-life contexts were: 

 Drivers of public transport during a sudden 
maneuver. 

 Athletes during an intensive training. 

 Firefighters during training in the gas-smoke 
chamber. 

C. Procedure 

Volunteers underwent research both individually and 
collectively, depending on the context. 

Before the test, a participant was asked to wear 
ZephyrTM chest belt. The person responsible for the 
experiment ran the SmartMonitor app and entered the 
participant’s name, age, and gender. Then the participant was 
instructed to start the experimentation activity. 

Research contexts could take from 30 minutes to several 
days depending on an activity. All this time, the volunteers 
wore ZephyrTM chest belt and their data was transferred to 
the cloud. 

After the tests, the lab technician downloaded data from 
the cloud. HRV spectral analysis was carried out 
automatically directly in the cloud with the use of a special 
program complex. Statistical processing of data within each 
context and between contexts was carried out manually in 
the program STATISTICA 10. 

D. Results 

When analyzing spectral HRV indices during public 
speaking, it was revealed that a decrease in TP with 
simultaneous increase in LF/HF is a typical pattern for the 
context (76% of cases). 

In the context of computer race game, the moments of 
mismatch and errors were also characterized by a decrease in 
TP and an increase in LF/HF values.  

During the game of chess in 77% of cases there was a 
decrease in TP and an increase in LF/HF at the time of a loss 
(see Figure 7). 
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Figure 7.   TP and LF/HF HRV spectral values during a game of chess: (a) 

the player attacks with a subsequent defeat; (b) the player loses the 

initiative and the game ends in defeat. 

In public transport drivers, a sudden maneuver was 
accompanied by an increase in TP and LF/HF, followed by a 
decrease in TP with an increase in LF/HF. 

HRV spectral analysis in the process of intensive training 
showed a statistically significant decrease of TP, LF, and HF 
values after the training load, as well as an increase in LF/HF 
(p<0,05) (see Figure 8). Table IV represents a comparison of 
the HRV spectral values for warm-up, where optimal HRV 
values for effective training are identified (see also Figure 9). 

TABLE IV.  THE OPTIMAL SPECTRAL HRV PARAMETERS DURING 

WARM-UP 

HRV Indices Mean Value 
Standard Error of 

the Mean 

HR, beats per 

minute 
78,40 ± 4,53 

TР, msec2 3653,82 ± 211,81 

LF, msec2 1604,49 ± 87,59 

HF, msec2 573,29 ± 61,01 

LF/HF 3,09 ± 0,86 

 
When analyzing the spectral HRV dynamics in 

firefighters during training in a gas-smoke chamber, a 
characteristic R-R pattern was also found: the decrease of TP 
with an increase in LF/HF (97% of cases). 

Figure 8.  Mean values of spectral HRV parameters before and after 

exercise: (a) TP, LF, HF (msec2); (b) LF/HF (*p <0.05, Student's test). 

 

Figure 9.  Wavelet analysis of rhythmograms (Morlet wavelets) in athletes 

at different stages of training: (a) warm-up; (b) training process; (c) rest. 

V. CONCLUSION AND FUTURE WORK 

To summarize, we undertook an investigation of HRV 
dynamics during stress in various laboratory contexts and 
real-life scenarios with the use of cardiac telemetry. We 
found evidence that there is a dynamic pattern of RR-
intervals characteristic for stress, which is the decrease of TP 
values with the increase of LF/HF values. Therefore, stress is 
physiologically manifested by increased sympathetic and 
diminished parasympathetic activity of the ANS. 

The main objective of the study was to analyze the 
continuous dynamics of autonomic regulation of HRV in 
heterogeneous laboratory and real-scenarios and to identify 
the dynamic structures of autonomic regulation indices 
specific for the stress response. 

The results of the study of the HRV autonomic regulation 
dynamics under variousloads reproduce and confirm data on 
the high sensitivity of the regulation system to various 
changes in the internal and external contexts of a living 
system [25]. 

Using the new wireless cardiac telemetry solution that 
was developed specifically for the task of measuring living 
systems in the real-life scenarios opened new opportunities 
for research [51-52].  

As the result of experimental series, it is shown that the 
dynamics of the HRV autonomic regulation parameters is 
nonlinear, quasi-periodic, and does not have direct 
relationships with the autonomous regulation measurements 
in stationary contexts like sitting or lying. There are no 
grounds to deny the possibility of revealing the dependencies 
between the indices of the autonomic regulation at rest and in 
the context of natural activity. However, they seem to be 
individual. Therefore, an appropriate experimental design 
presupposes repeated long-term monitoring of a person in a 
rich set of real-life scenarios.  

Use of spectral analysis algorithms for uneven time 
series, such as the sequence of RR-intervals, made it possible 
to reveal VHF spectrum of HRV that was not considered in 
classical physiology and medicine. 

Mathematical methods of dynamic spectral analysis 
allow scaling the discreteness of the received parameters, so 
there is an opportunity to observe real-time changes in the 
structure of the autonomous regulation of HR in the course 
of real-life events. This makes it possible to use 15-second 
rhythmograms for analysis instead of 300-second 
rhythmograms as in the classical HRV analysis. 
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The novelty of the study is the approach with the loads 
differing not in the complexity, but in the very nature of the 
target task. 

In general, the decrease in HRV as a sign of the presence 
of a disease is discussed in many works [58-60]. The list of 
diseases is very wide, including cardiovascular system 
disorders (myocardial dysfunction, tetraplegia, hypertension, 
congestive circulatory insufficiency, chronic mitral 
regurgitation, cardiomyopathy, ventricular arrhythmias, 
supraventricular arrhythmias, etc.); psychoneurological 
disorders (posttraumatic stress disorder, depression, anxiety), 
oncological diseases, infectious diseases (influenza, ARVI). 
Apparently, the decrease in HRV is a nonspecific marker of 
the presence of a disease. Then, it is debatable that the 
famous Selye triad, which is a complex of three stress-
specific symptoms (hypertrophy of the adrenal glands, 
thymus involution, ulceration in the digestive tract), can be 
extended. In order to introduce the decrease in HRV as the 
dynamic marker of stress, we need to reproduce pharmaco-
physiological responses associated with stress reaction. 

The HRV data obtained in athletes during physical load 
represents a fundamentally new context for research of 
stress. An important result was obtained when trying to 
reveal the coordination between the initial states of athletes 
with their performance in the context of uninterrupted 
monitoring of their training activities from warm-up until 
rest.  

According to the 3-component theory of stress [8] and 
empirical data, we assume that the first phase of stress-
related HRV pattern dynamics is associated with the 
activation of all regulatory loops, and especially the 
sympathetic component of the autonomic nervous system. 
The second phase of HRV dynamics may be associated with 
the activation of the endogenous opioid system (EOS) (see 
Figure 9). 

A contradiction in interpretation may arise when 
comparing the two indices of the sympathetic activity, which 
is the power of the LF component of HRV and HR spectrum. 
It is commonly believed that an increase in HR and an 
increase in the LF index reflect the activity of the 
sympathetic system. In our case, the increase in HR values is 
combined with the decrease of the LF component (i.e., 
training load effects in athletes). That is, the two indices 
contradict each other.  

However, experimental data on the LF component 
dynamics were historically obtained in static contexts, that is, 
active contexts were not considered. At rest, there is a direct 
correlation between the power of LF and HR.  

As a result, changes in HR and LF power are not always 
associated with the activity of the sympathetic subsystem. 
Apparently, they reflect different regimes of sympathetic 
influence on the heart rhythm. The LF component reflects 
the phasic modulation of the HR in the context of rest.  The 
increase in HR is a single strong increase associated with 
sympathetic activation in the dynamic real-life context. 

The results of the use of the cardiac telemetry in 
numerous experiments justify its potential for application in 
further research into stress phenomenon, health promotion  

 

Figure 10.  The dynamics of the stress-protection systems SAS, HPAS, and 

EOS during stress. 

services, consumer wellness devices, professional sports, and 
amateur training.  

In future researches we would like to focus on defining 
the best practices for stress management. Research into 
neurobiological mechanisms of stress at the cell level is 
planned for further technology development. 
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Abstract—There are many tasks for which people need domain-
specific skills learned through long-term practice. Many skill
acquisition models have been proposed that include the mental
states of the learners, but only few studies have tried to estimate
mental states using objectively measured data. The purpose
of this study was to experimentally investigate whether the
status of the skill acquisition process could be estimated by
physiological indices that indicate the learner’s mental states.
For this purpose, we conducted an experiment to obtain data
on physiological indices and a subjective report of the feeling
of difficulty during the skill acquisition task. As a result, we
confirmed the relationship between the participant’s statuses and
the physiological indices. In addition, we classified the trials with
the feeling of difficulty in the experiment using Support Vector
Machine. As a result, the values of accuracy were over 0.65 when
the data not used to calculate the SVM model were classified.
We could show that the physiological indices are helpful clues to
estimate the status of the skill acquisition process.

Keywords–Skill acquisition model; Mental state estimation;
Physiological indices.

I. INTRODUCTION

This article is a substantially extended version of the au-
thors’ paper “Experimentally Analyzing the Skill Acquisition
Model using Task Performance and Physiological Indices”
[1], presented at COGNITIVE 2017, the Ninth International
Conference on Advanced Cognitive Technologies and Appli-
cations, IARIA in Greece.

A skill is the ability to perform a task with pre-determined
results, often involving a given amount of time, energy, or
both. There are many tasks for which people need domain-
specific skills learned through long-term practice. We call this
kind of undertaking a “skill task.” To acquire the abilities for
a skill task, people usually train by carrying it out repeatedly.
However, it is difficult to learn the aptitude in question alone
because, in many cases, people cannot objectively monitor
their skill level and task performance. Experts and instructors
can support learners, but the methods to support learning
a skill task have been established for few endeavors. Some
systems have been proposed to support learning based on task
performance.

Generally, when a person has acquired a skill, i.e., profi-
ciency or expertise, this means that person can efficiently carry

out a specific task. Previous studies, e.g., [2], are founded on
the principle that learners pass through five stages: Novice,
competence, proficiency, expertise, and mastery. The phases
are characterized by how rules interplay with real-world con-
text. A novice will simply follow the rules that they are given
and not consider context. Intermediate stages contain a mix of
rule following, combined with more and more sophisticated
consideration of context [3]. To assess skill level, the skill
task is divided into a number of sub-tasks, the performance
on which is rated. However, to competently perform a job,
many skill tasks require various sub-skills corresponding to
the sub-tasks. In this case, even when the learner has acquired
some sub-skills, a situation may arise where he/she cannot
synthetically use them. In addition, it is often difficult to rate
skill task performance itself. Tranquillo and Stecker [3] pointed
out that a master may, in fact, not be able to state the rules
or the heuristics that they are using. For example, we cannot
rate presentation skills independent of the contents of the
presentation. To support the skill acquisition of the skill task,
identifying the statuses in the skill acquisition process, e.g., the
steep acceleration section or the plateau section in a learning
curve, is more useful than rating the skill level. To identify
this status, human instructors focus on the learner’s responses
to unknown situations (such as questions and answers), giving
a new challenge, and deliberately making mistakes. In other
words, they evaluate the skill task model that the learner has.
Of course, the skill task model cannot be observed directly.

The important point is that we can use the learner’s own
recognition of his/her skill task model. The Dreyfus model
of skill acquisition [2] shows how students acquire abilities
through formal instruction in addition to practicing. This
model identifies skill level based on four binary qualities:
(1) recollection (non-situational or situational); (2) recognition
(decomposed or holistic); (3) decisions (analytical or intuitive);
and (4) awareness (monitoring or being absorbed). The model
is intuitive, but no one knows how to evaluate the four factors
concretely. We considered an approach to estimate the learner’s
recognition, i.e., the learner’s mental state, from objectively
measured data during the skill acquisition process. For this
assessment, we used physiological indices that could gauge the
responses of the learner’s autonomic nervous system related
to his/her mental states. The physiological indices are usually
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employed to ascertain mental stress.
Kraiger et al. [4] attempted to move toward a training

evaluation model by developing a classification scheme for
evaluating learning outcomes. They integrated theory and
research from a number of diverse disciplines and provided
a multidimensional perspective on learning outcomes. They
provided a classification scheme for learning outcomes for
training evaluation but were unable to propose a method to
identify the outcomes objectively. Mitchell et al. [5] assessed
participants’ self-efficacy goals, expected performance, and
the degree to which certain judgments required cognitive
processing. The results showed that self-efficacy was a better
predictor of performance than were expected score or goals on
early trials, whereas the reverse was true for later trials. This
result showed that the mental state is useful for estimating
the skill level because the responses changed with the skill
acquisition. From these results, we think that we needed a
method to objectively estimate the learner’s mental state that
changed with the skill acquisition process.

The final goal of this study was to develop a method
to determine the status of the skill acquisition process in
detail for the skill task, using task performance and the
learner’s mental states. For this purpose, we experimentally
investigated whether the status of the skill acquisition process
could be estimated by the physiological indices that can be
used to estimate the learner’s mental states. We conducted an
experiment to obtain the data of the physiological indices and
a subjective report of the learner’s mental states.

The paper is organized as follows. Section II briefly
introduces previous works on the skill acquisition model and
assessing human stress. Section III explains the outline of the
technique for appraising human stress and the skill acquisition
model via two dimensions: (1) task performance and (2) the
learner’s mental states. Section IV describes the experiment
and the analysis of the data. Section V discusses the analysis,
and Section VI lays out our conclusions and future works.

II. RELATED WORK

The Dreyfus Model of skill acquisition [2] seems to be
one of the most famous models of how students acquire skills
through formal instruction and practicing. This model is used
in a broad range of tasks, such as defining an appropriate level
of competence, supporting judgements of when a learner is
ready to teach others, and so on. However, there are some
criticisms of this model [6]. According to these authors, there
is no empirical evidence for the presence of stages in the
development of expertise.

Day et al. [7] examined the viability of knowledge struc-
tures as an operationalization of learning in the context of
a task that required a high degree of skill using a complex
video game. At the end of acquisition, participants’ knowl-
edge structures were assessed and the similarity of trainees’
knowledge structures to an expert structure was correlated
with skill acquisition and was predictive of skill retention and
skill transfer. In addition, knowledge structures mediated the
relationship between general cognitive ability and skill-based
performance. However, they did not mention the process of
change of the cognitive ability during the skill acquisition.

Langan-Fox et al. [8] summarized traditional models
([9][10][11]). They pointed out that models of skill acqui-
sition largely ignore the experiences and dynamic internal
processes of a person while learning a skill. They attempted

to highlight the importance of a dynamic description of skill
acquisition in their research. Process-oriented factors such as
motivation, memory, interruptions, emotion, and metacognition
are investigated in relation to skilled performance. However,
their discussions were conceptual and they did not investigate
the matter experimentally.

There are also some studies focusing on the learning
process, e.g., [12][13][14]. This is called the learning curve,
and it is well known that skills are acquired gradually, followed
by a period of steep acceleration and then a plateau phase.
However, there is no definite answer as to why such stepwise
learning occurs. In general, it is thought that in the learning
status where changes in cognition for tasks are required,
learning is in the plateau section until the change occurs.
However, it is difficult to objectively observe how the change
occurs. Observing changes in mental state during the skill
acquisition is also important in clarifying such processes.

There are some studies in which the physiological indices
were used for identifying the mental states. Patterson et al. [15]
used heart rate variability (low frequency:high frequency ratio)
to differentiate invested cognitive effort during the acquisition
and retention of a novel task. They found the usefulness of
heart rate variability in discriminating the cognitive effort
invested for a recently acquired skill. Walker et al. [16] sought
to identify a physiological measure that could help predict team
performance during a complex and dynamic task. Regression
analyses showed that team autonomic activity accounted for
10% of the variance in team performance scores. They showed
that the task performance can be predicted from physiological
indices. Parsinejad [17] tried to infer the mental workload
changes of human operator using physiological measurements
and performance metrics, while keeping participants’ inexpe-
rience as the key parameter. This research showed that physi-
ological indices and the participant’s finger-stroke patterns on
the touch screen could help flag unfamiliarity of participants in
the difficult game. These studies showed that the physiological
indices were useful to identifying the learner’s mental states
and they could predict the task performance based on the
physiological indices and the learner’s behavior. However, they
did not focused the relationships between the mental states and
the learning process.

III. THE SKILL ACQUISITION MODEL, INCLUDING
MENTAL STATES

Some previous studies have proposed the skill acquisition
model, which considers learners’ mental states [2][8]. How-
ever, the mental states were evaluated by human observation.
In other words, previous studies have not focused on how
to measure, evaluate, and use mental states via objective
approaches to the skill acquisition model. In addition, they
have centered on mental states through the lens of a specific
skill level, but have not concentrated on the dynamics of people
going through a learning process. This study aimed to develop
a technique for assessing a learner’s skill level based on his/her
performance and mental states. To do so, we first confirmed the
relationship between subjective reports on mental states and the
measured physiological indices. We then interpreted the data
and performance for estimating skill levels and the process of
learning. In this section, we explain the physiological indices
that were used to appraise mental states, and propose a skill
acquisition model that has two dimensions that define skill
level.
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A. Physiological indices for assessing mental states

In this study, we propose the skill acquisition model using
task performance and mental states. We especially focus on
how to gauge and use mental states in the skill acquisition
model. It is hard to use a learner’s behavior to evaluate mental
states because the learner’s behavior depends on the task and
skill level. However, when a learner feels that an activity
is difficult, he/she feels mental stress due to his/her line of
thinking and stimuli from the endeavor. Therefore, we consider
stress useful for appraising a typical mental state in the learning
process.

Many previous investigations have reported on physiologi-
cal indices for estimating mental stress. However, in ongoing
daily interactions, we can often find concurrent physiological
responses that are not related to the event. One reason is
that people involved in continuous interactions often plan their
actions, such as what to tell and how to move. Therefore, to
assess human mental states, we had to consider the context of
an interaction and the response characteristics of the physio-
logical indices.

Physiological indices are biological reactions caused by the
autonomic nervous system, for example: brain waves, potential
differences in cardiographs, variations in blood pressure, pulse
waves, respiration, body temperature, muscle potential, and
skin conductance. In continuous interactions, some of these
are susceptible to noise from body motions. We used skin
conductance responses (SCR) and electrocardiograms (Low
Frequency (LF)/High Frequency (HF) values) because these
are relatively resistant to noise.

Since the underlying mechanisms of SCR and electrocar-
diograms are different, we expected that they could be used to
distinguish between different responses from various sources
of stress. Sweating is controlled by the sympathetic nervous
system [18] and can be elicited by emotional stimuli, intellec-
tual strain, or painful cutaneous stimulation. The underlying
mechanisms of SCRs are more related to anticipation, expec-
tation, and attention concentration [19]. We thus anticipated
that SCRs could be used to tell when someone is dealing with
an unexpected situation.

For electrocardiograms, the LF/HF value is calculated using
instantaneous heart rate. It shows heart rate variability (HRV),
which is controlled by the sympathetic and parasympathetic
nervous systems and humoral factors. The underlying mecha-
nisms of HRV are complex. Lacey and Lacey [20] suggested
that it is caused by sensory intake and sensory rejection. In
addition, the parasympathetic nervous system responds quickly
(< 1 s) to stimuli. We thus thought that the LF/HF (HRV)
would show reactive responses based on external stimuli.

B. Relationship between a mental state and skill acquisition

The performance on a skill task is often difficult to rate. We
consider skill acquisition to mean that a learner has constructed
an efficient task model. If we could directly evaluate the
learner’s skill task model, we could identify the statuses of
the skill acquisition process. Human instructors focus on the
learner’s responses to unknown situations to estimate the skill
task model. The learner’s responses are expressions that the
learner feels difficulty and senses the patterns of mistakes.
Since learners might recognize the feeling of difficulty and
the mistakes consciously or unconsciously, we might estimate
them based on the learner’s mental states.

Task
performance

Actively trying to learn and 
searching for new ways

Passively trying to learn
or

Resigned to learn

Optimized or automated the 
ways to perform the task

Actively trying to learn and 
optimizing the ways

Feeling of difficulty

Figure 1. The outline of the skill acquisition model via two dimensions.

We focused on mental state changes to estimate whether
the learners thought their constructed task models were effi-
cient. In general skill acquisition processes, we can draw a
learning curve whose shape resembles a series of steps, e.g.,
[12][13][14]. In the steep acceleration section of the curve,
the learners receive feedback from subjective and objective
evaluations and improve their behavior. In the plateau section,
the learners optimize their behavior and sometimes execute
trial and error for the next step to improve the task per-
formance. When the learners are constructing the skill task
model, they experience intrinsic stresses. When the learners
are improving their model, they mainly experience extrinsic
stresses. As mentioned above, we expect that the intrinsic and
extrinsic stress can be estimated with physiological indices. By
using these estimates, we may estimate whether the learners
thought their constructed task models were efficient.

C. The skill acquisition model in two dimensions
We propose a skill acquisition model with two dimensions-

task performance and mental state-when a person feels that
a task is challenging (we call this a “feeling of difficulty”).
Figure 1 shows the model and the two dimensions. In the
traditional three phase model, Phase 1 corresponds to the lower
left part, Phase 2 corresponds to the upper part, and Phase 3
corresponds to the lower right part. The “task performance”
of the horizontal axis is the task result, objectively quantified.
The “feeling of difficulty” of the vertical axis is a mental state,
assessed based on the measured physiological indices. The tra-
ditional skill acquisition model assumes that task performance
(weakly) rises with an increase in skill levels. When a skill can
be segmented into small mutually independent sub-skills, this
assumption may be true of the process of acquiring sub-skills.
However, attaining sub-skills does not contribute to gaining
more than a certain level of overall aptitude for many skill
tasks, such as ballroom dancing. In this case, the synthetic use
of sub-skills is often important, and indeed itself is a target
of skill acquisition. When the learner practices synthetic use
through trial and error, task performance often decreases. In
our model, the trial and error process is included in the lower
part. When the task performance decreases but the difficulty
feeling is low, the model interprets the process as trial and
error. We expected that the learner would cycle through this
model throughout the skill acquisition process.

We assume that the skill acquisition process unfolds in
the following manner. The initial state of the learner is in the
upper or lower left part, i.e., performance is low. The learner
usually needs trial and error to learn the skill task, so the state
of the learner is maintained or transitions to the upper part.
Through the learning process, task performance increases and
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Skill acquisition

Learning curve

Figure 2. The outline of the skill acquisition process whose shape resembles
a series of steps.

the learner’s state moves to the upper right part. In this state,
the learner can perform the task at hand more efficiently than
before, but he/she is not accustomed to or does not understand
how to carry out the activity. Through practice at this stage,
the learner can synthetically and automatically perform the
task, and his/her state moves to the lower right part. In a
common case, the learner continuously performs trial and error
to find better ways, so task performance sometimes falls. In
this case, the learner’s state is ready for the next stage of the
skill acquisition process. If the learner can find clues for better
ways to perform the task, the skill acquisition process advances
to the next phase. If the learner cannot find better ways, the
skill acquisition process terminates in the lower right part of
the stage. Figure 2 shows a series that demonstrates the flow of
the skill acquisition process in our model. Through the cyclic
skill acquisition process, learners deepen their understanding of
the skills and the tasks. After that, they can find a breakthrough
for better ways to perform the task, and advance to the next
phase of the skill acquisition.

IV. EXPERIMENT

The purpose of this experiment was to investigate whether
the physiological indices were related to the subjective reports
about the feeling of difficulty toward the task, and whether
we could evaluate the state of transition in the proposed skill
acquisition model based on task performance and physiological
indices. We adopted a shooter game as a skill task. Some
previous studies, e.g., [7], have adopted various shooter games.
The shooter game that we developed has features of the skill
task. The advantages of using a shooter game as the skill task
include the following: (1) The learner needs to obtain game
playing skills, which is hard to verbalize; (2) We can control
the difficulty of a task; and (3) We can easily analyze the
skill acquisition process because we can independently divide
the time series of the game events, which is the target of the
skill acquisition. In addition, learners can repeatedly play the
game with high motivation. We conducted an experiment in
which the participants played the shooter game repeatedly, and
we obtained the game scores and physiological indices during
game play. After the experiment, we analyzed the data to con-
firm the relationship between the physiological indices and the
subjective reports about the feeling of difficulty. Furthermore,
we examined the relationship in the skill acquisition process.

(a) Lock-on (b) Lock-on laser

(c) Gatling gun and enemy bullets (d) Final-boss battle

Figure 3. The screen shots of the shooting game.

A. Task
To achieve the best performance in the shooter game, the

player must cultivate certain skills and gain certain knowledge,
such as operation procedures, scoring rules, the way to defeat
one’s enemies, the features of game stages, basic survival
patterns, and specific techniques to obtain a high score. Some
of these cannot be verbalized and the best method varies
among the players. To obtain game playing skills, the players
must practice repeatedly.

Figure 3 shows the screen shots in the shooter game, which
we developed. In this game, player uses two different methods
of attack, Gatling gun (Figure 3 (c)) and Lock-on laser (Figure
3 (a)(b)). The Gatling gun is a quick and out-range attack
method. When the player uses the Gatling gun to destroy the
enemies, the game score is a minimum. The lock-on laser
is powerful but needs a lock-on procedure near the enemies.
When the player uses a lock-on laser to destroy enemies, the
game score increases exponentially with the number of lock-on
targets destroyed at the same time. The player tries to obtain
as high a game score as possible by selectively using the
two different attack methods. Of course, as the enemies are
attacking the player, the lock-on laser cannot always be used
to survive in the game.

In this experiment, the participants were only trained for the
first stage of the shooter game. The stage was segmented into
eight parts. The patterns of combinations and the movements
of enemies were different in each part. The eighth part was
the battle with the final boss enemy. There was a relaxation
period after each part. The average clear time was designed
to be about 150 seconds. The patterns are shown in Figure 4.
The first part and the fourth part are relatively easy because
the density of enemies is sparse and the moving patterns are
simple. Since the densities of enemies in the second and third
parts are thick and the moving patterns are complex, they
are relatively difficult. From the fifth to the seventh parts,
the densities of enemies are relatively sparse and the moving
patterns are relatively simple, but special techniques are needed
to get high scores. When the player used a suitable approach
in any part, his/her score was several times higher than that
obtained using an inappropriate procedure. When the enemies
hit the player three times, the game was over. When the boss
enemy was destroyed, the game was cleared. After the game
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A mid-boss A final boss

An enemy 
that does 
not attack

An enemy 
that attacks 
by bullets

An enemy that 
has high score

1st part 2nd part 3rd part 4th part 5th part 6th part 7th part 8th part

Figure 4. The outline of the enemy patterns in the shooting game.

was over or cleared, the participants could confirm their score.
They were instructed what behavior produced a high score,
but it was difficult to carry out such behavior during the game.
The participants acquired game playing skills through repeated
practice. The game playing skill levels that we assumed are as
follows.

Basic: A player can clear the game stage.
Senior: A player can get high scores in easy parts of the

game stage.
Expert: A player can find the way to get high scores in

difficult parts, but he/she sometimes fail.
Master: A player can get high scores in all parts of the

game stage.
The easy parts are the first, fourth and seventh parts because

a player can easily find the way to get high score. When a
player can get high score in these parts, his/her skill is a senior
level. The difficult parts are the second, third, fifth and sixth
parts. The types of difficulties are different between the second
and third parts and the fifth and sixth parts. In the second
and third parts, a player has to deal with enemies of different
behaviors in parallel. In the fifth and sixth parts, a player has to
deal with enemies according to a difficult specific procedure.
When a player can get high score in either type of parts, his/her
skill is an expert level. When a player can get high score in
all parts, his/her skill is a master level.

B. Experimental set-up
The experimental set-up is shown in Figure 5. Each par-

ticipant sat in front of a 70-inch monitor that displayed the
game. The participants used a joystick with two buttons for
controlling the player character. A video camera was placed
behind the participant to record his/her behavior and the game
playing screen. The participant’s voice was recorded using
microphones of the video camera. Polymate was used to
measure SCR and the electrocardiogram. SCR was measured
with electrodes attached to the first and third fingers of the
participant’s non-dominant hand. The electrocardiogram was
measured by connecting electrodes with paste to the partic-
ipant’s left side, the center of the chest, and both ears for
ground and reference. The experimenter sat out of view of the
participant and made notes about the participant’s behavior
and his/her subjective feeling of difficulty during each part.
The experimenter was an expert at the game with experience
teaching novice players how to get a high score and thus knew
the points where to get a higher score and where is difficult
for novice players.

Game control PC

Recording PC

Polymate
Video
camera

Experimenter

Participant

70-inch Monitor

Note PC

Figure 5. The experimental environment.

C. Participants
The participants in the experiment were 21 male under-

graduate students between the ages of 18 and 25 (with a mean
age of 21.7). We eliminated the data of four participants, two
of whom did not acquire the skills because their game scores
did not increase throughout the experiment, and for two of
whom we failed to measure the physiological indices because
the electrodes detached. Therefore, the data of 17 participants
were used for analysis. The participants repeatedly played the
game in the experiment a total of 50 times; the total duration
of the experiment was about 240 minutes. Therefore, we could
obtain 850 game playing samples in all for analyses.

D. Procedure of the experiment
The experiment was divided into two sessions in the mid-

dle, and the participants took a long rest (15 minutes or more)
between sessions because playing the game and acquiring
the skills required heavy concentration. Each participant was
briefly instructed on the experimental procedure. Electrodes
for measuring SCR and the LF/HF electrocardiogram values
were then attached to the participant’s left hand and chest.
The participant then played practice games twice. After a
two-minute relaxation period, the experimenter started the
video cameras and began recording the physiological indices,
whereupon the participant began an experimental session. The
participant played the game until it was over or cleared, then
relaxed for 30 seconds. Moreover, the participants rested for 3
minutes every 10 games, during which time the experimenter
scored the participant’s feeling of difficulty subjectively and
interviewed him/her about this sentiment at each part of the
stage. In the first session of the experiment, the participants
played 30 games because many games ended in the middle of
the stage in the first session.

E. Analysis
We analyzed the data obtained from the experiment. We

mainly focused on the data of physiological indices.
1) The relationship between participant’s statuses and the

physiological indices: The data obtained in the experiment are
explained below.

1) The game score of each game play
2) The game score of each part of the stage
3) The feeling of difficulty as scored by the experimenter
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Figure 6. An example of analyzed data.

4) The physiological indices during the game play

We used 2 as the task performance and 3 as the feeling of
difficulty in our model. In this analysis, we used the simple
moving average (calculated from data for the previous five
games and shifted by two games) for the data from 2 and
4 . The data from 3 served as categorical data to identify
the feeling of difficulty. For example, the first data point was
calculated from the data for games 1–5, the second data point
from the data for games 3–7, and so on. Figure 6 shows an
example of the analyzed data. A horizontal axis shows the
data number of the simple moving average, and a vertical
axis shows the ratio of the each value in each part. The task
performance was assigned the value of the score for each part,
divided by the maximum score for that part. The feeling of
difficulty took on the values +1, i.e., felt difficulty at that part
of the stage, and 0, i.e., did not feel difficulty at that part of
the stage. The physiological responses were measured as the
total time over the threshold (LF/HF: 3.0, SCR: 15.5) divided
by the total time of that part.

We did not analyze the eighth part because we could not
objectively segment the battle with the boss enemy. Thus, for
this section we analyzed the first seven parts.

2) The relationship between the feeling of difficulty and the
physiological indices: We calculated Spearman’s rank corre-
lation coefficients between the values of the task performance
(TP) and the values of physiological responses (LF/HF and
SCR), and those between the values of the feeling of difficulty
(FD) and the values of physiological responses. The results are
shown in Table I. In the second part, there is a weak negative
correlation between the values of the task performance and the
SCR responses, meaning that the scores themselves were not
so strongly related to the participants’ mental states. On the
other hand, there are weak positive correlations between the
values of the feeling of difficulty and the SCR responses in
three out of the seven parts, and moderate correlations in three
other parts. This confirms that there is a relationship between
the feeling of difficulty and SCR.

We also performed Mann-Whitney U tests to compare the
physiological responses when participants felt difficulty with
the task and those when they did not. The numbers of samples
are as follows (part number - number of data points where
participants felt difficulty : number of other data points); the
first part - 250 : 597, the second part - 370 : 472, the third part
- 127 : 704, the fourth part - 575 : 275, the fifth part - 449 :

TABLE I. CORRELATION COEFFICIENTS BETWEEN THE VALUES OF THE
TP AND THE PHYSIOLOGICAL RESPONSES, AND THOSE BETWEEN THE

VALUES OF THE FD AND THE PHYSIOLOGICAL RESPONSES.

LF/HF and TP SCR and TP LF/HF and FD SCR and FD
1st part -0.064 -0.189 0.042 0.354

2nd part -0.084 -0.212 0.065 0.462
3rd part -0.063 -0.029 -0.035 0.136
4th part -0.018 -0.041 -0.011 0.419
5th part 0.04 0.07 0.017 0.318
6th part -0.006 -0.065 0.036 0.5
7th part -0.045 -0.009 -0.042 0.317

TABLE II. RESULTS OF MANN-WHITNEY U TESTS BETWEEN DATA IN
THE NON-FD AND THE FD.

LF/HF between FD and non-FD SCR between FD and non-FD
1st part - 0.0000

2nd part 0.0594 0.0000
3rd part - 0.0001
4th part - 0.0000
5th part - 0.0000
6th part - 0.0000
7th part - 0.0000

274, the sixth part - 248 : 417, and the seventh part - 216 : 395.
The results are shown in Table II. In this, only the p-values
under 0.1 are shown easy to see. The hyphen (“-”) means that
the p-value is over 0.1. There is a significant difference in the
LF/HF responses only in the second part. On the other hand,
there are significant differences in SCR responses in all the
parts. These results indicate that SCR is related to the feeling
of difficulty.

In our previous study, we reported that SCR relatively
reflected intrinsic stress (concentrating on the task, considering
it, and so on) and that LF/HF relatively reflected the effects by
extrinsic stimuli [21]. We expected that SCR would respond
when the participant considered how to destroy enemies and
what a bad point was in prior game plays, and therefore that
we would find a relationship between the feeling of difficulty
and SCR. However, we expected that the LF/HF would respond
when the participant encountered impressive game events such
as getting a high score or making a mistake. Impressive game
events occurred independently of task performance and the
feeling of difficulty. Therefore, we could not find a relationship
with LF/HF.

3) The differences of the physiological indices between
sections where task performance rapidly increased and others:
If SCR reflects intrinsic stress, there is a link between SCR
responses and changes of task performance, especially in the
parts of the task where it is important to plan how to destroy
enemies and get high scores. On the other hand, if LF/HF
reflects the effects of external stimuli, LF/HF responses change
whether the participants’ technique is optimized or not. We
thus expect that the values of the LF/HF responses and the SCR
responses in sections where task performance rapidly increased
are important for assessing the skill acquisition process in some
parts of the stage. We refer to a section where task performance
rapidly rose as a “Rapidly Increasing Section” (RIS), which is
defined as a section in which task performance increases by
more than 0.1 for a continuous two or more sections.

We compared the LF/HF responses and the SCR responses
between the values in RISs and the other sections. We expected
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TABLE III. RESULTS OF THE MANN-WHITNEY U TEST BETWEEN DATA
OF LF/HF IN NON-RIS AND THAT IN RIS.

The whole part The 1st half The 2nd half
1st part - - 0.0575

2nd part 0.0020 0.0021 0.0474
3rd part - - -
4th part - - -
5th part 0.0835 - -
6th part - - -
7th part - - 0.0491

TABLE IV. RESULTS OF THE MANN-WHITNEY U TEST BETWEEN DATA
OF SCR IN NON-RIS AND THAT IN RIS.

The whole part The 1st half The 2nd half
1st part 0.0004 0.0031 0.0004

2nd part - - -
3rd part 0.0094 0.0012 -
4th part - - -
5th part 0.0135 - 0.0000
6th part - - -
7th part 0.0011 0.0147 0.0009

that the meaning of the physiological responses was different
between the first and second halves of the part of the stage.
The physiological responses in the first half show whether the
participant had a concrete plan for scoring in advance. The
physiological responses in the second half show whether the
participant was used to performing the task in the part. We
thus calculated the values of the LF/HF responses and the
SCR responses in the whole game part and in both halves. We
performed Mann-Whitney U tests for each set of values of the
physiological indices. The numbers of samples are as follows
(part number - number of data points in the rapid increasing
section : number of other data points); the first part - 139 :
275, the second part - 128 : 263, the third part - 145 : 246,
the fourth part - 94 : 297, the fifth part - 93 : 292, the sixth
part - 134 : 250, and the seventh part - 101 : 271. The results
are shown in Table III and Table IV. In the tables, only the
p-values under 0.1 are shown easy to see. The hyphen (“-”)
means that the p-value is over 0.1. In the LF/HF responses
for the whole game part, there is a significant difference in
the second part and a marginally significant difference in the
fifth part. In the SCR responses for the whole game part, there
are significant differences in the first, third, fifth, and seventh
parts.

Meanwhile, for the physiological responses in the first and
second halves of the game part, the patterns of significant
differences are different. For example, in the fifth part, there is
no significant difference in the first half of the SCR responses.
The task of the fifth part is to destroy a mid-boss enemy, and
since the behavior of the mid boss becomes complex over time,
it is reasonable that the player executes trial and error in the
second half. In the case of the second part, there is a significant
difference only in the LF/HF responses. In the second part, the
patterns of the enemies change in the middle. Since the player
has to respond the changes reactively, it is reasonable that the
player takes care about extrinsic stimuli.

To sum up, the results suggest that we may distinguish
the task features in the skill acquisition process using the
transitions of task performance and the different patterns of
the physiological responses.

TABLE V. RESULTS OF THE MANN-WHITNEY U TEST BETWEEN DATA OF
LF/HF IN NON-PS AND THAT IN PS.

The whole part The 1st half The 2nd half
1st part - 0.0066 0.0905

2nd part - - -
3rd part - - -
4th part 0.0246 0.0576 0.0957
5th part - - -
6th part 0.0498 0.0829 0.0983
7th part 0.0821 - 0.0338

TABLE VI. RESULTS OF THE MANN-WHITNEY U TEST BETWEEN DATA
OF SCR IN NON-PS AND THAT IN PS.

The whole part The 1st half The 2nd half
1st part 0.0900 - 0.0822

2nd part - - -
3rd part 0.0082 0.0636 0.0231
4th part - - -
5th part - - -
6th part - 0.0467 0.0898
7th part - - -

4) The differences of the physiological indices between sec-
tions where task performance decreased and others: The RIS
is a good example in the skill acquisition process. However,
task performance sometimes decreases because the learner tries
to optimize his/her behavior to the task. During optimization,
the learner mainly pays attention to how to respond to the
external stimuli. We thus expect that the values of the LF/HF
responses and the SCR responses in such a section will fall.
We refer to the section where the task performance falls into
a “Plateau Section” (PS), defined as a section in which task
performance stays constant or decreases continuously for two
or more sections.

We compared the values of the LF/HF responses and the
SCR responses between the plateau sections and the other
sections. In the same way as with the RISs, we calculated
the values of the LF/HF responses and the SCR responses in
the whole game part and the two halves of the game part.
We performed Mann-Whitney U tests on each set of values of
physiological indices. The numbers of samples are as follows
(part number - number of data points in the plateau section
: number of other data points); the first part - 242 : 172, the
second part - 218 : 173, the third part - 228 : 163, the fourth
part - 256 : 135, the fifth part - 262 : 129, the sixth part - 243
: 141, and the seventh part - 249 : 123. The results are shown
in the Table V and Table VI. In the tables, only the p-values
under 0.1 are shown easy to see. The hyphen (“-”) means that
the p-value is over 0.1. Unlike the previous analysis, there is
a major difference in the patterns of the significant differences
in the whole and the two halves of the plateau section. In the
fourth and sixth parts, there are significant differences for the
whole plateau sections. On the other hand, in the first and
seventh parts, there are significant differences in the first or
second half of the plateau sections. In addition, we can find
more differences in the LF/HF responses than in the SCR
responses, suggesting that the learners may try to optimize
their behavior in the short subtasks in the first and seventh
parts in the plateau section. This is supporting evidence that a
situation may arise where task performance does not increase
even when the learner acquires sub-skills.
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In this study, we know the maximum game scores in each
part of the stage. Therefore, we can determine that learners
try to optimize their behavior or that they are performing
tasks through inertia. The plateau section is important because
it is the preparation phase for the skill acquisition process.
However, in terms of general skill tasks, we cannot know the
maximum performance of the endeavor. Hence, we propose
a method to identify plateau sections using task performance
and the learner’s mental state.

F. The estimation of participant’s statuses using the physio-
logical indices

As mentioned above, we can find some significant dif-
ferences in the sections with the feeling of difficulty, the
rapid increasing sections, and the plateau sections, which
suggests that the physiological indices are clues to estimate the
participant’s status in skill acquisition. Of course, other clues
are needed for accurate estimation, such as task structures,
the basic abilities of the learners, and the details of the
mental states of the learners. However, as a first step, we try
to estimate the three states in the skill acquisition: whether
the learner feels difficulty in a particular part of the task,
whether a particular part of the task is a rapid increasing
section or not, and whether a particular part of the task
is a plateau section or not. To classify the states, we used
Support Vector Machine (SVM) Modeling with radial basis
function kernels. SVMs are supervised learning models. SVMs
have been introduced for solving pattern recognition problems
[22][23]. The SVM learning algorithm builds a model that
assigns new cases to a certain category or another category.
SVM is a non-probabilistic binary linear classifier. SVM uses
a kernel function which maps the given data into a different
space; the separations can be made even with very complex
boundaries. The hyperplane algorithm is a way to create non-
linear classifier by applying the kernel trick to maximum
margin hyperplanes.

We calculated the values of the LF/HF responses and the
SCR responses in the whole game part and the two halves. In
addition, we also calculated the values of the mean and the
standard deviation of LF/HF and SCR. To estimate the feeling
of difficulty, the values were calculated for each trial of the
experiment. When estimating the rapid increasing section and
the plateau section, the values of the simple moving average
(calculated from data for the previous five games and shifted
by two games) were calculated. The 18 variables were used
for SVM with radial basis function kernels. The variables
were selected by the stepwise method. In this analysis, we
performed leave-one-game-part-data-out cross validation for
SVM classification using data from which the data of one
game part were removed. The SVM model was applied to
the data for each game part and the F-measure and accuracy
were calculated. In the following tables, each row shows the
F-measure and accuracy resulting from SVM classification
using data from which the data for the game part for the row
were removed. For example, the data in the second row and
the fourth column of the table shows the result of applying
SVM model to the data of the fourth part, calculated using the
data from which the data for the second part were removed.
Therefore, the diagonal values are the results of the cross
validations. In the following table, the diagonal values are
displayed in a bold typeface.

TABLE VII. F-MEASURES OF SVM CLASSIFICATIONS FOR THE
ESTIMATION OF THE FEELING OF DIFFICULTY.

1st 2nd 3rd 4th 5th 6th 7th
1st part 0.523 0.708 0.365 0.802 0.797 0.720 0.627

2nd part 0.610 0.634 0.358 0.810 0.802 0.717 0.638
3rd part 0.616 0.713 0.293 0.817 0.811 0.722 0.626
4th part 0.628 0.729 0.352 0.741 0.805 0.749 0.647
5th part 0.661 0.711 0.366 0.826 0.723 0.742 0.646
6th part 0.611 0.684 0.368 0.804 0.807 0.656 0.621
7th part 0.599 0.706 0.365 0.826 0.813 0.741 0.569

TABLE VIII. ACCURACIES OF SVM CLASSIFICATIONS FOR THE
ESTIMATION OF THE FEELING OF DIFFICULTY.

1st 2nd 3rd 4th 5th 6th 7th
1st part 0.694 0.757 0.740 0.749 0.736 0.789 0.691

2nd part 0.758 0.702 0.750 0.756 0.748 0.788 0.709
3rd part 0.750 0.752 0.657 0.760 0.754 0.780 0.679
4th part 0.747 0.765 0.708 0.675 0.734 0.800 0.700
5th part 0.780 0.751 0.724 0.770 0.651 0.791 0.697
6th part 0.759 0.736 0.752 0.749 0.754 0.743 0.694
7th part 0.744 0.752 0.732 0.772 0.757 0.798 0.604

1) The estimation of the feeling of difficulty: Table VII
and Table VIII show the results of SVM classifications. The
numbers of samples are same as in the section of “The rela-
tionship between the feeling of difficulty and the physiological
indices”. The diagonal values show results when the data not
used to calculate the SVM model. As a result, the values of
F-measure were over 0.6 in most cases and over 0.7 in 25/49
cases. The values of the accuracy were over 0.7 when the
data used to calculate the SVM model were classified and
over 0.65 when the data not used to calculate the SVM model
(except the data in the seventh part) were classified. The results
suggest the possibility of estimating the feeling of difficulty
using physiological indices.

From the results, we can find that the F-measures are
relatively low in the data of the third part, but the accuracies
are not so low. This means that it is hard to classify the
data points in the rapid increasing section. The enemy pattern
in the third part was a little different from other part; two
enemies that has high score parallelly appeared with another
type of enemies in the part. Since, in this part, there are
some strategies to get score, the stress of the participant
was changed depending on the adopted strategy. In addition,
depending on the adopted strategy, the feeling of difficulty of
the participant was changed, but it was difficult to identify
the adopted strategy. Therefore, we expect that the data of the
feeling of difficulty as scored by the experimenter included
some errors.

2) The estimation of the RIS: Table IX and Table X
show the results of SVM classifications. The numbers of
samples are same as in the section of “The differences of the
physiological indices between sections where task performance
rapidly increased and others”. The diagonal values show results
when the data not used to calculate the SVM model. As a
result, the values of the F-measure and accuracy were low
when the data not used to calculate the SVM model were
classified. The values of the F-measure and the accuracy were
over 0.5 and over 0.65, respectively, when the data used to
calculate the SVM model were classified. The results suggest
that the generalization capability was low, but that there is a
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TABLE IX. F-MEASURES OF SVM CLASSIFICATIONS FOR THE
ESTIMATION OF THE RIS.

1st 2nd 3rd 4th 5th 6th 7th
1st part 0.417 0.573 0.553 0.535 0.638 0.634 0.655

2nd part 0.606 0.401 0.616 0.523 0.600 0.618 0.625
3rd part 0.584 0.556 0.406 0.535 0.651 0.634 0.639
4th part 0.596 0.587 0.592 0.283 0.642 0.618 0.675
5th part 0.615 0.578 0.614 0.568 0.314 0.644 0.658
6th part 0.601 0.586 0.601 0.531 0.624 0.305 0.702
7th part 0.589 0.599 0.563 0.576 0.591 0.658 0.331

TABLE X. ACCURACIES OF SVM CLASSIFICATIONS FOR THE
ESTIMATION OF THE RIS.

1st 2nd 3rd 4th 5th 6th 7th
1st part 0.534 0.665 0.632 0.693 0.760 0.708 0.782

2nd part 0.674 0.435 0.627 0.655 0.724 0.672 0.728
3rd part 0.684 0.652 0.565 0.693 0.770 0.711 0.766
4th part 0.696 0.680 0.683 0.430 0.754 0.716 0.790
5th part 0.686 0.634 0.662 0.731 0.476 0.729 0.780
6th part 0.676 0.650 0.650 0.670 0.731 0.503 0.806
7th part 0.667 0.655 0.642 0.706 0.734 0.729 0.522

possibility of estimating the rapid increasing section using the
data used to calculate the SVM model. Of course, the values
of accuracy when the data used to calculate the SVM model
were classified were not sufficient in some parts. We have to
consider more details in the participant’s mental states and the
conditions of the task.

3) The estimation of the PS: Table XI and Table XII show
the results of SVM classifications. The numbers of samples are
same as in the section of “The differences of the physiological
indices between sections where task performance decreased
and others”. The diagonal values show results when the data
not used to calculate the SVM model. As a result, the values of
the F-measure and accuracy were not so high when the data not
used to calculate the SVM model were classified. The values
of F-measure and accuracy in the plateau section were lower
than those in the rapid increasing section. One reason is that
situations in which learners try to optimize their behavior and
situations in which they are performing tasks through inertia
are mixed. More detailed teacher data are needed to improve
the classification.

V. DISCUSSION

This study aimed to develop a method to estimate the
learner’s skill level based on task performance and his/her
mental states. To achieve this, we conducted an experiment
to obtain data from the subjective reports of a feeling of
difficulty and the physiological indices during the skill acqui-
sition process. We then confirmed the relationship between
the subjective reports of the feeling of difficulty and the
physiological indices. In addition, we suggested an approach
to identify the statuses of the skill acquisition process, e.g.,
the learner feels difficulty and the task performance is rapidly
increasing, via the measured physiological indices. Concretely,
we classified the trials with a feeling of difficulty in the
experiment using SVM. As a result, the values of accuracy
were over 0.7 when the data used to calculate the SVM model
were classified and over 0.65 when the rest of the data not
used to calculate the SVM model were classified. When we
classified the trials in the rapid increasing section, the values

TABLE XI. F-MEASURES OF SVM CLASSIFICATIONS FOR THE
ESTIMATION OF THE PS.

1st 2nd 3rd 4th 5th 6th 7th
1st part 0.462 0.584 0.659 0.691 0.738 0.696 0.803

2nd part 0.684 0.538 0.656 0.676 0.733 0.720 0.746
3rd part 0.647 0.541 0.495 0.712 0.759 0.682 0.736
4th part 0.675 0.637 0.701 0.563 0.727 0.754 0.761
5th part 0.683 0.656 0.679 0.745 0.650 0.723 0.809
6th part 0.664 0.589 0.606 0.664 0.734 0.636 0.777
7th part 0.695 0.602 0.618 0.748 0.765 0.747 0.620

TABLE XII. ACCURACIES OF SVM CLASSIFICATIONS FOR THE
ESTIMATION OF THE PS.

1st 2nd 3rd 4th 5th 6th 7th
1st part 0.488 0.606 0.642 0.657 0.675 0.641 0.758

2nd part 0.640 0.504 0.619 0.634 0.662 0.661 0.688
3rd part 0.626 0.558 0.504 0.668 0.675 0.646 0.680
4th part 0.616 0.601 0.645 0.504 0.668 0.688 0.702
5th part 0.633 0.609 0.616 0.688 0.545 0.656 0.753
6th part 0.597 0.542 0.560 0.611 0.650 0.549 0.715
7th part 0.640 0.593 0.575 0.680 0.675 0.682 0.530

of accuracy were over 0.65 when the data used to calculate
the SVM model were classified. However, when we classified
the trials in the plateau section, the values of accuracy were
low. Although we have to refer to the teacher data for more
accurate classification, we suggest that there is a possibility of
estimating the statuses of the skill acquisition process.

In the results of the Mann-Whitney U tests, there is a differ-
ent tendency between the results for the feeling of difficulty
and the results of the rapid increasing and plateau sections.
In the results of the feeling of difficulty, the SCR response is
significantly different in all parts of the game but the LF/HF
response is not. On the other hand, in the results of the rapid
increasing section and the plateau section, the SCR response
is not significantly different in certain parts of the game,
while the LF/HF response is significantly different in such
parts. During the skill acquisition process, learners execute
actions by trial and error, receive feedback, and improve their
behavior based on subjective and objective evaluations. The
learners feel difficulty when they evaluate their behavior after
finishing the task or sub-task and thus are not influenced by
the extrinsic stimuli in the task, i.e., their LF/HF values are
not changed. When the learners improve their behavior in real
time, they have to pay attention to the extrinsic stimuli in the
task depending on the statuses of the task, e.g., the patterns of
the enemies and whether they already have a plan to score. The
patterns of the significant differences in the SCR and LF/HF
responses reflect the statuses of the task.

A comparison of the results of the Mann-Whitney U
tests and those of the SVM classification shows that the
physiological responses showing significant differences in the
Mann-Whitney U tests do not directly contribute to the SVM
classification. One reason is that the distributions of the physi-
ological responses overlap between the statuses. For example,
the results for the third part in the feeling of difficulty show
no difference from the others, but it is difficult to classify the
data for the third part using the SVM. Conversely, it is not
so difficult to classify the data for the sixth part in the rapid
increasing section using the SVM, but there is no significant
difference in the physiological responses. These suggest that
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the skill acquisition of the skill task has complex processes
related to different factors and only one particular parameter
does not suffice to show the status of the skill acquisition.
Meanwhile, we suggest that the multiple physiological indices
are important clues to the status of the skill acquisition process.

The most important contribution of this study is that we
experimentally analyzed the effects of the learner’s mental
states based on the physiological indices. In a traditional skill
acquisition model, the impacts of the learner’s mental states
are conceptually proposed but not confirmed objectively. Of
course, our study has some limitations. The most serious
limitation was that we could not achieve sufficient F-measure
and accuracy in the SVM classification when the data not used
to calculate the SVM model were classified. One reason is that
the important points for acquiring the skill are different for
each part of the game. For example, in the third part, partic-
ipants need to pay attention to the different types of enemies
in parallel. For accurate classification, it is an important piece
of information, which enemy was paid attention to, but such a
clue could not be included in the SVM classification. Another
limitation was the segmentation of the task. In this research,
we segmented the game into eight parts (including the final
boss part). However, the segmentations were not sufficient for
accurate classification, which is a task awaiting future work
on realizing a skill acquisition support system.

VI. CONCLUSION AND FUTURE WORK

The purpose of this study was to experimentally investigate
whether the statuses of the skill acquisition process could be
estimated by the physiological indices used to estimate the
learner’s mental states. For this purpose, we conducted an
experiment to obtain the data of the physiological indices and
a subjective report of the feeling of difficulty during the skill
acquisition task. As a result of the analysis, we confirmed
the relationship between the participant’s statuses (feeling of
difficulty, the rapid increasing section, and the plateau section)
and the physiological indices. In addition, we classified the
trials having a feeling of difficulty in the experiment using
SVM. Overall, we could show that the physiological indices
are helpful clues to estimate the status of the skill acquisition
process. In future research, we will obtain more teacher data
for machine learning techniques and analyze the different
features of the skill acquisition task. In addition, we will extend
the framework of experiments to different tasks that include
the different features of the skill acquisition task.

VII. ACKNOWLEDGEMENT

This research is supported by Grant-in-Aid for Young
Scientists (B) (KAKENHI No. 16K21113), and Grant-in-Aid
for Scientific Research on Innovative Areas (KAKENHI No.
26118002) from the Ministry of Education, Culture, Sports,
Science and Technology of Japan.

REFERENCES

[1] Y. Ohmoto, T. Matsuda, and T. Nishida, “Experimentally analyzing
the skill acquisition model using task performance and physiological
indices,” in COGNITIVE 2017: The ninth International Conference on
Advanced Cognitive Technologies and Applications. IARIA, 2017, pp.
44–49.

[2] S. E. Dreyfus and H. L. Dreyfus, “A five-stage model of the mental
activities involved in directed skill acquisition,” DTIC Document, Tech.
Rep., 1980.

[3] J. Tranquillo and M. Stecker, “Using intrinsic and extrinsic motivation
in continuing professional education,” Surgical neurology international,
vol. 7, no. Suppl 7, 2016, p. S197.

[4] K. Kraiger, J. K. Ford, and E. Salas, “Application of cognitive, skill-
based, and affective theories of learning outcomes to new methods of
training evaluation,” Journal of applied psychology, vol. 78, no. 2, 1993,
p. 311.

[5] T. R. Mitchell, H. Hopper, D. Daniels, J. George-Falvy, and L. R. James,
“Predicting self-efficacy and performance during skill acquisition,”
Journal of Applied Psychology, vol. 79, no. 4, 1994, p. 506.

[6] F. Gobet and P. Chassy, “Expertise and intuition: A tale of three
theories,” Minds and Machines, vol. 19, no. 2, 2009, pp. 151–180.

[7] E. A. Day, W. Arthur Jr, and D. Gettman, “Knowledge structures and the
acquisition of a complex skill,” Journal of applied psychology, vol. 86,
no. 5, 2001, p. 1022.

[8] J. Langan-Fox, K. Armstrong, N. Balvin, and J. Anglim, “Process in
skill acquisition: Motivation, interruptions, memory, affective states, and
metacognition,” Australian Psychologist, vol. 37, no. 2, 2002, pp. 104–
117.

[9] P. M. Fitts and M. I. Posner, “Human performance,” 1967.
[10] J. R. Anderson, “Acquisition of cognitive skill,” Psychological review,

vol. 89, no. 4, 1982, p. 369.
[11] R. M. Shiffrin and W. Schneider, “Controlled and automatic human

information processing: Ii. perceptual learning, automatic attending and
a general theory,” Psychological review, vol. 84, no. 2, 1977, p. 127.

[12] C. Konrad, G. Schupfer, M. Wietlisbach, and H. Gerber, “Learning
manual skills in anesthesiology: is there a recommended number of
cases for anesthetic procedures?” Anesthesia & Analgesia, vol. 86,
no. 3, 1998, pp. 635–639.

[13] F. E. Ritter and L. J. Schooler, “The learning curve,” International
encyclopedia of the social and behavioral sciences, vol. 13, 2001, pp.
8602–8605.

[14] T. P. Grantcharov and P. Funch-Jensen, “Can everyone achieve pro-
ficiency with the laparoscopic technique? learning curve patterns in
technical skills acquisition,” The American Journal of Surgery, vol. 197,
no. 4, 2009, pp. 447–449.

[15] J. T. Patterson, A. Hart, S. Hansen, M. J. Carter, and D. Ditor,
“Measuring investment in learning: Can electrocardiogram provide an
indication of cognitive effort during learning?” Perceptual and motor
skills, vol. 122, no. 2, 2016, pp. 375–394.

[16] A. D. Walker, E. R. Muth, F. S. Switzer III, and P. J. Rosopa, “Predicting
team performance in a dynamic environment: A team psychophysiolog-
ical approach to measuring cognitive readiness,” Journal of Cognitive
Engineering and Decision Making, vol. 7, no. 1, 2013, pp. 69–82.

[17] P. Parsinejad, “Inferring mental workload changes of subjects unfamiliar
with a touch screen game through physiological and behavioral mea-
surements,” Ph.D. dissertation, Northeastern University, 2016.

[18] E. F. Bartholomew, F. Martini, and W. B. Ober, Essentials of anatomy
& physiology. Benjamin Cummings, 2007.

[19] K. Hugdahl, Psychophysiology: The mind-body perspective. Harvard
University Press, 1995.

[20] B. C. Lacey and J. I. Lacey, “Two-way communication between the
heart and the brain: Significance of time within the cardiac cycle,”
American Psychologist, vol. 33, no. 2, 1978, p. 99.

[21] Y. Ohmoto, S. Takeda, and T. Nishida, “Distinction of intrinsic and
extrinsic stress in an exercise game by combining multiple physiolog-
ical indices,” in Proceedings of the seventh International Conference
on Games and Virtual Worlds for Serious Applications (VS-Games).
IEEE, 2015, pp. 1–4.

[22] V. Vapnik, “The support vector method of function estimation,” Non-
linear modeling: Advanced black-box techniques, vol. 55, 1998, p. 86.

[23] N. Cristianini and J. Shawe-Taylor, An introduction to support vector
machines and other kernel-based learning methods. Cambridge Uni-
versity Press, 2000.



137

International Journal on Advances in Life Sciences, vol 9 no 3 & 4, year 2017, http://www.iariajournals.org/life_sciences/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 The Application of Validating and Dialectical Coaching Strategies in  
a Personalised Virtual Coach for Obese Emotional Eaters 

Rationale for a Personalised Coaching System 
A Research Protocol  

Aranka Dol1, Christina Bode2, Hugo Velthuijsen1, Lisette van Gemert-Pijnen2, Tatjana van Strien3,4 
1Institute for Communication, Media & IT, Hanzehogeschool UAS, Groningen 

2Department of Psychology, Health and Technology, University of Twente, Enschede 
3Behavioural Science Institute, Radboud University, Nijmegen 

4Department of Health Sciences and the EMGO Institute for Health and Care Research, VU University, Amsterdam 
e-mail: 1{a.dol, h.velthuijsen}@pl.hanze.nl, 2{c.bode, j.vangemert-pijnen}@utwente.nl, 3t.vanstrien@psych.ru.nl 

 
 

Abstract—There is a growing number of eHealth interventions 
aiming at enhancing lifestyle to address obesity. However, the 
existing interventions do not take the emotional aspects of 
obesity into account. Forty percent of the overweight population 
is an emotional eater. Emotional eaters gain weight because of 
poor emotion regulation, not just due to bad eating habits. We 
aim at developing a personalised virtual coach ‘Denk je zèlf!’ 
providing support for self-regulation of emotions for obese 
emotional eaters. This paper presents a research study protocol 
on validating persuasive coaching strategies in emotion 
regulation, based on Dialectical Behaviour Therapy, ultimately 
targeting behaviour change. Our goal is to design a personalised 
eCoaching framework, allowing us to optimally translate 
successful behaviour change mechanisms and techniques, such 
as dialectical strategies, into personalised persuasive coaching 
strategies. 

Keywords-obesity; emotional eaters (emotional eating 
behaviour); Dialectical Behaviour Therapy; validation strategies; 
dialectical strategies; eHealth; mHealth; persuasive technology; 
virtual coach; personalised coaching. 

I.  INTRODUCTION 
Obesity has become a major societal problem worldwide 

[1]-[3]. The main reason for severe overweight is an excessive 
intake of energy, in relation with the individual needs of a 
human body. Obesity is associated with poor eating habits 
and/or a sedentary lifestyle. A significant part of the obese 
population (40%) overeat due to negative emotions [4].  They 
suffer from food cravings and give in to food binges in 
response to high negative feelings or stress. There is little 
attention to the personal needs of emotional eaters when it 
comes to existing health interventions [5]-[7]. Current face-
to-face treatments have insufficient recognition to affect 
regulation.  

There is a need for self-management support and 
personalised coaching for emotional eaters to train themselves 
in recognising and self-regulating their emotions [8][9]. 

This paper is structured as follows: In Section II, we 
discuss the theoretical underpinnings of dialectical behaviour 
therapy and persuasive coaching strategies. Next, in Section 
III, we elaborate on the design rationale of a personalised 

virtual coach. And in Section IV we present the design of the 
research protocol. We finish this paper in Section V with a 
discussion on the expected contributions of this research 
study, conclusion, and future work. 

II. BACKGROUND 
Virtual coaching systems form a broad and vivid research 

area [10]-[13]. Since chatbot Eliza was invented by Joseph 
Weizenbaum [14], many new studies have emerged. Over the 
last years, virtual coaches have been developed for behaviour 
change support, healthy lifestyle, and physical activity support 
[15]-[19]. Existing virtual coach applications lack systematic 
evaluation of coaching strategies and usually function as 
(tele)monitoring systems, limited to giving general feedback 
to the user on achieved goals and accomplished (online) 
assignments [20].  

This paper presents the research protocol and design 
rationale for a personalised coaching system and the 
evaluation of persuasive coaching strategies for emotional 
eaters based on the Dialectical Behavior Therapy and 
Persuasive Technology.  

This research study is a continuation of a previous study 
on the design and development of emotion-enriched personas 
[9]. The objective of developing a personalised virtual coach 
for obese emotional eaters is to raise their awareness about 
emotions, to enhance a positive change of attitude towards 
accepting the negative emotions they experience, and to 
accomplish a balance in body weight. 

A. Dialectical Behavior Therapy 
Dialectical Behavior Therapy (DBT) focuses on getting 

more control over one’s own emotions by reinforcing skills in 
mindfulness, emotion regulation, and stress tolerance [8]. 
Emotion regulation is about recognising and acknowledging 
emotions and accepting the fact that they come and go. The 
behaviour change strategies within DBT are based on 
validation and dialectical strategies [21]. Validation is about 
acknowledging one’s experiences or feelings, without 
judgment. Validation strategies suggest responding in an 
empathic way, by hearing another person’s point of view and 
accepting them (and their emotions) without judging. 
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Dialectical strategies help to find truth (synthesis) in opposing 
viewpoints and encourage a change of the users’ attitude and 
behaviour. Opposites create incongruence between belief and 
behaviour since the stimuli or the given information contradict 
each other. Dialectical strategies focus on confronting the user 
with a practical focus on changing problem behaviour; the key 
is in finding a balance between acceptance of intense feelings 
and emotions and the need for change by adapting feelings 
and emotions using emotion regulation and interpersonal 
effectiveness.  

Emotional eaters deal with an invalidating daily life 
environment. With a well-balanced mix of being validated in 
their perception of negative emotions and a confrontation 
(dialectical) focussing on changing problem behaviour, DBT 
offers powerful mechanisms of change [23]. Our eCoaching 
model translates these mechanisms into persuasive features 
and compelling dialogues.  

B. Persuasive Technology  
Persuasive Technology (PT) is a significant predictor of 

adherence and offers strategies to reinforce the validation – 
and dialectical strategies’ influence on attitudes and 
behaviours [23]. We believe that PT can assist emotional 
eaters in attitude change and acceptance of their own 
emotions. It is essential to identify the intended outcome or 
change of the intervention, before determining the design 
principles and coaching strategies that would positively 
contribute to the persuasiveness in any way. We selected the 
Persuasive Systems Design (PSD) model [24] for translating 
behaviour change techniques from DBT into persuasive 
coaching strategies [25] since PSD focuses on persuasion 
context and easily implementable compelling design features. 
We assume that the integration of the dialectical behaviour 
change strategies and persuasive functions (PSD model) will 
enhance the personalisation of the virtual coach for emotional 
eaters and improve the effectiveness of the intervention.  

III. DESIGN RATIONALE FOR A PERSONALISED VIRTUAL 
COACH 

The virtual coach ‘Develop a wise mind and counsel 
yourself!’ (a translation of the Dutch title: ‘Denk je zèlf!’) in 
Figure 1 is an interactive and self-learning persuasive system 
that coaches attitude and/or long-term behaviour change by 
providing real-time personalised support [9] and by supplying  
personal feedback based on persuasive coaching strategies, 
originated from validation and dialectical strategies of DBT 
and persuasive features of the Persuasive System Design 
model [24]. It provides the user with practical exercises to 
enhance skills in mindfulness, emotion regulation and stress 
tolerance.  
 
A. Components Virtual Coach  

The virtual coach application consists of three different 
components:  
1. the personalised Virtual Coach, 
2. the emo.analyser,   
3. a set of skills practices in mindfulness, emotion regulation 
and stress tolerance.   

 
Fig. 1. Schematic overview Denk je Zelf! application 

 
1. Personalised Virtual Coach  

The virtual coach is the main part of the application. The 
virtual coach holds a central position in the application. It acts 
as a mentor or tutor throughout the application by four 
functions:  
a. intake; b. commitment; c. communicator; and d. coach. It is 
always on hand for questions. After downloading and 
installing the application on the smartphone, the virtual coach 
will be nested in the Contacts list and will become a friend 
eventually. It communicates as the user prefers, via the private 
chat timeline delivered with the application, or in WhatsApp, 
Facebook Messenger, Slack or Telegram. 
 
a. intake 
New users have to download the application from the App 
Store. After installation of the application, the user is guided 
by the virtual coach to go to the intake module. It invites the 
user to register and to set a personal profile (the intake 
module) with information about demographics data, such as 
(nick) name, age, gender, weight, length, place of residence. 
The virtual coach wants to get to know the user to be able to 
provide the utmost service and personalised feedback. She 
will be asked to fill in questionnaires about her eating 
behaviour: “Are you an emotional eater?” [26] and about her 
personality traits: “What kind of person are you?" [27]. The 
virtual coach also offers features to customise the application 
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with favourite colour schemes, and to select a preferred 
picture to personify the virtual coach.  
 
b. commitment 
After leading the user through the intake procedure, the virtual 
coach helps the user to set personal goals and solemnly declare 
to quit emotional eating behaviour and to learn how to be 
prepared for the possibility of failure when things don’t turn 
out to be useful at once.  
 
c. communicator 
The virtual coach welcomes users at login and acts as a point 
of contact. It supplies information about the application and 
redirects users to the other components. It provides the user 
feedback on the outcomes of the emo.analyser.  
 
d. coach 
The virtual coach provides feedback and coaching based on 
the information users put down in the emo.analyser.  
 

2. Emo.analyser 
The emo.analyser is a built-in tool to help the user to 

register what happened today that made them experience 
cravings or binges. The goal of the emo.analyser is to create 
awareness by examining the factors that lead to problematic 
eating behaviour and the consequences that follow on that 
behaviour. The user gets to the emo.analyser by (a). on her 
initiative, because she is experiencing cravings or is thinking 
of binging; (b). as a result of a conversation with the Virtual 
Coach, triggered by emotion - or eating behaviour related 
words, or (c). the user logged in after a reminder to visit the 

app and the answer to one question about her current 
emotional status. In a progressive scheme the user will be 
questioned about her eating behaviour over the past 24 hours. 
See Figure 2. The first step of six is to point out the problem 
behaviour (1). Problem behaviour varies from mindless eating 
to binge eating. The next step is to determine the prompting 
event (2) that triggered the problem behaviour. Prompting 
events emerge in the user’s surroundings. The user specifies 
what made her vulnerable (3) to perform that specific 
behaviour. This event could have an internal or external 
reason, such as physical illness or being home all alone, or 
being invited to a birthday party. The problem behaviour and 
the prompting event are linked (4) by a series of thoughts, 
actions, bodily sensations and cognition. Once these are all 
identified, users are to describe the consequences (5) of their 
problem behaviour.  This way of behaving varies from staying 
away from a birthday party, to feeling numb, or being 
depressed.  The last step in the chain is to figure out how to 
repair (6) and reduce vulnerability for example by getting 
more sleep, or by not buying snack food.  

The emo.analyser collects the above-mentioned data and 
provides feedback, shown in a graphic presentation, on the 
discovered behaviour patterns. By doing the exercise over and 
over, the user gains a better understanding of patterns in how 
she responds to emotional occurrences, the impact on her 
eating behaviour, and the consequences for her emotional 
well-being. Based on the context (e.g., the weather, log data 
on location, calendar) and data about the personality and 
emotional state of the user, the virtual coach application 
enables tailoring of real-time feedback to the individual user 
(A). The Virtual Coach provides the user with validating and 

Figure 2. emo.analyser 
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dialectical coaching strategies (B). These strategies ratify the 
emotions that the user experiences, but could also put them on 
edge by providing statements that oppose each other.  By 
expressing opposite sides that both hold true, a sense of 
imbalance might be achieved which brings about a renewed 
attitude towards her behaviour eventually [28]. It helps the 
user to monitor her emotional and behavioural patterns. 
Personalised coaching is articulated by providing validating 
or dialectical comments based on the patterns.  

Validation strategies focus on ‘empathic’ approach 
suggesting to genuinely hear another person’s point of view 
and accept them (and their emotions) just the way they are, 
without judging. For example, in a dialogue a (virtual) coach 
is clarifying the message of the user by ‘reflection’: “So what 
I hear you saying is...” or ‘direct’: “To me it makes sense 
that....”; or ‘empathising’ the emotion “I can see you are sad”; 
or a cognition “Is that true, or you just think it is?”; or in a 
more ‘cheerleading’ way “You are doing well. I am proud of 
you!’’, and radically accept the messenger.  

Dialectical means finding the synthesis out of opposites 
(thesis + antithesis). It is finding a balance between acceptance 
and change: accepting the occurrence of strong feelings and 
emotions making use of mindfulness and stress tolerance and 
adapting feelings and emotions using emotion regulation and 
interpersonal effectiveness. Dialectical strategies focus on 
confronting the user with a practical focus on changing 
problem behaviour. Dialectical strategies consist of several 
sub-strategies, such as ‘entering the paradox strategy’ with  
“and” versus “but” responses; the use of ‘natural change’ with 
the “That was then, this is now…” response;  the ‘making 
lemonade out of lemons strategy’ with  the “That’s great!” 
response; the ‘devil’s advocate technique’, with the “Are you 
sure?” response, or ‘extending’ with the “Wow, that’s pretty 
serious!” response.   

To make users completing the emo.analyser questionnaire 
on a daily basis, the virtual coach sends out a (WhatsApp or 
SMS) message to the user with the question whether she 
experienced problems with her eating behaviour, such as 
cravings or binges, over the past 24 hours. When answering 
“No” it goes to “exit” for this day.  

 
3. Skills practises 

The application contains three modules on skills practices in 
mindfulness, emotion regulation, and distress tolerance.  The 
module mindfulness provides exercises in observing, 
describing and participating in reality, enhancing the quality 
of awareness in a person’s life. The module emotion 
regulation contains exercises in building self-efficacy and 
learning to cope with difficult situations. Distress tolerance 
teaches skills how to survive crises and to accept reality as it 
is.  
 
B. Functionalities Virtual Coach 
The application Denk je zelf! contains four types of  tasks: 1. 
Conversational features; 2. Functional features; and 3. 
Ecological Momentary Assessments.   

 
 
 

1. Conversational 
The conversational tasks are carried out by the Virtual 

Coach. The Virtual Coach (VC) is a text-based both 
conversational and functional in-app chatbot [29][30]. It has 
conversations with the user over the built-in timeline, or via 
WhatsApp or Facebook Messenger.  As a contextual help 
system, it understands text from users to a certain extent, 
based on natural language processing and recognising 
wording patterns from an emotions-related lexicon. The VC is 
always available. It knows the user’s name. It produces 
appropriate textual feedback and coaching according to the 
information that users have filled out in the emo.analyser.  

 
2. Functional  

The Virtual Coach provides users with useful information 
about emotional eating behaviour. It redirects users to 
valuable skills practices. It sends out reminders/invitations to 
use the emo.analyser. The user controls the whole process of 
onboarding. It starts with some basic options. The user has the 
ability to opt-out any time. It guides the user through the 
onboarding process (Fig. 3) – the whole course from first log 
in (1), via setting the personal profile (2), to arrival at the 
actual start-up screen (3), in which the user dictates how much 
time she spends on the intake procedure at that very moment. 
The more steps involved, the more knowledge about the user 
is collected.  

 
Figure 3. Compact onboarding 

The Virtual Coach provides the user with visualisations of the 
data generated from the questionnaires at intake and from data 
collected by the emo.analyser. Data is stored in a local folder 
on the smartphone.  

The option-based user interface (Fig. 4) presents the user 
with an overview of options with the help of which the user 
can respond. A multi-functional keyboard makes it easier for 
the user to find essential issues such as favourite skills 
practices, pages last visited, and fun stuff just by pushing the 
right button instead of typing words. 
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Figure 4. Option-based keyboard 

3. Ecological Momentary Assessments (EMA) 
Ecological Momentary Assessments are applied to 

systematically collect data about daily experience and feelings 
of the users, as well as the context of use, for instance, through 
a user-friendly smartphone application. Experience sampling 
is widely used in daily psychiatry practice [30][31], allowing 
to measure and record encountered feelings and emotions 
through mHealth applications in real time.  

The Virtual Coach sends out a daily message via the built-
in timeline, or via WhatsApp or Facebook Messenger  inviting 
the user to log in into the application to answer just one 
question: “Did you have cravings or binges today, in the last 
24 hours?”. As soon as she answers that question with a “yes”, 
she will be redirected to the emo.analyser.     

IV. APPROACH AND METHODOLOGY 
Before starting developing a prototype of the above-

mentioned modules and functions, more research is needed to 
find out how the the target group experiences the validating 
and dialectical coaching strategies. That is why we put up an 
experimental study design first. For this vignette study - 
described under V. A. Vignettes study - we designed a low-
fidelity concept of the virtual coach to evaluate validating and 
dialectical strategies with target users. This concept version 
lacks the functionality of the emo.analyser and the 
conversational functionalities. Next step will be building a 
working prototype of the emo.analyser. The functional 
criteria, as drawn up along the lines of the Behaviour Chain 
Analysis [8, pp.57-58,75] from the Dialectical Behaviour 
Therapy will then be coupled with the outcomes of the 
vignette study, being the ratified coaching strategies.  

A. Vignettes study 
In the design of this experimental study, participants are 
presented with scenarios describing the daily life of a persona 
[8]. A persona is a fictional representation of the target group 
of emotional eaters. The persona experiences the very same 
negative emotions and also encounters food cravings that can 
lead to binge eating. The realistic scenarios are based on 
validated personas [9]. The depicted circumstances in the 
vignettes [33]-[35] will appeal to the emotions and feelings of 

the participants in the study. See Figure 5. Three different 
coaching strategies are presented at random to the 
participants: 1. validating response, 2. confronting or 
dialectical response, or 3. a combination of a validating and a 
dialectical response.  

 
Figure 5. Vignette, example. 

B. Research questions 
 

This research study aims at answering the following 
research questions:  

• Which coaching strategies do emotional eaters prefer 
just at the moment they are experiencing food 
cravings and are about to give in to binging?  

• Is there a relationship between the participant’s 
preferences and her personality traits?  

• Is there a relationship between the emotional eating 
behaviour (e.g., intensity, fierceness, what negative 
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emotion is dominating, time of the day etc.) and the 
participant’s preferences for a coaching strategy? 

 
We will ask the participants to state their opinion on the 

given scenario. Does it seem realistic to them? Do they relate 
to the personas? Do they find the given feedback useful? How 
would they respond to the provided feedback themselves? 
What kind of coaching style would they prefer?  

For the vignette study, we will use Qualtrics -  a tool to 
interrogate experiences and to distribute questionnaires [36]. 

C. Questionnaires and measures 
After answering the questions on the vignettes, 

participants will be referred to sequential inquiries to get to 
know them better: “What type of eater are you?” on eating 
behaviours, “Who are you?” on personality traits and “How 
do you feel at the moment?” on current emotions:   

1. the Dutch Eating Behavior Questionnaire (DEBQ) 
[26] with 33 questions to determine which eating 
behaviour out of emotional, external, and restraint 
eating behaviour is prevalent, using a 5-point Likert 
scale (1=never; 5=very often),  

2. The Quick Big Five Personality Test [27], based on 
the five-factor model that describes five broad trait 
dimensions, to identify the personality traits 
neuroticism, extraversion, openness to experience, 
agreeableness, and conscientiousness, using a 5-
point Likert scale (1=does not apply; 5=applicable). 
The results of this questionnaire will give us more 
clues about what personality traits will be suitable for 
the application.  

3. The Positive and Negative Affect Scales (PANAS) 
[37], containing 20 feelings and emotions the 
participants experience at this particular moment, 
using a 5-point Likert scale (1=very slightly or not at 
all; 5=extremely). 

 
During the whole time span of the research study, namely 

seven days, some Ecological Momentary Assessments 
[29][30] will be carried out. Participants receive text messages 
(SMS) on a daily basis, with an invitation to log in to the 
application and answer to just one question: “Did you have 
cravings / have a binge today?’ In case of a “YES”, 
participants will be redirected to a questionnaire named 
emo.analyser, the trying-plane for the future emo.analyser 
application.  In this questionnaire, participants will be asked 
to fill in what happened right before they gave in to a binge, 
and which emotions/feelings they were experiencing.  

In this chain of events and emotions, they analyse the 
vulnerabilities that made them open to experiencing specific 
events, developing strong feelings and emotions over it, and 
making them giving in to binges. In case of a “NO” 
participants will be invited to answer some additional 
questions.   

 

D. Methods 
The target group consists of emotional eaters (N=45), 

women, age 18 years and upwards. Participants are recruited 

via a Dutch franchise organisation of dietitian nutritionists, 
who are specialised in treating emotional eating behaviours.  

First, a pilot study will be conducted with 2-3 participants 
to validate the study protocol and to test the questionnaires. 
Participants are ensured in the anonymity of their 
participation. Data collected during this research study will be 
analysed for research purposes only. The data will be stored 
anonymously and safely on a local server, using an encrypted 
secure network connection (https) only the main researchers 
have access to.  

Recruited participants are invited by email to visit the 
stated link. They will be asked to fill out the demographics 
data, such as (nick) name, age, gender, weight, length, place 
of residence.  

Participants will be invited to participate in a semi-
structured post-interview to discuss their experiences with the 
presented dialogues and their motivation for picking specific 
answers. Post-interviews will be audio recorded with 
permission of participants. 

V. DISCUSSION, CONCLUSION AND FUTURE WORK 
This paper presents the research study design to evaluate 

and validate coaching strategies that emotional eaters prefer 
in a personalised virtual coach, based on their emotional state 
and context. The potential contribution of this research is 
divided into two objectives.  

First, a multidisciplinary holistic user-centered design 
approach [38] provides valuable insights into preferred 
persuasive coaching strategies of the target users for 
developing a meaningful and persuasive virtual coaching 
system for self-managing emotions. One of the primary goals 
of the personalised virtual coach for emotional eaters is to 
raise their awareness of their own emotions and to enhance a 
positive change of attitude towards accepting the negative 
emotions they experience daily. Ultimately, improving 
emotion regulation is expected to lead to better weight 
management of emotional eaters.  

Second, it will gain more insights into applying the 
behaviour change techniques from health psychology and 
persuasive technology for virtual coaching application. Next 
step is to focus on developing virtual coaching systems that 
coach the user by analysing real-time behaviour by providing 
real-time personalised timely feedback based on user profile, 
events, and context. Coaching-based applications can provide 
self-management support for patients at times when a 
therapist is not available, or in the case that the user needs 
personalised anonymous help that is always within reach, 
which is the case for emotional eaters who often experience 
feelings of shame. 

After conducting the vignette study we will be able to 
provide personalised and customised feedback and coaching 
based on experienced and digested emotions and feelings that 
users have entrusted to the emo.analyser, so the next step will 
be to construct the first working prototype of the 
emo.analyser. After user evaluation, the functionalities of the 
emo.analyser will be integrated into a choice-based user 
interface.  

To conclude, this study makes two main contributions: (1) 
gaining more insights in: a) what coaching strategies do 
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emotional eaters prefer; b) what triggers emotional eaters to 
(over)eat and at what times of the day the craving usually 
occur; c) emotional states at the moments of experiencing 
food cravings and giving in to binges, and (2) we aim at 
developing a general personalised eCoaching framework, 
enabling the optimal translation of successful behaviour 
change techniques, such as dialectical strategies, into 
persuasive coaching strategies implementable for broader 
target groups. 
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Abstract - Capturing the benefits generated from investments in 

digital health is key towards demonstrating accountability to 

funders as well as to encouraging widespread adoption by 

clinicians and other health care professionals. The cumulative 

benefits calculation, developed by Canada Health Infoway, is a 

macro-level indicator trended since 2007. It represents 

estimated benefits accruing to various health care system 

stakeholders, as driven by component technologies and their 

associated adoption across the country. In-depth studies, 

validated by external experts in relevant fields, have been 

completed for diagnostic imaging systems, primary and 

ambulatory care electronic medical records, drug information 

systems and telehealth. The financially quantifiable aspects of 

each study are aggregated, trended over time, and indexed to 

inflation. From 2007 to 2016 benefits accrued to the Canadian 

health care system exceeded $19B. These benefits were driven 

by improvements such as clinician and clinical practice 

productivity; avoided health system utilization due to improved 

patient safety; reduced patient time and expense and fewer 

duplicate tests. Cumulative benefits represent the aggregated 

value accrued to various health system stakeholders that has 

been realized or could be harvested through re-organized 

business processes. 

Keywords-electronic health record (EHR); adoption; digital 

health; health system benefits; productivity; efficiency; telehealth; 

electronic medical record (EMR). 

I.  INTRODUCTION 

This paper is an extended version of work published in [1]. 
We extend our previous work by updating data for an 
additional year (2016), elaborating on the studies supporting 
the findings, and further detailing the methods, inputs and 
limitations of the study. Federal and provincial/territorial 
governments across Canada have been investing in the 
creation of interoperable electronic health records (iEHRs) 
and other means for connecting health care providers with 
patient information for more than a decade [2]. While 
deployment progress and rates of usage vary across provinces 
and territories, the initiative has reached mainstream adoption 
by clinicians and other health care professionals. An iEHR is 
a secure, integrated view of a person’s medical records from 
all systems in the network; it provides a comprehensive view 

of a patient’s medical history. It is designed to facilitate the 
sharing of data across the continuum of care, health care 
delivery organizations, and geographical areas [3]. The 
potential benefits of the iEHR are substantial – improved 
quality of care, health system and provider efficiencies, 
improved access to care and use of health data to better 
manage the health system and facilitate research.   Typically, 
the iEHR integrates diagnostic imaging, laboratory, and 
medication data, along with clinical notes, to provide a 
longitudinal view of a patient’s clinical history.  As such, it is 
a similar concept to that of a Health Information Exchange 
(HIE) [4]. Across Canada, iEHRs are at various stages of 
implementation and maturity and have evolved according to 
provincial/territorial strategies and priorities.  As of 2017, 
each province and territory in Canada has an iEHR in place 
[5]. 

The iEHR acts as a complement to point of service 
applications such as EMRs in physician offices or hospital 
information systems. It is accessed through integration with 
clinical systems or through standalone, web-enabled viewers. 
Figure 1 illustrates the relationship between point of service 
applications and the iEHR infostructure (clinical data 
repositories in blue boxes) [6].  

 

Figure 1. iEHR jurisdictional infostructure based on the Electronic Health 

Record Solution Blueprint. 
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Regular measurement of adoption and maturity for these 
technologies has made progress easy to follow and manage.  
For example, in the 2015 Commonwealth Fund Survey, 73% 
of all family physicians reported they do use electronic 
records to enter and retrieve clinical notes [7]. They form part 
of the 301,000 health care professionals (more than half of 
estimated potential users) who were accessing one or more of 
the following sources for patient information needed to 
provide care (lab, DI, drug) in 2017.  Of these, more than 
162,000 were actively accessing two or more of these clinical 
information sources [8][9]. As the trend in Figure 2 illustrates, 
the number of active users has accelerated greatly in the past 
three years as adoption of connected health information 
reached a critical mass. 

 

 
 

Figure 2. Trending iEHR systems use (2+ clinical domains). Active users 

have accessed the system a minimum of one time per month.  

The rapid increase in adoption is partially attributed to the 
integration of iEHR data into point-of-care systems in 
hospitals and clinics over the last two years. Healthcare 
practitioners and leaders report that this integration is allowing 
providers to incorporate iEHR data into clinical workflows 
[8]. 

In the interest of accountability for the public funds under 
its management, and optimizing the value accruing from 
investment of those funds, Canada Health Infoway (Infoway) 
has developed approaches to evaluate and systematically 
model the estimated value of outcomes related to select digital 
health solutions nationally [10]. The cumulative benefits 
model contains estimates for benefits generated through the 
use of diagnostic imaging systems, drug information systems 
(DIS), ambulatory and primary care electronic medical 
records (EMR), and telehealth.  

The rest of this paper is organized as follows: Section II 
describes the methods used for calculating cumulative 
benefits. Section III describes the most recent results based on 
data up to the end of 2016. Section IV addresses the 
assumptions and limitations of the model. The conclusion, 
Section V closes the article. 

II. METHODS 

The cumulative benefits calculation is driven by individual 
quantitative estimates obtained from pan-Canadian studies 
commissioned by Infoway for each of the clinical domains 
mentioned above. The concept of pan-Canadian studies to 
estimate national value was developed in 2006 to summarize 
results across diverse data domains, settings, evaluation 

methods, and time periods. The studies aim to generate 
estimates, which are as comprehensive as possible, peer 
reviewed by expert panels, and reflecting best available 
evidence. The cumulative benefits studied cover a subset of 
digital health solutions, and as such represent a portion of the 
value from digital health at large.  The studies explored 
domains where federal funds directed through Infoway have 
been invested. A fulsome methodology, published in 2015, 
provides an assessment of gaps and recommendations for 
increasing and optimizing the use and spread of technologies 
in order to increase value over time [10].  Estimates are 
calculated in Canadian dollars realized on an annual basis and 
base assumptions to current contexts are applied and 
documented. Not all outcomes represent direct financial 
savings, but where possible, a value is expressed financially 
to allow comparison of magnitudes. Where the literature does 
not provide sufficient evidence to quantify the current dollar 
value of a specific outcome, the value is omitted from 
quantitative modeling. In instances where a range of estimated 
benefits is provided, the mid-point value was used as a base 
estimate.  The mid-point estimate for each domain-specific 
benefit is highlighted in Table I and corresponds to the year in 
which the study was carried out. Simplicity is a core principle 
of the specification of the quantitative benefits model, with 
most discrete value estimates derived by multiplying the 
magnitude of outcome observed per unit x value of outcome 
x extent of adoption across Canada. Adoption maturity 
variation (e.g., functionalities used, frequency of use, etc.) is 
an important driver of value in digital health deployment, so 
the extent of the adoption used in the model must be matched 
to the maturity required to achieve the magnitude outcome 
applied. 

TABLE I.  YEARLY BENEFITS BY DOMAIN 

 
2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 

DI $511 $646 $715 $724 $841 $850 $878 $888 $908 $968 

DIS $233 $369 $436 $441 $462 $487 $551 $579 $593 $865 

TH $52 $70 $95 $128 $158 $187 $266 $340 $407 $580 

EMR $131 $162 $193 $227 $270 $302 $347 $414 $419 $424 

AMB-

EMR 

$45 $53 $59 $71 $82 $106 $141 $167 $196 $199 

TOT. $973 $1,300 $1,498 $1,590 $1,812 $1,932 $2,183 $2,387 $2,523 $3,036 

 
Adoption is determined by examining data from surveys 

of clinicians and patients, usage data from digital health 
solutions, and operational data sets collected by Infoway’s 
partners.  Specific definitions of adoption are designed to suit 
distinct kinds of solutions, and trended over time [10].  
Adoption is measured differently for each domain or 
technology. This is both due to the practicality and feasibility 
of collecting the data and the way in which benefits were 
initially modelled. Adoption metrics are applied in the model 
as drivers of the benefit magnitude. For example, telehealth 
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benefits are driven by the number of clinical sessions—
defined as consultations involving a clinician and a patient 
[11] whereas EMR benefits are driven by the number of 
Canadian physicians who reported using an EMR to document 
patient information as shown in Figure 3. EMR benefits 
largely accrue to physicians and their practices, and as a result, 
it is fitting for physician adoption to be a driving factor.  

Figure 3. Family physicians in Canada reporting EMR use: 

Commonwealth Fund Surveys.  

Conversely, telehealth benefits largely accrue to patients 
and the health care systems that fund patient expenses, such 
as the Northern Travel Grant in Ontario, which subsidizes 
patient and caregiver travel costs [12]. Diagnostic imaging 
benefits are driven by the adoption of picture archiving and 
communication systems (PACS) by radiologists, physician 
specialists, and emergency department nurses since they are 
the professions who would be the most likely to benefit from 
the workflow improvements facilitated by these systems. 
While other clinicians and health professionals are likely to 
benefit, it was preferable to be conservative in the adoption 
estimate, in line with Infoway’s overall reporting principles 
[10].  Drug information system benefits are driven by a 
combination of the percentage of pharmacies connected to a 
DIS across a given province and the percentage of connected 
physician EMRs.  This reflects the distributed nature of DIS 
benefits where significant portions accrue to pharmacies, 
physician practices, and health system funders among others.  

Table II summarizes the various types of benefits 
measured for each respective study: 

 

TABLE II.  BREAKDOWN OF BENEFITS  
(DUPLICATE BENEFITS REMOVED) 
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Tele-

health 

personal travel   $325  

 subsidized travel  $158    
 ED avoidance  $3    
 hospital avoidance  $65    

DI patient transfers  $15    

 radiologist productivity   $261   
 technologist productivity   $135   
 referring physician 

productivity 

  $175   

 duplicate exams  $-      
 film costs    $518   

DIS community adverse drug 

events (ADE) 

 $79    

 admission ADEs  $42    
 printed/typed Script 

ADEs 

 $48    

 medication abuse  $139    
 medication compliance  $182    
 pharmacist/technician 

efficiency  

  $157   

 call-backs   $117   
 drug cost management  $88    

EMR improved  lab and DI test 

management 

  $127   

 reduced or eliminated 

chart pulls 

  $115   

 reduced lab or DI test 

duplicates 

 $136    

 reduced ADEs due to 

prescription legibility 

 $-      

AMB-

EMR 
avoided delays for 

patients 

   $4  

 reduced or eliminated 

chart pulls 

  $95   

 reduced lab or DI test 

duplicates 

 $83    

 reduced ADEs   $-      

TOTAL 

($M) 
 $3,067   $1,038   $1,700  $329  

  34% 55% 11% 

 

III. RESULTS 

Between 2007 and 2016, over $19 billion in quantifiable 
benefits have accrued to various parts of the Canadian health 
care system as shown in Figure 4.  

The diagnostic imaging study completed in 2008 
documented benefits totaling an estimated $600M as a result 
of improved productivity for doctors and technologists (by 
more than 25%); improved remote reporting capabilities; 
improved access to care; and quicker turnaround time (by 30-
40%), meaning patients get diagnosed twice as fast and are 
able to start treatment sooner [13].  

The Generation 2 Drug Information Systems Pan-
Canadian Study, completed in 2010, demonstrated benefits 
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totaling $436M through improved safety and quality of care, 
fewer adverse drug events, reduced prescription abuse, 

increased medication compliance) along with increased 
provider productivity (greater pharmacist efficiency and 
fewer call-backs) and improved drug cost management [14]. 

From 2006 to 2012, the growth of EMRs in Canada 
resulted in cumulative efficiency and patient care benefits 
valued at more than $1.3 billion--$800 million in 
administrative efficiencies and $584 million in health system 
level benefits, such as reduced duplicate tests and adverse 
drug events [15].  

Lastly, use of EMRs in ambulatory care clinics across the 
country has resulted in benefits estimated at $196 million in 
2015 due to clinic efficiencies (improved chart management, 
reduced duplicate tests and reduced transcription costs); 
increased clinic capacity; fewer emergency department visits 
and hospitalizations as a result of adverse drug events; and 
avoided costs for patients due to avoidable delays in care [16]. 

Coloured cells in Table I represent base calculations in the 
years when each respective study was completed. Benefit 
estimates for previous and subsequent years are dependent on 
the changes in adoption of each technology by health care 
professionals and/or practices in each year as compared to the 
base years.  Each year’s estimate is adjusted for inflation 
according to the Statistics Canada Consumer Price Index for 
Health Care [17]. In 2016, the estimated value to the overall 
healthcare system in aggregate exceeded $3B.  These benefits 
accrue to various stakeholders within the system, as shown in 
Figure 5.  The largest piece (54%) accrues to health delivery 
organizations (HDO) such as hospitals, clinics, pharmacies 
along with their respective clinicians and other staff.  The next 
largest piece (36%) accrues to health system funders such as 
ministries of health and other government organizations as a 
result of reductions in reimbursable health system utilization 
and subsidies.  Lastly, 10% of quantified benefits accrue to 
patients and their families largely through time saved in 
accessing care and avoided travel.   

 
 

Figure 5. Distribution of benefits across the Canadian health care system 

It is expected that future pan-Canadian studies, examining 
incremental benefits related to other components of the iEHR 
such as patient access to health information and/or electronic 
prescribing, will expand the model according to the same 
overarching methods described above.  

IV. ASSUMPTIONS AND LIMITATIONS 

The pan-Canadian studies completed to date, which drive 
the cumulative benefits calculation, were completed 
independently, over a number of years (2008 to 2015). As 
such, benefits calculated as part of one study, may also be 
reflected in another. For example, the Generation 2 Drug 
Information Systems study tracked patient safety benefits 
related to printing out prescriptions from physician EMRs—
this benefit was also included in the EMR pan-Canadian 
study. These benefits were included only once when 
aggregating totals in order to eliminate double counting. 
However, due to differing methodologies in each study, 
double counting cannot be eliminated completely. 

Significant limitations were noted in the availability of 
data upon which to model and quantify certain kinds of 
benefits.  For example, anecdotal evidence exists to support 
the idea that productivity and quality improvements in 
healthcare delivery would result in benefits for patients in 
terms of time saved, avoided losses in productivity, and 
improved convenience among others; however, insufficient 
data was available upon which to make evidence-based 
estimates.   As a consequence some types of benefits are 
understated in the cumulative analysis, such as value to 
patients, which is estimated at only 10% of the total. Another 
important example relates to improved compliance with 
quality of care guidelines.  Physicians with EMRs are more 
proactive in caring for their patients, but the long-term 
financial implications of these improvements could not be 
modelled or included with quantitative estimates.  As such, 
these benefits are largely addressed only qualitatively in the 
pan-Canadian studies.   

While it would be desirable to calculate return on 
investment (ROI), benefits and costs accrue to multiple 
stakeholders, making these calculations complicated, and best 
assessed on a stakeholder by stakeholder basis. Furthermore, 
while some stakeholders may see quantifiable benefits from a 
digital health investment, others may have to bear additional 
costs.  Such an example can be found with PACS where 
productivity gains for physicians may increase access for 

 
 

Figure 4. Cumulative benefits of investments in digital health across 

Canada. 
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patients, but result in additional costs to the health system 
since more clinical procedures and/or patient visits can be 
completed with the same inputs.  Nonetheless, this is a useful 
analysis at a macroeconomic level since it can demonstrate the 
positive effects of investing in digital health.  An important 
limitation of this analysis and digital health progress as a 
whole is the gap between value created and hard savings.  This 
limitation was also identified in analysis conducted by the 
RAND Corporation.  In 2005, researchers estimated that rapid 
adoption of health information technology could save the 
United States more than $81 billion annually [18]. In 2012 
RAND revisited the topic and found mixed results and 
growing health expenditures.  The factors that limited 
achievement of value were “sluggish adoption of health IT 
systems, coupled with the choice of systems that are neither 
interoperable nor easy to use; and the failure of health care 
providers and institutions to reengineer care processes to reap 
the full benefits of health IT” [19].  In the Canadian context, 
similar issues apply, but steps are being taken to address these.  
Adoption incentives, focus on interoperability, and attention 
to change management have been important for driving 
mature adoption of solutions.  The pan-Canadian studies apply 
metrics of adoption and maturity as drivers to model benefits, 
so estimated value reflects actual changes in clinical practice.  
In contrast, however, there are aspects of reengineering care 
processes and more broadly, health system organization and 
financing that are not addressed.  For example, time savings 
that accrue to providers who operate on a fee for service basis 
are gains to the specific providers, rather than the health 
system.  Reductions in ER and hospital utilization can add 
capacity, but for hard-savings, Canadian health systems must 
look at how different sectors of the system are financed.  As 
digital health becomes the norm, health systems leaders are 
increasingly aware of the need to be proactive in the 
harvesting of benefits.  

V. CONCLUSION 

The cumulative benefits calculation has been and 
continues to be a useful tool for demonstrating the benefits of 
digital health investments for the purpose of accountability to 
funders and taxpayers. In addition, it is a useful tool to 
persuade clinicians and other health care professional to adopt 
new technologies, and to encourage partners, such as 
jurisdictions and health care provider organizations to 
continue to invest in digital health. Its main limitation is that 
while the total figure represents aggregate value to various 
stakeholders, it does not represent actual dollar savings, since 
other workflow, policy, and personnel changes may need to 
be implemented in order to fully harvest the benefits.  

As connected health information continues to become 
more accessible across a number of clinical domains, it is 
contributing to the continued improvement of quality, access 
and productivity for patients, health care professionals, and 
the health system overall.  
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Abstract—This paper develops an in-situ methodology to help 
architects insure better inclusion of people with Down 
syndrome all along preliminary phases of the architectural 
design process, and eventually to the designed space. This 
methodology first offers architects some design keys in regard 
of how people with Down syndrome interact with two types of 
spaces: their personal dwellings and some completely unknown 
spaces. The methodology then unfolds towards more pro-active 
inclusion of the participants thanks to playful expression of 
their feelings and perceptions. This paper discusses how this 
methodology relates to inclusive and universal principles, 
useful to design smart environments, be they ICT-enabled or 
not. This paper closes on prevalent models of disability in 
architecture and how they articulate with the model of 
“architectural handicap”. 

Keywords-disability; Down syndrome; inclusive design; 
universal design; methodological framework. 

I.  INTRODUCTION 
This paper, an extended version of a previous, shorter 

publication presented at the conference Smart Accessibility 
2017 [1], tackles the challenge of disability inclusion to 
architecture, disability considered here as a temporary or 
permanent condition likely to show up at any time of 
everyone’s life. Statistically speaking, disability concerns 
15% of the European population, i.e., more than 80 millions 
individuals [2]. Among them, only 20% are disabled from 
birth, while 80% will experience impairment later in life, as a 
result of an accident, an illness, ageing or a more temporary 
condition such as pregnancy [3]. We are therefore all 
concerned with disability, whatever our current situation. 

Designers are yet struggling with the inclusion of 
disabled people, given the challenge of end-users’ inclusion 
into the design process in general, the variety of disabilities 
and the variety of adaptations those disabilities require on 
both spatial and functional levels. In architectural design, and 
in Belgium more specifically, norms about persons with 
reduced mobility (PRM) constitute one of the few 
frameworks available to help designers integrate the needs of 
people who use a wheelchair or the needs of blind people. 
This regulation, yet, does not take into account cognitive 
impairments (nor hearing loss) that are thus generally 
neglected during the architectural design process. Likewise, 
in ICT related fields, cognitive impairments seem to be less 
often considered than visual or hearing loss impairments [4]. 

Consequently, this paper aims at offering some concrete 
design methodology to architects confronted to the needs of 
people with cognitive disabilities, and more specifically 
people with Down syndrome. The paper will first aim at 
studying the impact of architecture on the spatial perception 
of people with cognitive disabilities. In-situ observations of 
participants evolving through various spaces will provide 
some useful design keys in that regard. The methodology 
will then be expanded in order to include those users into a 
more active encounter with architecture, providing architects 
with fruitful information about how people with Down 
syndrome experience space on a more multi-sensory level.  

This paper is structured in five more sections. In Sections 
II and III, literature review and the resulting research 
questions are presented. Section IV details the methodology 
developed in order to conduct the observations. Section V 
describes the obtained results, presented in four subsections: 
space perception of participants with Down syndrome 
(Subsection A), representativeness of those results 
(Subsection B), handicapping situations (Subsection C) and 
methodological recommendations for inclusion of Down 
syndrome in architectural design (Subsection D). Section VI 
closes on a theoretical discussion considering prevalent 
models of inclusion and disability in architecture and how 
these models should be revised in order to consider people 
with Down syndrome’s sensitiveness as opportunity, rather 
than threat, to the architectural design process. Some insights 
built in this paper might be relevant for universal/inclusive 
design in ICT related fields. 

II. STATE OF THE ART 
Since the modernist era, a distance has been created 

between the architect and the end-user, the latter being 
considered as some abstract, hypothetical subject required to 
adjust him-/herself to the designed building [5]. 
Phenomenologists such as Juhani Pallasmaa argue that this 
“modernist reductionism”, i.e., this way of conceiving some 
architectural artifact that “standard” users will encounter 
mainly in a visual way, has globally impoverished both the 
professional praxis and the architectural experience [6][7]. 
In order to re-instate a more inclusive, multi-sensorial 
approach of architecture (both in its design and experience), 
some researchers and practitioners have developed since the 
70’s some hands-on, participative methodologies. One has 
to observe that these methodologies, although being well-
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meaning initiatives, often remain too distant from 
architectural practice, or too superficial in their 
implementation, and therefore still offer considerable room 
for improvement [8]. Indeed, participation methodologies 
have generally been implemented either as a way to collect 
end-users’ post-building assessment [9], or as a way to 
secure users’ acceptance at the very late design phases [10], 
rather than a tool helpful to take into account users’ needs 
and perceptions as soon as the early phases of the design 
process [11]. This lack of effective upstream frameworks 
makes it very difficult for architects to integrate laypeople 
into the design process, and makes it even harder when 
considering a wider range of end-users, including people 
with disabilities. 

This literature review section is structured into four 
subsections, starting with some observations about the 
current state of architectural practice, followed with the 
challenge of including disabled users into the design 
process, continuing with the specificities of people with 
Down syndrome and ending with an overview of how 
disability could be considered as an expertise, instead as an 
obstacle to design and creativity. 

A. About architecture, end-users and their well-being 
We highlight here two main observations from 

architectural state of the art: the uni-sensoriality and the 
environmental impact of current architectural design. 

1) Uni-sensoriality 
As observed by several phenomenologists, most of 

current architectural design projects are almost exclusively 
visually designed [7]: architects strive to impress with 
attractive and pleasing graphical designs, and often invest 
less efforts into the integration of users’ various ways of 
experiencing space [12][13]. Architecture, authors argue, 
consequently suffers some kind of uni-sensoriality 
hegemony [6]. Yet architecture intrinsically is a multi-
sensorial experience, since “qualities of space, matter and 
scale are measured equally by the eye, ear, nose, skin, 
skeleton and muscle [6 (p.41)].” In fact, all our senses 
interact together and complement each other in order to 
shape our understanding of the world, and particularly the 
spatial environment. For instance, the human mind 
unconsciously associates visual shapes with odors and 
emotions because “the most persistent memory of any space 
is often its smell [6 (p.54)].” Some authors associate this uni-
sensoriality hegemony with an impoverishment of 
architectural experience and praxis, and retrace its roots to 
the modernist era where architecture, according to their 
critical historical analysis, has been reduced to the sole 
consequence of visual expression and experience, therefore 
neglecting the other perceptual senses and consequently 
deviating from the users’ multi-sensorial realities 
[6][14][15]. 

This focus on sight is even sometimes considered as an 
“handicap” for the architects themselves [12], as such uni-
sensorial approach does not only reduce the human 
capabilities but also the design opportunities and qualities. 
The whole body should therefore be considered as a complex 

“thinking organ” [16] that combines multiple intelligences 
such as visual, haptic and kinesthetic ones. Taking into 
account the complete scope of the human mind and body, 
phenomenologists argue, aims at avoiding superficial and 
dehumanized architectural design [6] and at proposing more 
sensitive and creative projects. 

2) Environmental impact 
Theories of environmental psychology and healing 

environments suggest that the architectural environment 
influences the wellbeing, considering architecture either as a 
factor having a positive (curative architecture) or a negative 
(disabling architecture) impact on the emotional and physical 
experience [17][18]. 

According to those theories, architects themselves 
sometimes accidentally generate discomfort and 
dissatisfaction feelings for the end-users of their buildings, 
simply by being unaware of the consequences their 
“disabling design” might have on people [18]. Most of the 
time those “architectural disablements” are completely 
independent of any medical disability end-users might 
themselves experience, and are rather more fundamentally 
related to building impediments such as, most commonly, ill-
designed stairs or uncomfortable, confined spaces [13]. This 
is particularly true for a parent, for instance, who might 
experience difficulties when pushing a stroller through some 
heavy doors or narrow hallways [13]. As a result, the 
henceforth “architecturally disabled people” either manage to 
overcome the obstacles but only with effort and frustration, 
or simply are prevented to use the building. 

B. About the integration of disabled users 
Most prevalent approaches characterize disability as a 

constraint for both designers and users. Considering 
disability, and the norms associated to it, as obstacles to 
their creativity [19], most architects rarely expand their 
effort of integration beyond the simplest form of a user, 
such as the “average, six-foot-tall, 20-years-old male, with 
perfect vision and a good grip [20 (p. 60.7)].” As a 
consequence, users experiencing disability (either as a 
permanent or temporary condition) rarely see their specific 
needs and perceptions taken into account. This denial of 
diversity finds its roots as much as the uni-sensoriality 
hegemony in the modernist quest for economical and 
aesthetic design, considering only invariant body 
proportions [21] and predictable users’ needs [22]. 

When relating to existing norms and regulations 
regarding disabled people, architects are moreover only 
informed about a limited variety of disabilities, not even 
considering variations within the same disability. Reference 
documents and standard procedures, for length and clarity, 
indeed generally tackle a limited range of bodily 
(in)capabilities. As a result, over-simplification of their 
interpretation causes shortcuts from “people with 
disabilities” to “people using a wheelchair” [21]. One has to 
observe that the main studied disabilities are actually motor 
impairments and blindness, while cognitive impairments are 
more rarely addressed, except for autism that has been 
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explored [23][24]. The resulting recommendations and 
designs are thus never perfectly adapted to the users with 
cognitive disability, whose needs and necessities are 
misunderstood and excluded [23]. 

C. About people with Down syndrome 
Among the variety of cognitive disabilities one could 

design for, this paper focuses on Down syndrome, a genetic 
anomaly linked to the presence of a third chromosome on 
the 21st pair. This is not an illness per se, but rather a 
physical and cognitive state of the person expressed by 
several characteristics like physical appearance, medical 
fragility, cognitive disability, peaceable temperament and 
short life expectancy [25][26][27][28]. 

Among all those specificities shared by people with 
Down syndrome, some have a direct impact on the way they 
experiment architectural environments and spaces. First, 
their small size influence their space perception as their 
field-of-view is lower than average [26]. Second, because of 
their premature ageing [27], people with Down syndrome 
often develop early motor impairments and try to limit their 
moves, this behavior being yet sometimes counteracted by 
their curious and playful nature. Third, due to their lack of 
concentration [28], the presence of a disruptive element can 
generate trouble and monopolize so much of their attention 
that they completely ignore other environmental or spatial 
factors. They are also known to give much importance to 
rituals and habits in their daily lives, in order to limit the 
occurrence of such disruptive events. Yet, people with 
Down syndrome can show high adaptive capacity: after a 
while, they tend to accept all kinds of situations, even 
uncomfortable ones. In fact, their affability [28] disposes 
them to go beyond the drawbacks of one situation and to 
eventually get used to it.  

Eventually, the cognitive disability brings two specific 
features regarding spatial apprehension. People with Down 
syndrome are first of all particularly receptive to their multi-
sensory experience of space [28]. Similarly to people with 
autism spectrum disorders [29], people with Down 
syndrome moreover present a remarkable hypersensitivity 
and a particular spatial perception that induces spontaneous 
emotions and instinctive reactions towards some space. This 
spontaneity and peculiar way to experience space, revealing 
some of its specificities (qualities and/or defects), could 
potentially enrich assessment of any building for instance. 
By doing so, “turning disability experience into expertise in 
assessing building accessibility [30 (p. 144)]” or in 
designing multi-sensorial spaces [7], a concept that has 
essentially focused on motor and visual impairments until 
now, could open towards other types of disability such as 
Down syndrome. 

D. About considering disability as an expertise 
Encouraging architects to question and reinstate users’ 

multi-sensoriality and sensitivity into their work, a few 
researchers propose to interact with disabled people and to 

integrate their perceptions as soon as early stages of the 
design process [12][31]. The disability is then considered as 
an opportunity, both for architects who develop new ideas 
and for disabled people who take part into a process from 
which they are usually excluded. In this case, disabled 
people are considered as experts and become a real source of 
creativity for designers [31]. The literature documents two 
ways to integrate the disabled people’s expertise in the 
design process. 

1) Disability as specific expertise for disabled users 
In this case, disabled users are experts of their own ways 

of experiencing space and the generated results directly 
benefit people with similar disabilities. For instance, 
Tufvesson’s and Tufvesson’s study compares pupils with 
autism, hyperactivity and Down syndrome and provides 
some design strategies and environmental factors with 
positive (e.g., individual desks) or negative (e.g., low 
acoustical insulation) effects on the work atmosphere [29]. 
Studying children with learning disabilities thus primarily 
provides solutions for disabled children. 

2) Disability as general expertise for all users 
Another approach takes advantage of the expertise of 
disabled users either to design innovative projects 
addressing the needs of a larger audience, or to tackle 
additional challenges of the architectural field in general. A 
good example of that approach is Penezic and Rogina 
design of the “Glass House 2001 for a blind man” [32]. 
Given that transparency and reflection are both 
unperceivable properties for people with visual impairment, 
these architects developed technologies so that any user 
would experiment the building in an equivalent way. As a 
consequence, the walls are constituted of two layers of glass 
between which a fluid circulates at different temperatures 
and speeds, this way mobilizing two alternative perceptual 
senses, the touch and the hearing. Besides being particularly 
innovative and inclusive, this ingenious system solves two 
recurrent problems of glass buildings, i.e., acoustics and 
thermal insulation. 

III. RESEARCH QUESTIONS 
Considering people with Down syndrome peculiar multi-

sensoriality and hypersensitivity, we suggest that their spatial 
experience should be valued as specific expertise and 
considered as a way to reinstate multi-sensorial qualities into 
architectural design, and to limit “handicapping situations” 
for end-users. To this end, a methodological framework has 
to be developed in response to their specific needs and 
necessities. 

This methodological framework will be nurtured by the 
answers to the following three research questions: 

• How do people with Down syndrome perceive 
space at a multi-sensory level? 

• Which “handicapping situations” do people with 
Down syndrome face? 

• How to leverage Down syndrome’s specificities and 
expertise for architectural design? 
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IV. METHODOLOGY 
To answer those research questions, we build an original 

methodology of in-situ observation and in-situ interaction 
with disabled participants, inspired by theories of inclusive 
design and Nijs’ and Heylighen’s own research 
methodology [30]. 

A. Inclusive design methodologies 
Inclusive design theory relies on two main principles, 

i.e., (i) considering the users’ and designers’ 
complementarity given their respective specific knowledge 
and expertise [33], and (ii) re-integrating the users’ 
experiences, emotions and reactions in order to design 
sensitive architecture ensuring their wellbeing [16]. 

Several methodologies share the idea that every user has 
a “potential equal contribution to the design outcomes” [34 
(p. 524)]. For instance, methodologies of co-design and 
participative design endeavor to overcome the historical 
denial of end-users by giving them a real voice in the 
decision-making process. 

Nonetheless, this objective is still considered ambitious 
because it threatens two widespread conceptions: on the one 
hand, the professional architect seen as the sole legitimate 
author of architecture, and, on the other hand, the user seen 
as an obedient spectator, contemplating the building as a 
piece of art [22]. As a matter of fact, most architects reject 
unpredictable and creative usages as well as any behavior 
that deviates from the original design of the building, 
starting from the premise that “art is the product of 
individual creativity” [22 (p. 22)]. 

When such methodologies are nevertheless 
implemented, a gap might subsist between architect’s and 
end-users’ habituses, i.e., between specialized knowledge of 
architectural practice and unfamiliarity with the 
architectural design process, that might generate 
misunderstandings or even conflicts [35].  End-users, 
although given a voice, might indeed feel disempowered 
when confronted to the unknown field of architecture, 
especially when they are asked to participate without being 
provided with any kind of support or formation [36]. 

The methodology developed here, inspired by the 
inclusive design theory and principles, therefore grant 
special care to the architect/investigator posture and to the 
support provided to the participants all along its in-situ 
implementation. 

B. Nijs’ and Heylighen’s research mehodology 
Given the reluctance towards users’ inclusion in general 

and the limits of current frameworks, Nijs and Heylighen 
have developed a specific methodology that considers 
disabled people as experts of their own peculiar way of 
experiencing spatiality and architecture [30]. Through 
several cases studies, these researchers invited disabled 
people to visit a building and to discuss their own 
experience verbally, thanks to different keywords suggested 
by the researchers.  

The novelty of this approach, compared to classic 
accessibility assessments, is the creation of four groups, one 
for each type of disability (motor, visual, auditory and 
cognitive impairments). The methodology is the same for 
each group: participants were asked to follow a predefined 
route across the building while one of them, designated 
“research assistant”, had to fill out a specific evaluation 
sheet for the group. The collected data are mainly the 
formalized transcript of participants’ oral comments when 
moving freely in the rooms, and the expression of their 
feelings about spatial quality and accessibility. 
Supplemented by some pictures, the resulting evaluation 
report attests to the group’s specific point of view and is 
then collectively debated with the other groups in order to 
write the final common report. Eventually, the participants’ 
experience, identified problems and proposed solutions 
could be communicated to building practitioners and 
designers. 

We believe this methodology works perfectly for three 
groups out of four, but is only half adapted to people with 
cognitive impairments, and more specifically to persons 
with Down syndrome. Indeed, those users undoubtedly 
show potential expertise in visiting different architectural 
spaces and in assessing their multi-sensorial qualities, but 
capturing that information by written and oral comments 
and debates seems unsuitable. While Subsection IV.C will 
develop how we implemented our specific methodology, 
Section V will thus come back on how and why our 
methodology had to be adapted in regard of Nijs’ and 
Heylighen’s one, given the communication difficulties of 
people with Down syndrome. 

C. Implemented methodology 
The methodology has been developed iteratively, on basis 

of two campaigns of observation. This section will first 
present the test observation and then the main observation, 
both corresponding to different observation techniques and 
different roles of the observer. 

1) Test observation 
A good observation is characterized by a good preparation 

and requires a well-trained researcher [37]. A first step of 
our methodology, particularly suggested to architects who 
would be willing to implement it, is to conduct some test 
observations in order to practice and to highlight the major 
elements requiring particular attention, i.e., the main themes 
of a future observation grid [38]. 

Before starting our main observations, we thus chose to 
test and fine-tune a first version of our observation criteria. 
This first testing phase was conducted in the context of a 
guided tour organized by a museum for a group of people 
with cognitive disabilities, including people with Down 
syndrome. During the visit, the researcher took the role of a 
complete observer, meaning that the participants had no clue 
they were observed, and used the “fly on the wall” 
observation technique [39]. As the name suggests, the 
observer remains discreet and collects information without 
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interacting with the observed people. The main advantages 
are the participants’ spontaneity and the possibility to 
quickly gather data from several persons at the same time. 

This first observation expanded our observation grid with 
some attention points such as emotions, disruptive elements 
and events as well as particular attention to personal 
vocabulary. Moreover, this visit of the museum initiated the 
idea of a playful interaction with the participants, which 
would go beyond the “fly on the wall” discretion of the 
researcher but would also offer richer insights in terms of 
participants’ perceptions and emotions. The test observation 
eventually made us particularly aware of the impact an 
unknown place, such as a museum, might have on the 
participants. 

2) Main observation 
Initiating the main observation, we firstly proceeded to 

the selection of the participants affected by Down syndrome. 
Six participants were eventually chosen among the residents 
of a Belgian non-profit association welcoming adults with 
cognitive disabilities, and specifically intended to develop 
residents’ artistic skills. Those participants were chosen on 
the basis of several criteria such as the sex (to ensure gender 
parity), the housing type (in order to compare the 
participants’ experience in terms of living with family or 
living permanently in the residence) or the severity of their 
disability and the impact it could have on their capability to 
express their experiences and feelings (Tab. I). 

Secondly, we conducted two phases of in-situ 
observations: first the visit of the residents’ own dwellings 
and later the discovery of a public building, a local town hall 
unknown by the participants. Those two observation 
sequences were video-recorded to ease post comparative 
analysis. The goal here was to compare the spatial 
perceptions of people with Down syndrome when confronted 
to familiar vs. unknown spaces. This choice, inspired by the 
test observation, was additionally confirmed by two different 
aspects of the state of the art. On the one hand, the review of 
Down syndrome’s characteristics had informed us about the 
importance of daily routines and spatial memory [28], and 
we assumed we would more easily observe the impact of 
such factors inside some usual environment, i.e., inside the 
participants’ private dwelling. On the other hand, research 
about disabling architecture shows that handicapping 
situations generally occur in public buildings [13], which 
confirmed our choice of unusual environment. 

At the beginning of the visit of each dwelling, we set up a 
discussion table in order to collect some basic information 
such as, for instance, the resident’s age or favorite room(s). 
This stage also helped us create a climate of confidence with 
the participant and his or her referee (family member or close 
relative), invited to join the whole observation in order to 
ease communication and interaction. We then organized a 
playful activity, operationalized with the help of two 
psychologists, which consisted in visiting the resident’s three 
preferred rooms and interviewing him or her about his or her 
felt experience thanks to illustrated cards. 

This combination of observation and interview methods, 
close to the “shadowing” technique, enables the researcher to 

TABLE I.  DEMOGRAPHIC PROFILE OF THE PARTICIPANTS HIGHLIGHTING 
SOME ADDITIONAL SPECIFICITIES 

# 
Selection criteria 

Gender Age Housing type Cognitive 
specificity 

Mobility 
specificity 

1 female 25 family house / artificial 
hip 

2 female 48 residence / slower 
motion 

3 male 27 family house 
verbalizes 
through 

onomatopoeias 
/ 

4 male 36 family house / / 
5 male 27 residence / / 
6 male 49 residence / / 

 
follow a person in his or her daily activities while asking him 
or her some questions to complete the observed information 
[40]. Within this framework, the researcher takes over the 
role of observer-as-participant, i.e., he or she spends more 
time observing than participating, while always clarifying the 
scientific objectives. This role has several benefits: it is 
especially adapted for short interviews, it enables real-time 
filling of observation grids and it ensures transparency of the 
research goals towards the observed subjects [41]. However, 
given the brevity of each session (40 minutes in average), a 
mutual misunderstanding can occur between the observer 
and the observed person. Hence the need to quickly build 
confidence [41], which could mainly be achieved thanks to 
the presence of the participant’s relatives. 

The methodology implemented during the visit of the 
town hall was rather similar: a few days later, we invited the 
same six participants to visit three rooms of the town hall, 
this time chosen by the researcher in order to compare each 
participant’s reactions. The visit of those three selected 
rooms was made individually. In the meantime, the five 
other participants were guided by a social worker for a 
recreational photo activity in order to capture their 
experience when they were visiting the town hall on their 
own, in the absence of the observer. 

The last step of our methodology was an artistic activity 
later organized in the drafting room of the day center. 
Participants were asked to draw or paint the buildings we 
visited the previous days. They could choose to sketch their 
private dwelling and/or the town hall from the inside and/or 
the outside, delivering their personal interpretation of those 
spaces. The drawings produced, as well as the pictures taken 
by the residents are an additional means of expression 
completing or confirming the information collected during 
the individual visits. 

V. RESULTS 
The four next sections will present the results of the in-

situ observations, starting with factors impacting space 
perception of participants with Down syndrome and 
representativeness of those results, following with 
observations of “handicapping situations” and ending with 
some methodological recommendations. 



156

International Journal on Advances in Life Sciences, vol 9 no 3 & 4, year 2017, http://www.iariajournals.org/life_sciences/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

A. Space Perception 
During the two observation phases, five main phenomena 

have been observed. 
Firstly, the people with Down syndrome who took part to 

this study all experienced some difficulties in identifying the 
limits between spaces that were not clearly delineated by a 
physical boundary. In the town hall for instance, the 
reception and entrance halls were separated by a simple inner 
bay frame (Fig. 1), but the participants designated those two 
spaces as one single room. When asked to walk around the 
reception hall, they indeed systematically travelled both 
halls, obviously confused by the proximity of two sub-spaces 
whose functions and boundaries were insufficiently distinct. 
Similarly in the case of private dwelling, one participant 
walked around the living room when asked to delineate the 
kitchen. 

Secondly, and in contrast with the previous point, people 
with Down syndrome who took part to this study paid 
particular attention to the privacy of a space and how this 
sense of privacy could delineate one space from another. 
During the visits of their dwellings, the participants have 
always chosen their own bedroom as their favorite room, 
which underlines their need to have a personal, private space 
available. This characteristic could also be observed while 
experiencing the public building, especially when some 
residents felt the need to be alone and left in search of some 
smaller, more comfortable and/or less traveled space to 
retreat to for some time. In the case of their private spaces 
(their rooms), privacy did, in spite of its intangible nature, 
build some boundary between two subspaces. This 
phenomenon was specifically observed in a bedroom shared 
by two residents who never crossed the invisible line 
dividing the room into two individual and appropriated 
zones. 

Thirdly, the participants demonstrated a particular 
attraction for light, bay windows, illuminated objects and 
surfaces. This characteristic was observed repeatedly, 
particularly when participants were asked to point to their 
favorite  object  within  a  room.  One  of  them,  for  instance, 
showed   us   his   stereo,   occupying   a   special   spot   on   the  

 

 
Figure 1.  Reception and entrance halls separated by an inner bay frame. 

windowsill of his bedroom, which was particularly well lit. 
This importance of natural light is moreover clearly 
illustrated by the participants through their drawings of the 
visited buildings. Most of the time, their representations were 
rather simple but they always involved drawings of the 
windows, including specific details such as frames, shadows 
and/or glazing (Fig. 2). 

Fourthly, our observations revealed the great importance 
of material landmarks in the everyday-life of the participants, 
especially in regard of their day-to-day rituals and habits. 
Those well-known elements, which could be objects, pieces 
of furniture or even a specific building material (e.g., local 
brown stone), were reassuring to them especially because 
they reminded them of aspects of their daily life and 
environments. In one of the residences, we visited a living 
room that had just been rearranged and refurnished. Inside 
this living room, social workers had left a small wooden 
table (Fig. 3) greatly appreciated by the participants because 
it had been crafted by one of the residents. This small table, 
placed there as a landmark of the previous space 
configuration, greatly facilitated the occupants’ appropriation 
of this new way of organizing the room. The presence of this 
recognizable piece of furniture helped the acceptance of a 
new situation otherwise potentially disturbing. 

Fifthly, spatial perception of the participants was strongly 
impacted by their personal preferences and areas of interest. 
During the visits, the participants spontaneously went 
towards objects or pieces of furniture referring to one of their 
passions or to an episode of their personal history. For 
instance, one of the participants’ interest for photography 
influenced his moves in the town hall, his path being 
essentially oriented towards specific photo frames. 

Besides those five keys of space perception, we have 
observed two additional mechanisms engaged in different 
settings: first the visuo-spatial memory participants 
developed in regard of everyday spaces, and second the 
multi-sensoriality participants deployed especially in 
unknown spaces. Those two additional phenomena confirm 
our initial hypothesis stating that comparing familiar and 
unfamiliar places would reveal different behaviors regarding 
space perception. 

 
 
 

 
 
Figure 2.  One participant’s drawing of the town hall and its bay windows. 
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Figure 3.  Wooden table in the living room of one residence: the 

reassuring landmark easing the space re-organisation and appropriation. 

When interviewed inside their dwellings, the residents 
generally looked beyond the current situation and appealed 
to their memory to describe the space as they generally 
experience it, rather than describing it in regard of its 
specificities at the time of observation. For instance, one 
participant stated that the living room was a place where “it 
was dark” while it was a bright middle of the afternoon at the 
time. The participant described the room as he usually 
perceives it in situation of most frequent use, i.e., when he 
watches TV in the evening, this way appealing to his visuo-
spatial memory instead of his instant capacities of 
observation. Another resident displayed the same memory 
capacity when he showed us the living room, which was 
being renovated at the time of the visit. Although all the 
furniture was stacked in the corner of the room, the 
participant told us which armchair was his favorite and, even 
though the room was very quiet, he explained us it was an 
animated place where he usually spent time with his friend. 
Compared with other rooms visited with this participant, we 
observed that he took more time to answer our questions, 
probably because he was looking for responses in his 
memories and could/would not rely on his feelings on the 
fly. 

In the town hall, moreover, participants largely mobilized 
their five senses to experience space. For example, they 
relied on their hearing to determine the level of activity of 
the rooms: one participant said that the entrance hall was 
“here, quiet, everything is quiet” because we were alone in 
the room, while another one later found the space 
“animated” because several employees were present at the 
time. Some participants also appealed to kinesthesia and 
explored almost every inch of the room in order to appreciate 
the spatial quality of the room before answering the 
questions of the observer. We observed that multi-
sensoriality was generally only engaged during the discovery 
phases of a new space or a potentially disturbing 
environment. 

B. Representativeness 
As mentioned earlier, the results were gathered from a 

rather limited sample of only six people with Down 
Syndrome. However, such a qualitative study provides 
representative results on the condition that the saturation 
criterion is respected.  

The saturation criterion, originating from the social 
sciences, is “the point at which no new information or 
themes are observed in the data [42 (p.59)],” which means 
that the size of the sample may be limited to ‘n’ people if 
the person ‘n+1’ reveals no new essential data compared to 
the person ‘n’. This theory thus argues that the size of the 
sample, i.e., the number of observed people, should not be 
defined by a theoretical number fixed in advance, but should 
emerge from the research field [43]. The goal here is not to 
reach any statistical representativeness, but rather to “reflect 
at best the possible variety of the testimonies [44 (p. 58)]” 
through results built with observed data and confirmed by 
the forthcoming ones. In this prospect, social scientists use 
comparative analysis and follow an iterative process, 
constantly adapting their theory until recurrences reveal 
some clues of saturation [45]. 

Practically speaking, we made sure that the saturation 
point was reached by building a table structuring 
comparative analysis (Table II), in which the six space 
perception phenomena and the data provided by each of the 
six participants (both for their dwelling [D] and for the town 
hall [T]) were crossed. The idea was to check whether the 
results were observed in any situation, i.e., whether the 
saturation point was potentially reached, or if some 
exceptions remained. 

The Table II, presenting a simplified version of this 
comparative analysis table, uses five symbols:  

• “V” represents a phenomenon effectively observed 
in the dwelling of the resident; 

• “O” shows a phenomenon effectively observed in 
the town hall;  

• “X” corresponds to the absence of use of visuo-
spatial memory in unknown places; 

• “/” refers to the absence of multi-sensorial 
experience in familiar places; 

• “!” indicates an exception, i.e., an unobserved 
phenomenon where we would have logically 
expected it to occur. 

The theory of saturation is not necessarily opposed to 
the existence of exceptions and “the singular fact, the 
negative cases, the misunderstood or enigmatic phenomena, 
although they are essential, do not call into question this 
saturation [44 (p. 305)].” In our case, all exceptions find a 
rather simple explanation and some of them even share the 
same one. In Table II, we thus numbered from 1 to 5 each 
type of exceptions, for which we will provide below specific 
explanation. 
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TABLE II.  COMPARATIVE ANALYSIS AND REPRESENTATIVENESS OF THE 
RESULTS REGARDING THE PARTICIPANTS’ SPACE PERCEPTION 

Space 
perception 

Participants 
1 2 3 4 5 6 

D T D T D T D T D T D T 
Limits V   !1 V   O V   !1 !2  !1 V   O !3   O 
Privacy V   O V   O V   !1 V   !1 V   O V   O 
Light V   O V   O V   O !4   O V   O !5  !5 

Material 
landmark V   O V   O V   O V   O V   O V   O 

Individual 
preferences V   O V   O V   O V   O V   O V   O 

Visuo-spatial 
memory V   X V   X V   X V   X V   X V   X 

Multisensoriality /     O /     O /     O /     O /     O /     O 
- D: in the dwelling 
- T: in the town hall 
- V & O: observed phenomena 
- X & /: logically not observed phenomena 
- !1, !2, !3, !4 & !5: exceptions 

 
In the first case (exceptions !1), two phenomena 

regarding space perception were not observed in the town 
hall: troubles with perceiving limits and search for an 
intimate space or a hiding place, that occurred only for half 
of the participants. For the other half such phenomenon 
didn’t occur, either because some of them refused to 
participate when asked to walk around the room or because 
they were so tired that they remained seated in each room 
we visited. Under these circumstances, we cannot conclude 
whether they had difficulties with limits or not, as well as 
whether they felt the need for privacy or not. 

In the second case (exception !2), the third resident did 
not manifest any problem with the identification of limits in 
his dwelling. In fact, all the spaces of his private house were 
clearly delimited by walls and doors, leaving no place for 
spatial confusion. 

In the third case (exception !3), the sixth participant 
didn’t expressed problems with limits in the residence 
where he stayed. All spaces were not necessarily physically 
delimited, but the levels of privacy generated some invisible 
but perceptible boundaries between them. Therefore, the 
resident clearly differentiated one functional area (e.g., TV 
lounge) from another (e.g., game corner) even if they were 
in the same large room. 

In the fourth case (exception !4), the visit of the fourth 
participant’s dwelling took place at the end of the day, when 
it was already dark outside. Obviously, we did not observe 
anything regarding natural light, but that might have been 
the case at a different time of the day. 

In the fifth case (exceptions !5), the sixth participant did 
not show any interest for light and even preferred dark 
spaces, which can seem really surprising. Nevertheless, his 
appeal for darkness is linked to his character and personal 
history (see Section VI). 

Finally, each phenomenon has been observed at least 
once for each participant, except for the two dark grey boxes 
of Table II. Consequently, identical phenomena were 
observed for each participant, without any new trend when 

increasing the sample in size. The results therefore remain 
representative and respect the saturation criterion, allowing 
the involvement of small samples of participants in such 
methodology. However, the compared results also highlight 
that there is a variety of realities even inside the same 
disability. Building on this observation, our study suggests 
reconsidering the prevalent models of disability (see Section 
VI). 

C. Handicapping situations 
During the visits, we observed the two most common 

handicapping situations as defined by Goldsmith, i.e., 
confined spaces and stairs [13], but also a third one, which 
is the height of the furniture. Every time, the disabling 
situation is caused by an incompatibility between the spatial 
configuration and the users’ characteristics. 

In the residences, participants shared their rooms with 
other people and their personal space is reduced to a small 
area. As a result, nearly all the rooms become common 
places and there is no specific area really respectful of 
privacy, which is yet very important for the participants as 
our observations revealed (see Section V.A). As a social 
worker told us, when one resident is arguing with others, he 
or she cannot take refuge in a quiet place to calm down. In 
order to limit these incidents and to respect the participants’ 
need for privacy, individual bedrooms are recommended as 
well as several little shelters in different rooms of the 
residence.  

During the visits, we also observed that some 
participants with minor mobility impairments (e.g., a slight 
limp) hardly came up and down the stairs. In fact, besides 
the effort it takes them to climb the stairs, the residents were 
afraid of loosing their balance and falling down. Steps 
without risers are even scarier and, in her house, one 
resident had no choice but to slide down the spiral stairs on 
her back. In our view, the absence of risers is mainly 
justified by a search for aesthetics but it generates collateral 
damages like discomfort and fear, which could be easily 
limited with riders or even avoided with single stories 
buildings. 

As previously mentioned, participants with Down 
syndrome are small-sized and, thus, the usual height of 
furniture is generally not suitable for them. For instance, one 
participant had difficulty in sitting on the kitchen barstools 
and lost his balance because his feet did not touch the 
ground (nor the footrest). Similarly, social workers made 
some adjustments when providing lower shelves to store the 
objects that the residents use on a daily basis. 

In those three handicapping situations, design choices 
can have architecture-independent consequences such as 
discomfort, promiscuity or risk of falling because they are 
not adapted to the residents’ needs. In all cases, simple 
solutions can be found as soon as architects anticipate the 
users’ specificities, an anticipation that requires a specific 
methodology. 
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D. Methodological Recommendations 
Compared to traditional approaches, inclusive design 

requires a meeting with the end-users as soon as preliminary 
design phases. Critics may argue that considering end-users 
from the beginning is time-consuming, but on the contrary 
we believe it saves time in the long term and avoids calling 
into question projects that are about to be built. Moreover, 
our observations demonstrate that there are possibilities to 
get to know the users within a short time (about one hour), 
which should be considered as an investment rather than a 
waste of time. However, in order to make the most of the 
meetings with the users, the designer should be open-minded 
towards their requests and suggestions, keeping in mind that 
end-users are experts of their own needs and ways of living. 
Yet, one has to observe that it is not natural for end-users to 
take part in the design process by documenting their daily 
behaviors and expressing their feelings about space. 
Therefore, we suggest developing renewed forms of  
interaction (other than simple conversations), such as for 
instance narrative inquiries, scenario-based approaches, or, 
as for participants with Down syndrome, playful activities. 

The following paragraphs summarize adaptations made 
to Nijs and Heylighen’s methodology [30] in order to make 
it more suitable to the specificities of people with cognitive 
disability (for which oral expression and debate, for instance, 
can be difficult). 

To begin with, the importance of the referee (family 
member, close relative or educator) was made clear during 
the first phases of “discussion tables” we added to the 
methodology: this actor, acting as mediator between the 
observer and the observed person, played a crucial role in 
decoding both stakeholders’ words, intentions and behaviors 
and in ensuring their mutual understanding and trust. In one 
particular case, the presence of the participant’s parents 
turned out to be essential to “translate” his personal 
vocabulary mainly composed of onomatopoeias. 
Furthermore, the referee generally took pleasure recounting 
some anecdotes, which complemented the resident’s 
comments and behaviors and contributed to faster reach the 
saturation point. 

Expression of feelings and perceptual spatial experiences 
were moreover greatly facilitated by the use of four cards 
illustrated with cartoony human faces, each featuring one of 
the most widespread human primary emotions (happiness, 
sadness, nervousness and fear). These cards, chosen with the 
help of a psychologist specialized in assisting people with 
Down syndrome, were voluntary simple (free of superfluous 
details) and limited in their number in order to help 
participants express their feelings as accurately, as well as 
simply, as possible. Participants were nevertheless free to 
combine several pictures to enrich their answers if necessary. 
Those cards, as suggested by Chase, adequately complement 
the content usually collected through narrative inquiry [46]. 
One important preliminary step, when presenting these cards 
for the first time, was to proceed to the emotions’ 
recognition, i.e., to align our understanding to what the cards 
meant in the eyes of the participants. For instance, one 
resident had identified the card of the scared figure as a 

person “who winced”, and this definition was therefore used 
for the rest of those observations. Those cards proved really 
useful to interact with the participants once on the field, and 
could efficiently replace the keywords used by Nijs and 
Heylighen [30] when interacting with people experiencing 
difficulties with verbal expression. 

From an organizational perspective, we visited each 
room in two phases: first, we started interviewing the 
participant, and then we let him or her walk around the room. 
During the visit of one dwelling, one of the residents at first 
refused to sit and to answer our questions. We had to wait 
until he stopped moving before obtaining a single answer. 
Organizing the intervention in several, distinct and 
repeatable phases thus allowed us to progressively channel 
the resident’s attention on our questions. We moreover 
observed that interviewing each participant separately proved 
particularly important to avoid participants influencing each 
other: at one point of the town hall visit, all six participants 
started to interact about the space and the influence of one of 
them was clearly at the disadvantage of self-expression. 

Eventually, considering additional means of expression, 
such as photography or drawing for instance, proved very 
useful to complete some participants’ comments. 

VI. DISCUSSION 
Our in-situ observations contribute to an adapted 

methodology and to design keys useful for architects willing 
to include people with Down syndrome (their specific needs, 
their specific ways of experiencing space) into preliminary 
phases of their design processes. Since the results presented 
here are issued from six participants only, the findings 
should not be generalized to a larger group. As Kinnaer, 
Baumers and Heylighen underline in their research about 
autism, individual preferences play an important role for the 
perception and appreciation of certain spaces and should not 
be dismissed [24]. This has proven also true for people with 
Down syndrome, as one of the participants distinguished 
from the five others by his particular appeal for dark spaces. 
In this case, the participant considered his own bedroom, 
indeed rather dark, as his personal shelter of privacy, a space 
where he could freely unleash his emotions. He therefore 
associated dark spaces to this personal space, a protective 
cocoon where he could express himself untroubled. 
Designers willing to replicate the suggested adapted 
methodology should therefore apply the saturation criterion 
[42] as a way to capture both specific and shared spatial 
perceptions. 

 Down syndrome, as any other cognitive disabilities, 
consequently ought to be considered as a complex condition, 
characterized by a variety of realities unfortunately confined 
to a rather limited global medical model [23]. Yet, current 
theoretical and practical disability frameworks hardly take 
into account this variability. In general, end-users’ 
integration is hardly achieved, and reveals even more 
problematic for architects considering regulations about 
people with disability as an obstacle to their creativity rather 
than as a support to their design. Moreover, those regulations 
have the tendency to reduce the user to a single, 
« representative » profile: even the architectural norms 
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applied to the inclusion of PRM tend to dismiss personal 
specificities one wheelchair user can develop in regard of 
another. Theories such as Universal design, on the other 
hand, intend to transform architecture into some universal 
product including the diversity of needs of all potential users 
[47]. To put it another way, universal architecture goes 
beyond “design for special needs” and proposes a built 
environment usable by every user without exception and 
under all circumstances [18]. Such Universal architecture, by 
doing so, might even reduce the model of the user and 
his/her uses, as each Universal user potentially accumulates 
the incapacities of a larger diversity of users, the designed 
object being consequently reduced to its lowest common 
possible use [48]. 

This research is therefore rather in favor of the inclusive 
model, taking into account the specificities of users and 
considering them, as much as possible, as creative input. 
Even thought providing a real voice to end-users, inclusive 
design still goes with some limitations, such as becoming a 
danger for disabled users’ autonomy. In some cases, the 
search for “absolute well-being” leads to the design of spaces 
perfectly adapted to the users’ needs, at the risk of creating 
overprotected and aseptic places in contradiction with users’ 
personal development [23]. In the case of people with 
cognitive disabilities, there is a need to find a delicate 
balance between users’ autonomy and prosthetic 
architecture, i.e., between stimulating users’ empowerment 
[23] and providing adjustments that ease daily life and 
counteract impairments [49]. Regarding the height of 
furniture for instance, most used objects by participants with 
Down syndrome could be stored on the lowest shelf boards 
accessible without any help, while a stepladder could be used 
to reach the highest objects when necessary. In this way, a 
safe and comfortable environment would be provided on a 
day-to-day basis and the residents would be encouraged to 
make punctual efforts and to look for alternative solutions 
when required. 

We argue that the methodology developed in this paper, 
favoring playfulness rather than simple consultation of the 
end-users, might potentially help architects conducting in-
situ research and gaining knowledge about how specific 
groups of people with Down syndrome interact with 
architecture. In our case, a playful approach was favored 
following the advice of a child psychologist and given the 
pretty childlike nature of people with Down syndrome, but 
the methodology should be adapted according to the users’ 
profile and the type of disability concerned. Therefore, this 
methodology is characterized by its flexibility and proposes a 
non-rigid reflexive framework for designers. Furthermore, 
participants, considered as experts of their own disability and 
their own specific ways of experiencing space, might in this 
way contribute to architectural projects more prone to benefit 
the greatest number of users. As much as hypersensitivity 
[29], people with Down syndrome’s specific ways to 
apprehend an architectural space, for instance through higher 
multi-sensoriality, could equip designers in their perception 
of end-users’ needs. Whereas universal design aims at the 
lowest common denominator, inclusive design, we argue, 
provides more diversified avenues for design exploration. 

Including participants with Down syndrome as soon as 
preliminary phases of the architectural design process, and 
specifically empowering them with a certain expertise, 
moreover suggests a possible evolution of current models of 
handicap in architecture. Disability has originally been 
considered the result of a medical condition, therefore 
building the “medical model” of disability in architecture. 
This model, focusing exclusively on disability as an illness 
together with its symptoms, nurtured a hygienist design of 
specialized institutions. At that time, architects had no 
responsibility at all regarding exclusion of people with 
physical and/or mental impairments, whose specificities 
were identified as the cause of handicap creation [8]. 
Furthermore, disabled users were supposed to adapt 
themselves to the built environment whatever their 
individual characteristics [18]. Later, a social model of 
disability in architecture rather focused on the human being 
rather than on the mere “patient”, and integrated notions such 
as “origin, milieu, education, profession, economical 
position and social status [50 (p. 11)], quoted by [51 (p. 
19)]” to the design of adapted spaces. This social model, as a 
consequence, informed the design of healing environments 
outside the institutionalized boundaries of the hospitals and 
proposed living environments “accommodating people with 
a social framework and, thus, supporting residents in 
developing their identity [51 (p. 24)].” Following this model, 
some architects became highly conscious about 
environmental impact on our perceptions; and even managed 
to use this architectural externality as a design key. For 
instance, the Maggie’s Centers are well known for their 
spatial capacity of becoming psychological and moral 
support for cancer-sick patients, which is enhanced by a 
welcoming and convivial architecture [52]. 

Following our observations, we would advocate a third 
model of disability, i.e., architecture considered as a 
potentially disabling factor. This model, as an extension of 
the social model, would “focus on individuality, difference 
(instead of commonality), experience and giving voice to 
people [51 (p. 25)],” while redefining the role of both 
architecture and the architects.  

This concept, introduced by Goldsmith in the context of a 
research focusing on motor and visual impairments [13], 
states that architecture can constitute a proper physical 
barrier as much for disabled users than for people with 
temporary limited mobility (injured or pregnant person for 
instance). This “architectural handicap” therefore translates 
into an uncomfortable and constraining situation for the user, 
caused by the lack of consideration or anticipation from the 
designer that would not, or could not take into account the 
specificities of a larger group of potential users [18].  

We argue this notion of architectural handicap extends to 
any type of disability, including cognitive ones, as well as 
any type of design field, including ICT-related ones. In the 
case of people with Down syndrome, our results suggest that 
architecture sometimes not only constitutes some physical 
barrier to one’s mobility, but also a psychological barrier 
(e.g., loss of autonomy, fear of falling or lack of privacy). 
Unclearly delineated spaces, for instance, can generate loss 
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of reference points, misunderstanding of sub-functions and 
consequently loss of autonomy and social exclusion. 

Architecture and architects therefore have a crucial role 
to play in terms of avoiding such handicapping situations: 
the design keys and methodology proposed in this paper 
offer support to architects who wish to deal with this new 
responsibility. 

CONCLUSION AND FUTURE WORK 
This paper develops a methodology to approach Down 

syndrome in architectural design, in line with inclusive 
design theories. The originality of this methodology lies in 
its early integration of participants and its playfulness, 
enabling to go beyond simple consultation with end-users 
and to value the disability experience as an expertise. 

The methodology and design keys suggested in this paper 
may be suitable to other user profiles, such as people bearers 
of another cognitive impairment, seniors or children who 
share some characteristics with people with Down syndrome. 
However, this methodology should not be applied as it 
stands for all user profiles, but should remain flexible and 
adaptable according to their specificities. 

Our research also highlights the limits of the current 
normative frameworks. Nonetheless, the actual lack of 
consideration for people with cognitive impairment 
compared with other disabilities, like motor impairment, 
demonstrates the benefits of such a norm. Since a strict 
regulatory framework would not be an adequate solution, 
this paper rather paves the way for a toolbox for designers, 
encouraging them to take into account people with cognitive 
disability and suggesting them some interaction techniques 
to reach this goal. 

No longer considering disability as a threat or obstacle 
for architectural design, this work rather suggests that people 
with Down syndrome experience space with some specific 
sensitiveness. This sensitiveness could be leveraged as a 
source of creativity for the designer (“disability as 
opportunity”), while architecture could be considered as a 
potentially handicapping factor for the user (“architectural 
handicap”). 
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Abstract—Fuel poverty is becoming a problem amongst the 

older community in the UK. To help reduce the anxiety that 

fuel poverty places on older members of the community, this 

paper will first address why such systems are necessary before 

introducing a system and various interfaces for engaging and 

promoting better energy usage.  Key areas of the proposed 

prototype will be discussed which focuses on a recommender 

and behavioural change system which enables older people to 

improve their energy footprint through energy-aware systems. 

Using systems to help reduce fuel poverty will invariably 

improve their general well-being.  Results show how this 

technology can be accepted and act as an enabler in improving 

the overall well-being of older people as well as other system 

considerations. In addition, a number of subsequent phases of 

the project will be detailed which will discuss a longer test 

duration, an analysis of the data harvested and future 

directions.   

Keywords- energy-efficiency; energy-awareness; intelligent 

sensor systems; recommender systems; well-being; 

internet of things; big data. 

I.  INTRODUCTION 

   This paper is based on [1] and provides more detail 

regarding the prototype system and results as first presented 

at the 2017 International Conference on eHealth, 

Telemedicine, and Social Medicine. 

   At present, older people within the community face a host 

of technological and perceptual problems, which can inhibit 

their interaction and well-being while using information and 

communications technology (ICT) solutions to improve 

their lives.  This is especially relevant when considering 

Internet of Things (IoT) based systems to improve their 

well-being within their home environment [17], dealing 

with heating and reducing costs.  Fuel poverty is a key 

societal problem that impacts on large numbers of the older 

community within the UK [2] as older people tend to fall 

into the low-income range due to low pensions and rising 

energy costs.  The worry and anxiety concerning their 

limited financial resources results in 20,000 – 25,000 deaths 

in the UK [4].  This is due to reducing their dependency on 

heating their homes as they are not financially secure 

enough to afford or pay for their monthly household heating 

or cooling bills [5].  The use of technology to help older 

people reduce costs is constrained by their fear and distrust 

of technology.  To enable older people to accept ICT 

solutions, the UK government has a number of initiatives in 

place to help reduce this fear (e.g., digital by default [3]), 

which aims to provide them with skills to use modern 

technology.  However, figures show that high numbers of 

individuals are still susceptible to fuel poverty which is not 

only reducing their well-being but also putting their lives at 

risk [4]. 

   Compounding the issue of fuel poverty, older members of 

the community also fear the use of technology which can 

impact on the successful deployment and adoption of 

technology to address the issue of fuel poverty.  Other 

issues relating to the acceptance of technology and the 

security of personal information also factor into the distrust 

of ICT, which is there to help improve their well-being.  

   In this work a prototype system is introduced to show how 

unobtrusive and intelligent technology can help reduce the 

energy consumption of older people and how this can 

impact on their behaviour by adopting more energy 

conscious patterns through a real-time responsive 

recommender system.  Therefore, this work will examine 

whether an intelligent recommender system can reduce the 

energy consumption of older people by predicting and 

modifying their daily patterns and behaviours so that they 

minimise their energy needs.  The first phase of this work is 

to address the aforementioned requirement and expand on 

this by considering large scale data collection for more in-

depth analysis and system considerations that need to be 

taken into account.   

The rest of this paper is structured as follows: Section II 

provides an insight into existing systems; Section III 

discusses the design considerations that need to be taken 

into account when considering energy-awareness as a 

whole; Section IV introduces our proposed system and its 

key components; Section V discusses user interaction issues 

and factors that can deter engagement; Section VI provides 

initial results;  Section VII provides results gathered from 

the second phase of system development; Section VIII 

discusses what will be considered in the next phases; 
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Section IX provides a short discussion and finally, the 

conclusion is presented in Section X. 

II. RELATED WORK 

   Reducing the energy consumption of individuals has been 

widely tackled by a variety of commercial and academic 

systems.  An approach taken by some commercial systems 

is to view each room as a separate entity and give contextual 

information regarding the state of the room.  Some systems 

require user intervention in the control of the ambient 

energy consumption.  For example, with the Hive system 

[11], to adjust or improve the heating within a room, a 

separate mobile based application is required which can lead 

to problems when considering older people.  Although 

additional sensors and smart plugs are available to provide 

the ability to turn on and off devices [22], these still need to 

have some form of user intervention.  Voice control or a 

mobile phone application is required to govern their 

operation.  However, this forces the user to actively 

monitor, respond and modify temperatures rather than allow 

the system to proactively shape the energy use of the home.  

IFTTT (IF This, Then That) [12] is another system which 

allows IoT integration within the home by providing users 

with a simple rule-based approach for governing the 

operation of smart devices.  Devices are linked to a web 

based system which can then control the devices within the 

home.  Systems like this would fail to address the needs and 

anxiety encountered when older people interact with 

technology [6] due to mobile technology and applications 

not being accessible to all older people which also increases 

their fear of technology.  Another similar system is the 

Honeywell evoHome system [13] which provides users with 

contextual information about the room temperature and 

provides them with a digital thermostat to control ambient 

temperatures.  The Heat Genius system [14] is another 

commercial product which uses motion control to determine 

whether heating is required in a particular room.  This 

system also provides the ability to learn and adjust room 

temperatures based on the life-style of the users.  However, 

these commercial systems do not address the issue of 

reducing energy consumption as a whole but instead focus 

on one specific problem i.e., heating.  

   Smart energy meters have been used extensively in the 

home and in some cases have targeted low-income and older 

users. In [16], a number of smart energy systems and the 

interactions with users are discussed.  Here, users used the 

Duet and Trio devices in a bid to monitor their real-time 

energy consumption over a one year period.  Smart home 

and assistive technology can also play an important part in 

monitoring and adapting the environment to best suit an 

older person.  Kim et al. [15] discuss the U-Health system 

for monitoring and supporting the older person within their 

home.  Wireless sensor technologies embedded within 

appliances in the home allow for the collection and mining 

of information regarding the habits of the older user, as well 

as providing decision-making capabilities to allow the 

system to adapt to the users’ needs. 

   In [23] Granados et al. proposed an IoT architecture for 

healthcare applications based on an energy-efficient and 

resilient gateway design taking advantage of some 

characteristics of many home and hospital environments. 

Their architecture focuses on enabling wide-spread data 

collection from medical and structural sensors. Similarly, 

Rahmani et al. [24] presented a fog computing-based 

solution to enhance different characteristics of IoT 

architectures used for healthcare applications in terms of 

energy-efficiency, performance, reliability, and 

interoperability. Their fog assisted system was targeted at 

monitoring patients with acute illnesses. 

   Leandro et al. [26] proposed a smart architecture for In-

Home Healthcare, based on the use of IoT for smart and 

individualised monitoring of elderly patients in their homes. 

The system has two units, a sensory unit for capturing 

images and a decision unit for inferring the user’s health 

from the images.  

   Zhou et al. [25] presented an architecture and a set of 

functional modules for a smart home energy management 

system, with the aim of implementing an optimal demand 

dispatch system. The system relies on the smart grid 

paradigm to collect real-time electricity consumption data 

from in-home appliances, including schedulable and non-

schedulable appliances. The main focus of the work in [25] 

was on the utilisation of building renewable energy in 

support of energy savings rather than fuel poverty.  

   The issue of fuel poverty is a multi-dimensional one 

which covers more than just the heating of homes.  To 

provide a representative picture of how energy-awareness 

impacts older people, all aspects of energy consumption 

need to be considered.  When looking at the problem of fuel 

poverty, any savings of an older person’s energy 

expenditure must result in financial benefits.    In turn, for a 

technological solution to fully address the issue of fuel 

poverty it must holistically look at energy-awareness as a 

whole, and provide ways in which behaviours and usage 

patterns can be altered to improve energy expenditure 

through an unobtrusive and proactive system which does not 

require constant user interaction to govern the control of the 

environment. 

III. DESIGN CONSIDERATIONS 

   Older people face a number of challenges in today’s 

society which can impact their lives and well-being.  Fuel 

poverty is a major societal challenge which affects 

significant proportions of the society.  With limited financial 

resources available to older people who are reliant on state 

pensions, paying for fuel (i.e., electricity and gas) becomes a 

major concern for their well-being [4].  Within the UK 

alone, a high number of unnecessary deaths are caused each 

year due to weather concerns [2].  This can be due to 

excessively hot weather during the summer months or 

excessively low temperatures during the winter.  In 
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circumstances like this, which require a higher expenditure, 

it is common for the older person to go without basic 

heating or cooling due to limited financial resources, which 

enables them to focus on other costs (e.g., food and rent) 

[5].  However, this has a detrimental impact on their well-

being due to the suffering involved, and possible death, 

during low or high temperature times during the year.  Not 

only does it impact older people, but the costs to healthcare 

for dealing with emergencies relating to the admission and 

care of older patients at these times, places stress on services 

which are already over-stretched.  

   Communities and community care offer care services 

where carers or social workers visit the older person to 

ensure that they are coping and not suffering.  However, 

with finite resources, only so much is able to be done.  To 

help in the care of older people, smart technology has been 

employed quite extensively.  For example, in [16], smart 

devices help monitor the older resident.  However, relying 

on technology can introduce other challenges.  More 

specifically, older people distrust and fear the use of 

technology [6].   This often leads to technology being 

ineffective due to the lack of engagement from the older 

person, especially if they are required to interact and engage 

with the technology in some way.  Davis [6] introduces the 

Technology Acceptance Model which impacts on the 

perceived usefulness of technology by the older person 

which can introduce barriers for adoption. However, older 

users also encounter problems with a general lack of 

understanding of ICT which introduces barriers to the user 

as it impedes them from making strategic decisions when 

managing fuel costs [10]. This lack of understanding needs 

to be addressed for the system to be effective and allow 

seamless interaction with the user.  For instance in [15][16] 

mobile technology is used but can introduce problems with 

engagement due to the fear of technology whereby the older 

person has to interact not only with an unknown and 

unfamiliar device but also some form of application and 

visual interface.  If the interaction between the system and 

older person is perceived to be too difficult then a lack of 

engagement usually results [6][9].  Therefore, intelligent 

devices need to be unobtrusive as well as the system 

offering a less technological way of interacting with the 

older person to minimise the impact of the fear of 

technology.   

   Behavioural change is another key consideration for such 

systems as the technology would also have to monitor and 

determine if there are better behaviour patterns when 

interacting with energy-reliant devices within the home.  For 

example, making a cup of tea or cooking dinner relies on 

some form of energy consumption (either electricity or gas) 

to complete the task.  However, energy tariffs can change 

through the day and can impact on the total expenditure 

over a month.  By modifying the behaviour of the older 

person to a more cost-conscious time can have benefits over 

the long term. 

   Therefore, when designing effective systems for reducing 

the energy consumption of older people, a number of design 

considerations have to be taken into account.  Namely, the 

use of unobtrusive technology which is embedded within 

the environment; simple interaction devices which promote 

trust; behaviour modification and prediction to reduce or 

better manage the use of energy reliant devices within the 

home; and, systems to recommend changes to patterns.  

   This work proposes to address the question of whether an 

intelligent recommender system can reduce the energy 

consumption of older people by predicting and modifying 

their daily patterns and behaviours so that they minimise 

their energy needs to ensure an improvement in their general 

well-being by reducing anxiety associated with fuel poverty. 

Anxiety has a clear detrimental effect on the well-being of 

an older person [9], which will hinder their interactions and 

acceptance of technology.  Improving the quality of life of 

older users is difficult to gauge as different people assign 

different values to things [8].  For that reason, the proposed 

system aims to reduce the fear of poverty and improve the 

quality of life for older users by providing them with 

guidance and options on how to change their behaviour so 

that they are more energy-conscious and aware of what they 

are doing through a simple house model interface.  More 

detailed feedback can be given to those users who feel 

comfortable with technology or to carers, or family 

members who are actively helping the older user.  By 

providing them with a more holistic and wide-ranging 

understanding of the energy-consumption which takes into 

account not only their heating but also their activities during 

the day can help them improve their overall energy 

consumption.  By looking at the whole, more substantial 

savings can be made which in turn reduces their chances of 

falling into the fuel poverty trap. 

   An addition technical design consideration is due to the 

heterogeneous nature of the devices necessary to perform all 

the tasks necessary to monitor people in their home.  No 

single commercial company yet provides lighting, power 

sockets, motion sensors and the other devices necessary for 

such a task. As such, it is necessary to create a technical 

solution that integrates the data from a range of available 

devices.  This can be achieved in different ways, including 

runtime transcoding [20], brokers [21], architectures [18], 

cloud based solutions [19] and proxies.  However, because 

of the relatively small scale of the required deployment, the 

data integration will be done in phase two which looks at 

data collection (see Section VII). 

   Therefore, in summary, this paper is intended to address 

the issue of the acceptance of technology as well as factors 

relating to the trust of intelligent systems and improving 

well-being by reducing fuel poverty.  This will be through 

simple, trusted and unambiguous human-computer 

interfaces, behaviour and activity analysis; and, 

recommender systems to help promote more informed 

energy-aware decisions.  This will allow older people to 

consider all aspects of their energy consumption, rather than 
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focusing on one single aspect (e.g., heating) as their overall 

energy-footprint will be made of many different 

components.  For example, heating, cooking, recreation, 

etc., which complements their potentially sedentary life-

style. In addition, other system considerations when 

collecting telemetry from within the home on a more 

permanent basis will be looked at. 

IV. PROPOSED SYSTEM 

   The development of the system has been split into three 

distinctive phases.  The first phase of development focused 

on the initial system development and interactions with the 

end user (see Section V).  The second phase focused on 

providing more energy-aware devices for monitoring the 

usage patterns of older people (or test candidates) and 

system related issues.  The final phase will be to deploy 

multiple sensors and interfaces into the houses of test 

candidates. 

   From a conceptual perspective, the system (see Fig. 1) 

will process sensor telemetry from devices located within 

the environment, determine if the behaviour of the person 

can be changed based on the task activity they are 

performing, which includes using tariff information 

gathered from energy suppliers through IoT devices and 

then facilitate in providing feedback to the older person. 

 

 

 

 

 

 

 

 

 

 

 

 

 

   The guiding principle in the design of the prototype is to 

determine if the energy consumption of the user can be 

reduced by determining the behaviour and patterns they are 

exhibiting.   This builds on our existing energy-aware work 

which is looking into energy-aware programming languages 

and middlewares. The system relies upon a number of key 

components that deal with the interactions with energy 

suppliers to provide information, which informs the 

recommender system; activity/task detection and interfacing 

with the user through an unobtrusive interface.  A system 

prototype has been developed which allows the seamless 

interaction with an older person, which could reduce their 

energy consumption.  For this prototype iteration the full 

system was implemented but deployed within an idealised 

test environment to capture telemetry.  The system was also 

able to save and playback telemetry for user evaluation.  In 

the second iteration, data has been collected from a variety 

of energy-aware plugs, wireless enabled light bulbs and 

motion sensors.  Information was collected over a seven-day 

period to give a richer data set of an occupant’s activity, and 

how best behaviour and activity levels can be analysed for 

energy-aware decisions. 

A. Sensors 

   A variety of off-the-shelf sensors have been used to 

provide contextual information regarding the state of the 

environment, the location of the older person, and what they 

are interacting with in the home environment.  Sensors that 

provide telemetry on light, motion, pressure, electricity use, 

sound, as well as other sensors providing contextual state 

information of the environment, have been used. Sensors 

were typically subsumed within the appliances which 

consumed energy.  This was mostly electrical appliances but 

scope for gas based appliances will be incorporated in a 

later phase.  Sensors can be added seamlessly to the system 

by simply plugging them in and informing the software that 

a particular type of sensor has been added.  Different 

sensors can be dynamically added, along with information 

which provides contextual information regarding how 

telemetry can be analysed and interpreted during the 

behavioural analysis phase.  During the first phase, 

environmental and power usage sensors were based on 

Phidgets technology and were used to record and forward 

telemetry using an event system that had been developed 

(details in Section IV. B).  
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Figure 1. Overview of the proposed system. 

Figure 2. Deployment of wireless sensors. 
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   Building on the first phase, a combination of smart Wi-Fi 

enabled energy plugs and other Wi-Fi enabled technology 

(motion sensors and wireless enabled light bulbs) were 

used.  These are currently outfitted within a test house 

which is also being used for other work that is being 

currently investigating on energy-aware programming 

languages.  Each room of the test house has a combination 

of motion, energy aware plugs and Wi-Fi enabled light 

bulbs.  The present deployment consists of 8 energy aware 

plugs, 8 wireless light bulbs and three-in-one motion 

sensors for recording ambient temperature, light levels and 

motion environmental state information. 

   The test house has 7 rooms (including two toilets / 

bathroom) and a hall way spread over two floors.  For the 

toilets / bathroom, only lighting levels were monitored.  

Sensors have been placed so that minimal occlusion occurs. 

Fig. 2 provides an outline of the deployment of wireless 

enabled sensors within the environment.  There are a 

number of issues that will not be considering in this phase. 

This is principally dealing with privacy, occlusion and 

identify resolution issues.   

B. Behavioural Analysis 

   To aid in the process of determining how much energy is 

being consumed within the house and whether a better 

alternative is available, telemetry from sensors are 

aggregated and processed within the behavioural analysis 

component of the system.  An overview of the activity, 

behaviour and recommender stages is outlined in Fig. 3.  

 

 

 

 

 

 

 

 

 

 

 

 

   Activities are used to identify what task the user is 

performing within the home.  For example, making a meal 

would involve using a variety of sensor equipped devices 

within the kitchen, each of which will be generating 

telemetry.  In a typical use case, the oven, along with the 

cooker and supplementary devices (e.g., kettle) could be 

used.  Combined with environmental state information 

originating from embedded sensors in the home, 

additionally telemetry regarding light, sound and motion 

information would be generated and be contextualised 

within the kitchen environment. 

   Activities are generated by end-users and allow the 

association between different telemetry and devices and a 

given activity.  The approach that has been taken is to offer 

a simple means for users to define an activity and then to 

associate device combinations to that activity.  These 

activities will then form the basis of the behavioural analysis 

and pattern-matching functionality whereby the system will 

be able to determine what type of activity is being 

performed by the user. 

   Raw sensor telemetry is tagged with additional meta-

information regarding the device type, timestamp and 

location and is consumed by the system within an event 

message.  For the first development phase, as the types of 

sensors were limited, events contained all contextual 

information which was needed to be consumed and 

processed correctly.  During testing, this did not provide 

sufficient granularity for the types of devices used within 

the second phase of the system.  Here, events became 

aggregates of the principle device types (e.g., plugs, lights 

and motion detectors, as outlined in the data structure 

behind the system in Fig. 4). Events are captured and 

processed within the behavioural component during the 

activity identification process.  To aid in providing an 

environmental snapshot of what is happening within the 

environment, a window of applicability is used which 

allows events to be received over a short period of time.  

This populates activity states which are triggered when all 

associated sensor telemetry has been received during a set 

period.  When this has been satisfied, activities trigger 

notifications, which in turn are processed by the analysis 

component.  At this point, a decision can be made on what 

to do next.  The first option is to process an associated 

action which causes the system to perform some form of 

real-world action which impacts the end-user.  

Alternatively, notifications can be used to build up 

composite events which provide more complex 

combinations of activities to be associated with each other.  

This allows the system to provide a richer and more 

complex activity detection process. 

   The system was enhanced in the second phase to capture 

more detailed information from each of the devices.  This 

then interfaces with the rest of the system developed 

previously.  The notable extensions in this phase are to 

allow for richer devices to be used.  Namely, Hue and TP-

Link based light bulbs which can provide contextual 

information regarding their intensity/brightness and, in the 

case of the Hue bulbs, different colours/shades.  The latter 

can also be used to indicate mood information and will be 

incorporated in to the third phase of development and 

testing.  Motion sensors have been used which expands on 

the coarse motion information which was available in the 

first phase of the system.  Wireless based sensors which can 

record temperature, lighting and motion information are 

now used and provide contextual information which was 

spread over a variety of other sensors in the previous 

iteration.  The system stores information (as outlined in Fig. 

4) and links to the rest of the system developed in stage one. 

   Historical information regarding past activities is used to 

provide the ability to determine if activities have occurred 

during similar times in the past.  For example, cooking food 
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Figure 3. Activity, behavioural and recommender stages. 
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at specific times; use of kettle to make drinks; and activities 

that relate to their life-styles.  This information is used by 

the recommender system to determine if user activity 

patterns can be modified to help improve the energy use 

within the home based on their occurrences.  For instance, 

when coupled with tariff information, the recommender 

would be able to inform the user that by changing their 

pattern to do a particular activity by a few minutes could 

result in a tangible energy cost saving over a period of time.  

In the first phase of development, only small data sets were 

collected over a two day period, and then based on 

information generated on several devices.  With the 

introduction of the second development cycle, devices were 

polled each second and data was stored.  The number of 

devices was increased to incorporate the energy-aware plugs 

and light bulbs which were not used in the previous 

iteration.  Because of this, it was found that the processing 

of historical information introduced additional issues (as 

discussed in Section VII).  This was mainly due to the large 

size of data sets collected over the test period (now one 

week) where the method in which historical behaviours 

were identified and analysed would require more efficient 

storage and processing algorithms for them to work 

effectively in real-time. 

C. Recommender System 

   The purpose of the recommender system is to provide 

end-users with feedback on their energy consumption 

performance or provide alternative actions.  To best inform 

end-users of any energy cost savings, tariff information is 

used from the electricity supplier that they are signed up 

with.  By analysing their past behavioural patterns, the 

recommender system will determine if any energy savings 

can be made by suggesting to the end-user how best to alter 

their habits.  For instance, as a profile of the user is 

generated, any patterns or behaviours they exhibit will be 

identified and any improvements will be suggested. This 

information can be conveyed in a number of ways to the 

end-user.  Notification messages detailing the current cost 

and potential savings can be shown to the user, whilst real-

time feedback is given through a physical prototype system, 

which allows users to instantly see how much energy they 

are consuming within different rooms in the house.  

   An administrative component is provided which allows 

carers or family members to configure the system and 

provide guidance on what levels of energy expenditure the 

older user should use on average.  This information is used 

to inform the older user that targets are not being met and to 

keep the carer or family member informed and involved in 

the care of the user.  Additionally, these set targets also 

allow carers/family members to closely monitor that the 

older user is using a minimum threshold amount of energy, 

thereby ensuring that they are not suffering from the lack of 

heating or cooling.  

Figure 4. System data structure and relationships. 
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   IP: Text 

   MAC: Text 

   LastSeen: Timestamp 

BulbStatus 

   ID: Integer (Key) 

   BulbID: Integer 
   Alive: Integer 

   Timestamp: Timestamp 

   Brightness: Integer 

Motion 

   ID: Integer (Key) 
   Location: Integer 

   Name: Text 

   IP: Text 
   MAC: Text 

   LastSeen: Timestamp 

MotionStatus 

   ID: Integer (Key) 
   MotionID: Integer 

   Motion: Integer 

   Light: Integer 
   Sound: Integer 

   Timestamp: Timestamp 

Event 

   ID: Integer (Key) 

   DeviceID: Integer 
   DeviceType: Integer 

   Value: Integer 

   EventTime: Timestamp 

Activity 

   ID: Integer (Key) 

   ActivityType: Integer 

   ActivityName: Text 
   LocationID: Integer 

   Threshold: Integer 

LinkedDevices 

   ID: Integer (Key) 

   ActivityID: Integer 
   DeviceID: Integer 

* * * * 

Tariff 

   ID: Integer (Key) 

   Amount: Integer 
   TariffType: Integer 

   StartTime: Integer 

   EndTime: Integer 

TarriffTypes 

   ID: Integer (Key) 
   TarriffDescription: Text 

   Supplier: Text 
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V. USER INTERACTION 

   Compounding the problem of fuel poverty, older users 

also suffer from technology acceptance.  This adds 

additional constraints in which electronic systems subsumed 

within the home impact the experience and engagement of 

the older user.  If the technology with which the older user 

has to interact is complicated or non-intuitive, this can lead 

to users disengaging with the system put there to improve 

their well-being and causes an opposite effect so that the 

user is even more isolated and stuck within the fuel poverty 

trap. The issue of reducing a lack of understanding and 

purpose of the system [10] needs to be considered to allow 

the prototype to be effective with users.  In turn, Leonardi 

[7] highlights that the interactive medium needs to consider 

the “motor and cognitive capabilities” [7] of the older user.  

When considering the perceived usefulness of the system 

[6] to promote older users to engage and trust the system 

and recommendations, a clear simple interface is required.  

These issues are important when considering how the older 

person interacts with the prototype system.  However, it 

does pose challenges when considering the acceptance of 

the interface as it must not rely on something that might 

cause confusion or anxiety when interacting with the 

system.  Therefore, some form of mobile device or interface 

would pose significant challenges to older people. 

   Different interfaces were constructed and evaluated to 

determine which one offered the older user with the best 

way to interpret energy usage information. One method of 

conveying information was through a clock metaphor where 

LED’s indicated the general energy usage within the home.  

However, this did not prove to be too useful or popular with 

older-users. 

   The approach, which ended up being taken, was to 

provide the older user with a simple, non-technical interface 

which does not rely on any interactive technology (e.g., 

mobile phones or smart televisions) but instead uses a 

simple traffic light metaphor.  A mock-up miniature house 

was provided which uses a traffic light system located in 

each of the rooms within the model.  Instant visual feedback 

is provided to the older end-user by indicating their power 

consumption in each room.  Red indicates that they are 

excessively using energy within that room, amber indicates 

they are using more than they should but there is room for 

improvement with a few recommendations, while green 

indicates that they are using energy within the guidelines, or 

what the carer/family member might have specified.  

   Fig. 5 shows the model house prototype interface.  Each 

room of the house contains a set of LED’s which indicates 

the real-time use of energy within that room.  This was 

found to be the most successful of the prototypes for 

conveying straight forward energy usage information to 

older users. 

 

 

Figure 5. Model house prototype. 

A. Administrative interfaces 

   The administrative interface provides carers or family 

members with cost saving’s information either on a day-by-

day basis or over a projected month.  If older users felt 

comfortable with the technology they were also provided 

access to this information, rather than simply relying on the 

model house.  For example, Fig. 6 shows the costs incurred 

for a number of monitored appliances within the home 

environment during the first phase of testing.  Information is 

outlined, based on the activities that have been detected 

during the day and shows a comparison of their energy use.  

Both carers/family members and the more technically 

confident older user can utilise this information to determine 

how many times a day they perform specific activities with 

a view to reducing the frequency over time or to more 

suitable times which reduces their energy costs. 

 

Figure 6. Savings graph (phase 1 of system). 
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   Another way in which financial information can be 

conveyed to the user is through a monthly chart outlining 

the costs that have been incurred for each of the activities 

during that particular period.  Fig. 7 shows how information 

can be presented to end-users regarding the total costs 

incurred and by activity during the first phase of testing.   

 

Figure 7. Monthly energy costs (phase 1 of system). 

   Recommendation notifications were also provided to end-

users and carers/family members to allow them to determine 

where savings could be made by changing habits.  For 

example, recommendations could be made to change the 

time of morning snacks and eating times to make best use of 

energy costs by moving these occurrences by a few minutes.  

For phase two, users were presented with different graph 

information representing their energy expenditure (examples 

of these are included in Section VII). 

VI. PHASE ONE RESULTS 

   There are three principle phases to our testing of the 

system.  The first phase was to collect basic data over a 

short period and test the effectiveness of the user interface 

(phase one).  Phase two required spending a week within a 

test house monitoring energy, activity patterns and 

identifying system considerations e.g., storage and 

processing (phase two) while phase three will look at 

deploying within a number of homes for a longer period and 

expose users to the full monitoring system. 

   To combat fuel poverty, older users have to overcome 

issues with anxiety caused from the distress of lack of 

finance to pay for energy bills and also the fear of 

technology, which impedes the adoption of technology to 

help them become more energy efficient.  Data was 

collected from an idealised test environment and played 

back through the system for evaluation purposes.  The 

prototype was evaluated by 10 older users, whose ages 

ranged between 50 and 70 and were used to measure their 

technological fear and acceptance of using this technology.  

This was to determine whether monitoring energy use and 

recommending more efficient use of energy through 

modifying activity patterns, would improve their well-being 

by reducing their overall energy costs.   
   Preliminary testing was conducted using 10 users to 

determine the effectiveness of the model house prototype.  
Older users were asked to answer a questionnaire after 
evaluating the usefulness of the interface.  The data collected 
represented activities spread over several days from the test 
environment and was played in compressed form for them to 
evaluate the prototype.  Activities were highlighted and 
explained during the playback of telemetry to help identify 
what was being done.  100% of the respondents identified 
with what the model house prototype was attempting to do 
by making them more aware of their energy consumption 
patterns. It was found that 80% of users were able to 
interpret the real-time information with ease while 20% of 
the respondents had difficulty when the system detected an 
increase or decrease in the energy use and notified them 
through flashing LED’s.  When addressing the question of 
technology acceptance and the fear of using new technology 
which can beset an older user, 100% of respondents said that 
they did not feel anxiety or fear regarding accepting 
information generated through the model house prototype.  
When asked if the prototype provided them with a way to 
monitor and adjust their habits during the day to make better 
use of energy, all respondents replied favourably (100%).  In 
fact, it was discovered at this point that a number of users 
would like even more information presented to them on 
improving their energy expenditure.  This proved to be 
encouraging and a validation that the model house improved 
their energy awareness and reduced their anxiety from 
worrying about fuel costs.  Another group of 10 users (aged 
between 20 and 50) were used to evaluate the usability and 
functionality of the backend functionality of the system.  
This type of functionality would be used by carers or family 
members to help advise the older end-user on how to 
improve their energy-use by exposing them to fine-grained 
data regarding which activities were done and how potential 
savings could be made.  The types of questions asked to 
these participants were predominantly focused on activity 
management, savings information, monthly projections and 
recommendations.  The results from this evaluation showed 
that 100% of participants understood what the activities were 
and how they related to the system and data while 70% of 
participants were able to deal with, and manage, activity 
related features.  The remaining 30% required extra guidance 
before they felt fully comfortable with the back-end system.  
When addressing the usefulness of the recommendations and 
potential financial savings, all participants agreed that the 
system was easy to use and offered important and helpful 
information on how to improve energy usage. 
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VII. PHASE TWO RESULTS 

   Our second phase of development and testing was spread 

over a seven-day period and collected data from a test house 

(see Fig. 2).  This phase primarily focused on the integration 

of heterogeneous IoT devices, collection, storage, 

processing and administrative analysis graphs.  An 

expansion on the number the monitoring capabilities of the 

initial system was undertaken by incorporating off the shelf 

components that are readily available instead of relying on 

specialist hardware.  More devices would be monitored, as 

well as lighting patterns and other information.  This phase 

also considers the additional system based issues that were 

not encountered in the first stage due to the limited data 

collection and primary focus of interacting with the older 

user. 

   Electrical appliances were plugged into energy monitoring 

wireless plugs, while standard light bulbs were replaced 

within the house environment with equivalent wireless light 

bulbs.  Complementing the environment, each room had a 

wireless motion sensor (which recorded motion, lighting 

and temperature telemetry) in the main living areas 

(front/living room, kitchen and bedroom).  Telemetry was 

captured over a 24-hour, 7-day period.  Each wireless device 

was given unique identifiers so that energy use could be 

tracked for each associated electrical appliance as well as 

the occupancy of the room.  The house is occupied by two 

people (male and female) and ages range from 40’s to 60’s.  

The selection of the appliances to monitor was based on the 

availability of energy-aware plugs.  The rooms with high 

energy use and occupancy were identified as the kitchen, 

front room and bedroom.  Therefore, the appliances that 

were chosen were located within these rooms.  The devices 

monitored in the kitchen were: microwave, kettle, toaster, 

fridge/freezer and dish washer.  Ideally, the cooker and 

washing machine would have been monitored but these 

were found to be wired directly into outlets rather than 

being plug based.  These will be monitored when running 

the third phase in three separate homes.  In the front room, 

the devices which were monitored were the TV and 

computer.  In the bedroom, a TV was monitored. 

   The purpose of this stage was to collect telemetry which 

can then be used to test system and data integration more 

fully before monitoring the usage of a number of older 

people.  As telemetry was collected during the summer 

months, devices which aided in cooling the occupants down 

(i.e., fans) would have been ideal. However, the test home 

did not contain these.  At colder times of the year, other 

devices that provide heat (e.g., electric blankets, central 

heating) would be considered and will be monitored during 

phase three.  Motion sensing was limited to the main areas 

of the home (front room, kitchen, and main bedroom) and 

provided contextual information regarding light and 

temperature levels. 

    The results for each monitored room are shown in Fig. 8 

for the Kitchen, Fig. 9 for the main living room and Fig. 10 

for the bedroom.  It was observed that an issue occurred 

during day 5.  This was down to the Wi-Fi router becoming 

unavailable and was spotted by one of the occupants who 

reset it.  The subsequent figures highlight the loss of 

telemetry during this time. 

     Fig. 8 shows the energy usage of the monitored devices 

located within the kitchen for a 7-day period.  The 

monitored devices consist of a microwave, kettle, a 

fridge/freezer, toaster and dishwasher.  

 

 
    The usage patterns and properties of each device are 

correctly identified for the room.  The freezer has a constant 

load of around 50 Watts, with regular peak loads of around 

600 Watts – as expected when the cooling circuits are in 

operation.  The microwave is generally not used heavily, 

mainly just for preparing evening meals, so only appears at 

its peak load of 1200 Watts.  The kettle is likewise not used 

regularly, appearing when used at a load of around 3000 

Watts for short amounts of time.  The toaster is used 

intermittently during the day and usually at the same time as 

the microwave.  These times are around the time that food is 

prepared in the morning and afternoon/evening.  The peak 

load of the toaster is 1000 Watts.  The dishwasher is used 

once or twice a day and peak load is up to 250 Watts. Based 

on the results, and the frequency of the more commonly 

used items (i.e., kettle, and microwave), the system would 

be able to suggest times at which energy costs are lower and 

thereby, reduce overall costs by time-shifting to more 

affordable time periods.  The same applies to the frequency 

of the dishwasher activity, where changing the times of day 

can result in cost savings.  On the other hand, the fridge 

freezer which is on continuously due to the nature of the 

appliance would not be something that can be time-shifted.  

However, information would be available to provide 

whether the appliance is indeed energy-efficient to help 

identify cost savings if a newer, energy-efficient appliance 

was used instead. 

   Fig. 9 shows the energy use of the monitored devices 

located within the front room for a 7-day period.  The 

 

Figure 8. Kitchen device energy use. 
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monitored devices consist of a TV and a computer. The TV 

tends to be used briefly in the morning and lunch, and more 

extensively in the evening.  It has a relatively high standby 

of around 15 Watts, and an on-power usage of around 150 

Watts. The computer is mainly switched on in the evening.  

It has a very low standby power usage and an on-power 

usage of between 100 and 180 Watts. 

   As only two devices were monitored in the living room, 

the most commonly used electrical appliances in use were 

the TV and computer.  It can be seen from fig. 9 that the TV 

is in use at different times of the day where it is mainly used 

towards the morning and early afternoon.  The associated 

energy costs for this would be higher due to the higher 

energy costs from the supplier, so changing habits could 

result in savings.  In the afternoon and evenings, both the 

computer and TV were in operation, although on some days, 

their usage was spread more evening across the day rather 

than clustering exclusively in the morning / afternoon / 

evening areas.  Changing the habits of the user could result 

in cost savings when considering that both devices are used 

extensively during the day, and at times, concurrently.   

 

 
Figure 9. Living room energy use. 

 

   To enable further analysis of energy usage, the cumulative 

power usage of these two rooms can be plotted based on the 

collected data.  Fig. 10 shows the cumulative energy usage 

in Watt-hours (Wh) of the devices in the kitchen.  It shows 

the cumulative power usage from the devices being 

generally steady.  This information would provide the user 

with an idea of the total energy consumption for the 

duration through the administrative interface.  The 

accumulated energy use of the toaster shows that there was 

an issue with the plug storing the daily energy totals.  It 

does match with the activity patterns in Fig. 8 where the 

toaster was used on day 1 and day 4 with no activity 

between those days.  

 
Figure 10. Cumulative kitchen device energy usage. 

 

   Fig. 11 shows the cumulative energy usage in Watt-hours 

(Wh) of the devices in the living room.  It shows a steady 

increase in power usage. 

 

 
Figure 11. Cumulative living room device energy usage. 

 

Fig. 12 shows the cumulative energy usage in Watt-hours 

(Wh) of the device(s) in the bedroom.  Although only one 

device in the bedroom was monitored, the usage activity of 

the TV indicates rough times at which the occupants are 

occupying the room.  This also can provide loose 

information about the times at which they sleep (before and 

after activity through TV usage).  The peak load of the TV 

is around 80 Watts when in use for short periods of time. 

   Utilising more devices located within the bedroom would 

provide more contextual information regarding the habits of 

the occupants.   
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Figure 12. Bedroom energy use. 

 

   As well as monitoring the energy usage from electrical 

appliances, the lighting in the house was also monitored.  

The use of lights during the test period is shown in Fig. 13.  

Two types of bulbs were utilised within the home.  Five TP-

Link Wi-Fi enabled light bulbs were used in the main living 

areas.  Three Hue bulbs were used in addition in the 

bathroom, and as supplements to the other rooms.  Fig. 13 

shows only the TP-Link bulb usage during the test phase as 

the information gathered from the Hue bulbs indicated that 

while not in use, energy was actually being expended. 

 

 
Figure 13. Light usage across the house. 

 

   In Fig. 13, it was decided to layer all the TP-Link lights in 

the household on the same figure, as it illustrates an 

important point.  The household lighting is almost always 

switched off.  There is a narrow window of 2-3 hours a day 

when the lights are activated which correlates with the 

longer days during the summer months when the data was 

collected.  This would be greater during the winter months 

due to the shorter daylight hours and would suggest even 

more power usage efficiency. The diagonal lines represent 

data collection issues due to the bulbs dropping the Wi-Fi 

and presenting erroneous results.   It is believed that the 

most efficient approach to reducing lighting waste is to 

install cheap motion sensors that activate, and de-active 

lights based on movement and ambient lighting. It is worth 

noting that the lighting data was also collected over 

summer, hence their minimal usage. 

   During this phase of testing, other issues outside of 

energy-awareness have been shown to be important and 

need to be addressed further.  Issues concerning the size of 

the data set generated from a variety of devices and lights 

resulted in a database exceeding 124MB in size for the one 

week of testing (8 devices & 8 lights).  Based on this, for a 

system running realistically over a year, the amount of data 

generated would be in the range of 6448MB.  With more 

devices being added which are polled for telemetry, this 

would increase the amount of information generated. This 

would mean that efficiency and storage issues would come 

into play which was not considered in the first phase of 

development.  The time to process information to present to 

end users via the administration interfaces would take 

considerable time and as a result, would need to implement 

more efficient ways on processing vast amounts of 

information.  The same can be said when it comes to 

analysing behaviours and activities over a period of time for 

the system to provide useful recommendations.  As the 

second phase was within a closed system (i.e., all devices 

were connected to a Wi-Fi router with limited internet 

access), any information requiring being stored on the cloud 

and its subsequent processing would become an issue.  

Another Wi-Fi related issue observed from the test data is 

the intermittent nature of the router itself.  The one used was 

a fairly cheap off the shelf device but did show that the Wi-

Fi signal dropped at different times.  This would introduce 

the problem of lost telemetry which could potentially have a 

bearing on the recognition and analysis components.  

Making the collection and aggregation of this information 

from devices more resilient and able to cope with periods of 

no connectivity would need to be addressed.  However, it is 

envisaged that the system will store and process information 

locally within the house.  Issues regarding the privacy of 

and security of this information also pose an interesting 

dilemma.  The information collected provides a very fine 

snapshot on the behaviours and activities of the occupants, 

and thus, privacy and the safeguarding of this information is 

paramount.  These issues will be considered in phase three 

of the system development. 

VIII. PHASE THREE RESULTS 

   The final phase of testing will be conducted over the next 

several months with live participants.   A small number of 

candidates will be selected which will allow us to analyse 

the effectiveness of the system.  Both male and female test 

subjects will be selected so that analysis of the differences 

between genders, age, disability (both physical and 

cognitive related) and living status can be considered.  In 

addition, system based issues regarding storage, processing, 
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resiliency and privacy will be explored to best protect the 

end user from potential abuse of information.  The intention 

is to outfit three homes with larger numbers of energy-aware 

plugs, motion detectors and wireless light bulbs over at least 

a two-month period. 

IX. DISCUSSION 

   The goal of this work is to look at energy-awareness and 

how this impacts older users.  Our intention was to produce 

a simple ICT system which would attempt to reduce the 

anxiety that older people experience in relation to fuel 

poverty as well as address the issue of accepting technology.  

It was found that the prototype system promoted the 

perceived usefulness of the system to older users.  This is in 

addition to other areas of our research into energy-aware 

programming languages and runtime systems. 

   By focusing on the energy-awareness of everyday use 

from the start, the prototype system was able to successfully 

improve the energy use of a user over the initial trial period.  

The behavioural analysis and recommender systems were 

found to accurately identify activities which in turn aided in 

recognising and highlighting the cost awareness of what 

users were doing in association to their activities.  By 

increasing this cost awareness of their actions, users were 

found to be more aware of how to reduce their energy costs 

by changing times or common activities to more cost-

effective times of the day.  Carers/family members would be 

able to help by raising awareness of what the older user was 

doing on a day-to-day basis by showing them how simple 

changes to their daily patterns could result in tangible cost 

savings as well as improved health. 

   In the second iteration, the primary focus was on 

collecting richer data sets with off the shelf sensor 

technologies that are commonly available.  The devices that 

were used during this process were TP-Link energy aware 

plugs, TP-Link bulbs, Hue bulbs and motion sensors.  A test 

house was outfitted with a number of rooms containing 

these smart devices and data was collected over a 7-day 

period.  The energy use of the test subjects in the principle 

living areas (kitchen, front room and bedroom) was 

monitored.  Although only 8 electrical appliances were 

monitored, usage showed basic patterns and activities 

during the day and night.  Light usage was also monitored 

but as the experiment was performed during the summer 

months, limited lighting patterns were shown.  The amount 

of data collected over one week showed that additional 

investigation is required in the storage and processing of 

large data sets to provide a responsive system, as well as the 

privacy and safe guarding of intrusive information and 

resiliency of transmission / reception of information. 

   The next phase is to introduce more technology into three 

homes and monitor more electrical appliances.  This is 

currently underway, and with the intention to capture 

several months of usage data to validate the system and 

house interface. Experiments on how the system affects the 

overall well-being of the older person will also be conducted 

as well as the impact of gender, disability (both physical and 

cognitive related), living status and age on their acceptance 

and use of the technology. 

X. CONCLUSION 

   This paper has argued the case for simpler interaction and 

energy-aware systems for helping older members of the 

community to be aware of, and monitor their energy 

expenditure.  This is a relevant societal problem which is 

addressing the anxieties of fuel poverty facing vulnerable 

groups of individuals as well as their acceptance of 

technology.  An initial prototype system has been 

introduced as well as the lessons learnt from this first phase 

along with a subsequent data collection phase detailing the 

testing and analysis of a bigger data set.  Following this, the 

considerations for the future direction of the work has been 

outlined.  In summary, the benefit of energy-aware systems 

has shown to be a positive influence of the well-being of an 

older person by reducing their anxiety concerning 

interacting with technology and reducing costs associated 

with fuel poverty. 
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Abstract—The ability to perform accurate physical assessment 

is an essential skill, which also contributes to developing the 

nursing process, and providing appropriate care. However, 

patient safety initiatives in some institutions limit opportunities 

for nursing students to receive adequate training. A blended 

learning system combining e-learning with simulation may 

provide the necessary training. However, learning outcomes 

for these methods have not yet been reported. We undertook 

this study to explore learning outcomes using a blended system 

to improve physical assessment skills of nursing students in 

Japan. The contribution of e-learning to improved physical 

assessment skills was evaluated in depth, as well as outcomes 

after training and the influence of blended learning on the 

desire to learn. From 82 junior nursing students who had 

completed physical assessment training, we recruited 46 

students for this study. Each was assigned to one of two 

groups: a blended learning group or a simulation-only group. 

Objective assessment and subjective evaluation of the e-

learning experience was performed during the study including 

a checklist by a proctor, and assessment at skill stations. All 

participants were able to greet the patient upon entering room 

and exit the room after a polite goodbye. All participants in the 

blended learning group were able to measure the patients’ vital 

signs and interpret the results. Scores of those in the 

simulation-only testing the ability to perform skills for 

assessment of side-effects of chemotherapy and excretion 

condition were lower than the blended group (88% vs 17% 

and 74% vs 17%). Participants in the blended group were 

more likely to make recommendations around "lack of 

balanced nutrition" and "risk for infection", as "consultation 

can help ensure that a diet plan is enacted", "Proposal to have 

an antiemetic administered", " Initiate hand washing", 

"Wearing mask", and " Initiate mouth washing ", while those 

in the simulation-only group were more likely to make 

recommendations regarding "Anxiety" and "follow-up 

examination". These results suggest that e-learning improves 

the ability of nursing students to evaluate vital signs and 

information gathering skills. Simulation training was effective 

because e-learning stimulated participants’ imagination of the 

simulation content. However, e-learning itself had no 

significant learning effect and simulation training enabled 

participants to perform the actual skills. Blended learning 

helped participants recognize the relevance of learning content 

to their professional practice. E-learning is effective in the 

study of assessment skills but must be combined with 

simulation to improve actual physical assessment, as a blended 

learning program. 

Keywords- nursing students; physical assessment; nurse 

education. 

I.  INTRODUCTION  

Nurses are increasingly expected to advance their skills 
of patient assessment, particularly the ability to provide 
advanced and accurate physical assessment [1][2]. This 
change is prompted in part by changes in the healthcare 
environment, such as advancements in medical technology, 
increased age and disease severity of patients, shortening of 
the average length of hospital stay, and an increasing 
transition to home care. Thus, nurses must begin physical 
assessment training that is suitably adapted to clinical 
practice (e.g., simulation education using simulators, and 
simulated patients) as early as possible, ideally in their basic 
nursing education. However, simulation and clinical practice 
require more practice materials, more instructors, and extra 
time which increases instructor hours per student [3]. As 
physical assessment relies on nurses appropriately 
integrating knowledge and technique, such as conducting an 
accurate physical examination and judging a situation based 
on available information, learning to perform these skills is 
challenging [4]. Optimal methods for teaching integrative 
content to large groups of people need to be examined to 
improve physical assessment education.  

E-learning may be effective to ensure optimal learning 
for each individual in group learning situations. In the 
context of continuing education for physicians, e-learning 
has been demonstrated to be as effective as conventional 
teacher-led education [5].  

E-learning appears to be an effective method of 
instruction, which is not limited by the learning environment 
or time for learning, at least for knowledge-level content. We 
hypothesized that e-learning would be appropriate for 
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teaching physical assessment skills, and in particular the 
knowledge-level component of such skills, to nurses. 

In recent years, the utilization of e-learning in medical 
education has been expanding, marking a shift from passive 
knowledge transmission to active, self-motivated (i.e., 
lifelong) learning [6]. Self-motivated learning using e-
learning tools has become a critical feature of nursing 
education. Learning which effectively utilizes information 
and communication technology needs to be implemented at 
the early stages of nursing education. Students receiving 
basic nursing education are considered “digital natives”. 
They are from a generation for whom the internet has existed 
since birth [7], indicating that their information literacy is 
higher than that of past generations. They have a high 
likelihood of readily embracing e-learning in their education.  

Although e-learning affords numerous benefits to 
learners, it also presents a number of challenges. First, e-
learning relies on a learners’ ability to self-manage the 
learning process, and second, e-learning methods must 
possess features to maintain the desire to learn [8]. For 
example, massive open online courses (MOOCs) [9] can 
theoretically provide instruction to an extremely large 
number of participants, but they do not encourage learners to 
self-manage learning, and students tend to drop out of these 
programs due to diminished motivation. A strategy proposed 
to resolve these problems in MOOCs is “blended learning,” 
which combines face-to-face and e-learning methods. We 
hypothesized that a blended learning approach may help 
overcome the challenges of e-learning.  This aim of this 
study is to investigate the effects and influence on motivation 
of a blended learning system to improve physical assessment 
skills by nursing students. The remainder of this paper is 
organized as follows. Section II presents the methods. 
Section III provides an overview of the results. Section IV 
discusses implications and limitations. Finally, conclusions 
and future work are detailed in Section V. 

II. METHODS 

A. Participants and Data Collection 

From 82 junior nursing students who had already 
completed physical assessment training, we recruited 46 
students who consented to participate (45 females and 1 male 
aged 20 to 22 years). Each participant was assigned to one of 
two groups: a blended learning group or a simulation-only 
group (Figure 1). Preliminary evaluation of participants’ 
computer literacy revealed that they were able to connect to 
the Internet and could effectively use mobile devices (e.g., 
laptop, smartphones), but had no previous e-learning 
experience. Additionally, they either did not have any 
experience with simulation training or had undergone it only 
once or twice. Data collection was conducted through 
objective assessment (i.e., correct answer rate on an e-
learning pre-test, a checklist evaluating simulation results, 
correct answer rate on an e-learning post-test) and subjective 
evaluation of the e-learning experience (questionnaire and 
interview). Training was conducted from September to 
October 2013. 

 

 
Figure 1.  Study Flow 

 

B. Design of Physical Assessment Training Using E-

learning and Simulation 

Learning Objectives: The objective of physical 
assessment training was to be “able to visit the patient’s 
bedside and assess their condition.” We created a checklist of 
skills that participants should be able to perform at the end of 
the training, including visual inspection, performing a 
medical interview, measuring vital signs, and performing 
auscultation and palpation. We created a simulation scenario 
wherein they conducted physical assessment of a patient 
with breast cancer receiving chemotherapy. This blended 
learning scenario was designed to create suitable educational 
materials to help nursing students understand real-world 
clinical situations, by using stories to help them better 
anticipate the realities of clinical practice. The characteristic 
points of the materials were the use of Japan’s national 
nursing examination, modified using scenarios and actual 
clinical cases, and story-type e-learning that included 
learning opportunities for assessment, clinical reasoning, 
patient safety, and communications. 

 
E-learning Design: The open-source learning 

management system, Moodle [8], was used to design the e-
learning system (Figure 2). To eliminate differences 
according to usage environment, the e-learning system 
presented learning materials in a text format and images 
using Japanese manga comics only (i.e., no video) so that the 
system could run smoothly on PCs as well as mobile devices 
such as smartphones and tablets. The purpose of using 
manga in this study is to help participants imagine the 
patient’s condition and the situation in a simulated hospital 
room. Participants were tested first to evaluate their baseline 
ability. The e-learning system presented a simulated patient, 
and the participant was expected to perform a physical 
assessment using the displayed data. The system also 
included a test on content related to the medical interview, 
physical assessment, and communication about findings, 
interventions, and patients' status to a supervising nurse. The 
test was conducted before simulation training to confirm if 
they possessed the knowledge necessary to take part in the 
simulation. As in previous research [11], the structure of the 
e-learning system involved solving problems in a format 
similar to the simulation, thus serving as an introduction to 
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the simulation environment. The e-learning covered the 
entire nurse-patient interaction including entry to the 
patient’s room, conduct of physical assessment, and exit 
from the room. It was configured such that participants 
answered 14 multiple choice questions and two short-answer 
questions, for a total of 16 questions (Figure 3 and Table I). 
Patients' vital signs in the e-learning post-test were different 
from the pre-test to discourage learning vital signs by rote. 
 

 
 
 

 
 
 

 
 
 

 
Figure 2.  (a,b,c,d) e-learning interface (Japanese)  

 

TABLE I.  E-LEARNING TEST CONTENTS 

 
 
 

 

Figure 3.  E-learning Flow 

     Simulation Design: The simulation was conducted in a 
simulated hospital room (Figure 4). An advanced simulator 
that enables the measurement of patients’ blood pressure, 
pulse, respiratory rate, pupil size as well as auscultation of 
lung and bowel sounds was used (ALS Simulator, Laerdal 
Medical Japan Co., Ltd.). The simulator included skin 
moulage consistent with the appearance of a patient who 
underwent breast-conserving surgery. In the medical 
interview, the patient’s verbal responses were produced by 
an instructor with a microphone and the voice came from a 

Number Contents Methods 

1 The rule of entering a hospital room 
Multiple choice 

question 

2 Explaination of implementation Free coments 

3 
Correct site of measurment of body 
temperature 

Multiple choice 
question 

4 Nomal range of body temperature 
Multiple choice 

question 

5 Correct site of measurment of pulse 
Multiple choice 
question 

6 Nomal range of pluse rate 
Multiple choice 

question 

7 
Correct position for post-ope patient 

about breast cancer 

Multiple choice 

question 

8 Measurement methods of blood pressure 
Multiple choice 
question 

9 Nomal range of blood pressure 
Multiple choice 

question 

10 Nomal range of respiratory rate 
Multiple choice 
question 

11 Side effect of chemotherapy 
Multiple choice 

question 

12 
Communication with patient feels 

vomiting 

Multiple choice 

question 

13 
Check point for patient during 

chemotherapy 

Multiple choice 

question 

14 Communication with constipation patient 
Multiple choice 

question 

15 Physical examination about abdomen 
Multiple choice 
question 

16 
Explaination about physical findngs and 

diagnostics releted to patient condition 
Free coments 
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loudspeaker built into the simulator in order to impart a 
feeling of realism, as if the subject was speaking with the 
simulator directly. The procedure for the simulation was 
explained beforehand and an orientation was conducted, 
wherein subjects touched the simulator, measured its blood 
pressure, etc. in the simulated hospital room to eliminate 
unnecessary stress due to lack of familiarity with the 
simulation process [12]. Simulation training was conducted 
for 10 minutes per person. Participants then used the 
simulation training to assess the patients' condition and 
reported using the SBAR (situation, background, assessment, 
and recommendation) method to the instructor. [13]. 
During the simulation, performance was evaluated using the 
simulation checklist. Feedback was given to participants and 
participants took an e-learning post-test to assess their 
knowledge after the program (Figure 5). 

 
 
 

 
 
 
 

 
Figure 4.  (a) The instructor watches participants' performance via video to 

ensure a safe learning environment  (b)Simulated hospital room  

 

 

 

Figure 5.  Simulation training flow. (a)Explanation of the simulated 

hospital room and instructor. (b,c) Participant observes the simluated 

patient to assess their condition. (10min/person)  (d) Report patient 
condition using SBAR to the instructor (3-5min/person) 
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C. Survey tool 

      The survey tool assessed participants’ opinions of the e-

learning system (including amount of learning material, 

difficulty of questions, visibility, and ease of operation) and 

its effect on their desire to learn using a five-point Likert 

scale (extremely dissatisfied, slightly unsatisfied, neither 

satisfied nor dissatisfied, slightly satisfied, and extremely 

satisfied) and a free-comment section.   

Desire to learn and factors influencing the successful 

implementation of learning were assessed using the four-

subscale Instructional Materials Motivation Survey (IMMS), 

which was created based on the ARCS model [14]. This 

model contains four components: attention, relevance, 

confidence, and satisfaction. The IMMS, comprising 36 

items, was designed to measure individuals’ reactions to 

self-driven teaching materials, such as e-learning. A five-

point Likert scale was used to rate each item, with higher 

scores indicating a more positive opinion. The IMMS 

includes items expressed negatively, which are reverse 

scored. In other words, before adding these answers to the 

total score, items given a rating of 5 were converted to have 

a rating of 1, with 4 being converted to 2, 3 remaining the 

same, 2 to 4, and 1 to 5. 

After completing the entire training sequence, 

participants who gave consent were interviewed to express 

their thoughts regarding e-learning and simulation, and to 

determine the influence of simulation training on learning 

effectiveness and the desire to learn. All participants were 

given feedback about their performance after the simulation. 

D. Study Design 

     Participants were divided into two groups by random 

assignment. The first group was simulation-only. After 

undergoing a brief orientation, participants completed a 

simulated patient visit according to the plan above. The 

clinical interaction was recorded on videotape and the video 

reviewed and scored according to a checklist.  

Participants in the blended learning group, started with a 

pre-test to evaluate their approach to clinical evaluation of a 

patient. The pre-test was conducted as an integral part of the 

e-learning program using Moodle. Following the e-learning 

component, blended learning group then did the simulation, 

in the same manner as the simulation group. Following 

simulation training, participants in blended learning group 

completed a post-test using Moodle. 

E. Statistical analysis 

     Test scores, times, and times of simulation are expressed 

as means ± standard deviations. The Wilcoxon signed rank 

test was used to assess differences in test scores before 

simulation and after. Differences in test scores were 

evaluated using the Mann-Whitney U test. For the 

questionnaire, scores are expressed as means and median 

values (quartile range). The free-response descriptions are 

listed as written by participants. All statistical analyses were 

performed using IBM SPSS Statistics 22 (IBM Corp., 

Armonk, NY). Analysis p-value<.05 is considered 

significant. 

F. Ethical Considerations 

     This study was conducted with the approval of the 

medical ethics committee of Nagoya University, Japan. The 

survey was approved in June 2013 (No. 2013-0049). 

Subjects’ freedom to withdraw from the study and 

protection of anonymity were explained both verbally and in 

writing. Written informed consent for this study was 

obtained from each participants. 
 

III. RESULTS 

A. Research Participation 

A total of 46 junior nursing students participated in the 
study. Of these, 34 completed blended learning, e-learning 
and simulation, and 25 completed the questionnaire. The e-
learning post-test was completed by 17. Interviews were 
completed for four participants. Simulation training only was 
completed by 12 participants who lacked the time to 
complete the e-learning. 

B. E-learning 

Correct answers on the e-learning pre-test were given by 

was 91% ± 8.5%. The correct answer rate for the measuring 

site of temperature and pulse, and the side effects of 

chemotherapy were 74%, 69%, and 74%, respectively. 

Participants took a mean of 22 ± 9 min to complete the e-

learning.  

Among the post-test participation group (n=17), the 

correct answer rate on the e-learning post-test was 99% ± 

1.2%, which is significantly higher than the correct answer 

rate on the e-learning pre-test (87%±5.2%, p<.05), and 

reflects the effectiveness of e-learning. Participants who 

wrote ‘free-form’ comments often said that the e-learning 

was more likely to contain lists of words or wrong answers. 

In the e-learning post-test, the comments typically reflected 

the main points to be learned and described specific content, 

such as physical findings and diagnostic tests. Assessment 

of the patients' condition was also mentioned, in addition to 

recommendations about implementation of interventions 

based on patient care needs and priorities, and relevant 

patient education and teaching. The time needed for the e-

learning post-test was 14 ± 4 min, significantly shorter than 

the time needed for the pre-test. The patients' vital signs in 

the e-learning post-test were different from those in the pre-

test (Table II). The correct answer rates according to content 

are shown in Table III. Participants answered almost 

questions correctly and the answer rates are higher than on 

the pre-test. 
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TABLE II.   PRE- AND POST-TEST ANSWER RATE AND TIME (N=17) 

 

TABLE III.  RESULTS OF E-LEARNING PRE-TEST (N=17) 

Number Contents Pre-test Post test 

1 
The rules for entering a hospital 

room 
100% 100% 

2 Explanation of implementation 92% 100% 

3 
Correct site to measure 

temperature 
74% 100% 

4 
Nomal range of body 

temperature 
97% 100% 

5 Correct site to measure pulse 69% 94% 

6 Nomal range of pluse rate 95% 100% 

7 

Correct position for 

measurement of blood pressure 

for post- breast cancer 
operation patient 

74% 97% 

8 
Methods for blood pressure 

measurement 
92% 100% 

9 Nomal range of blood pressure 92% 100% 

10 Nomal range of respiratory rate 97% 97% 

11 Side effects of chemotherapy 74% 74% 

12 
Communication with a 

vomiting patient 
92% 100% 

13 
Check points for patient 

receiving chemotherapy 
74% 100% 

14 
Communication with a 

constipated patient 
92% 100% 

15 
Physical examination of the 

abdomen 
92% 100% 

16 
Explaination of findngs releted 

to the patient’s condition 
91% 97% 

 

C. Simulation 

      According to the checklists, all participants in the 

blended learning group were able to greet the patient upon 

entering the room, measure the patient’s pulse, blood 

pressure, respiratory rate, and temperature, interpret the 

measured values, and exit the room after a polite goodbye. 

Confirmation of oral intake, sleeping condition, excretion 

condition, and side effects of chemotherapy were performed 

by 28, 21, 25, and 30 participants (n=34), respectively. Only 

two participants used information obtained from actually 

touching the patient, such as auscultation and palpation. 

Comparatively, participants in the simulation group were 

able to greet the patient upon entering room and exit the 

room after a polite goodbye. However, performance of other 

skills such as the side effects of chemotherapy and excretion 

condition were lower than for participants in the blended 

learning group. No participant in this group performed 

auscultation or palpation (Table IV). After feedback about 

simulation from the instructor, all participants understand 

the importance of physical examination such as auscultation 

and palpation, and included these modalities after the 

feedback.  

The results of SBAR communication were different 

between the two groups. Participants in the blended learning 

group were more likely to make recommendations regarding 

“lack of balanced nutrition” and "risk for infection”, as 

"consultation can help ensure that a diet plan is enacted", 

"proposal to have an antiemetic administered", " Initiate 

hand washing", "Wearing mask", and " Initiate mouth 

washing ", while participants in the simulation group were 

more likely to suggest issues such as “Anxiety” and 

"follow-up examination". 

 

TABLE IV.  SIMULATION CHECK LIST RESULTS  

Contents 

Number (%) 

Blended 

learning group 

(n=34) 

Simulation 

group (n=12) 

-Greet the patient upon entering 

the room 
n=34(100%) n=12(100%) 

-Measure the patient’s pulse, 

blood pressure,   

respiratory rate, and temperature, 
and then  

interpret the measured values 

n=34(100%) n=7(58%) 

-Exit the room after a polite 
goodbye 

n=34(100%) n=12(100%) 

-Side effects of chemotherapy n=30 (88%) n=2 (17%) 

-Confirmation of oral intake n=28 (82%) n=3 (25%) 

-Excretion condition n=25 (74%) n=2 (17%) 

-Sleeping condition n=21 (62%) n=3 (25%) 

-Auscultation and palpation. n=2 (5.9%) n=0 (0.0%) 

 

D. Questionnaire and Interview Results 

Evaluation of e-learning and simulation: The results of 
the questionnaire assessing the e-learning characteristics are 
shown in Table V. Participants scored a value of 3 for all 
questionnaire items. In the free-response answers, one 
participant reported that the number of questions and 
difficulty of the e-learning was “exactly the right number and 
difficulty.” Another reported that it was “a little too much to 
do in my spare time.” Regarding visibility and operability, 
which had the most free-response answers, participants listed 
various concrete problems, such as “difficult to see,” 
“difficult to use on a cellphone,” “froze mid-answer,” and 
“difficult to enter sentences on a smart phone.” 

In the interviews, participants reported the following on 

the simulation: “It was interesting, so I would like to use 

this method in classes as well”; “Because it was done in the 
e-learning, I could imagine it”; and “because I knew what 

Contents Pre-test Post-test 

Correct answers 
(mean ± standard deviation) 

87% ± 5.2% 99% ± 1.2% 

Time (min) 

(mean ± standard deviation ) 
24 ± 6 14± 4 
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was going to be implemented beforehand [owing to the e- 
learning], I was able to do it.” One participant reported, 
“Although I understood the content, I became nervous and 
forgot it [during the simulation].” Additionally, participants 
reported contrasting views, such as “I was able to reconfirm 
my knowledge with the test” and “It was unnecessary 
because I was able to understand from the feedback during 
the simulation. 

Influence on the desire to learn: Table VI shows the 
results for responses to all IMMS items. Item 15, “The pages 
of this lesson look dry and unappealing (reverse)”, 33 “The 

content of this lesson will be useful to me” and 34 “I could 

not really understand quite a bit of the material in this 
lesson” (included in the Attention, Relevance and 
Confidence components), were scored at more than 4.5 
points. In contrast, items 1 “When I first looked at this lesson, 
I had the impression that it would be easy for me” and 9 
“There were stories, pictures, or examples that showed me 
how this material could be important to some people” 
(included in the Confidence and Relevance components), 
had a low median score (3 points). In the free-response 
answers, a number of participants expressed wanting more 
developmental content included in the e-learning. The 
participants’ comments suggested a desire to use the e-
learning system in the future, such as “In practice, I felt like I 
would be able to use it”; “I want to do normal exercises as 
well as e-learning and simulation”; and “As long as you 
know how it works, I think you could practice simulation 
similar to this with a classmate.” 

  

TABLE V.  QUESTIONNAIRE ASSESSING E-LEARNING 

CHARACTERISTICS (N=34) 

Contents 
Mean, Median; Quartile 

range 

Number of questions 2.9, 3; 3-3 

Time taken 2.9, 3; 3-3 

Difficulty 2.8, 3; 3-3 

Readability 3.3, 3; 3-4 

Character size 3.4, 3; 3-4 

Screen design 3.7, 3; 3-3 

Operability 3.0, 3; 3-3 

 

IV. DISCUSSION 

A. Effects of Blended Learning 

Although simulation is an effective learning method and 
typically provides a greater sense of understanding, it can 
cause significant mental strain, which requires learning 
support. We developed a pre-simulation e-learning system to 
provide such support. The results showed that all participants 
performed the greeting, even if it was their first experience 
with simulation. Compared to the results of the simulation 
only group, using the e-learning system helped participants 
to assess vital signs, and complete physical assessment based 

on clinical data. This success can be attributed to 
participants’ completion of the skill building and mock 
training exercises via e-learning system before the simulation. 
The e-learning program enabled participants to imagine the 
content of the simulation and thus integrate relevant 
knowledge and skills into their simulation experience. 

However, participants did not completely master 
auscultation and palpation, according to information 
obtained from the interviews [15]. Therefore, the e-learning 
items related to this content may need to be modified. 
Specifically, the e-learning system can be modified such that, 
when repeatedly used, items that have been completely 
learned are excluded, enabling users to focus on items that 
were not completely mastered. Such a modification allows 
for the delivery of deliberate and effective training aligned 
with the learning objectives of nurse education, referred to as 
deliberate practice [16] [17]. In this study, students’ ability to 
explain the side effects of chemotherapy did not increase the 
correct answer rate. Thus, the contents should be revised to 
be more effective. Learning self-management has been 
identified as a key factor for continued education via e-
learning [7]. To succeed in remote self-learning, participants 
may need to receive explanations of the necessity of post-
training tests in acquiring knowledge related to medical 
interviews, auscultation, and palpation, which are areas that 
remained challenging after the simulation training. 

    The results of SBAR communication were different in 
the two groups, and suggest that participants using e-learning 
decided on a recommendation based on information gathered 
from reading the patient’s expressions and other situational 
and specific factors, while participants in the simulation 
group made their decisions based on general information. 

B. Effects of E-learning and Training on Motivation to 

Learn 

The ARCS model is a method of organizing factors that 
influence the motivation to learn [18], described by Suzuki 
as follows: A) Attention is captured. ‘This looks 
interesting—there’s something to this”, R) Next, one realizes 
the relationship to themselves; knowing the learning task and 
realizing that ‘it looks rewarding and it is related to my 
values.’ Not only is the future value of the task significant, 
but also enjoying the learning process is valued. However, 
even if one finds significance in their learning, one can lose 
motivation when one recognizes that there is low possibility 
to accomplish the learning goal. C) On the contrary, if one 
has successful experiences in the first learning stages and can 
associate the experience with the endeavor, leading to the 
perception that ‘I can manage it,’ confidence is facilitated. S) 
Satisfaction: If one can feel fulfillment after looking back on 
the learning process and its accomplishment, it then leads to 
motivation to learn.” In the present study, participants 
recognized e-learning as “having an important relationship to 
themselves,” and they utilized this recognition as motivation 
to learn. To improve learners’ confidence, we propose the 
following strategies: 1) Share evaluation criteria and allow 
learners to tackle tasks with a prediction of their possibility 
for success in mind; 2) adjust the difficulty of the system so 
that they can have a meaningful and successful experience;  
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TABLE VI.  RESULTS OF THE INSTRUCTIONAL MATERIALS MOTIVATION SURVEY (N=34) 

Items Contents ARCS reverse 

Mean, 

Median; 

Quartile 

2 There was something interesting at the beginning of this lesson that got my attention. A  3.5, 4; 4-4 

8 These materials are eye-catching. A  3.7, 3; 3-5 

11 The quality of the writing helped to hold my attention. A  3.5, 3; 3-4 

12 This lesson is so abstract that it was hard to keep my attention on it. A ○ 4.2, 4; 4-5 

15 The pages of this lesson look dry and unappealing. A ○ 4.5, 5; 5-5 

17 The way the information is arranged on the pages helped keep my attention. A  3.7, 3; 3-4 

20 This lesson has things that stimulated my curiosity. A  4.1, 4; 4-5 

22 The amount of repetition in this lesson caused me to get bored sometimes. A ○ 4.1, 4; 4-5 

24 I learned some things that were surprising or unexpected. A  3.6, 4; 4-4 

28 The variety of reading passages, exercises, illustrations, etc., helped keep my attention on the lesson. A  3.6, 4; 4-4 

29 The style of writing is boring. A ○ 4.1, 4; 4-5 

31 There are so many words on each page that it is irritating. A ○ 4.4, 5; 5-5 

6 It is clear to me how the content of this material is related to things I already know. R  3.9, 4; 4-4 

9 
There were stories, pictures, or examples that showed me how this material could be important to 

some people. 
R  2.9, 3; 3-3 

10 Completing this lesson successfully was important to me. R  4.3, 4; 4-5 

16 The content of this material is relevant to my interests. R  4.0, 4; 4-4 

18 There are explanations or examples of how people use the knowledge in this lesson. R  4.1, 4; 4-5 

23 
The content and style of writing in this lesson convey the impression that its content is worth 
knowing. 

R  3.6, 4; 4-4 

26 This lesson was not relevant to my needs because I already knew most of it. R ○ 4.2, 4; 4-5 

30 I could relate the content of this lesson to things I have seen, done, or thought about in my own life. R  4.1, 4; 4-5 

33 The content of this lesson will be useful to me. R  4.6, 5; 5-5 

1 When I first looked at this lesson, I had the impression that it would be easy for me. 
C 

  2.8, 3; 3-3 

3 This material was more difficult to understand than I would like for it to be. 
C 

 ○ 4.1, 4; 4-5 

4 
After reading the introductory information, I felt confident that I knew what I was supposed to learn 
from this lesson. 

C  3.4, 3; 3-4 

7 
Many of the pages had so much information that it was hard to pick out and remember the important 

points. 
C ○ 4.1, 4; 4-5 

13 As I worked on this lesson, I was confident that I could learn the content. C  3.3, 3; 3-4 

19 The exercises in this lesson were too difficult. C ○ 3.3, 3; 3-4 

25 After working on this lesson for awhile, I was confident that I would be able to pass a test on it. C  3.3, 3; 3-4 

34 I could not really understand quite a bit of the material in this lesson. C ○ 4.6, 5; 5-5 

35 The good organization of the content helped me be confident that I would learn this material. C  4.0, 4; 4-4 

5 Completing the exercises in this lesson gave me a satisfying feeling of accomplish¬ment. 
S 
  4.0, 4; 4-4 

14 I enjoyed this lesson so much that I would like to know more about this topic. S  3.8, 4; 4-4 

21 I really enjoyed studying this lesson. S  3.9, 4; 4-4 

27 
The wording of feedback after the exercises, or of other comments in this lesson, helped me feel 

rewarded for my effort. 
S  3.9, 4; 4-4 

32 It felt good to successfully complete this lesson. S ○ 4.0, 4; 4-4 

36 It was a pleasure to work on such a well-designed lesson. S  4.1, 4; 4-5 
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and 3) provide opportunities and feedback that regulate 
learning, thus encouraging them to be aware that they can 
achieve their goal by themselves [19]. A number of 
participants commented that the training could be 
implemented as peer training and skill review. Repetitive 
practice through sharing stories with peers and skill review 
have been shown to help learners acquire self-confidence 
[20]. Further consideration of task difficulty will also 
facilitate continuous learning in this context. 

C.  Determinants of Successful E-learning 

E-learning relies on independent learning, which means 

that there is an inherent risk of dropouts. Learning 

objectives were designed to help foster learning motivation 

and created teaching materials relevant to real-world clinical 

settings. In this study, the item “The content of this lesson 

will be useful to me” was rrated by a mean of 4.6 points, 

indicating that blended learning sustained participants’ 

motivation. Additionally, the item “I could not really 

understand quite a bit of the material in this lesson” was 

reverse scored, also a mean of 4.6 points. The difficulty of 

blended learning and acquisition of confidence through 

simulation may be factors that influenced participants’ 

motivation. The structure of the blended learning needs to 

be improved such that it can help participants gain 

confidence in their ability to perform the learning exercises 

and promote self-learning through repetitive practice and 

detailed explanations for items identified as weaknesses. 

1) Operability is another factor that may have 

influenced participation. We expected this tendency in 

designing the system, and had tested the teaching material 

on smartphones prior to the survey. However, the interview 

results showed that when smartphones were used, the 

participants reported longer working time and poorer 

operability. This finding coincides with previous reports that 

the physical environment for online learning, such as 

Internet and terminal devices, influences compliance with e-

learning [21]. For example, poor video teaching materials 

can reduce the motivation to learn [22]. Future research is 

needed to investigate additional factors related to operability, 

the differential effects of computers and smartphones, and 

the effects of the tendency to use smartphones for mobile 

learning, which is common among nursing students. 

2) An interactive digital simulator for problem solving 

and clinical reasoning, both of which require physical 

assessment skills, was developed in Europe [23]. The digital 

simulator was developed for medical students and clinicians 

and uses virtual patients. Problem solving and clinical 

reasoning are needed in clinical nursing practice [24]. 

Future studies are needed to develop learning materials for 

nurses to acquire these required competencies. 

 

V. CONCLUSION 

       These results show that e-learning was partially 

effective to improving physical assessment by nursing 

students. Additionally, e-learning helped participants 

recognize the relevance of learning content to their 

professional practice. It is necessary to combine e-learning 

and simulation to improve physical assessment ability in a 

blended learning program. However, the results also suggest 

that e-learning is insufficient for augmenting skills of 

auscultation and palpation, suggesting that teaching 

materials related to these skills must be improved using 

simulation training. Further development of e-learning, to 

make it more functional and to ensure that it sustains 

motivation to learn will be necessary, and requires 

continued study and evaluation.  
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Abstract— Elderly people, especially walking disabilities, have 

an increased risk of falling and consequently injuring 

themselves. They need to be prevented from falling to maintain 

their health because injuries from falling are a major reason for 

them to be hospitalized or placed in residential care. Motion 

capture systems are a key component to prevent falls. We 

comparably analyzed walking gait cycle between healthy people 

and walking disabilities using a wearable device (WD) and 

KINECT to detect warning signs of falls. In this paper, we 

experimentally clarify what signs are useful to prevent falls. We 

developed a gait monitoring device comprised of a smartphone 

application and a pair of shoes on which WDs are mounted to 

measure such warning signs, and proposed presentation 

formats for data measured by KINETC. 

Keywords-falls; trip; hemiplegia; gait; shoes; MS-KINECT. 

I.  INTRODUCTION 

The authors comparably analyzed walking gait cycles 
between healthy people and walking disabilities using gait 
monitoring shoes on which wearable devices (WDs) were 
mounted [1]. 

As the percentage of elderly people in the populations is 
increasing around the world [2], the number of functionally 
impaired people, such as cerebrovascular patients who are 
paralyzed down one side, will also increase. These people 
have an increased risk of falling and consequently injuring 
themselves [3][4]. Falling down is one of the main reasons for 
them to be hospitalized or placed in residential care. 

There are many studies on falls by elderly people. The 
World Health Organization Regional Office for Europe 
analyzed these studies and classified fall risks amongst elderly 
people by history of falls, age, gender, living alone, ethnicity, 
medicine, medical conditions, impaired mobility and gait, 
sedentary behavior, psychological status - fear of falling, 
nutritional deficiencies, visual impairments, and foot 
problems [4]. Stroke patients, such as those with 
cerebrovascular disease, especially are at a substantially high 
risk of falling [5][6][7][8]. Their higher frequency of falls is 
due to weak muscles, one-side paralysis, and downward-
pointing toes. For people with impaired mobility and gait, 
tripping is a major cause of falls [9][10], so we focus on 
tripping in this paper. 

Since weak muscles, one-side paralysis, and downward-
pointing toes strongly appear in the movement of legs and feet, 

motion capture for them is a key component to analyze 
impaired mobility and gait, and useful to prevent tripping, and 
conducts therapy and rehabilitation of hemiplegia.  

Here, we focus on extracting warning signs of tripping for 
walking disabilities, such as cerebrovascular patients. In this 
paper, a WD is mounted on a shoe to measure the acceleration 
and angle velocity, and Microsoft KINECT [11] is used to 
measure positions of each joint of the lower body. 

We obtained output data of an acceleration sensor and 
gyroscope sensor in a WD, Sony Smart Watch 3, mounted on 
the front part of a shoe to estimate the kicking power and 
change of angle between a foot and the floor. We noticed that 
the angle velocity at the terminal stance and the angle at the 
terminal swing are clearly different for unimpaired subjects 
and walking disabilities such as stroke. Moreover, they clearly 
have different step lengths as measured by KINECT. We also 
developed a monitoring device comprised of a smartphone 
application and a pair of shoes on which WDs were mounted, 
and proposed using the side and top view formats to present 
data measured by KINECT. 

After introducing related works in Section II, we consider 
how people trip on a flat floor in Section III. Different features 
between physically unimpaired students and walking 
disabilities such as stroke are extracted from measured data in 
Section IV. Gait monitoring shoes and monitoring application, 
and gait presentation format with a KINECT are introduced in 
Sections V and VI. Measuring and analyzing a walking gait 
for walking disabilities are described in Section VII. Finally, 
conclusions are summarized in Section VIII. 

II. RELATED WORKS 

In this section, we introduce motion capturing devices. 

A. Sensor usage type 

Weijun Tao et al. reviewed gait analysis technologies 
based on wearable sensors that were the accelerometer, 
gyroscope, electromagnetic tracking system, magneto-
resistive sensors, flexible goniometer, sensing fabric, force 
sensor, and so on [12]. They mentioned that fall risk 
estimation is an important application of gait analysis using 
wearable sensors. However, they did not describe about 
motion of gait for elderly people or walking disabilities. 

Stacy J. Morris Bamberg et al. developed a prototype shoe 
in which several kinds of wearable sensors, such as 
accelerometer, gyroscope, force sensor, bidirectional bend 
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sensor and so on [13]. The calibrated sensor outputs were 
almost same as results obtained simultaneously from a 
biological motion measuring equipment. They calculated the 
maximum pitch (angle between the shoe sole and floor at the 
toe-off timing), minimum pitch (angle between the shoe sole 
and floor at the heel-strike timing), the stride length from 
output of accelerometers and gyroscopes. They also compared 
the maximum pitch, minimum pitch and stride length between 
the healthy gait and parkinsonian gait. There were differences 
on mean value of calculated data between the healthy gait and 
parkinsonian gait. However, considering standard deviation of 
calculated data, such differences were small. They also did not 
measure and analyze motions of gait for elderly people or 
walking disabilities. 

Farzin Dadashi et al. measured motion of gait for many 
elderly people with shoe-worn inertial sensors and provided 
normative values for a clinician to measure reference gait 
parameters [14]. They analyzed motion of gait and clarified 
the difference in gait parameters, such as the clearance 
between a shoe sole and floor, gait speed, stride length 
between males and females by considering the effect of age 
factors. However, their data did not show differences clearly 
between the male and female, and the effect of age factor. And, 
they did not investigate data for walking disabilities or analyze 
reasons for tripping. 

Mourad Benoussaad et al. introduced a method to robustly 
estimate foot clearance during walking using a single inertial 
measurement unit (IMU) placed on the subject’s foot [15]. In 
their paper, the foot clearance was the height of ankle from a 
floor. However, the toe clearance is more critical for tripping. 
And, they did not measure the toe clearance for walking 
disabilities such as stroke and analyze reasons for tripping.  

B. Camera usage type 

Vicon is one of the most famous companies in the motion 

capture industry. They can measure complex motions of 

joints in a body [16]. Vicon’s system needs plural specialized 

video cameras, and know-how is needed to measure motions 

of joints. Thus, this system is too expensive for a small 

rehabilitation center or an individual to purchase and operate.  
KINECT is one of motion capture devices distributed by 

Microsoft [11]. Since its price is a few hundred dollars, it is 
possible for small rehabilitation facilities to introduce it. There 
are many researches that use KINECT. Obdrzalek et al. 
compared the Kinect pose estimation with more established 
techniques relying on motion capture data [17]. They said that 
system such as Kinect has significant potential as a low-cost 
alternative for real-time motion capture and body tracking in 
health applications. We also used KINECT for a remote 
rehabilitation system of which content was a standing-up 
training [18].  In this paper, three kinds of view method, that 
are the front-view, side-view and top-view, were introduced 
to present a strain of the upper body.  

III. CONSIDERATION OF TRIPPING FACTOR 

When the swing foot progression is unexpectedly 
obstructed, a trip occurs that leads to a forward rotation of the 
body and eventually might cause a fall.   

Mourad Benoussaad et al. measured the minimum toe 
clearance (MinTC) to avoid tripping [15]. MinTC is a critical 
value to clear obstacles on the ground or floor. However, 
elderly people, especially those who have had strokes, 
sometimes trip on flat ground or floors, not obstacles. In this 
section, we consider reasons a person trips on flat ground or 
floors. We divide the normal walking gait cycle into eight 
phases the same as Weijun Tao et al. as shown in Fig. 1 [12]: 
(1) initial contact (heel-strike timing), (2) loading response, 
(3) mid-stance, (4) terminal stance (toe-off timing), (5) pre-
swing, (6) initial swing, (7) mid-swing, and (8) terminal swing. 
 

 
Figure 1. Normal walking gait cycle (See a right foot) 

 
Most walking disabilities have weak muscles and are hard 

to raise their toe. They are at risk of three types of trips. 
- Case 1: A toe touches the floor first instead of a heel 

at phase 1. Since phases 2-5 are skipped, the toe is 
dragged along the floor. When the dragging strength 
is stronger than the person’s muscular power, he/she 
trips (Fig. 2(a)). 

- Case 2: Kicking power of the front part of a foot is 
insufficient at phases 4 and 5 to raise the heel and toe 
up from the floor. In this case, a person does not swing 
but shuffles. When the frictional force between a shoe 
sole and the ground or floor is stronger than his/her 
muscular power, he/she trips (Fig. 2(b)). 

- Case 3: A toe touches the floor due to it pointing down 
during the swing phases (5-8), and the knee goes 
further forward than the foot. When the dragging 
strength is stronger than the person’s muscular power, 
he/she trips (Fig. 2(c)). 

 

 
Figure 2. Cases of tripping 
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The above problems suggest that the kicking power at 
phases 4 and 5 and the angle between the foot and a floor are 
critical parameters. 

 

IV. EXTRACTION OF WARNING SIGNS FOR TRIPPING 

In this section, we experimentally investigate whether the 

kicking power at phases 4 and 5, and the angle between the 

foot and lower limb are critical parameters. 

A. Experimental method 

Since kicking power must be expressed as the angle 

velocity or the acceleration for the foot, we mounted a WD 

which had an accelerometer and gyroscope on the foot. In this 

experiment, we used Sony SmartWatch 3 as a WD which is 

mounted on the front part of a foot with Velcro tape as shown 

in Fig. 3. This mounting position was same as one in Farzin 

Dadashi’s experiment [14]. The sampling rate was 40 msec.  

We measure angle velocity for up and down directions of 

the front part of the foot (X axis of a 3D gyroscope). We also 

adopted a three-point moving average of the angle velocity to 

calculate the angle, because output values extremely change 

up and down. Therefore, the angle for X axis Anglexn at time 

tn is calculated as follows. 
 

𝐴𝑛𝑔𝑙𝑒𝑥𝑛 = 𝐴𝑛𝑔𝑙𝑒𝑥𝑛−1  +  
𝑡𝑛−𝑡𝑛−1

1000
 ×  

𝐺𝑥𝑛−1+𝐺𝑥𝑛+𝐺𝑥𝑛+1

3
       (1) 

 
Gxn is the value of angle velocity for X axis at time tn.  

We investigated the measuring accuracy of Sony 

SmartWatch 3 using a slant rule as shown in Fig. 4. We 

measured data five times. Calculated angles vs. angles given 

by the slant rule are listed in Table I. These data showed 

calculated angles were so accurate. We noticed drift errors of 

a gyroscope that increase the value by 0.2 rad. /sec. during a 

WD sets on a flat floor. However, each measurement lasted 

less than 20 sec. Therefore, we think the effect of the drift 

error is negligible.  

 

              
           (a) WD: Sony SmartWatch 3       (b) WD mounted on foot 

Figure 3. Measuring device and WD mounting method  

 

 
Figure 4. Slant rule 

TABLE I. ACCURACY OF CALCULATED ANGLES 

Given angle 

(degree) 

Calculated angle 

(degree) 

Standard deviation 

(degree) 

+50 +49.00 0.45 

+40 +39.17 0.74 

+30 +28.92 0.51 

+20 +19.58 0.63 

+10 +9.21 0.58 

0 0.21 0.15 

-10 -9.72 0.58 

-20 -19.47 0.34 

-30 -30.70 0.56 

-40 -40.57 0.41 

-50 -50.54 0.53 

 

We also measured the foot stride (FS) and recorded 

motions of subjects’ knees, ankles, and feet by using 

KINECT. The UNIX time was introduced to synchronously 

measure data with a WD and KINECT. 

We defined the FS as the maximum difference between 

positions of the right and left foot measured by KINECT as 

shown in Fig. 5. We experimentally looked for the height of 

KINECT to measure accurately. As the result, the height of 

KINECT is 75 cm. Moreover, we set the face angle of 

KINECT so that “+” markers on the display are 

superimposed on “-” markers on the floor to correct KINECT 

as shown in Fig. 6. From the bottom of the image in Fig. 6, 

these markers correspond to 2, 3, 4, and 5 m from KINECT. 

Since this picture is output of KINECT’s video camera, left 

and right are reversed.  

 

 
Figure 5. Definition of the foot stride (FS) 

 

 
Figure 6. Pre-setting of KINECT 

 

Fig. 7 (a) shows distance from KINECT for a left and 

right foot measured by KINECT. The blue line shows the 

distance between the left foot and KINECT, the red line 

shows the distance between the right foot and KINECT, and 

the green line shows the length for the left foot minus the 
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length for the right foot. The minimum and maximum values 

of the green line very clearly correspond to FS for each step. 

Three-point moving average curves for measured data are 

shown in Fig. 7 (b) for reference. Circled parts correspond to 

movement of the feet from the mid-stance to terminal stance. 

Since the three-point moving average masks such feet 

motions, we decide to present a graph containing raw data.  
 

 
(a) Raw measured data 

 

 
(b) After processing with three points moving average 

Figure 7. Measured length between KINECT and the left or right foot 

 

We experimentally evaluated the accuracy of measured 

FSs. Participants were eight unimpaired university students. 

They walked on three sets of stride markers of 30, 60, and 70 

cm as shown in Fig. 8.   

 

 

Figure 8. Three pitches markers for the accuracy of measured FS 

Experimental results are shown in Table II. Since the 

range within which KINECT can definitely measure is 

between 1.5 and 4.5 m, average values in Table II are 

averages of absolute values for strides between them. Errors 

were less than 10%, and the standard deviations were less 

than 3 cm. We evaluate the errors within allowance. 

TABLE II. ACCURACY OF MEASURED FS 

Pitch (cm) Average (cm) Standard deviation (cm) 

30 27.7 2.02 

60 54.2 2.65 

70 63.1 2.67 

 

B. Measured data and consideration 

We measured the acceleration, angle velocity and angle 

for five physically unimpaired students and three walking 

disabilities using a WD as same as the former sub-section. 

Every walking disabilities in this experiment had one-side 

paralysis, and trained periodically at a rehabilitation facility. 

Some of them used a wheel chair and could not walk by 

himself before training. They walked along a straight line to 

MS-KINECT. A WD was attached on the front part of foot 

on the paralysis side as shown in Fig. 9. We measured data 

for each patient two times. 

 

              
(a)  MS-KINECT set up in  (b) WD mounted on a foot of patient 

    rehabilitation facility 

Figure 9. Measurement environment in rehabilitation facility 

 

Figs. 10 and 11 show examples of change of acceleration, 

angle velocity, and angle for a physically unimpaired student 

and a walking disability. Data for two steps are plotted.  

Each flat period (roughly the center period) in these 

figures is when the entire shoe sole touched the floor; this 

period corresponds to phases 2 (loading response) and 3 

(mid-stance). The reason that the value during this period is 

not zero is that the WD measures the angle between the front 

part of the foot and the floor, which depends on the person 

and shoe. Therefore, we reset this angle for the gait 

monitoring shoes described in Section V when the entire shoe 

sole touched the floor. This processing enables the WD to 

measure the angle between the back of the foot and the floor, 

and removes the drift error of the gyroscope. This value does 

not depend on person or shoe. 

The maximum angle velocity at timing A means the 

kicking power from phase 4 (terminal stance) to 5 (pre-

swing), and the minimum angle at timing B means the angle 

to the floor at phase 8 (terminal swing).  
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Lower angle velocity at A in Fig. 10 is about 420 deg./sec. 

On the other hand, higher angle velocity at A in Fig. 11 is 

about 250 deg./sec. Thus, a physically unimpaired student 

and a walking disability obviously differ in terms of gait. The 

walking disability clearly has weaker kicking power at phase 

4 (terminal stance) than the physically unimpaired student.  

 

 
Figure 10. Changes of angle velocity, angle, and acceleration for physically 

unimpaired student  

 

 

Figure 11. Changes of angle velocity, angle, and acceleration for walking 

disability 

Higher angle at B in Fig. 10 is about -18degree. On the 

other hand, lower angle at B in Fig. 11 is about -8degree. 

Thus, a physically unimpaired student and a walking 

disability obviously differ in terms of the angle to a floor at 

phase 8 (terminal swing). This shows that it is difficult for a 

walking disability to raise his or her toe at the terminal swing 

phase. 

The other hand, the acceleration basically changes 

corresponding to the angle velocity and angle. However, they 

have much noise, and their amplitudes are not stable. 

Tables III and IV list the averages and standard deviations 

(SDs) of measured data for angle velocity at timing A and 

angle at timing B. The angle velocity at timing A is clearly 

different between unimpaired students and walking 

disabilities. There is a big difference between them in the 

angle at timing B, however, this value would have sometimes 

overlapped each other. 

 
Table III. Angle velocity at the terminal stance 

Participant Average (deg./s) SD (deg./s) 

Student 509.36 18.91 

Walking disability 342.06 86.52 

 
Table IV. Angle at the terminal swing  

Participant Average (deg.) SD (deg.) 

Student -17.76 8.02 

Walking disability -7.45 8.02 
 

We also measured the FS using KINECT, and the cadence 

for a gait using a WD and KINECT. Table V lists the 

averages and SDs of measured data for the strides. In this 

paper, we define the cadence as the number of steps per 

minute. We estimated the cadence derived from an average 

of 10 intervals between one timing A and the next A, which 

were peak angle velocities of a step, when a WD was used. 

Estimated cadences are listed in Table VI.  

There are clearly differences between unimpaired 

participants and walking disabilities in terms of the FS. FSs 

of walking disabilities are more than 10 cm shorter than those 

of unimpaired participants. On the other hand, the cadences 

of walking disabilities are slightly faster than those of 

unimpaired participants. Most physiotherapists said that FSs 

of elderly people, especially walking disabilities, are usually 

shorter than those of unimpaired people. These data prove 

what physiotherapists know experimentally. 

 
TABLE V. FOOT STRIDE (FS) 

Participant Average (cm) SD (cm) 

Student 60.0 6.5 

Walking disability 42.6 1.8 

 
TABLE VI. ESTIMATED CADENCE  

Participant Average (steps/m) SD (steps/m) 

Student 46.4 5.0 

Walking disability 49.0 6.2 
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On the basis of the results of these experiments, we 

decided to adopt the angle velocity at the terminal stance 

to initial swing, angle between a foot and floor at the 

terminal swing, and average FS to detect warning signs of 

falls. Section V introduces a pair of shoes and smartphone 

application to measure angle and angle velocity, and Section 

VI shows presentation formats for data measured by 

KINECT. 

V. GAIT MONITORING DEVICE 

A. Shoes 

A WD has to be attached somewhere on a body during 

walking to detect signs of tripping to prevent a fall. A WD 

was attached to the front part of the foot in Section IV. 

However, it is difficult for a WD to firmly be set at this place 

for a long time because it is easily detached. Therefore, we 

studied which position is the best to detect the change of 

angle velocity for a foot and angle between a foot and floor. 

We attached WDs to a heel and a lower limb as shown in Fig. 

12.  

For this test, we used STEVAL-WESU1 by STMicro-

electronics (see Fig. 13) as a WD instead of Sony 

SmartWatch 3. This wearable unit includes four sensors: 

- 3D-accelerometer, 

- 3D-gyroscope, 

- 3D-magnetometer, 

- MEMS pressure. 

 

This device is 37 x 40 x 8 mm and weighs 9.6 g. 

We inserted STEVAL-WESU1 into the heel of a shoe as 

shown in Fig. 12 (a) (details in the next sub-section). Angle 

velocity and acceleration data of STEVAL-WESU1 are sent 

to and processed by an Android smartphone. The sampling 

rate was 40ms. We adopt a three-point moving average to 

remove noise. 

 

 
(a) Heel                                     (b) Single limb 

Figure 12. WD attaching position  

 

 

Figure 13. STEVAL-WESU1 by STMicroelectronics 

We requested three unimpaired students to walk with 

their normal gait. Since their data change was basically the 

same, graphs of one participant are shown in Figs. 14 and 15. 

Both plotted lines in Fig. 14 are similar in shape to those in 

Fig. 10. Timing A and B correspond to timing A and B in Fig. 

10. Timing B in Fig. 14, which is the angle at the terminal 

swing, is shown more clearly than that in Fig. 10. On the other 

hand, timing C in Fig. 15 shows the kicking power from 

phase 4 (terminal stance) to 5 (pre-swing) is the same as 

timing A in Figs. 10 and 14. However, the angle at timing D 

in Fig. 15 is between not the foot and floor but a single limb 

and the vertical line to the floor. The plotted angle in Fig. 15 

clearly shows a change of angle for the single limb. 

As the result of this experiment, we decided that the heel 

was the best position to place a WD. 
 

 

Figure 14. Angle velocity and angle data at heel in normal walk 

 

 

Figure 15. Angle velocity and angle data at single limb in normal walk 

 

B. Monitoring application for smartphone 

As described in former sub-section, we determined the 

heel of a shoe is the best place to measure angle velocity of 

the foot and angle between the back part of a foot and the 

floor. We inserted a WD (STEVAL-WESU1 by 

STMicroelectronics) into soles of both shoes. And, we also 

developed a gait monitoring application for Android 



192

International Journal on Advances in Life Sciences, vol 9 no 3 & 4, year 2017, http://www.iariajournals.org/life_sciences/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

 

smartphone which measures and stores the angle velocity and 

angle as shown in Fig. 12. The upper part shows ID of WD 

for the right and left shoe, and the lower part shows angle 

velocities at A in each step for right foot, angle at B in each 

step for right foot, angle velocities at A in each step for left 

foot, and angle at B in each step for left foot. In this 

application, direction of angle is turned. When these graphs 

were measured, a participant played a stroke patient who had 

a one-side paralysis for the right side of the body. Therefore, 

most strength of angle velocity at A for right foot were 

smaller than that for left foot. And, most amplitude of angle 

at B for right foot were smaller than that for left foot.  
 

 

Figure 12. Gait monitoring application for Android 
 

C. Measured data using gait monitoring shoes 

We experimentally monitored the walking gait for two 

participants. They were unimpaired people. They walked and 

played the three types of trips in Fig. 2. Example measured 

data are shown in Fig. 13. Therefore, curves of angles in these 

graphs have different discontinuity to those in other graphs at 

the sole of a shoe touching a floor.   
 

 
(1) Toe on floor at the initial contact 

 
(2) Shuffle instead of swing 

 

 
(3) Toe collision with floor at the initial swing 

Figure 13. Example measured data for tripping with gait monitoring shoes 

 

In (1); toe touching the floor first instead of a heel, and 

(2); shuffling, shapes of angle velocity resemble that of the 

normal walk shown in Fig. 10. However, maximum values of 

angle velocity and minimum angle in a cycle in Fig. 13 (1) 

and (2) are much smaller than those in Fig. 10. Their absolute 

minimum values are also much smaller than those in Fig. 10. 

This feature must show that when muscle strength is weaker, 

more trips occur. The red circle in Fig. 13 (3) shows this 

situation clearly. In the case of a normal walk, angle velocity 

rapidly decreases from the pre-swing to the initial swing. 

However, in (3), the angle velocity limply decreases on the 

way. 

 

VI. GAIT PRESENTATION FORMAT FOR KINECT 

The above gait monitoring device is useful to measure 

degrees of muscle power and the angle between the foot and 

floor. However, they have difficulty measuring the position 

of joints of the lower body such as the foot and ankle. Hence, 

we measured them using KINECT. Since we noticed that 

three kinds of view image (front, side, and top views) were 

useful to find out the strain condition of the upper body [18], 

we adopted these three view graphs for the gait cycle. Before 

measuring joints of the lower body for walking disabilities, 

we measured them for an unimpaired person to evaluate 
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KINECT’s measurement accuracy. The walking course was 

the line shown in Fig. 6. A participant walked in three ways:  

(1) Natural gait: a participant puts one foot on either side of 

the center-line (Fig.14). 

(2) On-line gait: a participant puts his/her foot on the center 

line (Fig.15). 

(3) Circumduction gait: a participant moves his right foot 

naturally and exaggeratedly rotates his/her left-foot away 

from the center-line (Fig.16). Some hemiplegia patients 

move their palsied foot with this walking form. 

 

In Figs. 14 to 16, the original position is the center of 

KINECT for each direction. Since KINECT is set 75 cm 

above the floor, height of the floor is -75 cm. Data for hips, 

ankles, knees, and the front part of feet are presented in these 

figures. 

The front-view shows moving height ranges for each joint. 

However, it is impossible to detect the position of each joint 

of the basis of walking steps. On the other hand, the side and 

top views respectively show the change of each joint in the 

vertical and horizontal directions in accordance with walking. 

The change of the moving height range of hips is very clearly 

shown in all side view graphs. However, measured data for 

the heights of knees, ankles, and feet by KINECT did not 

change smoothly. Since lengths from KINECT for both feet 

were very accurately measured as shown in Fig. 7, we 

decided not to adopt the moving average processing. Hence, 

we will consider whether some processing should be adopted 

to smooth them. 

A top view curve in each graph shows the change of 

length from the center line. From Figs. 14 and 15, measured 

data were shifted to the right when KINECT was used. 

However, left and right feet were put on the center line one 

after the other in the case of on-line walking (Fig. 15 (c)). 

This means that the measured length from the center line is 

basically accurate. 

When a participant exaggeratedly rotated his/her left-foot 

away from the center-line in the circumduction gait, curves 

of his/her left knee, ankle, and foot in the top view clearly 

showed their motions as shown in Fig. 16 (c). Moreover, their 

curves in the side view showed that their motions in the 

vertical direction were bigger than those of the right foot. 

KINECT detected exaggerated motion with high accuracy. 

One physiotherapist said that curves in the side and top 

views would be useful to instruct hemiplegia patients to walk 

more generally. 

 

VII. MEASURING AND ANALYSING A WALKING GAIT FOR 

WALKING DISABILITIES 

We measured angle velocity at the terminal stance to 

initial swing, angle between a foot and floor at the terminal 

swing, and average FS using a proposed gait monitoring 

device and KINECT. Positions of joints on the lower body 

measured by KINECT were presented with the side and top 

   
(a) Front view                                                       (b) Side view                                                                      (c) Top view 

 
Figure 14. Positions of joints on the lower body for natural gait 
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(a) Front view                                                       (b) Side view                                                                      (c) Top view 

 
Figure 15. Positions of joints on the lower body for on-line gait 

 

 

   
(a) Front view                                                       (b) Side view                                                                      (c) Top view 
 

Figure 16. Positions of joints on the lower body for circumduction gait 
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view formats. Since a gait monitoring device did not work 

well at the first measuring date, we measured four patients 

using KINECT only at that day (17/08/2017). We measured 

different four patients using a gait monitoring device at 

different date (23/08/2017).  

A. Measured by a walking gait device 

Measured data for four walking disabilities by a walking 

gait device are showed in Fig. 17. Profiles of patients are 

listed in Table VII. Since Patient A has paralysis in right-side, 

his right foot angle velocities at the pre-swing are lower than 

those of his left foot. His right foot angles at the initial contact 

are approximately equal to an average foot angle of walking 

disabilities listed in Table VI. However, those of his left foot 

 

 
               (1) Patient A                                           (2) Patient B 

 

 
               (3) Patient C                                           (4) Patient D 

Figure 17. Measured data with a walking gait device 

Table VII. Patient profiles measured by a gait monitoring device 

 
 

are changed so hard. Patient B has paralysis in his left-side. 

However, his physical strength is weak, and there is not 

clearly difference between his right and left foot. Patient C 

and D do not have any paralysis. Their physical strengths are 

a little weak, and their toe angles at the initial contact are 

basically low. 

B. Measured by KINECT 

Measured data for four walking disabilities by KINECT 

are showed with the side and top-view as shown in Fig. 18. 

Profiles and average FS for patients are listed in Table VIII. 

 

 
(1) Patient E 

 

 
(2) Patient F 

Patient Sex Age Symtom

A Male 77
Stroke

Right-side paralysis

B Male 67
Stroke

Left-side paralysis

C Male 80
Cervical myelopathy

Lumgago

D Male 70

Quadriplegia

Numbness in both

shoulders and fingers
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(3) Patient G 

 

 
(4) Patient H 

Figure 18. Side and top views for joints of walking disabilities 

 
Table VIII. Patient profiles and foot stride (FS) measured by KINECT 

 
 

The average FS for every patient are less than that of 

walking disability listed in Table V. These data correspond to 

what physiotherapists said they have a gait disturbance.  

The top view curves in Fig. 18 (1) shows that Patient E 

walks in the circumduction gait for his left-side and has 

paralysis in his left-side. An average FS of Patient F is very 

shorter than others. The curve of FS is usually changed 

symmetry to cross points of both feet. However, his curve is 

not asymmetry as shown in Fig. 19. The reason is that he uses 

a cane with his left hand, he sends a cane first, and then his 

right foot near by the position of cane, and finally his left foot 

a little beyond his right foot in a gait cycle. Since he leans on 

a cane with his left hand, his right- hip is shifted to the left. 

Side-view curves of Patient G’s hip and knee in Fig.18 (3) 

show that her both hips and knees do not almost move up-

and-downward. The chief physiotherapist in this 

rehabilitation facility says that she must have mastered this 

walking gait to avoid ache in her both shoulders. There are 

not any features for Patient H in Fig. 18(4). 

 

 
Figure 19. Change of the foot stride of Patient B 

 

VIII. CONCLUSION 

We comparably analyzed walking gait cycle between 

healthy people and walking disabilities using a wearable 

device (WD) and KINECT to detect warning signs of falls. 

On the basis of the results of experiments, we decided to 

adopt the angle velocity at the terminal stance to initial swing, 

angle between a foot and floor at the terminal swing, and 

average FS to detect warning signs of falls. We also 

developed a gait monitoring device comprised of a 

smartphone application and a pair of shoes on which WDs 

were mounted, and proposed using the side and top view 

formats to present data measured by KINECT. Proposed 

warning signs calculated for walking disabilities using 

developed device and KINECT showed clearly difference 

from healthy people. The proposed presentation format also 

made clear difference between them. We plan to develop a 

system that measures effect of rehabilitation quantitatively, 

and a warning system for fall prevention using proposed gait 

monitoring device and presentation formats.  
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Abstract—Its un-obtrusiveness and its inherent safety make
breath analysis a very promising technique in healthcare diag-
nostics. On one hand, it enables the monitoring of biochemical
processes: the volatile organic compounds (VOCs) from the
metabolic processes are generated within the body, travel via the
blood, participate to the alveolar exchanges and appear in exhaled
breath; on the other hand, breath is easily and non-invasively
accessible. Nevertheless, despite its great potential, breath analysis
is not widely used in clinical practice: the high costs for standard
analytical instrumentation (i.e., gas chromatograph-mass spec-
trometer), the need for specialized personnel able to read the
results and the lack of standardized protocols to collect breath
samples, set limits to its exploitation. Here, we describe the Wize
Sniffer (WS), a portable device based on low cost technology,
able to collect and analyze in real time the composition of the
breath. In particular, by means of the WS, the user can evaluate
his/her own cardio-metabolic risk score by self-monitoring the
composition of the breath. Indeed, the presented device is able to
detect, in real time, all those VOCs related to the noxious habits
for cardio-metabolic risk. Nonetheless, the modular configuration
of the WS, makes it usable also for other applications by changing
the type of the gas sensors according to the molecules to be
detected.

Keywords–Breath analysis; E-noses; Gas sensors; Self-
monitoring; Signal processing; Bio-signals; Medical device; Cardio-
metabolic risk prevention.

I. INTRODUCTION

Since the time of Hippocrates, classical medicine has
used the sense of smell as an indicator of human diseases
[1], [2]: the fruity-smelling breath underlined the presence
of diabetes; the stale beer-like odor of the skin was typical
of the persons with tuberculosis; the butcher’s-like smell of
the skin suggested yellow fever, etc. Therefore, early medical
practitioners recognized that the presence of human diseases
changed the odors released from the body and breath.

It was in 1784 when, for the first time, Lavoisier and
Laplace identified the presence of carbon dioxide in human
exhaled breath. However, it is commonly recognized that the
modern breath analysis started in 1971, when Linus Pauling
demonstrated that breath is a mixture of more than 200 volatile

molecules at the levels of part per million (ppm), part per
billion (ppb), or lower [3].

Breath is the product of the composition of inspiratory air,
molecules deriving from ingested food and beverages or from
dermal adsorption (exogenous molecules), and all the volatile
substances in the blood, which are produced endogenously
as part of our normal (or disease-related) metabolism and
participate to alveolar exchanges according to their types,
concentrations, volatilities and rates of diffusion. In addition,
also cells in the mouth, upper airways, and gastro-intestinal
tract contribute volatile molecules to the breath. Human ex-
haled breath is composed of nitrogen (75%), oxygen (13%),
water vapor (6%), carbon dioxide (5%). The remaining 1% is
composed of a series of volatile organic compounds (VOCs)
that are peculiar for each individual. As a consequence, it is
correct to think that every one of us has his/her own breath-
print, which can tell a lot about the state of health.

Breath analysis, for its un-obtrusiveness and its inherent
safety, may play a very important role in health care diag-
nostics. It may be used to detect disease, monitor disease
progression, or monitor a therapy. Indeed, many studies aimed
to correlate breath VOCs to various diseases such as diabetes,
lung cancer, gastrointestinal diseases, etc. [4], [5], [6]. Exhaled
pentane and ethane were investigated as lipid peroxygenation
product in case of oxidative stress [7]; isoprene (the major
hydrocarbon present in human breath) was suggested to be
linked with cholesterol synthesis [8] and cardiac output [9];
breath ammonia may be a useful biomarkers both for the
evaluation of clinical treatments in case of renal diseases [10],
[11] and for monitoring the level of severity in case of liver
diseases [12]; increased levels of breath carbon monoxide
may be due to airway inflammation in asthma and in chronic
obstructive pulmonary disease (COPD)[13].

Comparing with other traditional methods such as blood
test, breath analysis is non-invasive, real-time, and harmless
to not only the subjects but also the personnel who collects
the samples. Nonetheless, despite its great potential, only few
breath tests (among which: carbon monoxide test for neonatal
jaundice, ethanol test for drunk drivers, hydrogen test for the
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evaluation of gastrointestinal transit time, for the monitoring of
intestinal bacterial overgrowth and for the assessing of h.pylori
infection, nitric oxide test for the evaluation of asthmatic
disease) are commonly used in clinical practice nowadays. In
[14] T.H. Risby and S.F. Solga give a fair view of current
status of breath analysis and try to explain the reasons why it
has not gained a wider use yet. One of such reasons is related
to the high costs of the specific, standard instrumentation for
gas analysis (i.e., gas chromatograph, mass spectrometer) and
the need of expert personnel to perform the analysis, which
also are very time consuming [10].

In recent years, the idea of exploiting e-noses also for
clinical applications has gained the attention of the scientific
community [15]. Being quicker than a gas chromatograph, as
they are able to follow the trend in time of breath molecules,
in many studies they have been employed in different fields of
medicine: in oncology, for instance, to identify lung cancer-
related breathprint [16], in infectiology [17], in respiratory
medicine to evaluate asthma [13] or to discriminate between
healthy subjects and patients suffering from chronic obstructive
pulmonary disease (COPD) [18]. Nevertheless, the majority of
such e-noses exploit very expensive technology [19], [20] or
requires complex circuitry [21], [22].

By developing the Wize Sniffer (WS) [1], [23], described
in this paper, we aimed to overcome this limitations:

• the WS is a portable, real-time device, which might
be used not only in laboratory settings, but also in
doctor’s office, or in home environment;

• it is very easy to use, also for non-specialized person-
nel, thus allowing the self-monitoring of own health
state. In addition, it is programmed to send breath
analysis results also to a remote care center;

• it is entirely based on low cost technology: the em-
ployed gas sensors are commercial, semiconductor-
based and easily embeddable in the circuitry; breath
signals are analyzed by a widely employed open
source controller: Arduino Mega2560.

The WS was developed in the framework of SEMEOTICONS
European Project [24], which aimed to develop the Wize
Mirror, (WM) a multi-sensory platform having the appearance
of a mirror. The WM, by means of a series of depth sensors
and multispectral cameras, is able to assess individual’s well-
being state by detecting in his/her face all those signs related
to cardio-metabolic risk [25], [26]. The WS was designed to be
a WM’s tool, in order to detect in human breath the molecules
related to the noxious habits for cardio-metabolic risk: alcohol
intake, wrong diet, smoke. Not only: we aimed to develop a
device whith a modular core, and which could be also used
for broader applications [27], [1].

In the paper, Section II lists the molecules detected
by the WS; Section III describes the devices general
hardware/software architecture; Section IV explains the WS
functionality tests and the experimental results, later discussed
in Section V.

II. THE DETECTED VOCS

Our aim was to develop a device, which could help the
user to monitor his/her noxious habits for cardio-metabolic

risk simply by analysing the breath composition. Therefore,
within the WS, an array of semiconductor-based gas sensors
is able to detect the following molecules:

• Carbon monoxide (CO): in human body, it is naturally
produced by the action of heme oxygenase on heme
when the macrophages of the spleen remove old
and damaged erythrocytes from the circulation. Also,
it is the major compound in cigarette smoke. An
increase of CO in blood is very dangerous, as it leads
hemoglobin to carry less oxygen through the vessels,
because CO usurps the space in hemoglobin that
normally carries oxygen, forming carboxyhemoglobin
[28]. It also increases the amount of cholesterol that
is deposited into the arteries. CO normal levels in
exhaled breath are 2-3.5ppm; increasing levels can be
detected in smokers (13.8 - 29ppm);

• Ethanol (C2H6O): endogenous ethanol levels are 0-
3.9ppm (mean 0.62ppm), normally lower than the
ones found in subjects’ breath after alcoholic drinks
ingestion. However, moderate ethanol consumption, in
healthy subjects, reduces stress and increases feelings
of happiness and wellbeing, and may reduce the risk of
coronary heart disease. Heavy consumption of alcohol,
instead, causes addiction and leads to an accumulation
of free radicals into the cells, causing oxidative stress
[29].

The WS can also provide useful information about metabolism,
carbohydrates adsorption and vascular status by detecting:

• Oxygen and carbon dioxide (O2 and CO2): exhaled
air has a decreased amount of oxygen and an increased
amount of carbon dioxide. These amounts show how
much O2 is retained within the body for use by the
cells and how much CO2 is produced as a by-product
of cellular metabolism. Exhaled O2 amount is about
13.6%-16%. Mean CO2 concentration in exhaled
breath is about 4% (= 40000ppm) [30]. Individual’s
breathing rate influences the level of CO2 in blood
and, as a consequence, in exhaled gas. Breathing that
is too slow causes respiratory acidosis (that results in
an increase of CO2 partial pressure in blood, which
may cause hypertension), while breathing that is too
rapid causes a decrease in CO2 in blood that leads to
hyperventilation and respiratory alkalosis;

• Hydrogen (H2): it is related to the carbohydrates
breakdown in the intestine and in the oral cavity by
anaerobic bacteria [31]. Breath hydrogen levels vary
within a day and from day to day; fasting levels range
between 0.3 and 34.1ppm (mean 9.1ppm). However,
it may vary also among individuals, especially in case
of lactose intolerance and celiac diseases;

• Hydrogen sulfide (H2S): in healthy subjects, con-
centrations of volatile sulfur-containing compounds in
blood are very low. The body uses sulfur compounds
in order to neutralize the action of free radicals
[32]. Among the sulfur-containing volatile molecules,
hydrogen sulfide is considered as a vascular relaxant
agent, as it has a therapeutic effect in various cardio-
vascular diseases.
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III. WHITHIN THE WS: HARDWARE AND SOFTWARE

Here, we describe the hardware and software platforms of
the WS.

A. Hardware
In designing our device, we took into account an important

issue: the greater demands on improvements in effectiveness,
smartness and lower costs of biomedical instruments used in
daily healthcare applications [33], resulted from increasing
limitations of healthcare financial resources as a consequence
of budgetary cuts or constraints.

For this reason, we aimed to design a device entirely based
on low-cost technology. In Figures 1, 2 and 3, WS’ hardware
is shown.

Figure 1. Wize Sniffer’s hardware, internal configuration

Figure 2. Wize Sniffer’s gas sampling chamber detail

The exhaled gases flow into a corrugated tube, made of
polyvinyl chloride (PVC), and reach the gas sampling chamber.
A heat and moisture (HME) filter, made of hygroscopic mate-
rial, absorbs the water vapor present in the exhaled breath: as it

Figure 3. Wize Sniffer’s hardware, external configuration. Its dimensions are:
30x30x14cm

will be described later, the employed gas sensors’conductivity
response is strongly affected by humidity. Integrating such
a filter allows for reducing the humidity of -30% and also
for holding users’ oral bacteria. A PNT Flow-Ree flowmeter
allows for monitoring the user’s flow rate and for calculating
the exhaled gas volume. The core of the WS is the signal
measurement module, that is the sensor array, composed of six
semiconductor-based gas sensors, placed within the gas sam-
pling box. The latter was made up of acrylonitrile-butadiene-
styrene (ABS) and Delrin, which are two materials that do not
interfere with sensors’s sensitivity, and its capacity is 600ml
according to the tidal volume [30]. Within the gas sampling
box, also a sensor for temperature and humidity (Sensirion
SHT11) is placed. In addition, a sampling pump injects, at
a fixed rate (120ml/sec), the sampled exhaled gas to other
two sensors, which have faster response time and work in
flowing-regime. They detect oxygen and carbon dioxide and are
respectively based on an electrochemical cell and an infrared
source. Sensors’ raw output are pre-processed and stabilised
by a signal conditioning module: a series of voltage buffer
amplifiers (LM124-N, Texas Instrument) transfers sensors’
signals from the measurement module to a widely employed
open source controller: an Arduino Mega2560 with Ethernet
module. Finally, in order to facilitate sensors’ recovery time, a
flushing pump was integrated on one side of sampling chamber.
After each breath test, it can be switched on in order to ”purge”
the chamber with ambient air and recovery sensors’ baseline.

In Table I, the employed gas sensors are listed. Our aim
was to find a trade-off between good sensitivity, low cost and
small dimension. As we mentioned in the previous Section, the
WS was developed to detect a set of molecules related to those
noxious habits for cardio-metabolic risk; nevertheless, our aim
was to design a modular sensor platform in order to detect
a broader set of molecules, simply by changing the sensors
according to the VOCs to be identified. As a consequence,
the sensors’ ease of integration in the circuitry was another
requirement we needed.

Optical, carbon nano-fiber (CNF), quartz crystal microbal-
ance (QCM), metal oxide semiconductors (MOS), conducting
polymers (CP), and surface acoustic wave (SAW), are the most
common gas sensor types employed in e-noses [15], [34].
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On one hand, optical gas sensors, as well as quartz crystal
microbalance (QCM)-based gas sensors and surface acoustic
wave (SAW)-based gas sensors are very sensitive; on the other
hand, they are expensive (especially in the case of optical gas
sensors) and need complex circuitry (in the case of QCM and
SAW gas sensors). Also carbon nano-ber (CNF) based gas
sensors are very expensive, especially for their manufacturing.
We chose metal oxide semiconductor (MOS)- based gas sen-
sors: they show long term stability and reproducibility of
gas response [35], great metallurgical and chemical stability
of the sensing material [35], high sensitivity towards target
gases, short reaction and recovery time, easy calibration. In
comparison to other types of gas sensors, MOS-based gas
sensors’ availability, small dimensions, compactness and low
cost make them the most widely used gas sensors [36].

Whithin the gas sampling chamber, six Taguchi
semiconductor-based gas sensors, manufactured by Figaro
Engineering [37] (costs: 25-40 Euro), were integrated.

TABLE I. SENSORS INTEGRATED IN THE WS SENSOR PLATFORM

Detected molecule Sensor Best detection range
Carbon monoxide TGS2442 50-1000ppm

MQ7 20-200ppm
TGS2620 50-5000ppm

Ethanol TGS2602 1-10ppm
TGS2620 50-5000ppm

Carbon dioxide TGS4161 0-40000ppm
Oxygen MOX20 0-16%
Hydrogen sulfide TGS2602 1-10ppm
Hydrogen TGS821 10-5000ppm

TGS2602 1-10ppm
TGS2620 50-5000ppm
MQ7 20-200ppm

Unfortunately, humidity and cross-sensitivity strongly af-
fect the behavior of MOS-based gas sensors [35], as shown in
Figure 4. The water vapour undergoes dissociative adsorption
on metal oxide surfaces and the resultant ions are adsorbed on
the metal oxide surface, impeding, in many cases, the response
of sensor by lowering the sensitivity of the sensing element
[38], [39]. However, a distinction should be done between n-
type and p-type-based sensing materials [40]. As shown in
Figure 4, when humidity icreases, resistance of the n-type-
based film decreases, resulting in a rise in voltage output.

Figure 4. MQ7 output when a rise in humidity occurs.

In our case, humidity plays a very crucial role, as we
deal with human breath. Therefore, we deemed it necessary
to take steps to manage this factor and optimize its effects.
First, as previously described, we put a humidity filter, made

of hygroscopic material, in order to absorb the majority of the
water vapor present in exhaled breath and reduce the humidity
in the gas sampling chamber from a 90% to a 70-60%.
In addition, we integrated, into the gas sampling chamber,
also a temperature and humidity sensor (Sensirion SHT11) in
order to monitor these two parameters. Indeed, we noted that
the temperature inside the chamber remains almost constant
before, during and after each breath test. On the contrary,
relative humidity shows a variation of about 35% while the
subject is performing a breath test (Figure 5). For this purpose,
we i) calculated sensors’ drift due to variations in humidity;
ii) investigated sensors’ sensitivity in precise measurement
conditions [1] (30 ◦C±7%, 70%RH±5%, that are the ones that
occur in the sampling box during a breath test, as shown in
Figure 5.

Figure 5. Temperature and relative humidity in the gas sampling box when a
breath analysis is performed

The relationship between humidity and sensors’ output
Vout (as can be observed in Figure 4) generally can be modeled
by means of a power law (eq. (1)), as reported also by Ho Sohn
and coworkers [41]:

Vout = f(hum) = a ∗ (humb) + c (1)

where a, b and c are constant and specific for each TGS sensor.
Calculating sensors’ humidity drift is useful to potentially
compensate it during the data processing. We considered the
entire range of humidity variation (for instance, 50%-55%RH
in the case of MQ7) and then we calculated the slope of the
curves. Based on the slope, drift coefficient Sd was assessed
for each sensor (see Table II) as the decrease in sensors output
∆V (Volt) per unit decrease in humidity, ∆hum as given in
eq. 2:

Sd =
∆V

∆hum
(2)

By keeping the humidity constant, sensors’ output depends
on the gas concentration only. For this purpose, we investigated
sensors’ behavior in response to a well-known gas concentra-
tions at a fixed humidity and temperature conditions. The used
experimental set-up was the one reported in Figure 6.
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TABLE II. SENSORS DRIFT DUE TO HUMIDITY

Sensor ∆V / ∆hum (mV)
MQ7 296
TGS2620 60
TGS2602 82
TGS821 120
TGS2444 84

Figure 6. Experimental set-up. a) The gas sensors’ raw output are read by an
Arduino Mega2560 connected via USB to a personal computer; b) the

signals are displayed in real time on the computer screen; c) the gas sensors
into the vial, where is placed a saturated solution of NaCl on the bottom.

The gas sensors were put into a vial, where the humidity
was kept at 70%RH±5% by means of a saturated solution of
NaCl placed on the bottom. Measurements were performed
only after the sensors were operated at a fixed temperature for
several hours (at least 2 hours for warm-up).

Then, we injected well-known gases concentration and
registered sensors’ output. The raw sensors output were read by
an Arduino Mega2560 connected via serial port to a personal
computer. The experimental data were displayed in real time on
the computer screen and stored as text files for later processing.
For example, in Figure 7, we can see TGS2620 output when
well-known concentrations of carbon monoxide, ethanol and
hydrogen were separately injected into the vial.

In general, the relationship between sensors’ output Vout
and each gas contribution can be modeled by means of eq. (3).

Vout = f([gas]) = a ∗ ([gas]b) + c (3)

Where c is a constant, b is the constant power-law exponent
and a can be considered as the sensor’s sensitivity coefficient.
These parameters are specific for each TGS sensor. We also
found that the used gas sensors were sensitive to concentration
lower than their best detection range (reported in Table I).

Nevertheless, when a breath analysis is performed, a mix-
ture of gases spreads into the gas sampling box and chemically
interacts with the sensors. In this case, the phenomenon known
as cross sensitivity makes the semiconductor sensors non-
selective. In addition, the detection threshold (that is, the
minimum concentration of gas necessary to a meaningful
change in sensors’ conductivity) depends not only on absolute

Figure 7. TGS2620 output when well-known concentrations of CO, H2 and
C2H6O were separately injected into the vial.

sensitivity to that particular gas but also on concentrations of
the other gases, which partially mask the response to the gas
of interest, as shown in eq. (4) reported by P. Clifford and
coworkers [35] (the equation refers to the case of only two
mixed gases, as an example).

(
Rj

R0j
)
− 1
βj =

(1 +
∑
Kj ∗ [G1j ]

n1j ∗Kj ∗ [G2j ]
n2j )

[O2]
(4)

Where R
R0

is the j-th sensor’s variation in resistance, β is
the power law exponent, specific for each j-th sensor, [G1] and
[G2] represent the concentrations of the two mixed gases, n
is an integer or fractional integer power, specific for each j-
th sensor, K can be considered as the j-th sensor’s sensitivity
coefficient and [O2] is the oxygen partial pressure. In some
cases, for some terms of the summation, there is only one
term per gas, for oters there is a product of several.

We also tried to investigate the cross sensitivity of our
sensors. In Figure 8, we can see TGS2620 response when
well-known mixed concentrations of the three gases (carbon
monoxide, ethanol and hydrogen) were injected into the vial
at the same time.

In this way, how the different VOCs add together and
influence gas sensors output can be understood. The single
gas contribution can be modeled by a power law similar to eq.
(3), but each of them has its ”weight” on the overall output, as
shown in eq. (4). However, because of the multitude of factors
involved, understanding the interaction mechanism behind the
MOS-based gas sensors’ sensing property in general remains
an open issue [40].

Finally, in Figure 9, the WS performing a breath test is
shown.

B. The Software
Given its un-obtrusiveness and its safety, breath analysis

may be used as a daily monitoring analysis tool. To fully
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Figure 8. TGS2620 output when well-known mixed concentrations of CO,
H2 and C2H6O were contemporarly injected into the vial.

Figure 9. The WS while performing a breath test.

exploited its potential, its application must take place not only
in laboratory settings, but also in the clinics, in doctors’ offices,
and at home. Our aim was to develop a device, which could
be used in home environment and which could be able to send
breath analysis results also to a remote personal computer (for
instance, to the one of the own family doctor).

Arduino Mega2560 with Ethernet board samples sensors
signals every 250msec, saves raw vector data and extracts
the maximum value of raw breath curve. Several parameter
and features can be derived from breath curves [42] to fully
characterized them. We chose to calculate the value at curve
plateau as it better describes the chemical balance between
sensorssensing element and target gases. Such data are then
processed and analyzed, as described in Section IV. In order to
send breath analysis results also to a remote personal computer,
we implemented a client-server architecture. It means that,
after performing a test and processing the results, the device,
by means of an internet connection and a communication
protocol, can send the results to the physician, for instance.
Arduino is programmed to execute a daemon on port 23. By
implementing a Telnet server, it waits for a command line from
the remote personal computer and then can provide the data.
A measure is valid if the users exhaled volume equals at least
the one of gas sampling box (600ml).

IV. WS VALIDATION

The aim of the validation was to assess if the WS was
able to monitor and evaluate the individuals noxious habits for
cardio-metabolic risk (smoke and alcohol intake in particular).
For this purpose, as described in [1], the WS underwent a
clinical validation in three research centers: CNR in Pisa and
Milan, CRNH (Centre de Recherche en Nutrition Humaine)
in Lyon. The campaign involved 77 volunteers, male and
female, between 30-65 years of age, with different habits and
lifestyles. People answered Audit and Fagerstrom tests, which
respectively assessed their alcohol and smoke dependence, and
other questionnaires about lifestyle in general.

Exhaled breath composition is strongly inuenced by breath
sampling method [43], as well as by breath flow rate [44],
posture [45], ambient air [46], lung volume [47]. In our case,
also factors such as BMI, sex, age, subjects lifestyle may
inuence the breath composition: for example, alcohol disposal
in men is different than the one in women, and, in addition, it
may depend on body mass index (BMI)[48], as well. There-
fore, breath composition may exhibit not only a strong inter-
variability (among different subjects), but also a marked intra-
variability (relative to the same subject). Moreover, standard
protocols for breath sampling do not exist. The definition of
precise guidelines to collect breath sample would be useful also
to avoid such factors that influence the breath composition.

As a consequence, we considered, on one hand, all these
issues about human breath variability and influencing factors,
and, on the other hand, the methodological issues about
breath sampling [43]. Since our interest was focused on both
endogenous and exogenous biomarkers, we drafted a protocol
which exploited the mixed expiratory air sampling. Such
method of sampling entails collecting total breath, including
the air contained in the upper airways, which involves volatile
compounds that do not participate to alveolar exchanges (dead
space air) [46]. The subjects took a deep breath in, held the
breath for 10s, and then exhaled once into the corrugated tube
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trying to keep the expiratory flow constant and to completely
empty their lungs. However, mixed expired air consists of dead
space, transition phase and alveolar phase. The dead space
and the transition phase contain breath compounds from the
upper airways, whereas the alveolar phase contains the VOCs
resulting from alveolar exchanges, which better represent the
individuals metabolic conditions. As a consequence, a con-
trolled identification of the respiratory phases was performed,
by monitoring the curve of exhaled carbon dioxide (i.e., capno-
gram) and discriminating between dead space air fraction and
end-tidal exhaled air. In addition, the applied manoeuvres such
as breath holding [49], high exhaled volume, lower exhalation
flow rate [50], [51], [52] and single exhalation [53] lead to
an incrase in alveolar VOCs concentrations in breath samples,
thus reducing the impact of the previously listed influencing
factors (especially ambient air).

The study was approved by the Ethical Committee of the
Azienda Ospedaliera Universitaria Pisana, protocol n.213/2014
approved on September 25th, 2014; all patients provided a
signed informed consent before enrollment.

As mentioned before, MOS-based gas sensors are not
selective, thus impeding to calculate the exact molecules’
concentrations. Multivariate methods of pattern recognition
techniques usually allow for overcoming this problem. Pat-
tern recognition exploits sensors’ cross-correlation and helps
to extract qualitative information contained in sensors’ out-
puts ensemble. Therefore, first Principal Component Analysis
(PCA) was performed, in order to provide a representation
of the data in a space of dimensions lower than the original
sensors’ multidimensional space. From a visual, exploratory
analysis of the data, the presence of clusters (see Figure
10) was observed. Then, a Knearest neighbor (KNN) classi-
fication algorithm, previously trained with the data collected
during another acquisition campaign, was adopted to classify
the subjects according to their habits: Healthy (that means,
not in danger of cardio-metabolic diseases), Light Smoker,
Heavy Smoker, Social Drinker, Heavy Drinker, LsSd (Light
smoker and Social drinker), LsHd (Light smoker and Heavy
drinker), HsSd (Heavy smoker and Social drinker), HsHd
(Heavy smoker and Heavy drinker).

The outcomes of the Audit and Fagerstrom questionnaires
were our ground truth. The KNN classifier was able to cor-
rectly classify in 89,61% of cases. Errors were probably due to
TGS2602 and TGS2620 cross-sensitivity for hydrogen. In fact,
for instance, three no-risk subjects were classified as social
drinker probably because of the high presence of hydrogen
in their breath, which caused a rise in these sensors’ voltage
output.

Then, the number of volunteers increased up to 169
subjects. They were classified by clinicians into ”low risk
population”, ”medium risk population”, ”high risk population”
and ”very high risk population”, on the base of their Risk Score
(RS), that is, the sum of the scores relative to Audit (AS),
Fagerstrom (FS) and lifestyle questionnaires, our ground truth
also in this case. Given the significant number of subjects, we
tried to implement a simple model, which was able to predict
subjects RS on the base of breath data. First, sensors’ raw data
were zero-centered and normalized, thus putting in evidence
their qualitative aspects. Then, also in this case, the principal
components were extracted and the PC scores were plotted
against the subjects RS, as shown in Figure 11.

Figure 10. First three principal components. The presence of several clusters
can be observed.

Figure 11. PC scores against subjects risk scores arranged in ascending order.

As can be deduced from the colours (green points derive
from no-risk subjects, the blue ones from low-risk subjects,
the yellow ones from medium-risk subjects, the red ones
from high-risk subjects, the magenta ones from very high-
risk subjects), subjects’ RS were arranged in ascending order.
Except for PC3, from an exploratory analysis, we saw that the
PC scores did not have a sharp increasing or decreasing linear
trend with respect to RS, thus not having enough information
to contribute to any prediction model. Such result matched the
one reported in [54]. Being inspired by this study, we also
implemented an Independent Component Analysis (ICA) on
our data. ICA is a high-order transformation method for data
representation, which extracts independent component from
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the data set. If, on one hand, PCA exploits the real sensors
cross-correlation, ICA originates from the assumption that the
data has a non-Gaussian distribution, which often is a property
of the gas sensors array measurement data [55]. In our case,
breath signals and the environmental ones (noise) get mixed
with each other before the chemical interaction with the sensor
array. In addition, due to sensors’ cross-sensitivity effect, the
conductivity response depends on a linear combination of
individual gas terms, where the effects of one gas can be
masked by the combined effects of others. In addition to this
”competition” among gases, there is an associative interaction
by which the effects of one gas are enhanced by the presence of
another. As a consequence, each sensors output is the result of
a combination of different gaseous contributions. We applied
FastICA algorithm to our data set, and plotted individual
independent components (IC) against subjects’ RS. As shown
in Figure 12, in this case sharper linear trends emerged.

Figure 12. IC scores against subjects risk scores arranged in ascending order.

Then, the data set was split into two data-sets (train data
set and validation data set) to build the prediction model,
which was developed by means of the Matlab LinearModel
Tool. Indeed, by using the independent components, a linear
regression model was built to establish a relationship between
the volunteers’ RS and the breath data pre-processed by ICA.
Then, such model was validated by using the validation data
set. In Figure 13 we can see that the correlation coefficient (r)
between actual and estimated risk scores was 0.8976.

V. CONCLUSION

The field of breath analysis is as old as the one of medicine.
Since the time of Hippocrates, classical medicine has exploited
the sense of smell to identify human diseases.

For its un-obtrusiveness, and its inherent safety, breath
analysis may be a very useful tool in health care diagnostics: to
detect disease, or to monitor disease progression, or to evaluate
the success of a therapy. With respect to other traditional
methods such as blood test, breath analysis is non-invasive,
real-time, and harmless to not only the subjects but also
the personnel who collect the samples. Nevertheless, to fully
exploit such potential, breath analysis should be performed

Figure 13. Actual risk scores versus predicted ones

by using a simple, portable, easy to use instrumentation. In
addition, an important issue should be considered, that is the
greater demands on improvements in lower costs of biomedical
instruments used in daily healthcare applications, resulted from
increasing limitations of healthcare financial resources as a
consequence of budgetary cuts or constraints.

In this paper, we presented the Wize Sniffer, a portable
device, able to analyze in real time the composition of human
breath, and entirely based on low-cost technology: an Arduino
Mega 2560 (a widely employed open source controller) and a
semiconductor-based Taguchi gas sensor array.

Although such type of sensors are strongly affected by
humidity (which in our case plays a crucial role) with a few,
inexpensive arrangements we faced this issue, by integrating
a hygroscopic filter behind the mouthpiece, a temperature
and humidity sensor within the gas sampling box and by
calculating sensors’drift due to humidity. In addition, a robust
data processing helped us to face with sensors’ cross-sensitivity
and human breath inter-variability and intra-variability. When
performing a breath analysis by means of non-selective gas
sensors, one has to face, on one hand, with an uncertainty
of measure which derives from all those factors that affect
the gas sensors’ behavior; on the other hand, one deals with
un uncertainty due to all the physiological conditions that may
inuence the breath composition. Pattern recognition algorithms
turn out the best way to overcome such problem.

The Wize Sniffer is very simple to use, also by non-
specialized personnel: in the presented use case, it provides
the user with a very easily interpretable outcome. The WS
is able to calculate, by means of a simple regression model,
the user’s Risk Rcore (with respect to his/her noxious habits)
and potentially help him/her to prevent his/her cardiometabolic
risk.

However, the user can also send his/her breath analysis
results and Risk Score to a remote healthcare center by means
of an internet connection: indeeed, Arduino is programmed to
implement a simple Telnet Server.
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Finally, a strong point of the Wize Sniffer is also its
adjustability: thanks to its modular design, the gas sensors can
be changed according to the molecules (and then, to the related
diseases) to be monitored. Such characteristic allows for using
such device in broader applications. Indeed, recently the WS
has been used to discriminate and monitor patients with acute
liver diseases by evaluating ammonia levels in their breath. The
evaluation of WS performances also in the case of cirrhotic
patients will be discussed in a future work.

In general, the safety and the un-obtrusiveness of a device
for breath analysis, like the presented one, allow for a daily
monitoring which, even if without a real diagnostic meaning
yet, could represent a pre-screening, useful for an optimal
selection of more standard medical analysis. Undoubtedly,
further big efforts will be done in order to introduce breath
analysis in clinical practice. Scientists and manufacturers
should collaborate in order to standardize, on one hand, the
architectural principles which e-noses have to be based on,
and on the other hand, the procedures for breath sampling, in
order to obtain compatible signals and outcomes that may be
used and processed by different e-nose systems and shared
among physicians all over the world.
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