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Vis-a-Vis: Offline-Capable Management of Virtual Trust Structures
Based on Real-Life Interactions

Marco Maier, Chadly Marouane, and Claudia Linnhoff-Popien
Mobile and Distributed Systems Group

Ludwig-Maximilians-Universität München, Germany
{marco.maier, chadly.marouane, linnhoff}@ifi.lmu.de

Abstract—Online services, particularly those aimed at a specific
user base such as a company’s employees, face the problem
of identity management. Especially when the service constitutes
some kind of social network, i.e., the validity of the users’
identities matters, secure and reliable means for identity verifi-
cation and authentication are required. In this paper, predicated
on our previous work, we propose an identity management
concept based on a) verification through physical presence and b)
authentication through ownership. Our approach being a hybrid
solution between a centralized authority and decentralized trust
management is settled on a sweet spot between security and
convenience for the users. In this extended version, we present
the newly proposed Tree of Trust structure in more detail, and
provide a thourough explanation how the system can be used in
a technically more distributed manner, even supporting offline
operation.

Keywords-identity management systems; authentication; social
network services; mobile computing

I. INTRODUCTION

In this paper, we present an extended version of our
previously introduced concept called “Vis-a-Vis Verification”
[1]. The new additions mainly comprise a more detailed
explanation of our trust relationship structure and a completely
novel explanation of the offline capabilities and mechanisms
of our system.

Nowadays, with about 2.8 billion people using the Internet
worldwide [2] and over 1.1 billion people participating in the
world’s largest online social network Facebook [3], online ser-
vice providers have a clear need for identity management, i.e.,
administration, verification, authentication and authorization
of virtual identities and their real-world counterparts.

Especially when a service’s users are linked to their real-
world identity (i.e., the service constitutes some kind of online
social network) and more so, when the service furthermore
requires a high level of security, a key part of identity man-
agement is to verify that a virtual account really belongs to the
real-world person it is supposed to be linked to, and to provide
a secure and intuitive means of authentication. Typically in
such services, a user Alice would decide for or against granting
certain permissions to a virtual user Bob based on whether she
wants to grant those permissions to the real-world Bob. Thus,
she has to be sure that the user account really belongs to the

real-world Bob (verification), and that nobody else can make
requests on behalf of that account (authentication).

There are several ways of verifying a user’s real-world
identity, which to date either are easy to implement and use
but quite easy to attack, or are reasonably secure but introduce
a huge overhead in the general process of account creation. In
the same way, currently used authentication procedures differ
in potential for security breaches on the one, and intuitivity on
the other hand.

With the now near ubiquitous usage of smartphones, we
see huge potential to improve upon the currently used ways
of identity verification and authentication in online services.
In this work, we present an approach that is based on two key
ideas

• New user accounts are verified to belong to a certain
real-world identity by requiring an interaction of an
existing user with the new user in the real world.

• The users employ their personal smartphone as the
credential for authentication, i.e., the security token is
stored on the users’ smartphone.

Our approach constitutes a hybrid system. There is a central
authority, which is the root of the system’s trust relations and
is controlled by the organisation employing the system. In
order to avoid the typical overhead of sophisticated identity
verification, verification tasks are distributed among the sys-
tem’s existing users. Consequently, our system provides a high
degree of trustworthiness of the user accounts while keeping
the introduced overhead at a reasonable level. To the best of
our knowledge, to date, no other approach has settled on that
sweet spot between security and ease-of-use.

While the basic design of our system depends on syn-
chronous communication with the central authority, we further-
more developed a more sophisticated approach which enables
offline verification of new users.

The rest of the paper is structured as follows. In Section
II, we give an overview of various concepts for identity
verification and authentication, together with their individual
strengths and weaknesses. In Section III, we discuss related
work which is or could be used similar to our approach. In
Section IV, we present our system for identity verification
and authentication. After that, we go into more detail about
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management operations within our newly proposed trust rela-
tionship structure (Section V). In Section VI, we explain the
extended version of our verification procedure which enables
offline usage. After that, we describe a real implementation
of our concept, which has been deployed for production usage
(Section VII). In Section VIII, we describe some scenarios how
our approach could be used, and in Section IX, we conclude
with an outlook at future work.

II. IDENTITY MANAGEMENT

Identity management of online services comprises several
sub-topics like authorization and management of user accounts.
The focus of this work specifically lies on identity verification
and authentication. We define identity verification as the
process to check the real-world identity of a person and to
connect this identity to a virtual account. Authentication then
requires some kind of credential to prove that a request is made
by that virtual account (i.e., on behalf of the real person).

A. Identity Verification

There are several mechanisms to verify an online identity,
i.e., to link a virtual account to a real-world person. These
mechanisms can be categorized into three groups, namely
verification through another online identity provider, verifica-
tion through a second communication channel and verification
through physical presence.

1) Verification through another online identity provider:
The idea of this mechanism is to rely on a third party to verify a
new user account. The typical and most widely used example is
to require an existing email address when a new account shall
be created. To confirm the email address, the online service
sends a message to the registrant containing a confirmation
link. By clicking the link, the new user can ensure that he is the
real owner of the email address. In this case, one relies upon
the third party to have checked the identity of the potential
user. Thus, it depends on the third party whether the real-
world identity is verified, and even if so, typically the real-
world identity is not handed over to other parties, leaving the
online service with the email address only.

An email address of course is only a very weak personal
detail for a real identity. Another approach is to rely on real
identity providers. For example, online services like Face-
book.com, plus.google.com, or LinkedIn.com manage user
profiles, which are verified to some degree. These services can
be used either through proprietary interfaces (e.g., Facebook
Login [4]), or by employing standardised mechanisms like
OpenID [5].

Verification through a third party often is the most con-
venient method of identity verification, both for the end user
and the online service provider. The main drawback is the
dependence on the trustworthiness of the third party.

2) Verification through a second communication channel:
Another approach is the integration of a second communication
channel into the verification procedure, typically using an
endpoint which requires or inherently is linked to a more
sophisticated identity verification like a mobile phone number
or a postal address.

When using a mobile phone number, the online service
e.g., can send a randomly generated unique token as a text
message to the phone. The user then has to enter that token
into a form at the online service, which ensures the provider
that the user really is the owner of that specific phone number.

A similar procedure can be performed by sending the token
in a letter to the user’s postal address. Though this alternative
takes several days to complete, the online service can obtain
a verification of the user’s name and residency.

Again, one relies on a third party to verify the identity
of a new user. However, e.g., mobile phone providers are
required by law to verify the identity of their customers in
most countries, leading to a higher trustworthiness of those
third parties compared to the previous approach (II-A1).

3) Verification through physical presence: The most so-
phisticated variant of identity verification is verification
through physical presence, i.e., the user whose identity has
to be checked is in direct proximity of authorized personnel
of the online service provider or a trusted third party which
acts on behalf of the provider.

Depending on whether the verifying person already knows
the to-be-verified user or not, the new user might have to
provide official identity documents like passports or ID cards
to prove its identity.

Physical verification by the online service provider itself
can be regarded as the most secure option. However, it is
often unfeasible to establish a dedicated verification entity at
the provider and to manually check the identity of maybe
thousands of users. Therefore, services like Postident [6] by
German logistics company Deutsche Post exist, which provide
personal identity verification for third parties. In this case, a
new user could verify its online account in one of the many
stores of the logistics company.

Summing up the alternatives, verification through another
online identity provider can be regarded as the most convenient
but also most insecure variant. Verification through a second
channel like the mobile phone network or old-school snail
mail is more reliable due to law-enforced requirements or
the sheer characteristics of the channel (e.g., name and postal
address is correct when the letter arrives). However, it is
also less convenient and more costly for the participants.
Finally, verification through physical proximity provides the
most secure procedure at the cost of increased effort for both
the online service provider and the end user.

B. Authentication

Within the scope of online services, authentication can be
defined as the act of confirming the origin of a request, i.e.,
from which user or account the request was sent. One can dis-
tinguish between three categories (factors) of authentication,
namely authentication by something you know (knowledge),
by something you are (inherence), and by something you have
(ownership).

1) Something you know: This authentication factor involves
some kind of secret only the respective user knows. Typical
examples are passwords or pass phrases, personal identification
numbers (PIN), or challenge response procedures (i.e., asking a
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question only the user can answer). This way of authentication
usually can be implemented without much overhead at the
provider, but is prone to security breaches resulting from users
employing secret credentials too easy to guess or infer from
other knowledge. Furthermore, this method can be attacked
through phishing [7].

2) Something you are: This means of authentication is
based on the behavioral and/or biological characteristics of
an individual. Typical methods are to recognize fingerprint,
face, voice or retinal pattern. Using inherent characteristics of
a human being is convenient for the user because she does not
have to remember a secret, but often is complex to implement,
error prone and furthermore, the user might be unwilling to
share such personal details with a provider.

3) Something you have: In this case, authentication is based
on the possession of a key, smart card, security token and the
like. In the scope of online services, using this method has the
advantage that longer and much more complex security tokens
can be used, compared to an ordinary password a user has to
know by heart. Implementation usually is straight-forward at
the provider, and this method furthermore is very intuitive for
the users since it resembles the real-world usage of ordinary
keys. However, users might be unwilling to carry additional
hardware such as smart cards with them.

Comparing the three methods, authentication based on
ownership is the best compromise between security on the one
hand, and intuitivity for the users on the other hand. However,
using a dedicated hardware component might not be feasible.
The latter can be prevented when using a user’s smartphone
to store the token [8].

C. Problem statement

Today, most online services rely on a verification procedure
based on third party identity providers, typically only requir-
ing a valid email address, and employ username-password-
credentials for authentication (i.e., something you know). As
we have explained, verification through physical presence
and authentication via something you have would be a very
promising combination regarding security and intuitivity and
would therefore be a superior solution to those mechanisms
currently most widely used. However, existing ideas result in
increased inconvenience for the end-user and more complexity
at the provider.

In this work, we present a solution that uses that exact
combination of identity verification by physical presence and
authentication by something you have, which at the same time
keeps the typical overhead at a feasible and usable level.

III. RELATED WORK

As seen in the previous section, there is a multitude of
ways and combinations online services can perform identity
verification and authentication. In this section, we focus on
systems that resemble our approach with regard to the em-
ployed concepts.

Public Key Infrastructures (PKI) are the most widely used
method conceptually comparable to our approach. Digital cer-
tificates are issued and verified by a Certificate Authority (CA),
which can then be used to authenticate oneself. Dependent on

the CA and the type of certificate, obtaining this credential
requires the verification of one’s real-world identity [9]. PKIs
are used in conjunction with Secure Socket Layer (SSL)
to ensure secure communication, which in general results
in increased complexity leading to vulnerabilities, e.g., with
regard to validation of SSL certificates within non-browser
environments [10]. However, the main disadvantage is that
PKIs in its current form are mostly aimed at organisations
and corporations, and distribution of certificates to individual
users often is not possible to employ with only a reasonable
overhead. Since PKIs allow for hierarchical relationships be-
tween the CAs among themselves (i.e., one CA may vouch
for another), the resulting structure can be regarded as a tree,
which is similar to our approach.

An alternative to the rather centralized trust model of a
PKI, which relies exclusively on CAs, is the Web of Trust
concept. The latter is a decentralized approach to certificate
signing, requiring the users to ensure their respective identities
among themselves, often based on personal encounters [11].
PGP and GnuPG are well known implementations of this
concept, which allow people to exchange messages securely
with mutual authentication [12].

A core concept of the Vis-a-Vis system is the so-called
tree of trust (see Section IV-D). There are similarly named
concepts in other areas which should not be confused with
our approach. Presti [13] defines a “tree structure of trust”
within the scope of Trusted Computing. In this case, the
tree’s nodes represent the components of the whole Trusted
Computing platform, i.e., from the hardware modules up to
the applications. Verbauwhede and Schaumont [14] take a
similar approach by partitioning different abstraction levels
of electronic embedded systems (e.g., the software level or
the circuit level) into secure and non-secure parts. They call
the resulting structure a “tree of trust”, too. Although both
approaches regard trees as a suitable structure for representing
trust relationships, they are aimed at different scopes than our
system.

IV. VIS-A-VIS

In the following, we describe the Vis-a-Vis concept for
identity verification and authentication.

A. Authentication

In order to authenticate the users in the Vis-a-Vis system,
a notion of the “something you have” principle is used. The
idea is based on the omnipresence of mobile devices such as
smartphones or tablets, and the assumption that such devices
(or specific accounts on them in case of multi user systems)
belong to one and only one user. The device is like a key in the
physical world. Authenticating the device therefore suffices to
authenticate the respective user.

Technically, authentication is performed by issuing a secret,
unique token to each device in the system, which then is
included in all requests of the device to the backend (i.e.,
the provider). To prevent leaking the token, communication
between mobile devices and the backend has to be encrypted
(e.g., by using SSL). To authenticate the backend itself, tradi-
tional means such as SSL certificates can be used.
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Figure 1. Participants forming a tree of trust, consisting of three levels root,
seed and non-seed. Each subtree also is a tree of trust in itself.

B. Participants

Vis-a-Vis is a hybrid system with some core components
being central elements and most of the other participants
self-organizing in a decentralized manner. As such, it is not
intended as a single web-wide system but to be deployed
individually at organizations. A schematic overview is depicted
in Figure 1.

The Vis-a-Vis provider is the central entity representing
the respective organization. It is fully trusted by default since
it manages the whole system. At the moment, there is no
interaction beyond provider boundaries and thus, there is no
need for further, mutual verification of different Vis-a-Vis
providers among themselves.

Providers are responsible to activate seed users. These users
are verified directly by the provider, by any means regarded
secure enough for the given scenario, e.g., by authorized per-
sonell such as system administrators verifying a user’s identity
in person (on-location) or by sending activation information via
snail mail. Seed users are fully trusted by the provider.

In order to distribute the verification overhead among the
participating entities, seed users can further activate non-seed
users. The identity of non-seed users is verified by seed users
through physical proximity, i.e., seed users may decide to hand
over the activation token (from mobile device to mobile device)
based on existing knowledge (seed user already knows the new
user) or based on official documents (seed user checks, e.g.,
ID card or passport).

Non-seed users are also allowed to activate new users - in
the same manner as seed users - resulting in further non-seed
users. As a consequence, non-seed users differ in their distance

from the root node (distance from root, see Section IV-E), a
measure which can be used to quantify the trustworthiness of
a user.

C. Protocol

Adding new users to the system is performed in several
steps (see Figure 2). First, an online identity (i.e., an account)
has to be created for the new user at the provider (step 1). This
step can be triggered by the user itself, by the provider (which
is reasonable when the future users are known upfront, such as
within a company) or by an existing user. It is important to note
that in this step, only the account is created (i.e., prepared). It
is neither yet activated nor linked to the user’s device, i.e., it
is not usable, yet.

In order to activate the account, the user needs a one-
time key which is generated by the provider. This one-time
key can only be given to the new user by the provider
itself or by an existing user - the latter case being the more
interesting. The new user asks an existing user to verify her
identity (steps 2 and 3). The existing user wanting to activate
the new user requests the new user’s one-time key from the
provider (steps 4 and 5) and then forwards it to the new user
(step 6). The forwarding has to be done in a way requiring
physical proximity (i.e., “vis-a-vis”), e.g., transfer via Near
Field Communication (NFC) or optical codes like QR codes.

After receiving the one-time key, the new user sends the
key directly to the provider (step 7). The provider now checks
whether it is the correct key for the respective user and, when
confirmed, sends an authentication token back to the new user
(step 8). The user includes this token in all subsequent requests
to the backend to confirm their authenticity (step 9).

D. Tree of trust

Performing the above protocol using the described par-
ticipants results in a tree-like structure. Since this structure
describes the evolved trust relations between the users, we can
formally define a tree of trust

T = (V,E) (1)

with nodes V and edges E as a rooted tree with root node
r ∈ V (the Vis-a-Vis provider), an arbitrary number of seed
nodes (seed users)

S = {s : s ∈ V ∧ (r, s) ∈ E} (2)

and an arbitrary number of non-seed nodes (non-seed users)
S̄ = V \ S. Each rooted subtree

T ′ = (V ′, E′) (3)

with E′ ⊆ E and V ′ = {v′ : v′ ∈ V ∧ (∃v′′ ∈ V ′ : (v′′, v′) ∈
E′ ∨ (v′, v′′) ∈ E′)} is also a tree of trust, i.e., each node can
be regarded as the root of its own tree of trust containing users
which have been activated by itself or its descendants.

Trees of trust are an analogy to the idea of the web-of-trust.
The difference is that trees of trust represent a hierarchy of
users allowing for a more intuitive assignment of capabilities
with regard to some metric (see Section IV-E) whereas in a
meshed graph the structure of trust relationships is harder to
grasp.
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Figure 2. The Vis-a-Vis protocol.

E. Distance from root Dr

There is a single path P (x, y) between each two nodes x
and y in the tree, defined as

P (x, y) = (v1, . . . , vn) (4)

with vi ∈ V, v1 = x, vn = y, (vi, vi+1) ∈ E. Based on that we
define a measure distance from root Dr as

Dr(v) = |P (r, v)| (5)

A user’s distance from its tree’s root is a measure for the
user’s trustworthiness. This measure can be considered when
assigning rights or capabilities, e.g., one might limit the length
of an activation chain, i.e., the path from the tree’s root to the
user, to a constant C, i.e., ∀v ∈ V : Dr(v) < C.

F. Weighted Tree of Trust

Often it might be desirable to establish a more flexible
scheme to assign a trust value to the nodes, considering not
only the length of the path from them to the root node but also
impact factors like the trustworthiness of the used activation
channel.

Furthermore, in some scenarios it is useful to not regard
the users as the tree’s nodes but their individual devices. Users
often possess several mobile devices and it is advisable to issue
individual authentication tokens to each device. In case a token
is compromised, one can revoke the token without affecting the
user’s other devices.

weight w

weight w+1

weight w+1

weight w+0

Figure 3. Part of a weighted tree of trust, showing activation of new users
(with decreasing trustworthiness) as well as self-activation with edge weight
0 (i.e., no loss of trustworthiness).

Activating a new device by oneself would reduce the trust
value of the new device when using the distance from root
measure. This can be the desired behaviour, but more often
the same person should have the same capabilities on each of
its devices.

This problem is solved by introducing weights on the tree’s
edges (see Figure 3), i.e., each edge (x, y) is assigned a weight
wxy correlating to the trustworthiness of the edge itself. Thus,
one can define a new trust measure Trust as

Trust(v) =
∑
{wvivi+1

: (vi, vi+1) ∈ P (r, v)} (6)

When setting the weight of all edges to 1, Trust(v) = Dr(v).

Using the Trust measure one can allow activation of one’s
own devices without loss of (calculated) trustworthiness by
setting the edge weight to 0. On the other hand, one can also
assign edge weights > 1 to mark “more insecure” activations.

V. TREE OF TRUST OPERATIONS

In order to build and maintain the Tree of Trust structure,
several operations are required for handling certain events such
as a new user joining the system. These basic operations are
adding, removing, promoting and demoting nodes. For most
of these operations there is no definitive way how they should
be done, they rather depend on the given scenario. In the
following, possible behaviors are described, which span most
of the intended use cases.

A. Adding

When a new user gets activated, i.e., an existing user or the
provider has verified her identity by performing the Vis-a-Vis
protocol, a node corresponding to the user (or rather the user’s
device) is added to the tree of trust. In case of an unweighted
tree, simply adding the node is sufficient. In case of a weighted
tree, one has to determine the weight to be assigned to the
newly introduced edge in the tree. The weight, e.g., might
be dependent on the trustworthiness of the employed channel
for performing the verification procedure or the participating
users (e.g., when a user activates another device of herself, the
weight typically is 0).



6

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

B. Removing

The tree of trust itself is not meant to be a structure to
manage a system’s users themselves but rather their trustwor-
thiness. Thus, it is not required per se to remove inactive users
from the tree because the trustworthiness of a user often is
not affected by the other users’ status. However, oftentimes it
might make sense to keep the tree of trust nodes in sync with
the system’s current state of active and inactive/removed users.
Furthermore, in case a device (or its access token) gets stolen,
it is required to remove the corresponding node from the tree
of trust.

When a node is removed from the tree, it has to be taken
care of its child nodes. There are two cases: i) the node has
been removed because it has been compromised, i.e., its child
nodes’ trustworthiness might be affected, and ii) the removed
node was in a secure state, i.e., its child nodes’ trustworthiness
is not affected.

In case i), the child nodes have to be removed recursiveley
as well because they might have been activated by an unautho-
rized user. In order to prevent removal (i.e., deactivation) of a
lot of nodes which might have been activated before the node
was compromised, it is recommended to store a timestamp
of the node’s activation, so that only child nodes get removed
which have been activated after a given date (e.g., the last time
the node is known to have been in an uncompromised state).
The other nodes then can be treated like in case ii).

In case ii), child nodes should be kept in the tree and should
retain their assigned trustworthiness. This can be accomplished
in two ways. One approach is to keep a placeholder of removed
nodes in the tree. Such nodes are called ghost nodes. They
cannot perform any further actions, but are left in the tree to
preserve the value of trust calculations for its child nodes. The
other way is to reassign child nodes to another parent node.
This theoretically can be any node, but usually should be the
parent node nP of the removed node nR itself. In order to
preserve the trust value of a given child node nC , the newly
introduced edge (nP , nC) has to be assigned the sum of the
weights of the edges (nP , nR) and (nR, nC), i.e.,

wnP ,nC
= wnP ,nR

+ wnR,nC
(7)

The first approach has the advantage to retain the activation
chains that really happened and it can be applied to unweighted
trees as well. The second approach on the other hand does not
need to keep track of ghost nodes, but is only applicable to
weighted trees.

C. Promoting

It can happen that a user (i.e., her device) gets activated
a second time, maybe by a user at a higher level in the
tree of trust (leading to a promotion of the user, i.e., an
increased trustworthiness). This facilitates self-organization of
the userbase, since users might first be verified by the “next
best” user (fast activation) and then at a later point in time
be reactivated by another user to gain a higher trust value.
Analogly, also the weight of an edge could be decreased, which
can be reduced to a user being reactivated by the same parent

in a more trustworthy manner. The question again is how child
nodes should be treated in such events.

The simplest way is to transitively accept increased trust
values for all of the node’s children as well, i.e., the reactivated
node gets reassigned to the new parent node leading to the
whole subtree being moved within the tree. Most of the time,
this is a reasonable approach.

However, it might also be the case that the child nodes’
trustworthiness should not be affected by a promotion of their
parent. In this case, the reassignment of a node can be reduced
to removing and then adding it again (see Sections V-A and
V-B). In case one opts for the ghost node approach, it might
be reasonable to keep a reference from the ghost node to the
actual node’s new location in the tree. When using the second
approach, the new parent of the child nodes of course should
be the existing parent at its new location in the tree, however,
with the weight of the connecting edge adjusted so that the
child nodes preserve their previous trust value.

D. Demoting

As a counterpart to promoting, nodes might also get
demoted, i.e., reassigned to a parent farther down the tree of
trust or the edge weight might be increased. In general, one
can treat this event in the same ways as a promotion of a node.

However, demoting a node might affect existing activation
chains. i.e., it could be that some activations would have been
prohibited by given rules or constraints (e.g., farthest distance
from root for new activations) if the demotion had happended
earlier. In case the demotion is intentional because of, e.g., the
previous trust value being higher than what is reasonable for
a given node, it might be required to deactivate and remove
certain child nodes.

Depeding on the specific rules and settings in a given
system, whenever the trust value of a non-leaf node changes
(i.e., in case of promotion or demotion), the corresponding
subtree might have to be examined recursively to maybe alter
values or status of edges or nodes.

VI. OFFLINE USAGE

So far, the Vis-a-Vis protocol for account verification
and activation (see Section IV-C) depends on a synchronous
procedure, i.e., both the existing user and the user to be
activated have to be connected to the system, i.e., the Vis-a-
Vis provider. We found this to be a rather fierce requirement,
especially in one of our intended deployment scenarios (see
Section VIII-B).

In this section, we will introduce an extension to the Vis-
a-Vis protocol, which allows for offline verification of new
users, without synchronously communicating with the Vis-a-
Vis provider. The extended protocol even enables transitive
activations without requiring communication with the provider
until a given account wants to use the service for the first time.

In its basic version, the Vis-a-Vis protocol requires that the
account (i.e., profile information) for the new user is created at
the provider upfront. This can happen in one go with but can
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Figure 4. The extended Vis-a-Vis protocol, allowing offline usage.

also be decoupled from the verification itself. In order to acti-
vate a given account, the new user then has to be handed over
a one-time key from the provider via an existing (authorized)
user. This second step requires synchronous communication
with the provider and thus has to be replaced by an offline
capable mechanism. This mechanism is based on public-key
cryptography and is explained in the following.

A. Preliminaries

In the extended activation process, the participating entities
again are the provider P , an existing user A and a new user B.
P owns a key pair consisting of the private key PrivP and the
corresponding public key PubP . The latter has to be known
to all participating entities.

Just as before, P stores user profiles containing Personally
Identifying Information (PII), such as forename, surname and
date of birth. In this extended variant, each user profile
furthermore contains the user’s public key, i.e., the profile of
user A is defined as the tuple:

ProfileA =

(ForenameA,SurnameA,DateOfBirthA,PubA)
(8)

Of course, A itself has to be in possession of the cor-
responding private key PrivA. Essentially, every user in the
system owns her own key pair, which then is used to au-
thenticate messages with the help of digital signatures. In
the following, the notation [Data]PrivX

means that the data
packet Data is signed with the private key PrivX , i.e., its
authenticity can be verified with the corresponding public key
PubX . [Data]PrivX

consists of Data itself plus the computed
signature SigPrivX

(Data).

B. Offline Verification

The basic idea of the extended protocol is to digitally sign
the profile information ProfileB of a new user B with a private

key of which the provider already knows the corresponding
public key. The provider then can check that the profile
information were verified by an existing user in his system.
The extended protocol is depicted in Figure 4.

The process starts with B generating his own key pair
consisting of PubB and PrivB and then creating the data
packet [ProfileB ]PrivB

. When meeting a suitable existing user
A (steps 1 and 2), B transfers this data packet to user A
(step 3). The transfer can happen through any communication
channel but typically one would employ the same means of
data exchange as used for real vis-a-vis transmissions, such as
optical codes or NFC.

User A first has to check the validity of the signature of the
received packet to make sure that B really is in possession of
the corresponding private key of the public key PubB , which
is included in ProfileB . In case the signature is valid, A signs
ProfileB with his own private key, i.e., A creates the signed
identity

SIB,A = [ProfileB ]PrivA
(9)

SIB,A then has to be handed over to user B (step 4). This
step now is required to be performed vis-a-vis just like the
transmission of the one-time key in the basic protocol (see
Section IV-C). It is A’s responsibility to transfer the signed
identity to the real B only and no one else. So far, the whole
process can be performed offline without any interaction with
the Vis-a-Vis provider.

Whenever B now is able to establish a connection to the
Vis-a-Vis provider, she can authenticate and register herself
with the help of the signed identity. To do so, she sends SIB,A

to the provider (step 5). The latter can validate the signature
with the help of the users’ public keys stored in its database.
In case the signature is valid, the provider adds ProfileB to
its database and provides B with a new access token she can
use to authenticate herself when accessing any services of the
system (step 6).

C. Pending Chain

Regarding the above process, a question may arise: What
if B verifies another new user C before B itself has sent its
signed identity to the provider, i.e., the provider does not know
that B is a valid user? In this case, new accounts such as
C arrive in a pending state. As C might also verify further
users, it is possible for longer pending chains to come into
existence. Being pending means that the provider has received
the signed identity of a new user and has provided the user
with a (maybe temporary) access token, but has not yet granted
any permissions to the new user because there are users in the
pending chain, which have not yet presented a valid signed
identity to the provider. Whenever the provider receives a new
valid signed identity, it has to check all pending users if their
pending state can be resolved now.

D. Distributed Permissions

The pending chain essentially is another component in the
verification and activation procedure which somehow blocks
the process, preventing new users from accessing the system
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Figure 5. The extended Vis-a-Vis protocol, which is offline-capable and includes distributed permissions management.

before every previous user in the pending chain has been
activated. Furthermore, new users cannot make sure that the
user who verifies them really is a legit user of the system. In
order to solve both these problems, we introduce the concept
of distributed permissions.

We define a set of permissions

Perms = {Perm0, ...,Permn} (10)

and for each permission Permi, we define a set of prerequisites
PrereqsPermi

⊆ Perms.

In the most basic case, there is only one permission Perm0

with the meaning “the user may verify further users”. The
prerequisite for Perm0 to be valid is that the issuing entity also
has the permission to verify further users, i.e., PrereqsPerm0

=
{Perm0}. We define a signed permission as

SPPermi,X,Y = [(Permi,PubX)]PrivY
(11)

meaning user Y is issuing permission Perm0 to user X
(represented by her public key PubX ).

The complete verification procedure with included dis-
tributed permissions management is depicted in Figure 5. Let
A again be an existing user in the system who should be able
to verify new users. A therefore is issued a signed permission
SPPerm0,A,P by the provider (step 1). When A wants to verify
a new user B, she basically follows the procedure as described
in Section VI-B but not only hands over the signed identity
SIB,A but also the signed permission SPPerm0,A,P to B. In
case B herself should be allowed to verify futher users, A also

generates another signed permission SPPerm0,B,A and provides
it to B (steps 2 to 5).

As explained in the beginning, every user in the system
knows the providers public key PubP . B therefore now can
validate whether A is a legit user who is allowed to verify
further users by checking the signature of the signed permis-
sion SPPerm0,A,P with the help of PubP and by checking the
signature of SIB,A with the help of PubA, which is included
in the signed permission. The latter is necessary to make sure
that A really is in possession of the private key PrivA, which
corresponds to the public key PubA to which the permission
Perm0 was issued.

B now can verify another user C by following the same
procedure as above (steps 6 to 9). However, B has to pro-
vide several information packets to C, which are needed to
represent the current verification state:

1) SIC,B

2) SPPerm0,A,P

3) SPPerm0,B,A

4) SPPerm0,C,B (optional)

Based on these information, both C itself as well as the
Vis-a-Vis provider are able to validate the correctness of C’s
verification, even without B being activated yet. To do so,
one has to recursively check the provided information. First,
the signature of the signed identity SIC,B is checked with the
help of public key PubB , which is included in the signed
permission SPPerm0,B,A. Then, it has to be made sure that
PubB belongs to an entity which is allowed to verify new
users, i.e., which has been issued the permission Perm0.
Therefore, the signature of the signed permission SPPerm0,B,A

has to be checked with the help of the public key PubA,
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which is included in the signed permission SPPerm0,A,P . Since
A is another user and not the provider itself, it now has to
be checked whether A has the preconditional permissions to
issue Perm0. In this case, this means that A must also have
been issued permission Perm0. The latter can be validated by
checking the signature of the signed permission SPPerm0,A,P

with the help of the pre-shared public key PubP of the
provider.

By including the complete history of issued permissions in
a given verification chain (which can be of arbitrary length),
the validity of a user verification can be checked indepen-
dently of the state of previously verified users. Thus, upon
receiving and validating such a verification chain (step 10),
the provider may hand out an access token to any verified
user, no matter if all the other users in the verification chain
have been activated yet (step 11). Futhermore, each user who
gets verified by another user can also check by herself whether
the verification was valid or not, thus preventing misuse of the
offline verification feature.

The usage of signed permissions also enables more com-
plex permission sets. One use case would be to limit the length
of verification chains, e.g., that only chains of maximum length
2 are allowed. In this case, one could define the following
permissions:

• Perm0: “the user may verify further users”

• Perm1: “the user may issue Perm0”

• Perm2: “the user may issue Perm1”

• PrereqsPerm0
= {Perm1}

• PrereqsPerm1
= {Perm2}

An existing user A then might be issued Perm0 and Perm1

by the provider. A now can verify another user B because he
has permission Perm0. He furthermore can issue Perm0 to the
new user B because he has permission Perm1. Consequently,
B can verify another user C. However, B cannot issue Perm0

to another user because B does not have permission Perm1.
Perm1 can only be issued by someone having permission
Perm2, which in this case is limited to the provider itself,
thus preventing longer verification chains.

VII. IMPLEMENTATION

We have implemented and deployed the proposed concept
in a real production environment at an educational institution.
In this section, we will briefly describe the technical imple-
mentation of the various components.

The technical part of the Vis-a-Vis provider has been
realised as a backend service, which is programmatically
accessed through a REST interface. It furthermore provides
a web interface, which is intended for account creation. We
employ a weighted tree of trust (see Section IV-F), i.e., re-
garding the users’ devices as the tree’s nodes and allowing for
self-activation of more than one device. Devices are running a
custom application, which stores the authentication token and
furthermore is used to access protected content provided by
the institution.

When a new user wants to create an account, she does so
using a dedicated account creation web interface of the Vis-a-
Vis provider. Thereby, the user has to provide some personal
credentials like name and date of birth, as well as her affiliation
to certain groups or departments of the institution. When
submitting the registration request, a QR code containing a
unique account ID is shown. The user has to scan the code with
her smartphone running our custom application, which results
in an association of the user’s device to the newly created
account. It has to be noted that at that point in time, only the
association is created, the account itself is not activated, i.e.,
the user cannot access any protected content, yet.

After that, the user has two choices. She either proceeds
to print out a document containing her account credentials
including the associated account ID. She then has to sign
the document and to provide it to authorized personnel at
the institution. The latter now check the provided credentials,
verify the identity of the new user and then can activate the
associated account. The user now can access the protected
content and has become a seed user, as she was verified
by the Vis-a-Vis provider itself. The seemingly cumbersome
usage of printed documents is introduced because at the given
institution, it is legally required that the to-be-created seed
users sign a consent form. Thus, the Vis-a-Vis system is
integrated into the existing workflow.

The alternative way of activating an account is via an
existing user. The system is configured to allow existing users
to activate new users which belong to the same group. In
our mobile application, existing users can browse through and
select users which they can activate. They can request the
needed one-time key from the provider, which then is encoded
in a QR code. The new user can scan this code, resulting in
the described protocol being carried out (see Section IV-C).
Consequently, the new user has become a non-seed user.

VIII. APPLICATIONS

The Vis-a-Vis concept is predestined to be used at any
organisation with a hierarchical structure such as companies,
educational institutions, clubs or small project teams. In the
following, we describe two use cases, in which our system
perfectly fits the inherent structure of the scenario.

A. Use in Companies

A company usually is organised in a hierarchical way,
composed of departments and teams, where permissions often
should be assigned in accordance to that structure. This per-
fectly fits the basic building blocks of the Vis-a-Vis system,
where senior employees might activate other employees. The
hybrid approach of the Vis-a-Vis system ensures that some
kind of central authority is present and thus, that seed users
can be trusted. Each principal of the respective hierarchy
level acts as the responsible seed user of his subordinates.
As an example, the CEO of a company would act as a main
seed user and unlock its subordinate head of department. In
the following, department heads can activate their subordinate
team leaders, and so on.

The resulting tree of trust can be used to assign permissions
and capabilities, not only based on the user’s role but also on
her distance to the last directly verified user (which can be
measured by the distance from root metric).
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B. Use in schools

Another interesting use case is constituted by educational
institutions, e.g., schools. This in fact is the scenario in which
we have already deployed the system. Within a school, several
roles exist, such as teachers, students and parents. These
roles are subject to a predetermined hierarchy with different
permissions. Furthermore, it is of highest relevance that user
identities are verified, i.e., parents and teachers can be sure
that they are corresponding with each other.

In this case, initially only the director of a school might
have access to the system. As a director representing the
highest authority within the school, he has the ability to unlock
teachers as seed users. These in turn have the privilege to
unlock students who belong to their assigned classes. Students
can then activate their parents and give them the permission
to access the school network, too.

A key benefit in this use case is the decreasing administra-
tive costs because of the convenient but secure delegation of
activation responsibilities.

In case a written agreement from the parents is required
by law, the Vis-a-Vis concept is also employable, with parents
being authorized directly by the school management (and
therefore becoming seed users). Parents then are able to
activate further family members by themselves.

In some of our real deployment environments in Germany
we found that the school building (sometimes intentionally)
is constructed to attenuate or even completely shield mobile
network signals, in order to prevent mobile phone usage
during lessons and tests. Wifi networks typically are reserved
for faculty members. Consequently, our basic (synchronous)
protocol was not usable in these environments. We therefore
developed the extended protocol as described in Section VI,
which allows to verify student accounts within the school
building even while being offline. The students later can
complete the registration procedure after school, when they
are back to having internet access.

IX. CONCLUSION AND FUTURE WORK

In this paper, we presented a novel approach to combine
the concept of identity verification through physical presence
with the authentication factor ownership, i.e., authentication by
something you have. We defined a structure called tree of trust,
on which a distance from root metric can be calculated. The
latter is a measure for a node’s trustworthiness, i.e., it can be
used as a parameter for permission assignment. By extending
the concept to weighted trees of trust, one can also allow for
self-activation of further devices as well as activation by more
insecure means, resulting in a lower trustworthiness value. We
described several ways for adding, removing, promoting and
demoting nodes in the tree, which shows its applicability to
various use cases. The system perfectly fits scenarios which
inherently exhibit some kind of hierarchy and require a central
authority, but in which identity verification tasks should be
distributed among the system’s users.

In order to allow distributed verification even without
internet connection (i.e., without being able to communicate
with the central authority), we presented an extended protocol
including distributed permissions management, which allows

for offline usage of main parts of the Vis-a-Vis system. The
distributed permissions system is flexible enough to even allow
complex permissions such as to limit the verification chain to
a certain maximum length.

In future work, it will be interesting to investigate the
integration of proximity proofs, i.e., to check whether the
transmission of the one-time key really has taken place vis-
a-vis, i.e., in direct physical proximity. This would further
increase the system’s security and the reliability on the trust-
worthiness of activated accounts. It is of even higher interest in
the case of our extended protocol. The necessary information
to represent longer verification chains (including public keys,
etc.) can become too large to be encoded in optical codes and
NFC is still not supported by lots of devices. Thus, it might
be required to offload data transfer to communication channels
such as Bluetooth, which has a too long range to be called a
vis-a-vis channel. Integrating proximity proofs would greatly
improve the system’s trustworthiness in this case.

We are furthermore investigating how the offline-capable
and distributed trust and permissions features could be ex-
tended to allow for peer-to-peer operation in order to com-
pletely omit a central authority.
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Abstract—Latest medical diagnostics, such as
genome sequencing, generate increasing amounts of
"big medical data". Healthcare providers and medical
experts are facing challenges outside of their original
field of expertise, such as data processing, data anal-
ysis, or data interpretation. Specific software tools
optimized for the use by the target audience as well as
systematic processes for data processing and analysis
in clinical and research environments are still missing.
Our work focuses on the integration of data acquired
from latest next-generation sequencing technology,
its systematical processing, and instant analysis for
researchers and clinicians in the course of precision
medicine. We focus on the medical field of oncology to
optimize the time spent on acquiring, combining, and
analyzing relevant data to make well-informed treat-
ment decisions based on latest international knowl-
edge. We share our research results on building a dis-
tributed in-memory computing platform for genome
data processing, which enables instantaneous analysis
of genome data for the first time. For that, we present
our technical foundation and building blocks of in-
memory technology as well as business processes to
integrate genome data analysis in the clinical routine.

Keywords-Genome Data Analysis, Process Inte-
gration, In-Memory Database Technology, Precision
Medicine, Next-Generation Sequencing, Alignment,
Variant Calling.

I. Introduction

We present our findings in providing specific software
tools for clinicians and researchers in the course of
precision medicine for integration of high-throughput
genome data as source of diagnostic insights [1]. Preci-
sion medicine aims at treating patients specifically based
on individual dispositions, e.g., genetic or environmental
factors [2]. For that, researchers and physicians require a
holistic view on all relevant patient specifics when mak-
ing treatment decisions. Thus, the detailed acquisition of
medical data is the foundation for personalized therapy
decisions. The more fine-grained the available data is,
the more specific the gained insights will be, but the
complexity of data processing will rise as well. It requires

Figure 1. Data processing steps involved in the analysis of genome
data. Sequencing the samples results in chunks of DNA available
in digital form. During alignment their position within the whole
genome is mapped. Variant calling results in a list of differences of
a fixed reference. The analysis obtains new insights based on the
list of detected variants.

tool support to identify the relevant portion of data out
of the increasing amount of acquired diagnostic data [3].

Figure 1 depicts the genome data workflow in the
course of precision medicine. After a sample has been
acquired, it is sequenced, which results in short chunks
of Deoxyribonucleic Acid (DNA) in digital form. The
DNA chunks need to be aligned to reconstruct the
whole genome and variants compared to a reference, e.g.,
normal vs. pathologic tissue, are detected during variant
calling. The analysis of genome data builds on the list of
detected variants, e.g., to identify driver mutations for a
medical finding [4].

Nowadays, Next-Generation Sequencing (NGS) de-
vices are able to generate diagnostic data with an in-
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creasing level of detail. In contrast to the first draft of the
human genome, which involved thousands of institutes
for more than one decade, modern NGS devices process
a whole human genome within hours [5]. Nowadays, a
sample of human tissue can be processed with more
than 30x coverage in approx. 27 hours [6]. However,
the increased level of detail results in additional data
processing challenges. The following list summarizes se-
lected data processing challenges, which are discussed in
more detail in the remainder of our contribution.

‚ The sheer amount of generated DNA data is a
challenge even for modern computer systems, e.g.,
per sequenced sample of a human tissue approx.
300-500GB of raw data is generated digitalizing the
human DNA with approx. 30x coverage.

‚ Raw DNA data needs to be processed prior to its
analysis, which takes hours to days, i.e., alignment
of DNA chunks to reconstruct a complete genome
and identify variants compared to a known reference
in the variant calling phase as depicted in Figure 1.
Reducing the time for data processing would result
in earlier start of data analysis.

‚ The availability of hundreds or thousands of indi-
vidual cores in a modern computer cluster requires
on the one hand the partitioning of the available
data so that on the other hand specific algorithms
can process this data in parallel.

‚ The analysis of genome data still involves big data,
e.g., hundreds or millions of individual genetic vari-
ants. However, only a minority of these variants
is connected to a certain disease, the majority of
variants are not responsible for any malign changes.
Thus, the analysis of genome data is an iterative and
not a batch-oriented process. It consists of creating
new hypotheses and their verification and requires
software tools that support this kind of interactive
analysis and exploration of genome data.

Figure 2 provides a comparison of costs for sequencing
and main memory modules on a logarithmic scale. Both
graphs follow a steadily declining trend, which facilitates
the increasing use of NGS for whole genome sequencing
and In-Memory Database (IMDB) technology for data
analysis. Latest NGS devices enable the processing of
whole genome data within hours at reduced costs [9].
The time consumed for sequencing is meanwhile a com-
parable small portion of the time consumed by the
complete workflow. As a result, data processing and
its analysis consume a significantly higher portion of
the time and accelerating them would affect the overall
workflow duration.

Our contribution focuses on how to optimize the time-
consuming data processing and analysis aspects of the
workflow by combining latest software and hardware
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trends to create an integrated software system, which
supports life science experts in their daily work.

The rest of this contribution is structured as follows:
In Section II our work is set in the context of related
work. We give a deeper understanding of in-memory
computing in Section III and share concrete design de-
cisions of our software architecture in Section IV. In
Section V we outline our experiment setup and acquired
results. An evaluation and discussion of our obtained
results is given in Section VI while our work concludes
in Section VII.

II. Related Work

The amount of related work in the field of genome data
processing has increased in the last years. However, work
focusing on the implementation of end-to-end processes
and the improvement of scientific work is still rare. Thus,
our work focuses on the integration of these aspects.

Pabinger et al. evaluated workflow systems and anal-
ysis pipeline tools [10]. They observed that existing
tools either miss flexibility or the end-user needs specific
know-how to install and operate them properly. We
address this by introducing a combined system for mod-
eling and execution of individual pipeline configurations
without the need to adapt command line scripts as
presented in Section IV-D.

Additionally, Pabinger et al. analyzed a variety of
variant analysis tools and evaluated their functionality.
For web-based tools they see a drawback in the required
data preparation before the desired analysis can start,
because "[. . . ] files need to be packed, sorted and in-
dexed before they can be used" [10]. We address time-
consuming data transformations and preparations by
replacing them by native database operations within our
incorporated IMDB as outlined in Section IV.
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Wandelt et al. observed in their evaluation a trend
towards more and more cloud-based NGS data manage-
ment solutions [11, Section 4.3]. We also believe that
cloud-based software systems for processing and analysis
of NGS data have advantages over local installations.
For example, the setup, configuration, and operation of
such systems requires trained personnel with specific
bioinformatics background, which can be reduced by
using cloud-based services. Cloud-based approaches also
reduce costs for permanent local hardware resources,
maintenance, and operation [12].

Wandelt et al. also identified the efficient mapping of
workflow tasks in distributed computing environments
and the adjustment of a given workflow to a dynamic
environment as open issues. Our contribution addresses
the modeling of workflows with a dedicated modeling
notation as outlined in Section IV-D and their execution
and resource allocation with a dedicated framework for
scheduling as discussed in Section IV-G.

A first approach to distribute genome data analysis on
a cluster of machines is Crossbow [13]. They use Hadoop
for parallelization and built a pipeline that uses Bowtie
for alignment and SOAPsnp for SNP detection [14], [15].
Their analysis pipeline took less than three hours on
Amazon’s Elastic Compute Cloud (EC2) with 320-cores
distributed across 40 nodes for a 38x coverage genome.
However, their approach was designed for a specific
pipeline setup and requires extra work for adaptations,
e.g., by adding additional variant calling algorithms. We
enable users of our platform to adapt their pipelines
individually using a graphical modeling notation as de-
scribed in Section IV-D.

Our work contributes by providing a system architec-
ture that combines processing and analyzing of genome
data within a single system as outlined in Section IV.
As part of our system architecture, we created a worker
framework developed with the Python programming lan-
guage, which enables integration of computing resources
across platform and Operating System (OS) borders.
Furthermore, our task scheduler controls the execution
of a given workflow, e.g., prioritized processing of in-
dividual pipeline steps, as described in Section IV-G.
It enables parallel data processing of multiple tasks as
described in Section IV-E, e.g., to handle simultaneous
user requests or tasks from multiple departments at the
same point in time.

Galaxy, GenePattern, or Mobyle are selected related
projects in the field of Reproducible Research Systems
(RRS), which focus on enabling researchers to acquire,
process, and document scientific data in a systematic,
transparent, and reproducible way [16], [17], [18].

We address these fields with our platform as well as,
e.g., among others by the following aspects:

‚ Graphical modeling and exchange of analysis work-

flows using a standardized modeling notation as
described in Section IV-D,

‚ Enabling reproducible research results by sharing
data and workflows with other users as described in
Section IV-F, and

‚ Integration of latest international research
databases using our annotation framework as
described in Section IV-I.

III. Building Blocks of In-memory Computing

We refer to IMDB technology as a toolbox of IT
artifacts to enable processing of enterprise data in real-
time in the main memory of server systems [19]. Figure 3
depicts selected in-memory computing building blocks.
The use of IMDB technology for genome data analysis is
driven by the declining cost developments for NGS and
main memory modules as described in Section II.

In the following, we outline selected building blocks of
in-memory computing and their relevance for real-time
analysis of genomic data in the context of our work.

A. Combined Column and Row Store

Historically, separate database systems for processing
of analytical and transactional data evolved. The former
store and process data in a row-oriented format, i.e.,
attributes of one record are stored side by side, while an-
alytical database systems are optimized to scan selected
attributes of huge data sets rapidly, e.g., by maintaining
pre-aggregated totals.

If complete data of a single row needs to be accessed,
storing data in a row format is advantageous. For exam-
ple, the comparison of two customers involves all of their
database attributes, such as inquirer’s name, time, and
content need to be loaded. In contrast, columnar stores
benefit from their storage format when only a subset of
attributes needs to be processed. For example, adding up
the gender ratio of patients treated in a certain period
of time only involves the attributes date and gender,
but the remainder, such as name and birth date, are
not required. Using a row store for this purpose would
require processing of all attributes, although only two
of these attributes are required. Therefore, a columnar
store benefits from accessing only relevant data.

Combining column and row stores improves any kind
of analytical queries while keeping transactional re-
sponse times low. In our case, the use of columnar stores
supports the comparison of multiple genomes to identify
common mutations in the blink of an eye.

B. Complete History

Keeping the complete history of values even after
individual data points have been updated or changed is
the purpose of the insert-only or append-only technique.
Insert-only is a data management approach that stores
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Figure 3. Selected in-memory computing building blocks.

data changes as new entries. Traditional database sys-
tems support four operations for data manipulation, i.e.,
insert, select, delete, and update of data. The latter two
are considered as destructive operations since the origi-
nal data is no longer available after their execution [20,
Section 7.1]. In other words, it is neither possible to de-
tect nor to reconstruct the values for a certain attribute
after their execution since only the latest value is persis-
tently stored in the database. Insert-only database tables
enable storing the complete history of value changes
and the latest value for a certain attribute [3]. This
is the foundation of worldwide bookkeeping systems
guaranteeing transparency.

Insert-only can also be used to trace decisions, e.g.,
in course of incident analysis. For example, consider
a Clinical Information System (CIS) that is used to
store latest decisions on medical dosages. If you directly
replace the current value by a new value for the dosage,
it is impossible to track when a patient received what
dosage of a certain drug. Nowadays, updated dosages are
stored as a new entry with a dedicated timestamp when
they were applied. Using insert-only does not require
this workaround and you can easily update the current
dosage while the IMDB keeps a complete history of
all changes. Thus, the IMDB is capable to reconstruct
the global database state for any point in time using a
specific database query.

C. Lightweight Compression

Lightweight compression techniques refer to a data
storage representation that consumes less space than
its original pendant [19]. A columnar database storage
layout, as used in IMDBs, supports lightweight compres-
sion techniques, such as run-length encoding, dictionary

encoding, and difference encoding [21]. Typically, values
of a database attribute are within a limited subset of the
attribute’s full data domain, e.g., male and female for
the gender type. The lightweight compression technique
dictionary encoding, for example, maps all unique values
to a uniform format, e.g., male=1 and female=2.

The application developer can apply this technique
during design time. However, IMDBs automatically per-
form lightweight compression optimized for the specific
data to store. As a result, there is no longer an ex-
plicit need to map data from a human-readable format
to an optimal storage representation since it is done
transparently by the IMDB. Thus, the time to create
new applications is reduced, the maintainability of the
application code is improved since the source code is eas-
ier to understand, and any data stored in the database
benefits from this kind of optimization without the need
for explicit consideration in the application’s code by the
software developer.

For example, the International Code of Diseases (ICD)
is identical for patients suffering from the same disease.
Instead of storing the ICD redundantly in the database,
dictionary compression stores it once and maps it to
a smaller integer representation. Thus, only the corre-
sponding integer value is stored in the database and all
queries are rewritten to use the integer representation
instead. The original representation is replaced just be-
fore the result set is returned to the client. As a result,
the database executes all operations on compressed data
without the need for explicit decompression, which im-
proves cache-hit ratio since more compressed data fits
into the same amount of cache memory [19].



15

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

D. Parallel Data Processing

Latest computer systems consist of multiple cores
per individual Central Processing Unit (CPU), which
is referred to as multi-core architecture [22, Chap. 2].
Additionally, a single server system can be equipped
with multiple CPUs multiplying the amount of avail-
able computing cores, which is referred to as multi-
CPU architecture [22, Chap. 2]. The hardware of a
single computer system is designed to perform multiple
processing tasks simultaneously. However, to use all
available computing resources most efficiently software
needs to incorporate specific instructions to explicitly
make use of parallelization features, e.g., when adding
up multiple values using the Parallel Addition (PADD)
instruction [23, Chap. 5.3].

Parallelization can be applied to various locations
within the application stack of software systems – from
within the application running on an application server
to query execution in the database system. For ex-
ample, multiple clinical departments access the data
of a single patient simultaneously. Processing multiple
queries can be handled by multi-threaded applications,
i.e., the application does not stall when dealing with
more than one query at the same time. OS threads
are a software abstraction that needs to be mapped to
physically available hardware resources [24, Chap. 2].

A CPU core is comparable to a single worker on a
construction area. If it is possible to map each query
to a single core, the system’s response time is optimal.
Query processing also involves data parallelization, i.e.,
the database needs to be queried in parallel, too. If the
database is able to distribute the workload across multi-
ple cores, a single server works optimal. If the workload
exceeds physical capacities of a single system, multiple
servers or blades need to be installed for distribution
of work to reach optimal processing behavior. From
the database point of view, data partitioning supports
parallelization since multiple CPU cores even on multiple
servers can process data simultaneously [25, Chap. 6].

This example shows that multi-core architectures and
parallelization depend on each other while data parti-
tioning forms the basis for parallel data processing.

E. Data Partitioning

We distinguish between vertical and horizontal data
partitioning [26].

Vertical partitioning refers to rearranging individual
database columns. It is achieved by splitting columns of
a database table in two or more sets of columns. Each of
the sets can be distributed individually, e.g., on separate
databases servers. This technique can also be used to
maintain the same database column in different ordering
to achieve better search performance for mixed work-
loads while guaranteeing high-availability of data [27].

Key to success of vertical partitioning is a thorough
understanding of data access patterns. Attributes that
are accessed in the same query should be located in the
same partition since identifying and joining additional
columns result in additional query processing overhead.

In contrast, horizontal partitioning addresses long
database tables and how to divide them into smaller
chunks of data. As a result, each portion of the database
table contains a disjoint subset of the complete data.
Splitting data into equivalent long horizontal partitions
is used to support parallel search operations across all
data of a database table and to improve scalability [19].

The identification of CpG Islands (CGIs) is a con-
crete application example: CGIs are known to represent
unstable chemical compounds [28]. Their identification
requires a full scan of the genome database table to
identify positions where the bases cytosine and guanine
are direct neighbors. Applying a horizontal partition per
chromosome for the genome table enables scanning of
all chromosomes in parallel. Furthermore, applying hor-
izontal partitioning to each of the chromosome database
tables enables processing of each individual chromosome
by individual CPU resources, e.g., CPU cores.

F. Active and Passive Data

We distinguish two categories of data: active and
passive. We refer to active data when it is frequently
accessed and updates are expected to occur on regular
basis, e.g., data of patients currently treated in a hos-
pital. In contrast, passive data is neither updated nor
accessed regularly. It is purely used for analytical and
statistical purposes or in exceptional situations where
specific investigations require this data. For example,
tracking events of a certain pharmaceutical product
that was sold five years ago can be considered as pas-
sive data. Firstly, from the business’ perspective, the
pharmaceutical can be consumed until the best-before
date, which is reached two years after its manufacturing
date. When the product is handled now, five years
after it’s manufacturing, it is not allowed to sell it any
longer. Secondly, the product was most probably sold
to a customer four years ago, i.e., it left the supply
chain and is typically already used within its best-before
data. Therefore, the probability that details about this
pharmaceutical are queried is very low. Nonetheless, the
tracking history is conserved and no data is deleted in
conformance to legal regulations. As a result, the passive
data can still be accessed but with a higher latency than
active data. Thus, passive data results in a classification
of data stores. For example, passive data can be used for
reconstructing the path of a product within the supply
chain or for a financial long-term forecast.

Dealing with passive data stores involves the definition
of a memory hierarchy including fast, but expensive, and
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slow, but cheap memory. A possible storage hierarchy
is given by: memory registers, cache memory, main
memory, flash storages, Solid State Disks (SSDs), Serial
Attached SCSI (SAS) hard disk drives, Serial Advanced
Technology Attachment (SATA) hard disk drives, and
magnetic tapes [3].

Thus, active data that needs to be accessed in real-
time can be separated from passive data that is ready for
archiving. When data is moved to a passive data store,
it frees fast accessible data stores, e.g., main memory.

To distinguish between active and passive data, rules
for migration of data from one store to another need
to be defined. We refer to them as data aging strategy
or aging rules. We consider the process of aging, i.e.,
the migration of data from a fast to a slower medium
as background task, which is performed regularly, e.g.,
once a month or once a week. Since this process involves
reorganization of the entire database, it should be per-
formed only during times of low database access, e.g., at
night or on weekends.

G. Text Search and Text Mining

We distinguish the following categories of data:

‚ Structured data sources: We define structured data
as data stored in a format, which can be used for
automatic processing by computers. Examples for
structured data are ERP data stored in relational
database tables, tree structures, and arrays.

‚ Unstructured data sources: We define unstructured
data as the opposite of structured data, which
cannot be processed automatically, e.g., all data
that is available as raw documents, such as videos
or pictures. In addition, any kind of unformatted
text, such as freely entered text in a text field, tex-
tual documents, or spreadsheets, are considered as
unstructured data unless a machine-readable data
model exists for automatic interpretation, e.g., a
possible semantic ontology.

In the following, we outline selected features of text
search that can be incorporated by IMDB technology.

Fuzzy search handles a specified level of fuzziness in
search queries automatically, e.g., typing errors. It blows
up the pool of words that are searched for by inverting
pairs of letters or scrambling them. With these methods
additional words can be found that are stored in a wrong
format in the data set to search in. This is very helpful
if humans added the data stored in the database, e.g.,
people, who search for terms, as well as people, who
create textual content may add misspelled data. For ex-
ample, a doctor’s letter can contain various descriptions
for the same result, e.g., “carcinoma”, “karzinom”, or
“carzinoma”. Fuzzy search helps to identify these entities
as relevant for the same search query.

Synonym search addresses the challenge that different
words can have identical meanings. These synonyms can
be used in various contexts, but the search query typi-
cally only contains a single representation. For example,
the medical abbreviation “ca.” and “carcinoma” can be
considered as synonyms. However, “ca.” can also be the
abbreviation for “circa”. In other words, synonyms have
individual meanings per context. To keep track of them,
abbreviations should be considered by their probability
in the active application context.

Entity and feature extraction refers to the identifica-
tion of relevant keywords and names of entities from
documents. This is comparable to tagging in online
web blogs when certain additional meta information
is associated to a document. Entity extraction can be
customized by dictionaries and individual extraction
rules. In this context, dictionaries are lists of entities
with an assigned entity type that enable the database
to recognize the listed entities in unstructured text. A
dictionary contains one or more entity types, each of
which contains any number of entities. Each entity in
turn contains one standard form name and any number
of synonyms. Extraction rules, define the entities of a
specific type using a formal syntax. Such syntax allows
formulating patterns that match tokens by using a literal
string, a regular expression, a word stem, or a word’s
part-of-speech.

IV. High-Performance In-Memory Computing

Platform

Figure 4 depicts the software system architecture of
our high-performance in-memory computing platform
with application, platform, and data layer as Funda-
mental Modeling Concepts (FMC) block diagram [29].
Our High-Performance In-Memory Computing Plat-
form combines data from various data sources, such as
patient-specific data, genome data, and annotation data
within a single system. Thus, it enables flexible real-time
analysis and combination of data in an interactive way
for the first time. In the following, we share details about
design decision and software components of our system.

A. Data Layer

The data layer holds all required data for performing
processing and analyzing of genomic data. The data can
be distinguished in the two categories master data and
transactional data [30]. For example, human reference
genomes and annotation data are referred to as master
data, whereas patient-specific NGS data and Electronic
Medical Records (EMR) are referred to as transactional
data [31], [32]. Their analysis is the basis for gathering
specific insights, e.g., individual genetic dispositions and
to leverage personalized treatment decisions in course of
precision medicine [2].
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Figure 4. Our system architecture consist of application, platform,
and data layer. Analysis and processing of data is performed in the
platform layer eliminating time-consuming data transfer.

The actual step of analyzing the genetic data requires
answering very specific questions. Thus, our application
layer consists of specific applications to answer these
questions. They make use of the platform layer to ini-
tialize and control data processing.

B. Application Layer

The application layer consists of special purpose
applications to answer medical and research ques-
tions. You can access our cloud services online at
http://www.analyzegenomes.com. We provide an Appli-
cation Programming Interface (API) that can be con-
sumed by various kinds of applications, such as web
browser or mobile applications. Figure 4 depicts the data
exchange via asynchronous Ajax calls and JavaScript
Object Notation (JSON) [33], [34]. As a result, accessing
data and performing analyses is no longer limited to a
specific location, e.g., the desktop computer of a clini-
cian. Instead, all applications can be accessed via devices
connected to the Internet, e.g., laptop, mobile phone, or
tablet computer. Thus, having access to relevant data
at any time enhances the user’s productivity. The end
user can access our cloud applications via any Internet
browser after registration. Selected cloud applications
are our clinical trials search and our patient cohort

Figure 5. The patient-specific clinical trial search results based on
the individual anamnesis of a patient. It extracts relevant entities
from the free-text description of the clinical trial with the help of
specific text-mining rules.

analysis, which are described in further details in the
following [35].

1) Clinical Trials Application: Our clinical trials
search assists physicians in finding adequate clinical
trials for their patients. It analyses patient data, such
as age, gender, preconditions, and detected genetic vari-
ants, and matches them with clinical trials descriptions
from clinicaltrials.gov [36]. Furthermore, it incorporates
details about the clinic a patient is treated in, e.g.,
to distinguish internal and external clinical trials to
emphasize the link to colleagues from the same clinic.
Our analysis incorporates more than 130,000 clinical
trial descriptions, which are processed and ranked in
real-time accordingly to the personal anamnesis of each
individual patient. The ranked results are summarized
on a single screen and provided to the researcher as
depicted in Figure 5.

The clinical trials search incorporates the extraction
of entities and features from the textual descriptions as
described in Section III-G. We developed a set of specific
dictionaries. For example, we use a dictionary for human
gene identifiers with more than 120,000 gene names and
synonyms and a dictionary for pharmaceutical ingre-
dients with more than 7,000 entries. Our dictionaries
incorporate a set of standardized vocabularies, e.g., the
Metathesaurus Structured Product Labels (MTHSPL)
of the Unified Medical Language System (UMLS) [37].

2) Patient Cohort Analysis: Figure 6 depicts our co-
hort analysis application. It enables researchers and
clinicians to perform interactive clustering on the data
stored in the IMDB, e.g., k-means and hierarchical
clustering as shown in Figure 6 [38, Chap. 13]. Thus,
they are able to verify hypotheses by combining patient
and genome, and annotation data in real-time.



18

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 6. Results of an interactive analysis of a cohort of 220 colon
carcinoma patients using k-means clustering. It shows relevant
combinations of genomic loci, such as gene KRAS on chromosome
12 at position 25,289,551, which are present in the majority of
cohort members as depicted by the pie chart on the right.

C. Platform Layer

The platform layer holds the complete process logic
and consists of the IMDB system that enables real-
time data analysis. We developed specific extensions that
support processing of high-throughput genome data and
enables real-time analyses. Thus, we established selected
system components as follows:

‚ Graphical modeling of workflow and analysis
pipelines to improve reproducibility,

‚ Parallel execution of pipeline model instances to
enable high-throughput processing,

‚ Prioritized scheduling of jobs,
‚ Integration of existing tools in our system and

development of highly optimized tools for IMDB
technology, and

‚ Always up-to-date access to international knowl-
edge databases.

In the following, we outline details about selected com-
ponents and their relevance for our computing platform.

D. Modeling of Genome Data Processing Pipelines

Specific processing and analysis
tasks need to be performed to iden-
tify genetic variants from raw DNA
data acquired from sequencing de-
vices. Nowadays, various software
tools are used for each step of the processing and analysis
workflow while researchers and clinicians use individual
setups and parameters for their experiments. These se-
tups are commonly implemented as a number of software
scripts depending on each other. We refer to a concrete
implementation of a processing and analysis workflow as
Genome Data Processing Pipeline (GDPP).

In the following, we define a subset of a standardized
modeling notation for the definition of GDPPs to im-

prove maintainability, ease of modeling, and to establish
a common understanding of the workflow. Another goal
of our modeling approach is to enable external scientists
and physicians to model their pipelines accordingly to
their individual needs and have them executed on a
central computer cluster.

A specific runtime environment for GDPPs enables
the translation of models into executable code as de-
scribed in Section IV-E.

1) Requirements: We refer to the atomic unit of a
GDPP as job. A job refers to a concrete script that
can be executed to perform a specific task while activity
refers to the abstract representation of a job in the
process model. Thus, the most fundamental precondition
for modeling of GDPPs is a representation of a number of
jobs and their execution sequence. In order to allow reuse
of a group of logically associated jobs in several pipelines,
e.g., a specific combination of alignment algorithm and
post-processing steps, the modeling system should sup-
port hierarchically nested inclusion of pipelines to form
a new model.

Parallel data processing improves the execution time
for the overall pipeline as described in Section IV-E.
Therefore, the modeling approach should also support
the explicit definition of activities that should be exe-
cuted in parallel.

Some activities have a varying internal behavior or
outcome depending on their defined input parameters.
For example, an alignment job might support a dynamic
parameter for the reference genome that is used for the
alignment of chunks of DNA. Thus, modeling should
support the definition of input parameters and the link
to activities.

Additionally, the models should be stored in a stan-
dardized, machine-readable format, e.g., to ensure ex-
change and interpretation of models when sharing them
across institutions.

We defined our GDPP modeling approach as a sub-
set of Business Process Model and Notation (BPMN),
which is a standardized and widely adopted modeling
technique. In the following, we define the required subset
and mapping to our GDPP modeling notation.

2) Business Process Model and Notation: The Busi-
ness Process Management Initiative (BPMI) introduced
BPMN standard in 2004. Since 2006, it is an official
standard of the Object Management Group (OMG),
which released BPMN version 2.0 in 2011. The actual
work within a BPMN process is modeled by activity
elements. They represent the atomic unit of a model
that can be executed by either a human or a computer
system. The logic of a BPMN flow is defined by so-
called gateways, such as exclusive gateways representing
a logical XOR and parallel gateways representing a
logical AND. Each BPMN process is defined by a unique
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Figure 7. GDPP model of the general approach with file system
as primary storage. The input FASTQ file is first split up for
parallel processing during alignment. The outcome is merged again
and prepared additional processing steps before it is split up per
chromosome again for variant calling.

Figure 8. GDPP model incorporating an IMDB as primary storage.
In contrast to using a file system as primary storage, the interme-
diate processing steps are not required anymore.

start event and at least one end event [39].

A widespread and well-defined XML-based represen-
tation of BPMN models is the XML Process Definition
Language (XPDL). We incorporate the existing XPDL
standard to store and exchange our GDPP models.

3) Hierarchy of Activities: GDPPs can be hierarchi-
cally nested to any level of depth. Any set of logically
associated activities can be represented as a separate
model containing a sub process model. Sub process ac-
tivities are used as placeholders in the invoking process.
An example is shown in Figure 7, which contains a sub
process named Alignment[$splits] that is depicted
in Figure 10. The names of the sub process and the
corresponding process model are automatically replaced
during runtime based on their name. Figure 10 depicts
the concrete sub process for Alignment[$splits] in-

Figure 9. GDPP model using parallel gateways to perform variant
calling two-times parallel.

Figure 10. Modeling of parameters to acquire from end-users as
input for an activity prior to its execution. Here, the reference to
use during alignment is set to hg19.

cluded in the model depicted in Figure 7. The alignment
step consists of multiple jobs to be performed, e.g.,
transformation steps or sorting the alignment results.
In addition, each alignment algorithm modeled in our
GDPP has its distinct sub process, which encapsulates
further necessary transformation steps to receive output
in the standard format.

4) Parallel Processing of Activities: Parallel execution
of activities in BPMN can be defined as follows.

‚ Parallel multiple instances are modeled as an ac-
tivity with three vertical lines at the bottom as
depicted in Figure 7 for sub processes alignment
and variant calling. The parallel multiple instance is
executed as often as defined by the number defined
in square brackets following the activity’s name,
e.g., variant calling is executed 24 times in parallel.

‚ Parallel gateways are an alternative way of mod-
eling parallel workflows. They are used when no
specification of quantity of parallelization exists.
When a parallel gateway is signaled, all outgoing
edges of the gateway are signaled as well. When
the gateway consists of multiple incoming edges, the
gateway only signals once all incoming edges were
activated. Thus, the sequence flow can be split in
two or more parallel strands and resynchronized if
needed. Figure 9 illustrates an example for parallel
gateways. This time, variant calling is executed by
two activities in parallel.
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5) Parameters and Variables: We distinguish between
parameters and variables as follows. Parameters are set
during design time of the GDPP model and cannot be
changed afterwards. Variables are placeholders that are
assigned at the latest point in time just prior to the
execution of a GDPP model instance.

BPMN defines data objects for modeling of specific
input parameters of activities [40]. A parameter is stored
in a data object labeled as the parameter’s name followed
by its value separated by a colon. The parameter’s name
matches the input variable name of the corresponding
activity. A data object can be associated to one or
multiple activities.

We added support for variables in our GDPP models
by using a specific data object identified by a dollar sign
($) followed by the variable’s name. Figure 7 depicts
the use of variables in a GDPP model, i.e., the variable
splits has to be set to a concrete value prior to the
execution of the concrete GDPP model instance.

Parameters and variables can be assigned to multiple
activities. For example, Figure 8 depicts multiple usage
of parameter splits. On the one hand, it is required
by the first activity to know how many splits to create.
On the other hand, the parameter defines the amount of
alignment sub processes that will be executed in parallel.

E. Parallel Execution of Genome Data Processing
Pipelines

In context of precision medicine
the aspect of high-throughput pro-
cessing and analysis becomes essen-
tial to leverage a clinical solution.
Thus, we focus on parallel execu-
tion of GDPPs and for that, we de-
signed specific functionality within
our platform.

A distributed set of computing nodes each running
multiple workers forms our worker framework. Each
worker is directly connected the IMDB database land-
scape to access their local portion of the database
content. Relevant details about tasks that need to be
executed are added to the tasks database table by the
scheduler. Once a worker starts processing of a concrete
task, it updates the current status of the task within the
database. Incorporating the database for these purposes
reduces the complexity of the individual worker code
since specific exception handling can be processed by the
database, e.g., using built-in database locks can prevent
concurrent start of the identical task.

All workers and the scheduler use a specific commu-
nication protocol to exchange short messages between
each other’s, e.g., to reduce idle times. On the one hand,
workers can exchange relevant status information about
the load of a certain node and updated jobs. On the other

hand, the scheduler sends a wakeup signal to all workers
to inform about jobs ready to be executed. For further
details about the scheduler component, please refer to
Section IV-G.

F. Fair Use of Resources and Accounting

Processing and analyzing data
consumes resources of our plat-
form, such as computing time or
hard disk storage. Thus, we have
integrated a fine-grained account-
ing functionality to ensure fair us-
age of provided services and re-
sources. The atomic measurement unit for any kind of
service on our platform is called gene point. On the one
hand, users can spend gene points on platform services
or to access data provided by other users. On the other
hand, users can acquire gene points by providing services
or data to other users. This mechanism guarantees fair
resource allocation for all users and encourages active
data exchange. Furthermore, it builds the foundation
for sharing intellectual property and enables compensa-
tion [3, Chap. 5].

The prioritized scheduling of jobs is the key concepts
to implement fair use and accounting within our plat-
form as discussed in the following.

G. Prioritized Task Scheduling

We created a single scheduler
component coordinating the exe-
cution of multiple GDPPs. Thus,
it enables resource allocation and
distribution of workload across our
cluster of worker machines. The
scheduler stores its internal state
permanently within the IMDB, e.g., for global commu-
nication, logging, and for maintaining statistics. We im-
plemented specific scheduling algorithms optimized for
throughput that analyze the complete execution history
of all former runs in order to process shortest GDPP
instances first.

The scheduler node is responsible for managing all
aspects from reading the GDPP models to scheduling
all relevant activities and linked jobs.

Every scheduling decision is persisted in the database
prior to its executed, i.e., the database provides a con-
sistent transaction log, which enables controlled recovery
in case of a system failure.

We implemented specific scheduling policies to opti-
mize scheduling decisions depending on various aspects.
For example, we incorporate the Shortest Task First
(STF) scheduling policy to minimize turnaround time
and maximize throughput [24, Section 2.4.2].
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Our STF scheduling policy is adapted to estimate the
remaining execution time of all waiting tasks whenever a
scheduling decision needs to be taken. The incorporated
IMDB technology guarantees that the estimation can
be processed in real-time and does not delay decision
making significantly [3, Chap. 3].

The developed scheduler component is very generic
and can easily be adapted to fit individual require-
ments, e.g., to prioritize the execution of tasks from
a department or to keep a processing reserve for the
very important users. Furthermore, individual schedul-
ing policies can be developed to change the behavior
of the scheduling system. Each scheduling policy can
incorporate various input data, e.g., details about the
overall system load provided by the load balancer as
described in Section IV-H.

H. Load Balancing

The overall system load of all computing nodes incor-
porated by our computing platform depends on running
jobs and their assignment to individual nodes. This
becomes especially important if we assume a computing
pool that consists of a heterogeneous hardware. Thus,
we implemented a load balancer that incorporates the
current system status of available worker nodes. The
configuration of all attached worker nodes, e.g., how
many workers are running on each of them or how many
CPU cores are available, is stored in the configuration
database table.

The detailed view of the load balancer can be incor-
porated by the scheduler component during its decision-
making process as described in Section IV-G. For ex-
ample, the scheduler still can postpone the execution of
long-running jobs when short-running jobs are available.

I. Annotation Framework

We consider the use of latest
international research results as
enabler for evidence-based ther-
apy decisions [41]. Our annotation
framework is the basis for combin-
ing international research results.
It periodically checks all registered
Internet sources, such as public FTP servers or web
sites, for updated and newly added versions of annota-
tions, e.g., database exports as dumps or characteristic
file formats, such as Comma-Separated Values (CSV),
Tab-Separated Values (TSV), and Variant Call Format
(VCF) [42]. If the online version is newer than the
locally available version, the new data is automatically
downloaded and imported in the IMDB to extend the
knowledge base.

The import of new versions of research databases is
performed as a background job without affecting the

system’s operation. We import new data without any
data transformations in advance. Thus, data becomes
instantaneously available for real-time analysis [43], [44].

For example, the following selected research databases
are regularly checked by our annotation framework:
National Center for Biotechnology Information (NCBI),
Sanger’s Catalogue Of Somatic Mutations In Can-
cer (COSMIC), University of California, Santa Cruz
(UCSC) [45], [46], [47].

J. Combined Search in Unstructured and Structured
Data Sources

A significant amount of today’s
medical data is encoded in the
form of unstructured natural lan-
guage [48]. Scientific publications
and patents, medical reports, as
well as comments, keywords, or de-
scriptions in database records use natural language to
store information [48]. We consider this unstructured
data as a substantial part of the world’s medical knowl-
edge. However, comprehension, analysis and searching
of unstructured data are still challenging compared to
structured data, such as experiment results or genomic
variant data. So far, research to extract information
either from structured or unstructured medical data does
not investigate the advantages that can be gained by
combining results from both sources.

For example, a physician could receive information
contained in scientific publications that perfectly match
her or his patient’s current diagnosis. Additionally, re-
searchers face the challenge to identify relevant informa-
tion sources within a tremendously short timespan. With
the help of our IMDB technology, we enable researchers
to identify relevant data from structured and unstruc-
tured data sources. Our specific database extensions
recognize relevant entities within text documents and
extract them automatically.

This builds the foundation for applications that incor-
porate data from both worlds: structured and unstruc-
tured data. An example application that builds on the
combined search in structured and unstructured data is
our clinical trials search as described in Section IV-B1,
which incorporates unstructured textual information
from clinical trial descriptions and doctor letters as
well as structured information obtained from the genetic
biomarkers of a specific patient.

K. Development of Tools for In-Memory Computing vs.
Integration of Existing Tools

Existing tools for genome data analysis can be directly
integrated in our GDPPs. For that, we implemented a
new job that invokes the corresponding tool via com-
mand line and adapted the pipeline model as described
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in Section IV-D. This strategy facilitates an easy inte-
gration of new tools into our framework without caring
for distribution and scheduling. However, this improves
integrated algorithms only to a limited extent, e.g., since
these tools still access data from files located on disk
storage. Loading large files from disk into main memory
for processing still consumes additional processing time
prior to data analysis. In addition, the majority of tools
do not exploit computational resources fully to opti-
mize runtime performance. Analysis tools specifically
designed for our in-memory computing platform bene-
fit in terms of parallelization, compression, in-memory
storage, and distribution across multiple machines.

1) Benefits of Optimized Tools for In-Memory Com-
puting: Developing specific tools for genome data analy-
sis as built-in functionality of our in-memory computing
platform results in reduced setup and configuration in
addition to improved data processing. Furthermore, the
results of the data processing are directly available in our
IMDB. Thus, you can apply any analysis tools directly
to the results without the need for any data preparation.
The different building blocks presented in Section III
come along with further advantages that accelerate fast
data processing as follows.

Lightweight Compression: Sequencing data con-
sumes huge amounts of storage capacities, i.e., up to
hundreds of GB per single human genome. Therefore, it
is crucial to apply data compression techniques, e.g., as
currently done in genome data analysis by converting the
raw data from Sequence/Alignment Map (SAM) format
into its Binary Alignment Map (BAM) format [49].
Our incorporated IMDB technology applies lightweight
compression to genomic data in a transparent way.
Thus, data remains in a human readable format, e.g.,
during database queries, while the storage footprint is
automatically reduced.

Column Orientation: Storing data as complete tu-
ples in adjacent blocks, i.e., row-wise, is advantageous if
the complete data of a single row has to be accessed, for
instance by comparing two complete table entries to each
other. However, most often algorithms only require ac-
cess to particular attributes of a data record for analysis.
For example, when filtering read alignments in the first
phase of variant calling, only data quality indicators need
to be accessed such as mapping or base quality scores. If
all records were stored row-wise as it is the case for files,
all attributes need to be processed although only two of
them might be relevant for computation. Storing data
in columnar format, i.e., storing complete columns in
adjacent blocks facilitates direct access only to relevant
attributes and avoids cache misses [50], [51].

Multi-Core and Parallelization: When creating op-
timized analysis tools for our in-memory computing plat-
form, we can profit from already existing functionality

to apply parallelization and full exploitation of CPU
resources. Thus, we can focus on optimizing algorithms
instead of implementing resource management.

Data Partitioning: Regarding the optimization of
analysis tools, in- and output data can easily be hori-
zontally partitioned according to chromosomes and even
chromosome regions to distribute data and it’s process-
ing to computing nodes. When working with current
tools, distribution and selection of relevant data is a
time-consuming task that is carried out by specific tools,
e.g., SAMtools [49]. With data partitioning, the search
space for accessing data of a particular chromosome
or region reduces to only a small part of the original
data set. This improves search operations and facilitates
better scalability of our optimized algorithms.

2) Alignment on In-Memory Computing Platform:
Our genome data alignment algorithm optimized for
in-memory technology was designed with the following
requirements in mind:

‚ Use available main memory for faster index struc-
tures that allow accelerating the lookup process,

‚ Minimize the cache miss ratio since cache misses are
known to be a major cause for bad performance on
modern hardware architectures, and

‚ Optimize parallel code execution, e.g., by minimize
the need for process synchronization and avoid writ-
ing to shared data structures requiring locking.

We used a k-mer based index structure to find align-
ment position candidates and filled the unmatched gaps
using heuristics optimized for low error rates and a
variant of the Needleman-Wunsch and Smith-Waterman
algorithms [52], [53].

Structure of the Index: The commonly used in-
dex structures based on the proposed techniques by
Ferragina and Manzini (FM-index) have a very low
memory impact, but require at least two cache misses on
average per nucleotide even if only perfect matches are
required [54]. k-mer-based indexes are less error tolerant
since they usually require the whole k-mer to match
the reference genome. They are much faster than FM-
indexes though since complete k-mers can be identified
by a single access to the index structure. The price to be
paid is that the algorithm has to find sufficiently many
perfectly matching k-mers to get a strong signal. FM-
index-based algorithms are more tolerant in theory as
deviations from the reference can be included into the
search. But due to the large search space that has to be
covered in order to achieve this tolerance, their efficiency
on long reads is limited.

For example, 100 base pairs are nowadays standard
and already cause major problems to this approach.
Thus, additional assumptions need to be made, which
are comparably restrictive as k-mer-based indexes.
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While longer reads cause a stronger problem to FM-
index search they help with finding sufficiently many k-
mers without difference to the reference genome. Recent
advances in sequencing quality improve this further and
make k-mer indexes more attractive, which is the reason
we prefer this approach.

Finding Optimal Positions: By comparing multiple
k-mers from the read, the algorithm usually obtains
many index hits per read of which some are true positives
and others false positives. k-mers with too many hits
are not very decisive and blow up the search space
beyond their meaningful use. Therefore, k-mers with
more than 256 hits are ignored. The search space can also
be narrowed down by choosing longer k-mers, which is
done whenever too few k-mers with few hits were found.

The possible matching positions from all k-mers are
being matched with each other depending on the k-
mer position within the read and the distances of their
matches on the reference genome. The distance further-
more gives a lower limit for the number of insertions resp.
deletions required for the match. The missing k-mers
indicate that mismatches have appeared even if distances
match. From this information, an optimistic score can
be computed and the alignments are further processed
starting with the best score. When each alignment is
finalized, the actual score is known and can be compared
to the optimistic score of the next alignment candidate.
If the optimistic score is worse than the best actual score
found, the alignment is done as no better alignment can
be found anymore.

Filling the Gaps: To get a perfect alignment, all
differences between the reference genome and the read
need to be found similar to computing the edit distance,
but with probabilistic scores for each deviation. They
are traditionally computed by dynamic programming
algorithms, which scale quadratic in read length. This
problem is dramatically reduced by focusing on filling
only the gaps in between the k-mer hits, .

Extending the matching parts into the gap until a
difference compared to the reference genome is detected
makes further improvements. If the remaining part is
only a single nucleotide long both on the reference
genome and on the read, it must be a substitution. If
the gap on either the reference genome or the read is
completely closed, it must be an insertion or deletion,
respectively. Therefore, many of the differences can be
resolved without the need for more complex algorithms
due to lower error rates.

For the final step, we use a dynamic programming al-
gorithm optimized for Single Instruction, Multiple Data
(SIMD) based on the Needleman-Wunsch and Smith-
Waterman algorithms adjusted to our boundary condi-
tions [52], [53]. This allows alignments restricted on both
ends by known k-mers and half open gaps for which a

k-mer has only been found on one end.
Improvements for Mate-paired Reads: If a correla-

tion in the alignment position on the reference genome
is known beforehand (mate-pairing) the alignment final-
ization can be skipped for all positions that do not fulfill
this correlation. Also the optimistic scores can already
be computed for both reads simultaneously achieving
a better estimate of the best alignment. This strategy
excludes many possible matches at a very early stage.
Thus, it reduces the amount of expensive full alignments
and improves accuracy.

3) Variant Calling on In-Memory Computing Plat-
form: We designed a variant calling approach to identify
Single Nucleotide Polymorphisms (SNPs) that is directly
executed within our in-memory computing platform.
With respect to that, our approach has to meet the
following requirements:

‚ Use available main memory capacity to store and
process read alignments while eliminating access to
slower file systems,

‚ Direct access to specific read alignment attributes
without the need to traverse the complete data
record, and

‚ Apply compression strategies to reduce memory
footprint and to improve processing throughput.

Our SNP calling is divided in data preparation and
genotype calling. We achieve parallelization by executing
the algorithm in a MapReduce-like fashion, where the
processing steps correspond to map phases. For each of
them, data is split up into smaller subsets and processed
in parallel [55]. After that, the result sets are merged in
a reduce phase to be then again split up for the next
map phase.

Data Preparation: During data preparation data is
assembled and prepared for subsequent genotype calling.
It comprises the data extraction and grouping phase.

The goal of the data extraction phase is to reduce
the overall amount of data to process by filtering out
irrelevant and low-quality data. During data extraction,
we identify the sequences of a read alignment that are
relevant for SNP calling. For that, we first eliminate
reads that are not sufficient for processing, e.g., because
necessary information is missing or data quality does
not meet user-defined thresholds. Afterwards, we iden-
tify the relevant read alignment sequences. We receive
the information about what parts of a read alignment
are involved in single substitutions, insertions, or dele-
tions from each read alignment’s individual CIGAR
attribute [56]. As we concentrate on the identification
of SNPs in our approach, sequences of a read that are
involved in insertions will be filtered from our data. The
aim of the data-grouping phase is to rearrange the read
alignment data for efficient genotype calling afterwards.
The output received from the data extraction phase is
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used to group all bases from relevant sequences of a read
alignment according to the positions in the genome they
have been aligned to. This way, each position in the
genome has assigned four "piles" for the distinct bases
Adenine (A), Cytosine (C), Thymine (T), and Guanine
(G) that comprise information about base occurrences.
At this time, we also extract relevant information about
the data quality, e.g., base quality scores, as this informa-
tion builds the computational basis for genotype calling
in the subsequent processing step.

Genotype Calling: The goal of the genotype-calling
step is to derive a concrete genotype for each particular
position in the genome that is covered by the base
pileups. For the actual computation, we apply a statis-
tical model that is sensitive to input data quality. This
includes that we have to compute the probability for
each possible genotype, i.e., ten different genotypes for
the diploid human organism, at a particular position in
the genome. The genotype with the highest probability
will be called in the end. To calculate the probability of
a genotype, we apply a Bayesian framework as proposed
by Nielsen et al. with two components called prior
probability and genotype likelihood [57].

The prior probability of a genotype is its general
chance to occur regardless of the given data. In our
computations, we do not assign a unique prior probabil-
ity to all genotypes. Instead, we distinguish genotypes
according to their zygosity, i.e., homo- or heterozygous,
and reference equality and make use of the assumptions
stated by Li et al. [15].

The genotype likelihood of a genotype is its chance to
occur with regard of the given data. We compute this
value from all occurrences of a genotype at a particular
position and incorporate the bases’ quality scores. A base
quality score indicates how likely the sequencing ma-
chine has detected a base correctly. We incorporate this
value in our computations because the read alignments
produced by those sequencing machines are error-prone
up to one percent of the data [58], [59]. Thus, we give
stronger weights to bases with a higher probability to be
correct and downgrade low-quality bases.

After genotype calling, each derived genotype owns a
quality value, which indicates the likelihood of the called
genotype. All genotypes that differ from the reference
genome and have a quality value that matches the user-
defined threshold make up the set of emitted SNP calls.

V. Benchmarks

The aim of all conducted benchmarks was to minimize
the overall execution time for a single GDPP run, i.e.,
to use the maximum of available computing resources
and achieve highest throughput. Furthermore, we aim to
compare selected alignment algorithms regarding their
efficiency for varying file sizes. In the following, we share

TABLE I. EXPERIMENT CONFIGURATIONS.

Experiment Split Size Primary Storage
A 1 File System
B 1 In-Memory Database
C 25 File System
D 25 In-Memory Database

TABLE II. DATA SET SPECIFICATIONS.

Data Set Size [Gbp] Size [GB] Reads [Billion]
1 0.5 1.2 5.4
2 1.0 2.4 10.8
3 1.9 4.8 21.7
4 3.9 9.6 43.4
5 7.9 19.2 86.8
6 15.8 38.5 173.7
7 31.6 78.0 345.8

insights about our benchmarks conducted on our in-
memory-based processing and analysis platform.

A. Setup

All benchmarks were performed on a computer clus-
ter consisting of 25 identical computing nodes with
a total of 1,000 cores provided the Future Service-
Oriented Computing Laboratory at the Hasso Plattner
Institute [60]. We incorporated this hardware setup to
demonstrate the scalability of our in-memory computing
platform. It should not be interpreted as minimum
hardware resources required operating our contribution.
Each of the nodes was equipped with four Intel Xeon
E7-4870 CPUs running at 2.40 GHz clock speed, 30 MB
Intel Smart cache, interconnected by 6.4 GT/s Quick
Path Interconnect (QPI), and 1 TB of main memory
capacity [61]. Each CPU consisted of 10 physical cores
and 20 threads running a 64-bit instruction set. All
computing nodes were equipped with Intel 520 series
SSDs of 480 GB capacity combined using a hardware raid
for local file operations [62]. The average throughput rate
of the local SSDs was measured with 7.6 GB/s cached
reads and 1.4 GB/s buffered disk reads. All nodes were
interconnected via a Network File System (NFS) using
dedicated 10 Gb/s Ethernet links and switches to share
data between nodes.

Instead of using generated test data, we incorporated
real NGS data for individual measurements, i.e., FASTQ
files from the 1,000 genomes project [5]. We used the
FASTQ file of patient HG00251 for our benchmarks,
which consumes 160 GB of disk space, consists of approx.
63 Gbp, approx. 695 M reads with 91 bp individual read
length, forming an average 20x coverage.

We implemented two GDPPs for our benchmarks.
The first corresponds to the commonly followed ap-
proach of using a file system as primary storage. The
distinct execution steps are modeled as GDPP notation
in Figure 7. On the contrary, the second pipeline as
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shown in Figure 8 uses an IMDB as primary storage,
i.e., intermediate results are stored in our in-memory
computing platform.

Our pipelines contain distinct parts for alignment and
variant calling that are parallelized, e.g., by splitting
up the input data. The alignment step is comprised of
the alignment algorithm itself and file transformation
and processing steps due to differing output formats
per alignment algorithm. Furthermore, the GDPP using
a file system as primary storage contains additional
processing steps between alignment and variant calling,
which are necessary to split up data per chromosome.
These steps are not required for the IMDB-optimized
GDPP since alignment results are already imported into
the database and chromosome-wise splits are imple-
mented using native database operations.

1) Burrows Wheeler Aligner: We used Burrows
Wheeler Aligner (BWA) version 0.6.2 as alignment al-
gorithm reference [63]. BWA was configured to use a
maximum of 80 threads, which relates to the maximum
available hardware resources of our benchmark infras-
tructure. The algorithm’s output is a SAI file that needs
to be converted to the SAM format. Therefore, we added
format transformation directly after alignment to receive
alignments in SAM format. For the GDPP models of
Exp. A and C, we additionally have to carry out a
transformation from SAM into BAM format and to sort
the resulting BAM file as preparation for merging.

2) HANA Alignment Server: The second part of our
benchmarks was performed on a GDPP integrating our
own alignment algorithm as described in Section IV-K2.
It is implemented directly within our in-memory com-
puting platform, i.e., it can directly access native
database operations. This algorithm was configured to
use a maximum of 80 threads and emits alignments
either in SAM or BAM format. As a result, additional
format transformations, e.g., from SAM to BAM, are no
longer required for both of our pipelines.

B. Experiments

We designed our benchmarks to compare the impact
of the incorporated storage system and the level of
parallelization on the overall execution time. Each of
the experiment categories was conducted for the align-
ment algorithms BWA and HANA alignment server to
evaluate the impact of the overall execution time for a
specific GDPP. Exp. A and B were executed on a single
computing node, while Exp. C and D were executed
on 25 computing nodes to evaluate the impact of a
fully parallelized execution environment as outlined in
Table I. In addition, we derived subsets of the input data
as shown in Table II.
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Figure 11. BWA: Development of overall execution times for vary-
ing file sizes and experiment setups.

C. Results

In the following, we present our obtained benchmark
results. For each alignment algorithm, we measured
the overall pipeline execution times tx for Exp. x and
derived the relative advance of execution time for Exp. x
compared to Exp. A as Rx “

tA´tx

tA
.

Table III shows the overall pipeline execution times in-
corporating BWA as alignment algorithm. The measured
execution times indicate that the use of the IMDB as
primary storage for intermediate results is beneficial for
all selected file sizes. This pipeline optimization results in
a reduction of the overall runtime by at least 25 percent
on average.

Exp. C and D as shown in Table III document the
impact of the parameter splits, i.e., the number of
distributed computing nodes used for parallel execution
as introduced in our pipeline models. Parallel execution
of selected pipeline steps reduces the overall execu-
tion time by at least 74 percent on average for BWA.
Additional improvement can be achieved by using the
IMDB as primary storage. Figure 11 illustrates execu-
tion time behavior for GDPP with BWA as alignment
algorithm. It clearly shows the improvements originat-
ing from parallelization and main memory as primary
storage medium. For a GDPP using BWA as alignment
algorithm, execution time can be reduced by at least 87
percent on average.

Table III shows the overall pipeline execution times
for BWA and HANA alignment server. Execution times
develop similarly to the results obtained for BWA
pipelines. Table III depicts that runtime improves up
to 50 percent when using an in-memory database as
primary storage, and up to 75 percent when distributing
the pipeline across 25 computing nodes.

Comparing the overall execution times amongst the
different alignment algorithms used, we can see that
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Figure 12. HANA alignment server: Development of overall execu-
tion times for varying file sizes and experiment setups.

runtime performance drops significantly when using
HANA alignment server as alignment algorithm. From
the alignment algorithms used, the pipelines apply-
ing HANA alignment server show best runtime perfor-
mances throughout all runs, up to 85 percent faster than
with BWA.

Figure 13 shows execution times for alignment with
BWA and HANA for different file and split sizes. tAln1

and tAln25
describes average processing times consumed

by the alignment algorithm only with split sizes 1 and
25, respectively. Performing read alignment with BWA
takes absolutely longer than HANA alignment server.
We derived the speedup factor Sx:y “

tx

ty
for BWA and

HANA alignment server when applying parallelization.
Performing BWA alignment in parallel on 25 nodes
results in a speedup factor of up to 21x, which means
the process has a great parallel portion that benefits
from additional computing resources. HANA alignment
server with 25 nodes results in a speedup factor of up to
9x. This can be explained by the very short execution
time HANA alignment server consumes, i.e., there is a
significant higher sequential portion of code that reduces
the speedup.

For split size 1, HANA alignment server brings a
relative runtime improvement of 97 percent on average
as listed for t1Aln

in Table III. Relating these numbers
to our overall execution times in Table III, the portion
of alignment compared to the overall pipeline execution
time is significantly reduced, e.g., to approx. five percent
for HANA alignment server compared to approx. 20
percent for BWA alignment both processing the second-
largest file size in Exp. D. In contrast when executing
GDPPs with HANA alignment server instead of BWA
at a split size of 25, the relative improvement rates drops
below 90 percent, especially for the smallest file size with
a relative improvement of 74 percent.
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Figure 13. HANA and BWA alignment: Development of execution
times for varying file sizes and split sizes.

TABLE IV. INTERSECTION OF RESULT SET FROM HANA
ALIGNMENT SERVER AND BWA. IN TOTAL, HANA ALIGN-
MENT SERVER CREATES APPROX. 16M MORE ALIGN-
MENTS THAN BWA WHILE LEAVING ONLY HALF THE
READS UNALIGNED.

Total (#) Aligned (#) Unaligned (#)
BWAXHANA 274,785,274 254,223,773 20,561,501
BWA 329,338,990 286,491,783 42,847,207
HANA 345,805,881 324,241,424 21,564,457

Table IV shows result set intersections of read align-
ment output from BWA and HANA alignment, respec-
tively. We concentrate on a quantitative analysis of our
obtained results since the selected benchmark data was
taken from the 1,000 genome project [5]. Thus, it is no
gold standard available that could be used to validate
obtained alignment results.

The result set produced by BWA contains less read
alignments than HANA alignment server, which includes
the exact amount of read alignments from the input
file listed as data set 7 in Table II. Both alignment
algorithms share the majority of joint read alignments,
i.e., approx. 274M reads. From them, a small propor-
tion is made up from unaligned reads, i.e., reads for
which the alignment algorithm could not find a suitable
position in the genome. BWA leaves more than 42M
reads unaligned, which is about twice as much as HANA
alignment server. Thus, HANA maps a total of 324M
read alignments, i.e., about 18M more read alignments
than BWA with only 286M.

VI. Evaluation and Discussion

Our conducted benchmarks verify two hypotheses.
Firstly, the usage of the IMDB as primary storage
system is beneficial for integrating established alignment
algorithms, such as BWA, as well as optimized align-
ment algorithms for IMDB technology, such as HANA
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TABLE III. COMPARISON OF INDIVIDUAL EXECUTION TIMES FOR BWA (I) AND HANA (II) ALIGNMENT (R = RELATIVE
IMPROVEMENT, S = SPEED UP).

I II I II I II I II I II I II I II
Size [Gbp] 0.5 1.0 2.0 4.0 7.9 15.8 31.6

tArss 1,100 231 2,159 409 3,900 690 7,029 1,256 13,626 2,305 25,147 4,931 54,034 10,503
tBrss 808 153 1,622 377 2,860 421 5,259 806 10,364 1,542 18,707 2,861 41,520 5,276
tC rss 283 178 520 330 943 529 1,761 860 3,377 1,427 6,609 3,443 12,673 8,064
tDrss 130 212 245 278 470 355 893 566 1,733 1,016 3,387 1,685 6,275 2,676

RBr%s 27 34 25 8 27 39 25 36 24 33 26 42 23 50
RC r%s 74 23 76 19 76 23 75 32 75 38 74 30 77 23
RDr%s 88 8 89 32 88 49 87 55 87 56 87 66 88 75

t1Aln
rss 699 23 1,395 43 2,446 93 4,250 179 8,099 350 14,504 680 24,417 1,342

t25Aln
rss 37 6 66 6 129 10 252 20 501 43 1,001 87 2,000 176

R1:25r%s 95 74 95 86 95 89 94 89 94 88 93 87 92 87
S1:25 19x 4x 21x 7x 19x 9x 17x 9x 16x 8x 14x 8x 12x 8x

R1I:II
r%s 97 97 96 96 96 95 95

R25I:II
r%s 84 91 92 92 91 91 91

S1I:II
30x 32x 26x 24x 23x 21x 18x

S25I:II
6x 11x 13x 13x 12x 12x 11x

alignment server. Secondly, our platform supports the
parallel execution of intermediate process steps across
multiple computing nodes, which results in an additional
performance improvement compared to the execution on
a single computing node.

We observed the best relative improvement for GDPP
using the IMDB as primary data storage and BWA as
alignment algorithm with at least 74 percent on single
computing node and up to 89 percent on 25 computing
nodes. Thus, the overall pipeline execution time with
BWA as alignment algorithm correlates to the number
of base pairs contained in the FASTQ file in a linear
way. However, improvements when using 25 nodes is still
below our expectation of a factor 25 due to the use of
traditional tools, e.g., SAMtools, which partially operate
in a single threaded way.

Relative improvement observed for pipelines using
HANA alignment server remain below the numbers
achieved by pipelines using BWA. For the three largest
file sizes, we achieve relative improvements between 33
and 42 percent on a single computing node and between
55 and 66 percent on 25 computing nodes. For this
pipeline, runtime limitations from third-party tools, such
as SAMtools, apply. Using HANA alignment leads to a
significant reduction of overall execution times. Thus,
it results in a detrimental shift of the ratio between
time overhead needed for setting up parallelization, i.e.,
splitting and merging, and the time improvement due
to parallelization. For example, the time needed for
merging intermediate results in GDPPs using file storage
as primary storage medium increases up to 10x when dis-
tributing pipeline execution across 25 computing nodes.
It shows almost no impact for BWA alignment as the ma-
jority of time is spent on alignment. In contrast, HANA
alignment reduces the proportion of time needed for
alignment significantly, so that the impact of remaining
operations, e.g., merging of partial results, on the overall

runtime duration increases. In addition, HANA align-
ment reaches its minimum execution time of approx. 6
seconds when operating on the small benchmark files,
leading to worse relative improvement rates compared
to BWA.

As a result, GDPPs using HANA alignment have a
worse speedup compared to BWA alignment while the
overall execution time is significantly smaller because
of its near optimal use of parallelization. In addition,
pipeline execution times reach a lower boundary that
reduces relative performance improvements for the three
smallest files. For example, the time needed for align-
ment of the smallest benchmark data set drops below
ten seconds on a single node.

Scaling factors for the overall execution time across all
experiments and file sizes indicate a constant and pre-
dictable system behavior of our system for varying input
file size. Thus, we are able to predict execution time,
which helps to supervise the correct system functionality,
e.g., to detect broken computing resources. We do not
elaborate on costs emerging when using the cluster as
it remains available during pipeline execution to other
users that can start their own pipelines or use one of
our other applications, e.g., patient cohort analysis.

Furthermore, our results stress the benefits of using
an IMDB for operating on intermediate results of the
pipeline execution. The pipeline optimized for the IMDB
no longer uses individual tools operating on files for
specific process steps, such as sorting, merging, and
indexing. These operations are directly performed as an
integral operation of the incorporated IMDB without the
need to create intermediate files in the file system at all.

VII. Conclusion

In our contribution, we shared details about build-
ing blocks of in-memory computing and proofed the
applicability of the IMDB technology for genome data
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processing and its real-time analysis. For that, we con-
ducted expressive benchmarks, which underline that our
computing platform improves the overall runtime by
enabling a) scale-out, b) seamless integration of existing
tools, such as BWA, and c) development of specific al-
gorithms, such as HANA alignment and variant calling,
which are directly embedded as core components in the
incorporated IMDB.

We shared insights in specific system components of
our technology stack, such as task scheduling, worker
and annotation framework, which build the foundation
for consistent and scalable high-throughput data pro-
cessing. To enable reproducible genome data analysis,
we shared details about our GDPP modeling notation
for processing and analysis pipelines based on BPMN.

Ultimately, we linked our technology building blocks
to concrete requirements for specific applications in the
context of precision medicine and clinical research, e.g.,
cohort analysis and search in unstructured clinical trial
documents. These applications are the results of inter-
disciplinary cooperation with researchers, clinicians, and
medical experts. As a result, we were able to monitor im-
provements in the daily working routine of these target
audiences by providing them our cloud applications.

Our future work focuses on integration of additional
tools and services into our in-memory computing plat-
form to further support researchers and clinicians in
the course of precision medicine. In addition, our future
research will focus on patients to support them in explore
latest international medical knowledge about critical
diseases and possible treatments, such as cancer disease.
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Abstract—Today, trust modelling is a serious issue on the social
web. Social web allows anonymous users to exchange information
without even knowing each other beforehand. The aim of a
trust model is to rerank acquired information according to their
reliability, and to the trustworthiness of their authors. During the
last decade, trust models were proposed to assist the user to state
his opinion on the acquired information, and on their sources.
We identify three paradigms for trust modelling: the first relies
on evaluating previous interactions with the source (individual
trust), the second relies on the word of mouth paradigm where
the user relies on the knowledge of his friends and their friends
(collective trust), and the third relies on the reputation of the
source (global trust). In this paper, we propose and compare
three trust models, each of which represent one of the precedent
paradigms. All three models make use of subjective logic (SL).
SL is an extension of probabilistic logic that deals with the cases
of lack of evidence. It supplies framework for modelling trust
on the web. The comparison includes three axes: the precision,
the complexity and the robustness to malicious attacks. We show
that each of the three models has a weak point in one of the
three axes.

Index Terms—Trust modelling; Subjective logic; Collective
trust; global trust; local trust; reputation.

I. INTRODUCTION

This paper provides an extension of work presented at the
third International Conference on Social Eco-Informatics in
Lisbon in November 2013 [1]. The work centres on modelling
trust in the stackexchange [2] question answering platform,
and compares the precision of two models, one is based
on individual opinions, and the other is based on collective
opinions. This extended work integrates more trust models,
and uses further analysis of the robustness, the complexity,
and the precision of models.

Web 1.0 provided a popular access to the largest data
store ever existed (Internet). The major difficulty resided in
extracting relevant information and resources from the huge
mass of data available for most queries. Information retrieval
(IR) came out to yield Internet more efficient and exploitable
by ranking resources according to their relevance to queries.
Then, web 2.0 arrived with more interactive tools such as
forums and social networks. Numerous people who were only
spectators in web 1.0, became the actors in web 2.0. They
are now able to share their own opinions and knowledge.
Collaborative IR and social recommender systems (RS) [3]
are now used to rank these kinds of resources.

Web 2.0 provides a highly connected social environment.

It allows data exchange among anonymous people from all
around the world. Acquiring information from such sources
raises the question about its reliability and trustworthiness.
Modelling social trust into computational trust appeared to
overcome the trustworthiness problem (for both information
and resources). Today, computational trust is integrated in
many domains and contexts such as social networks, recom-
mender systems [4], [5], file sharing [6], multi-agents systems
[7] etc.

We consider social trust as the belief of an individual,
called truster, that another individual, called trustee, has the
competence and the willingness to either execute a task in
favour of the truster, or to assist him to execute it. The
assistance can simply be recommending another individual to
execute the task. The truster tries to acquire information and
constructs his own belief about the trustee before deciding to
cooperate with him [1].

Building truster’s opinion on the trustee is mainly derived
by three means; the first is by exploiting previous interactions
between both of them, so the truster relies on his own
knowledge about the trustee (individual opinion). The second
uses the word of mouth mechanism, where the truster exploits
the collective knowledge of his trustee friends and their friends
(collective opinion). The third is by relying on a global
reputation score associated to the trustee (global opinions).

Our objective in this paper is to propose and compare
three trust models based on the three types of opinions. A
local trust model that uses the individual opinions when they
are available, and otherwise collective opinions. A collective
trust model that uses strictly collective opinions. A global
trust model that uses only global opinions. We evaluate these
three models from the perspective of precision, complexity,
and robustness to malicious attacks. All our models use a
framework of subjective logic (SL) [8], which is an extension
of probabilistic logic, based on the belief theory [9], [10]. SL
provides a flexible framework form modelling trust [1], [11].

The object of our comparison is the dataset stackexchange.
It is a social website based on a question answering platform
to assist users to find answers to their questions in diverse
domains (programming, mathematics, English language, cook-
ing, etc.). We assume that proposing an answer is proof
of willingness to assist the person asking. Therefore, our
objective is to find the user capable to provide the most
relevant answer.



31

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The paper is organized as follows: in Section II, we explain
the general framework, by presenting social trust and com-
putational trust. In II-C, we introduce subjective logic and
some of its operators. In Section III, we detail the three
proposed models. In Section IV, we describe the used dataset,
and present our interpretation of the success and the failure of
an interaction according to current data structure. In Section
V, we discuss the results of the three axes of comparison.
Finally, in Section VI, we resume our conclusions and future
work.

II. GENERAL FRAMEWORK

The objective of trust is to find the appropriate person to
cooperate with in order to achieve a given task. Truster’s
decision to cooperate or not is influenced by many factors
such as: the context, the completeness of his opinion about
the trustee, the reputation of the trustee, the emergency of the
task for him, and many more. In the following section, we
present a real life example about trust in order to explain
this phenomena, and some factors that can influence the
cooperation decision.

Suppose that Alice wants to paint her house. She advertises
this information and receives estimates from three professional
candidates (Eric, Fred and George) willing to do the job for
her. She already knows Eric because he painted her clinic
sometime ago. Alice does not know neither Fred nor George.
If Alice is satisfied with Eric’s job in her clinic, she might
hire him for the house directly, and ignore the offers of Fred
and George. Nevertheless, if Alice is a perfectionist, she will
investigate on their work. Alice can ask her friends (Bob
and Caroline) about Fred and George. She might also use a
referential organization that classifies painters, or any other
means to acquire information about the reputation of the three
painters.

Suppose that Bob says that Fred is a good professional.
Caroline says that she recently hired George to paint her house
and she is not satisfied with his work, whereas her sister Diana
has hired Fred and was satisfied. Alice trusts Bob and Caroline
but not as painters, because she thinks they lack competence
in that domain. Even so they are still capable of playing an
important role as advisers or recommenders.

After the suggestions of Bob and Caroline, Alice will
eliminate George and choose between Eric and Fred.

In this scenario, Alice asked her friends only about the
candidates that she herself does not know. But the scenario
could have been changed if she asked them also about Eric.
Bob could say for example that Eric is good for concrete walls
used in Alice’s clinic, but he is not very competent for wooden
walls like those of Alice’s house. This information can be
sufficient to convince Alice to hire Fred instead of Eric.

This example shows the limit of direct interactions manner,
and that the word of mouth may be useful to enrich the
knowledge of the truster about the trustee. It can lead to
sharpen his decision even when he thinks that his own acquired
knowledge is sufficient to make a decision.

Alice

Eric

Bob

Henry

Fred

Caroline

Diana

George

Trust

Distrust

Fig. 1: Trust network.

In another scenario, Alice could simply search for the best
ranked painter referenced by specialised magazine, syndicate,
or other organization. Usually, these rankers track all the
interactions of their target, and use its entire history to perform
their ranking. As we can see in Fig. 1, neither local nor
collective trust model would allow Alice to use the interaction
of Henry with Fred, as no path connects her to Henry. The
global trust models use the opinions of all the users about
Fred regardless if Alice trusts them or not. Global opinions are
based on a larger number of interactions. Note that the active
user has no control on the users who participate in building this
kind of opinion for him. His own opinion about participants
is not considered.

Furthermore, the current example allows us to distinguish
four types of trust relationships; these types are also discussed
in [12]:

1) Direct trust: is the result of interactions between exactly
the truster and trustee, such as the relations ”Alice Bob”
and ”Alice Eric”.

2) Indirect trust: the two persons do not know each other.
Trust is established due to trustee intermediate persons,
such as the relation ”Alice Fred”.

3) Functional trust: the expectation of the truster is that
the trustee accomplishes the task himself, such as the
relation ”Alice Eric”, ”Alice Fred” and ”Alice George”.

4) Referential trust: the expectation of the truster is that the
trustee will recommend someone to accomplish the task,
such as the relation ”Alice Bob” and ”Alice Caroline”.
Note that the recommendation of Caroline is also based
on her referential trust in her sister Diana. In other
words, no obligation for the trustee in referential trust to
base his recommendation on a functional trust relation.
Normally, a series of referential trust relations must end
with one functional trust relation [13].

Fig. 1 illustrates the trust network used by Alice to make
her decision.

In the next section, we discuss the formalization of social
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trust for the social web, and compare the different models that
exist.

A. Computational trust

Computational trust raised in the last decade to ensure
trust awareness in intelligent systems, usually consists of a
formalization of social trust adjusted to specific context and
application. Basically, computational trust has three axes [14]:
• Quantitative, also called global-trust or reputation: the

system computes a score for each user, this score repre-
sents his global trustworthiness. This score is considered
when any other user needs to interact with this user [15].

• Qualitative, also called local-trust or relationship: takes
into account the personal bias. It is represented as user
to user relationship. It is the trustworthiness of a user Y
from the point of view of one single user X [15].

• Process driven (system): represents the trust of the users
in the system [14].

This work focuses on the qualitative and quantitative axes.
Most local trust models [4], [16], [17], [18] tend to formulate
it as a trust network. A trust network is a directed weighted
graph where vertices represent users, and edges represent trust
relationships. Models differ by their notation of edges, and
their strategies in traversing the network to compute trust
between two unconnected users. This operation is called Trust
propagation. It is fundamental in local trust models, as it
allows to estimate how much a user A (called source node)
should trust a user B (called destination node).

Global trust models [19], [6] associate a score of reputation
to each user. This same score is used in all the interactions
where this user is implicated as a trustee. These models do not
take the personal bias into consideration. Hence, when a user
is judged reputed/non-reputed, he is seen so by everybody.

Local trust models suffer from a cold start problem, they
can not deal neither with new users nor with users having
no friends [11]. Global trust models are not concerned by this
problem. Nevertheless, it is difficult for new users to build their
own reputation in a global trust model, since ancient reputed
users are usually more susceptible to be recommended by the
system.

As most social applications, social recommender systems
are exposed to different types of malicious attacks [20],
[21]. Malicious attackers aim to take the control over the
recommender system for different purposes, such as driving
the system to recommend or to oppose the recommendation
of given items, inserting viruses, spam or advertisements, etc.

Trust-aware recommenders are more robust than other rec-
ommenders for most attacks [22]. Nevertheless, they are not
completely immune to all kinds of malicious attacks, such
as group attacks [23] which is always possible in some trust
models.

Computational trust is applied to many fields in artificial in-
telligence, recommender systems, file sharing, Spam detection,
networks security, etc. Most computational models are fitted
to their application fields and context. Basically, we identify

two categories. Models dealing only with trust relationships,
and models dealing with trust and distrust relationships.

The first category contains numerous models such as [24],
[25], [26], [27], [28], [29]. The main disadvantage of this
category is that models do not distinguish between distrusted
and unknown persons. Social systems have to give chances
to new and unknown users to prove their trustworthiness,
whereas it must be more severe in blocking distrusted and
malicious users [30]. Unknown users are often new users, a
system unable to distinguish them from distrusted users risks
being very severe with them, so discourage the evolution of
the trust network, or being too tolerant with distrusted users,
which make it less efficient.

Models in the second category distinguish between un-
known and distrusted people. Models in [31], [32], [33], [12],
[34], identify three possible cases: trust, distrust and ignorance.
Authors in [34] classify these models into two groups; gradual
models [31], [32], [34] and probabilistic models [33], [12].
Gradual representation of trust is more similar to the human
way in expressing trust, whereas probabilistic representation
is more meaningful mathematically.

We use SL [12], [8] in our models. Our choice is motivated
by many factors. SL considers trust ignorance and distrust
relationships, which is compatible with our need to distinguish
between unknown and distrusted people. Most other trust
models consider the creation and the evolution of trust links as
an external issue, they describe and deal with existing links. SL
is more transparent about this issue, trust relationships in SL
are based on the accumulation of interactions between a couple
of users. It proposes many operators that allow to integrate
many aspects and factors of trust, which make it one of the
most generic and flexible trust models.

It is based on the belief theory [9], [10], which offers the
capacity to aggregate many beliefs coming from many sources
(even contradictory ones), which corresponds to the case when
a user needs to aggregate the opinions of many of his friends
on a given issue.

Nevertheless, we compare them to referential model called
MoleTrust [4]. This model has been frequently used in the
trust based recommendation, and proved its quality in this
domain, and surpassed the collaborative filtering in the term
of performance. We explain this in the following Section II-B,
before proceeding to the Section II-C which is dedicated to
explain the structure and some operators of subjective logic.

B. MoleTrust

Moletrust was presented in {massa04. It considers that each
user has a domain of trust, to where he adds his trustee friends.
User can either fully trust other users, or not trust them at all.
The model considers that trust is partially transitive, so its
value declines according to the distance between the source
user and the destination user. The only initializing parameter
is the maximal propagation distance d.

If user A added user B to his domain, and B added C, then
the trust of A in C is given by the equation:
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Tr(A,C) =

{
(d−n+1)

d if n ≤ d
0 if n > d

(1)

Where n is the distance between A and C (n = 2 as there
are two steps between them; first step from A to B, and the
second from B to C).
d is the maximal propagation distance.

Consider d = 4 then: Tr(A,C) = (4− 2 + 1)/4 = 0.75.
We consider that when a user A accepts an answer of

another user B, that A trusts B. A Moletrust link between
both users is created. While the algorithm is not aware to
distrust so no interpretation exists for unaccepted answers.

C. Subjective logic

Subjective logic (SL) [8] is an extension of probabilistic
logic, which associates each probability with a degree of
uncertainty. Subjective logic allows to build models that treat
situations of incomplete evidences.

Belief theory [9], [10] is a special case of probability
theory dedicated to treat incomplete knowledge. The sum of
probabilities of possible cases can be less than 1. Subjective
logic [35] offers a belief calculus using a belief metrics called
opinion. The opinion of an individual U about a statement x
is denoted by:

ωU
x = (b, d, u, a)

where: b, d, u ∈ [0, 1] are respectively the belief, disbelief and
uncertainty of U about x. The sum of the three values equals
to one (i.e b + d + u = 1). Base rate a ∈ [0, 1] is the prior
probability. Basically, base rate is a statistical measure applied
in cases of evidence absence. For example, when we know
that the percentage of a disease x in a given population is 1%,
then the base rate of x’s infection is 1%. When we meet a new
individual who did not make a test for the disease, a priori we
assume that the probability that he is infected is 1%. In social
trust cases, while no a priori statistics are present, we consider
that unknown person has a half chance to be trustworthy. So
we use a base rate a = 0.5. In subjective logic, the base rate
steers the contribution of the uncertainty in the computation
of the probability expectation value according to 2:

E(ωU
x ) = b+ a× u (2)

The opinion in subjective logic is based on the accumulation
of successful and failed experiences. After each experience,
U updates his opinion about x consistently with experience’s
outcome. According to this description, opinion can be rep-
resented as a binary random variable. Beta distribution is
normally used to model the behaviour of this kind of variables.
By consequence, the opinion corresponds to the probability
density function (PDF) of beta distribution. PDF is denoted
by two evidence parameters α and β that can be written as
functions of the number of successful and failed experiences
respectively.

TABLE I: Opinion evolution with successive interactions.

No state r s belief disbelief uncertainty
0 no interaction 0 0 0 0 1
1 successful interaction 1 0 1/3 0 2/3
2 failed interaction 1 1 1/4 1/4 2/4
3 successful interaction 2 1 2/5 1/5 2/5

α = r +W × a
β = s+W × (1− a)

(3)

where r is the number of successful experiences (evidences). s
is the number of failed experiences. W is the non-informative
prior weight that ensures that the prior (i.e., when r = s = 0)
Beta PDF with default base rate a = 0.5 is a uniform PDF
(normally W = 2).

The expectation value of beta PDF is:

E(Beta(p|α, β)) =
α

α+ β
=

r +Wa

r + s+W
(4)

In subjective logic, the mapping between the opinion pa-
rameters and the beta PDF parameters is given as follows:

b =
r

(r + s+W )
(5)

d =
s

(r + s+W )
(6)

u =
W

(r + s+W )
(7)

Table I shows an example of the evolution of an opinion
with successive interactions.

In the first line of Table I, we see the case of absence of
evidence (experiences). The opinion is completely uncertain
(u = 1). In this case, according to 2, the expectation value
equals to the base rate value. The arrival of new experiences,
will make the uncertainty decrease, regardless if these ex-
periences are successful or not. Successful experiences will
augment the belief, whereas failed experiences will augment
the disbelief.

Subjective logic opinions can be illustrated in the interior
of an equilateral triangle. The three vertices of the triangle are
called belief, disbelief, and uncertainty. The uncertainty axis
links the uncertainty vertex with the opposite edge (the belief-
disbelief edge), the uncertainty value of the opinion is plotted
on this axis considering that its contact with the edge belief-
disbelief represents the value 0, whereas the contact with the
uncertainty vertex represents the value 1. In the same way, we
describe the belief and the disbelief axis.

The opinion is represented by the intersection point of
the three projections on the three axis (belief, disbelief and
certainty) as shown in the example in Fig. 2. The bottom of
the triangle is the probability axis, the probability expectation
value is the projection of the opinion point on the probability
axis with respect to the line linking the uncertainty vertex with
the base rate point on the probability axis. Fig. 2 illustrates an
example of opinion mapping in subjective logic. The opinion
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is represented by a point inside the triangle. The point is the
intersection of the projection of the three values b, d, and u on
the axis of belief disbelief and uncertainty, respectively. The
probability expectation value E(x) is the projection of ωx on
the probability axis directed by the axis linking ax with the
uncertainty edge.

Fig. 2: Subjective logic Opinion.

Note that changing the value of base rate can make people
more reckless or more cautious.

After defining the structure of the opinion in subjective
logic, we need to explain some of subjective logic operators
that are useful for building trust network. Local trust networks
are usually represented by a direct graph, where vertices rep-
resent users, and edges represent trust relations. Consequently,
computing trust value between two users is reduced to finding
a path or more connecting them to each other.

1) Trust transitivity: If an individual A trusts another
individual B, and B trusts C, trust transitivity operator is used
to derive the relation between A and C.

Subjective logic proposes the uncertainty favouring transi-
tivity. This operator enables the user A to receive the opinion
of a friend C of his trustee friend B, or to ignore the opinion
of B in case of A distrust B. Formally the operator is given
by (8).

ωA
B = (bAB , d

A
B , u

A
B , a

A
B)

ωB
C = (bBC , d

B
C , u

B
C , a

B
C)

ωA
B ⊗ ωB

C =


bA:B
C = bAB .b

B
C

dA:B
C = bAB .d

B
C

uA:B
C = dAB + uAB + bAB .u

B
C

aA:B
C = aBC

(8)

The belief of A in C is the union of his belief in B, and that
of B in C. The disbelief of A in C is the union of his belief
in his friend B, and the disbelief of B in C. The uncertainty
of A in C is the sum of his uncertainty and disbelief in B, and

the union of his belief in B and the uncertainty of B about
C.

2) Opinion fusion: Suppose in the previous example that
A has another trustee friend D who also trusts C. A has two
separate sources of information about C.

Subjective logic proposes two main types to fuse B’s and
D’s opinions about C:

ωC
B⊕ωC

D =


bCB�D =

bCB .uC
D+bCD.uC

B

uC
B
+uC

D
−uC

B
.uC

D

dCB�D =
dC
B .uC

D+dC
D.uC

B

uC
B
+uC

D
−uC

B
.uC

D

uCB�D =
uC
B+uC

D

uC
B
+uC

D
−uC

B
.uC

D

(9)

This operator allows the user to aggregate the opinions of
his trustee friends, regardless of their possible contradictory
opinions.

III. PROPOSED MODELS

The aim of our models is to predict the most relevant answer
to a given question within a list of answers. Basically, trust
models consider that the person asking tends more to accept
answers written by trustworthy people, so trust models try
to retrieve these users. We have developed three trust aware
models. All of them are based on subjective logic. We refer to
them as local trust model (LTM), which is a classical local trust
model, so it exploits only individual opinions when they are
available, otherwise it exploits collective opinions. Collective
trust model (CTM) which exploits collective opinions all
the time, and global trust model (GTM), which depends on
context-aware reputation scores.

A. Local trust model

This model is basically based on the model proposed in [12].
It consists of building a local trust network between users.
The edges of this network are SL opinions of users about each
other. Formally, we represent the trust network as a graph G =
(V,E), where V represents the set of vertices (users), and E
represents the set of edges (direct trust relationships). Suppose
that a user a asks a question q, a set of users R will propose
many answers. The aim of the trust model is to compute a
score for each user r ∈ R using the trust network. The trust
model estimates that a will accept the answer proposed by the
highest score member of R. Local trust computes the score
according to (10):

score(r) =

{
e(a, r) if e(a, r) ∈ E∑
j

⊕[e(a, fj)⊗ e(fj , r)] elsewhere

(10)
where: e(a, r) is the direct opinion (edge) of a in r.
fj is a member of F , the set of the direct friends of a, formally:
fj ∈ F :⇐⇒ e(a, fj) ∈ E.
Σ0≤j≤N⊕ is the aggregation of multiple (exactly N ) opinions.
Note that e(fj , r) itself can be composed of the opinions of
the friends of fj .

To predict the accepted answer of a given question q asked
by the user A, we identify R the set of users who contributed
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1: procedure INDIVIDUALTRUST(A,B)
2: if (e(A,B) ∈ E) then
3: return e(A,B)
4: else
5: e(A,B)← e(0, 0, 1) . a neutral opinion
6: for all f ∈ A.friends do
7: e(A,B)← e(A,B)⊕[e(A,B)⊗ e(f,B)]
8: end for
9: return e(A,B)

10: end if
11: end procedure

Fig. 3: Individual trust function.

answers to the current question. Then, we traverse the graph
(trust network) to compute the local trust between person
asking and each of them. We assume that A will accept the
answer of the most trustee user within R. According to this
model, A consults his friends only about members of R with
whom he has no direct interactions, otherwise considers only
his own opinion. Consulted friends repeat the same strategy in
consulting their friends. The drawback of this model is when
A has only one interaction with a member r of R, this might
be not enough to evaluate him. A may have a friend B who
has had many interactions with r so more apt to evaluate r.
According to this model A will not ask B about his opinion
in r.

The aim of A is to rank R by the trustworthiness of its
members. Whenever he has no information about a member
r of R, A will ask his friends their opinions on this very
member. So the task of friends is to evaluate r without any
farther information. The more A is connected, the faster is the
model, since the probability to have direct relationships with
the members of R becomes higher. The pseudo code 3 shows
how this model works in demanding friends’ opinions.

B. Collective trust

This model is based on collective opinions instead of
personal opinions. In the previous model, collective opinions
were used only in the case of absence of personal opinions.
In this model, collective opinions are used in all cases. This
semantically means that A will ask his friends about all
the members of R, so even those whom he already knows.
Formally:

score(r) =



(a, r)⊕
∑
j

⊕[e(a, fj)⊗ e(fj , r)]

if e(a, r) ∈ E∑
j

⊕[e(a, fj)⊗ e(fj , r)]

elsewhere

(11)

This model assumes that direct interactions are frequently
unable to assure sufficient information about users. In the
previous model, a user could supply a personal opinion about
another user once he has at least one interaction with him. We

1: procedure COLLECTIVETRUST((A,R))
2: Declare scores[R]
3: for all score ∈ scores do score = e(0, 0, 1) .

neutral opinion
4: end for
5: for all (r ∈ R do
6: if opinion(A, r) ∈ E then
7: scores[r] = e(A, r)⊗ scores(r)
8: end if
9: end for

10: for all f ∈ A.friends do
11: fscore = collectiveTrust(f,R)
12: for all r ∈ R do
13: scores[r] = scores[r]⊕fscore[r]
14: end for
15: end for
16: return scores
17: end procedure

Fig. 4: Collective trust function.

think that this affects the quality of the opinion, because of the
lack of experience. In the current model, user aggregates his
opinion with the his friends’ opinions, each friend’s opinion is
conditioned by the trust given to him by the active user. This
means that we always need to traverse the graph, which can
be time consuming in large graphs. We alleviate this problem
by building a graph by domain in our data.

Example:
Back to the same example in Section II. Fig. 5 illustrates

trust network extracted from the described relations in the
example. So when A asks a question to which she get replies
from E, F and G, then R = E,F,G. A needs to rank the
members of R to identify the most trustworthy member.

For the individual trust model, scores are computed as
follows:

score(E) = e(A,E)

score(F ) =
[e(A,B)⊗ e(B,F )]⊕[e(A,C)⊗ e(C,D)⊗ e(D,F )]

score(G) = e(A,C)⊗ e(C,G)

As for the collective trust model, the scores of F and G do
not change, but the score of E becomes as follows:

score(E) = [e(A,E)]⊕[e(A,B)⊗ e(B,E)]

Now let us add a link between C and F , and see the effect
of such a link:

In individual trust model:

score(F ) = [e(A,B)⊗ e(B,F )]⊕[e(A,C)⊗ e(C,F )]

In collective trust model:

score(F ) = [e(A,B)⊗ e(B,F )]⊕[[e(A,C)⊗
e(C,F )]⊕[e(A,C)⊗ e(C,D)⊗ e(D,F )]]
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Fig. 5: Trust graph.

Once again, we see that in the local trust model, as C has a
direct link with F , so when A asks him about his opinion on
F , C sends back his response relying only on his own opinion
on F . Whereas in the collective trust model, for the same case,
C asks D his opinion on F , and aggregate the response of D
with his own opinion before sending back the result to A.

C. Global trust model (GTM)

Each question in stackexchange has a set of associated
keywords. We use these keywords to build a new global trust
model (GTM), that exploits the reputation of users towards
keywords. When a user A accepts the answer of a user B to
his question, a link is created or updated between B and each
of the keywords associated with the question, so we do not
use neither a graph nor user to user connections. The semantic
signification of the links between users and keywords is the
experience of the user towards the keyword, so a reputed user
towards a keyword can also be called expert. The profile of a
user is represented by a hashtable where keys are the keywords
and the values are subjective logic opinions to express his
experience related to the keywords.

To predict the accepted answer of a given question Q asked
by the user A, we identify R the set of users who contributed
answers to the current question, and the set K of keywords
associated to the question. We compute the average reputation
score to each member of R towards the elements of K. The
member with the highest average score is chosen to be the
owner of the accepted answer.

In (LTM) and (CTM) only friends and their friends can
influence the decision of the person asking, and their influence
is limited by the trust that the person asking accord to each
them. In the current model, all the users in the dataset can
influence the reputation score of the members of R without
conditions. This can affect the robustness of the model to
malicious attacks.

IV. EXPERIMENTAL WORK

We use the dataset of the website stackoverflow. The website
offers a question answering forum for multiple domains,
mainly but not limited to computer science. The available
data contains 30 domains. Users subscribe to the website by
domain, so one user can have multiple accounts, according
to the number of domains in which he participates. The total
number of accounts is 374,008 for about 153,000 users.

The user asks a question in a given domain, and associates
a set of keywords to his question, then he receives many
answers. He chooses the most relevant answer and attributes
an ”accepted answer” label to it. Nevertheless, users can keep
proposing new answers. Subsequent users who have the same
problem as the person asking can take advantage of the an-
swers and rate them on their usefulness by attributing thumb-
up or thumb-down. In the available dataset, we have access
to only the total number of thumbs-up and the total number
of thumbs-down an answer receives, but no information about
suppliers’ identities. The website offers the possibility to order
answers by relevance, where the accepted answer is put in
the top of the list, followed by the other answers ordered
by the difference between thumbs-up count and thumbs-down
count. Our work aims to use trust based models to predict
the accepted answer over the set of available answers. Total
number of questions in current dataset equals to 371,594, for
a total number of answers 816,487. We divide the questions of
each domain in five equivalent sets. Then, we apply a crossing
test in five iterations, in each iteration we use four sets for
learning and building the trust network and the fifth for testing
the prediction quality.

A. Interpreting interactions

In stackoverflow, when a user A asks a question, he receives
a list of answers from many users. A can accept only one
answer. Unaccepted answers are not necessarily bad ones.
They might be simply not good enough compared to the
accepted one. They might even be better but arrived too
late and A has already accepted another satisfactory answer.
Basically, while we do not have an explicit reaction from A
towards the unaccepted answers, we suppose four hypotheses
to treat them:

1) rigorous hypothesis: unaccepted answers are considered
as failed interactions.

2) ignoring hypothesis: unaccepted answers are not consid-
ered at all.

3) independent subjective hypothesis: in both previous
methods, the interaction value is either +1 (successful),
or -1 (failed). In this method, we introduce relatively
successful/failed interactions. We use the rates of com-
munity towards the answer to estimate a subjective
successful/failure of the interaction. In fact, the thumb-
up represents a successful interaction with an unknown
user, same thing for the thumb-down with a failed
interaction. The global reaction of the community to-
wards the answer is subjective opinion resulting from
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members’ interactions with the answer. We consider the
expectation value of the community’s opinion as the
value of the partially successful/failure of the interaction
between the person asking and the replier.

4) dependent subjective hypothesis: regarding to the fact
that a user can give a thumb-up for an answer because
it is better/worse than others, the attribution of thumb-
up and thumb-down can be relative too. The reason
why we propose another subjective method where our
certainty is influenced by the global number of thumb-up
and thumb-down attributed to all answers of the same
question. In this case, the opinion about an answer is
dependent on the the other opinions about the other
answers.

Certaintyj =

∑
j th

2 +
∑ann

i=an0

∑
i th

where th is an absolute value of thumb (up or down).
j is the current answer.
n is the number of answers of the current question.
The default non-informative prior weight W is normally
defined as W = 2 because it produces a uniform Beta
PDF in case of default base rate a = 1/2.
The three components of the opinion are:

beliefj = uncertaintyj ×
∑

j thup∑
j th

where
∑

j thup is the number of thumbs up attributed
to the answer.

disbeliefj = uncertaintyj ×
∑

j thdown∑
j th

where
∑

j thdown is the number of thumbs down at-
tributed to the answer.

uncertaintyj = 1− certaintyj

Finally, we compute the expectation value of the result-
ing opinion and consider it as the value of the relative
success/failure interaction.

V. EVALUATION

Our comparison includes three axes. The first one is the
precision of prediction. The second is the complexity, which
indicates the execution time of each model. The third is the
robustness to malicious attacks.

A. Precision

Evaluation Metrics: We consider the problem of finding the
accepted answer as a list ranking problem with one relevant
item. Mean reciprocal rank (MRR) is a quality metrics used to
evaluate systems that have to give out a ranked list with only
one relevant item. Reciprocal rank (RR) of question is 1/r
where r is the rank given by the evaluated algorithm to the
accepted answer. Mean reciprocal rank is the mean value of
RR’s to all questions. The value of this metrics varies between
0 and 1, where 1 is the best precision score.

TABLE II: MRR results.

method MoleTrust Local
trust

Collective
trust

Global
trust

Rigorous - 0.57 0.88 0.884
Ignoring 0.53 0.58 0.75 0.7
Dependent
probabilistic

- 0.62 0.87 0.815

Independent
probabilistic

- 0.617 0.86 0.78

TABLE III: MPLR results.

method MoleTrust Local
trust

Collective
trust

Global
trust

Rigorous - 0.37 0.85 0.85
Ignoring 0.3 0.36 0.69 0.6
Dependent
probabilistic

- 0.442 0.84 0.76

Independent
probabilistic

- 0.438 0.83 0.73

MRR is a good indicator to the performance of prediction
algorithms for ranked lists. Nevertheless, we think that it is not
perfectly adapted to our case. MRR is usually used for systems
that have to predict a list of items within which a relevant
item exists. We are trying to find the accepted answer by re-
ranking an existing list of answers. Remark the case when the
algorithm ranks the relevant item in the last position of the list,
the algorithm is recompensed for at least having chosen the
item within the list. In our case, the list is predefined, so the
algorithm should not be recompensed for ranking the relevant
item at the end of the list. The range of RR values is [1/r, 1],
we propose a modified version where the value varies between
1 if the relevant item is in the top of the list, and 0 if it is at
the end of the list. We call this metrics mean predefined lists
rank (MPLR), where predefined lists rank PLR is given by the
formula 12:

PLR =
N − r
N − 1

(12)

where: N is the size of the list.
MPLR is the average of PLRs for all questions. We employ

a modified competition ranking strategy, so the ranking gap is
left before the ex aequo items. For example, if two items on
the top of the list have the same score, they are considered
both second, and no item is put at the top of the list.

Results and discussions: Only questions with accepted
answers and more than one proposed answer are appropriate
for our test. The corpus contains 118,778 appropriate questions
out of the 371,594 questions of the corpus.

As MoleTrust is not probabilist and does not consider the
distrust, only the ignoring hypothesis is applicable on it. Table
II illustrates the MRR scores of the four models, and Table III
illustrates MPLR scores. MPLR scores are, of course, lower
than those of MRR. Nevertheless, both tables lead to the same
conclusions.

Obviously, all the SL models are more precise than Mo-
leTrust, which guarantee certain improvement to the SL com-
pared to the referential model.
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Concerning the SL models, it is obvious that the precision
of CTM and GTM surpass widely that of LTM.

Basically, the truster in LTM builds his belief by mainly
exploiting his own interactions. Whereas, CTM leans fully
on collective opinions that rely on more complete evidences
than individual ones. Trustee friends enrich collective opinions
by more knowledge, that make them more reliable and accu-
rate. These results show the limit of individual opinions and
local relationships, because direct interactions can be poorly
informative, and relying only on them can lead to inaccurate
decisions. A fellow in a social environment always needs to
integrate and interact within communities to be more informed,
and more capable to adjust his decisions.

GTM offers a larger archive of interactions to the trusters.
A truster in GTM has access to all the past interactions of
the trustee, so constructs a more elaborate belief about him.
The performance of GTM is largely better than LTM. On
the other hand, it is less precise than CTM even though it
makes use of more evidences. We assume that sometimes these
supplementary evidences cause information overload, and tend
to be noisier than profitable. In addition, GTM accord the same
weight to the opinions of all participants, whether they were
trustees or not to the active user.

We would refer to the difference in context consideration.
LTM and CTM consider the domain of the question as a
context. GTM considers a more refined interpretation of the
context, based on a sub-domain defined by the tags associated
to the question. The context in GTM is very adaptive, this
leads to a more specific person having competences in this
exact context. The presence of this person in the list of people
who answered the question proves his willingness to assist the
person asking, his competence and mastery of subject lead him
to be the owner of the accepted answer. For example, if B
was able to answer a question of A about Java programming
language, this does not mean that he would be able the next
time to reply to a question about C++ programming language,
although it is still the same domain (context) for LTM and
CTM. So even within the same domain, people might be
experts in narrow sub-domains, while having a general or even
weak knowledge about the other parts of the domain. If A
tried to reply the question of B about C++, only GTM will
detect that he is not the best person to reply in the domain
of ”c++ programming”, whereas LTM and CTM will consider
him a good candidate because he is a trustee in the domain
of ”programming”. Current precision score do not allow to
evidently evaluate the influence of both considerations.

In real life, regret can assist to re-establish trust. The
structure of local trust systems does not possess any mech-
anism to reconsider relationship after a bad integration with a
destination user (which can be occasional), collective opinions
allow the reconsideration of the relation with this user if he
was trustee by intermediate friends of source user.

Regarding the four hypotheses about treating unaccepted
answers in LTM, we find that probabilistic methods are
slightly better than both rigorous and ignoring hypotheses. In
CTM and GTM, the three hypotheses that try to infer from

unaccepted answers surpass the performance of the fourth that
neglects this information (ignoring hypothesis). We conclude
that unaccepted answers can be profitable, and then should
not be neglected. Extracting information from these answers
is possible thanks to the flexibility of subjective logic. This
framework proves again its capability to deal with incomplete
evidence cases.

B. Complexity

Complexity is an important issue to evaluate algorithms. The
importance of complexity evaluation is to estimate the time
needed for each model to be executed. A good recommender
must be able to generate recommendation in a reasonable
delay.

Algorithm complexity is a function of t(n), where n is the
input size. The complexity function gives a clue about the
expected execution time of the algorithm given an input of size
n. Complexity calculus is independent from the hardware, the
programming language, the compiler and the implementation
details. It takes in consideration only the elementary operations
of the algorithm such as: variable assignment (t(n) = 1),
comparison (t(n) = 1), loop on a list of size n (t(n) = n),
comparing all the values of an array to each other (t(n) = n2),
traversing a graph (t(n) = V +E), where V is the number of
vertices, and E is the number of edges).

The big O notation is used to refer to the complexity, this
notation keeps only the elementary element that maximize the
algorithm complexity. For example, having an algorithm with
(t(n) = n2 + 4 · n + 2), the equivalent in big O notation is
O(n) = n2.

Generally, the evaluation of complexity takes into account
the worst case and the average case. The worst case represents
the upper bound of time needed to execute the algorithm, and
the average case is the lower bound.

Graph traversal complexity equals to O(V +E). In the worst
case, MoleTrust, LTM and CTM have to execute this operation
R times, where R is the number of users who have proposed
answers to the question. By consequence, the complexity of
these three models equals to O(R · (V +E)). The complexity
of the GTM is O(R · L), where L is the size of the list of
keywords with which the member of R has a reputation score.

In the worst case, MoleTrust, LTM and CTM have the same
complexity. We can consider that the GTM is less complex
whereas L is usually smaller than V + E.

As the worst case is mostly infrequent, it is usually ac-
companied by the average case complexity. We define R′ as
the subset of R that contains the users having no direct trust
relationship with the active user, so R′ ⊆ R. The average
complexity of LTM is O(R′ · (V + E)). It is obvious that
average complexity of CTM is the same as its worst case
complexity. The average complexity MoleTrust is less than
LTM and CTM, because it stops searching when it finds the
first member of R. Basically the average complexity of the
GTM equals also to O(R · L) when using lists. The average
complexity of hashtables is O(1).
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Finally, from the perspective of complexity we find that
GTM is the less complex, followed by LTM, and CTM is
the most complex one, so the most time consuming. This
complexity analyses illustrates the limitation of CTM for the
applications with huge graphs.

C. Robustness against malicious attacks

In a malicious group attack scenario, we distinguish three
groups of users. The attackers who participate in the execution
of the attacks. The affected users whose recommendations are
contaminated because of the attack. And the pure users who
are untouched by the attack.

In the group attack many profiles cooperate to achieve the
attack’s goal. These profiles can be possessed by one or more
user, they unite to improve the score of one or more of
them to a point that they can control the recommendations
generated to other users. In the current application a group
of profiles might ally together to execute a group attack.
The members of the group keep mutually inserting questions,
answering them, and accepting each others’ answers. While
the application is contextualized, and the trust models treat
the domains separately, attackers must target a given domain
or repeat the same operation for each domain.

GTM is weak for this kind of attacks. The group can
augment the reputation score of its members for chosen
keywords, and contaminate them. Hence, when any pure user
asks a question containing contaminated keywords, he will
become affected and receive a contaminated recommendation
from the attackers.

In MoleTrust, the local and the collective models, the topol-
ogy of the graph assists to isolate the group of attackers. The
communitarian behaviour will make them highly connected
to each other but weakly connected to other users. Hence,
a pure user can not be affected unless he decides himself
to trust one or more attackers, which is very unlikely. Even
if this happens once by accident, the resulting link is not
strong enough (especially in CTM), because it is based on
one interaction, and it will be more uncertain than other links,
so with weak influence.

In [23], the authors propose the bottleneck property to state
about the robustness of a trust model to the group attack. The
meaning of the bottleneck property is that when having a trust
relation s → t, where s is a pure user and t is an attacker,
this relation is not significantly affected by the successors of t.
Fig. 6 illustrates an attacked graph with a bottleneck property.

The edges in our models are formed of SL opinions. So
the only way to strengthen this relation, is by more successful
interactions between s and t, which is decided by s himself.
To summarize, in local and collective model, the attack can
succeed only when pure users decide deliberately to trust
attackers.

The conclusion of this analysis is that the global model
is weaker than the local and the collective models against
malicious group attacks.

Fig. 6: The bottleneck phenomena in the trust graph.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we compared three different interpretations of
computational trust model.

Fig. 7: The triple evaluation of the three trust models.

We effected a comparison that consists of three axes
(precision, complexity, and robustness). Fig. 7 resumes the
conclusions. In terms of precision, we showed the limits of
individual opinions compared to collective and global ones.
Using opinions based on evidences from multiple resources is
more fruitful, with some reservations to information overload
limits. We represent that in Fig. 7, by putting CTM and GTM
closer to the precision circle than LTM.

Although CTM has the best precision score, it still the most
complex model among the three studied model. In Fig. 7, GTM
and LTM are closer to the circle of complexity, because they
have a better (lower) complexity. Even though GTM is less
complex than LTM.

GTM forms a compromise between precision and com-
plexity. Yet, its weak point is in the robustness axe. It is
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theoretically weaker than the other two models. In Fig. 7, it
is located far from the robustness circle.

Our study puts the light on a weak point of each model. So
the choice of a model is still dependant on the type application,
the context and the desired characteristics.

Some of our results are theoretically inferred (the robustness
issue). We are interested in proving that empirically, by sim-
ulating malicious attacks on the dataset, in order to measure
the influence of these attacks on the precision of each model.
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Abstract—This paper considers connected strands of thinking 

in the area of socio info techno systems emerging from Sydney 

University, Complex Civil Systems Group, the Advanced 

Research and Assessment Group (ARAG), Cambridge 

University, Engineering Design Centre, the Information 

Management Division at the University of Hong Kong and the 

School of Business, Leadership and Enterprise at University 

Campus Suffolk.  The paper is divided into six sections. First, 

it examines the synthesis of the machine and the organization 

in what has been termed mechorganics; then, it identifies the 

Lodestone concept as a means for instrumenting social 

awareness; before considering the role variety plays in 

collaboratively influencing complex systems, over time, and 

coordinating and controlling them, in time. Having established 

the bases, the paper then develops a lifecycle model applied, in 

this instance, to the health sector. Finally, it examines the needs 

for assaying information and data as a means of providing the 

social transparencies needed for real time verification and 

validation. From this, it posits the needs for simple empirical 

standards and setting/vetting organizations that encourage 

good behavior and discourage bad. These standards’ 

organizations provide for the governance and assurances 

necessary for packet-markets to form where transactions / 

prices can be assured, products verified, exchanges made and 

fees / taxes abstracted. 

Keywords-mechorganics; lodestone; instrumenting; packet-

markets; governance; metadetics; synthetic ecology; assaying. 

I. INTRODUCTION 

This paper is developed from a paper presented at 

SOTICS 2013 entitled The Need for Synthetic Standards in 

Managing Cyber Relationships [1]. In this paper, we 

consider Cyber may consist of two sub-systems identified 

and classified as being “Coordination Rule and Control 

(CRC)” and “Collaboration and Social Influence (CSI)” [2, 

3]. These system attributes provide the necessary and 

“requisite variety” [4] to enable both control, “in time”, and 

influence [5]-[9], “over time”. In this regard, Cyber may 

consist of two poles:    

 A technologically bounded, largely immeasurable, 

strongly scientific, stochastic coordination, rule and 

control space; comprising virtual-media and the display of 

data dealing with the real communication of facts; and the 

conceptualization of alternative possibilities, themselves 

capable of generating hard physical and soft more social 

effects and collaboratively influencing them [10]. 

“Mechorganics” is postulated to have 1) a thematic 

systems identity (defined by its networked disciplines) and 2) 

a critical and functional education base [11,12]. It is not seen 

either as ‘a reversion of digital data back to an analogue 

form’ [13] or some form of ‘Golem’ warned of by Wiener 

[14]. Mechorganics is based on “designing humanity back 

into the loop” [15,16] and: ‘the synergistic combination of 

civil mechanical systems engineering, social network 

dynamics, ICT and the management of interconnected 

knowledge, information (and data) infrastructures in the 

designing and composing of adaptive (resilient and 

sustainable) organizations’ [15].  

The “Lodestone” concept arose from a concern that the 

“Cyber-pole” applying Coordination, Rule and Control 

(CRC) was being emphasized at the expense of the whole 

and specifically the pole dealing with collaboration and 

social influence. The result, it was conjectured, was twofold: 

first, that government was becoming irrelevant to many 

social-media users and, secondly, that this was creating a 

vacuum in which less benign influences might flourish. For 

example, studies of social networking and identity have 

shown that there is a strong tendency to connect like-to-like 

[17]. This narrowing focus potentially reduces societal 

variety and makes people less tolerant to alternative ideas 
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and ontologies than their ‘non-digital forebears’. They may, 

in actual fact, become non-democratic, xenonetworks (from 

xenophobia, xenonetworks are ‘social networks with a strong 

dislike or fear of other networks or ideas that appears foreign 

or strange to them’) [3], extremely hostile to alternative ideas 

(and that they might be wrong). Discussion at the time was 

focused (as it remains largely today) on finding information 

‘keystones’, ‘architectures’, ‘protocols’ or ‘gateways’ not so 

much to assist people identify good information from bad but 

to control. A problem with each of these concepts is that they 

obtrusively and exclusively focus on the stable, static (hence 

keystone) and ergodic, as opposed to the dynamic and non-

ergodic. The “Information Lodestone” concept recalled the 

semi-mythical lodestones of antiquity that enabled ancient 

mariners both to determine / ‘fix’ their position and 

simultaneously steer a safe course. The objective is to design 

a non-obtrusive, dynamic instrument. In this respect, we are 

commencing work with Health and manufacturers of 

sensitive materials, to model and identify data / information 

flows and the potential for leaks along complicated, sensitive 

lines-of-communication in which knowledge assurances, 

e.g., for operating on patients, are essential. Other work is 

being undertaken to teach life systems management skills to 

young people, with an emphasis on either metamatics (the 

mathematics of cyber-social and cyber-physical systems) or 

metadetics, as defined in this paper. We consider this to be 

exciting work, on the cutting edge of our science, essential to 

enabling the emerging Knowledge Enterprise Economies of 

the 21
st
 Century. 

This paper is divided into six sections. In Section II, the 
cyber-system is considered as it relates to the individual and 
at the social level. In the next section, means for 
instrumenting the Cyber are posited from which we then 
posit the types of setting and standards that might apply. This 
is then used as the bases for modeling a health life system as 
applied to the Australian Radiologist profession. Finally, 
inclusive designs and standards to enable people to 
sensemake within new and emerging cyber and synthetic 
ecologies are posited. 

II. CYBER AS A SOCIAL BEING 

The informal motto of the Lodestone Project was 

suggested as ‘conscius in res’ or “sense-in-being”, relating to 

Badiou’s [18] understanding of “being”, when he states: 

‘what happens in art, in science, in true (rare) politics, and in 

love (if it exists), is the coming to light of an indiscernible of 

the times, which, as such, is neither a known or recognized 

multiple, nor an ineffable singularity, but that which detains 

in its multiple-being all the common traits of the collective in 

question: in this sense, it is the truth of the collective’s 

being’. The idea of multiple-beings holds within it the traits 

of the social being at the heart of most systems and 

organizations. It is their truths and trusts that “detain the 

common traits of the collective in question”. When these 

trusts dissipate or are allowed to wither, the organization 

may remain as a physical entity (when a building becomes 

statue) but its essence and being – its “ineffable singularity” 

– is no longer [19]. It is conjectured that, by dealing with 

cyber exclusively as an info-techno construct, many 

organizations lost sight of their “social being”. 

Considering the Cyber as two poles, it is suggested that 

one has more info/techno-socio traits; the other more socio-

info/techno, in which, building on work by Harmaakorpi et 

al. [20], [17], it is posited that: ‘Info-Techno-Socio systems 

seek to program (as opposed to programme) the relationship 

between technical processes and humans by digitizing 

performance fidelity and coding for repeatable risk free 

procedures in computer-control-spaces so that data and 

communication do not [temporally] contradict each other ’ 

[21]. By contrast: ‘Socio-Info-Techno systems stress the 

reciprocal interrelationship between humans and computers 

to foster improved shared awareness for agilely shaping the 

social programmes of work, in such a way that humanity and 

ICT [control] programs do not contradict each other ’[21]. 

The two systems are also considered in terms of their 

signatures, where I-T-S systems are considered as strong-

signal systems [22]-[25], in which: ‘Control (through 

switching) of Information, Data and Communication are the 

key variables’ after, Castells [26] and Sokol [27]. And weak-

signal S-I-T systems [22]-[25], in which: ‘Influence (through 

shared awareness) of Information and abstracted social 

Knowledge are the key variables’, after Castells [26]. 

Most of us intuitively know the type of organization we 

would wish to be working for. Warren and Warren (1977) 

considered this in terms of “organizational health” and 

concluded that ‘healthy organizations’ have ‘a critical 

capacity for solving problems’, [28]. They identified three 

dimensions of connectedness (see also Thibaut and Kelley 

[29]): identification with the organization (they referred to as 

neighborhood); interstitial interaction within the 

organization and existential linkages outside the 

organization.  

Considerations of health apply equally to organizations 

working with/in the Cyber and their capacity for “problem 

solving” and so controlling, in time, and influencing, over 

time. This research is developed further in Section V. It is 

contended that successful companies are constantly 

“balancing” between the exploitative (delivered in time by 

coordination, rule and control) and the explorative (delivered 

over time through collaborative social influence). The 

capacity for balancing between coordination & control (the 

exploitative) and collaboration and influence (the 

explorative) to keep an organization “in kilter” is known as 

“ambidexterity” [30]. It is suggested that this ability to 

dynamically balance between the exploitative and the 

explorative is indicative of a systems ability to “problem 

solve” and, therefore, of its health. 
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As humans learn, it is thought that they develop a critical 

capacity for problem solving based upon their individual 

social system model. This capacity for systems and critical 

thinking can be taught and is seen as a necessary pre-

requisite for understanding and dealing with complexity. In 

this regard, from Lever et al. [31], it is considered that:  

Systems Thinking may be the ability to determine 

appropriate options for leading, managing, designing, 

engineering and modeling complex systems, taking 

adequate empirical account of different system types, 

configurations, dynamics and constraints, and 

Critical Thinking may be the ability to ask the right 

questions and make useful sense of information that is 

technically complex, incomplete, contradictory, 

uncertain, changing, non-ergodic and subject to 

competing claims and interests. 

After Dreyfus & Dreyfus [32], it is suggested we all have 

an individual ‘meta-datum’ that reference what is posited as 

our “metadetic spheroid” [32]-[34]. This gives rise to 

concepts of “metadetic-datum”, with similarities to a 

geodetic datum used to “reference” the spheroidal model of 

the earth being applied, e.g., World Geodetic System (WGS) 

84. Individual metadetic spheroids may be broadly similar. 

How they are referenced – in other words their datum – is 

seen to affect how humans’ process information and what 

they perceive. A metadetic-spheroid is an individual’s model 

(no matter how incomplete) of the sociodetic-spheroidal 

“beings” / organizations they inhabit; see Fig. 1. The meta-

datum achieves the best “fit” of an individual’s metadetic-

spheroid to what may be thought of as its “sociodetic-

spheroid” describing the overall model of the related social 

system. 

 

Figure 1.  Sociodetic / Metadetic Spheroids and Datums 

Bunge [35] maintains that ‘perception is personal; whereas 

knowledge is social’. An individual’s perception of their 

“sociodetic spheroidal system” is incomplete. Only by 

“collaboratively connecting” with “others” metadetic 

spheroids may an individual begin to “map” the sociodetic 

spheroidal whole. It is this process of “collaborative 

sensemaking” that moves what is effectively static, 

positional information and data to the social and dynamical 

knowledge of “being”.  

Markov chains applied within Bayesian Belief Networks 

[36] were considered by Logan and Moreno [37] in terms of 

‘Meta-State-Vectors’ referenced to ‘Meta-Data’ [32]-[34]. 

Meta-State-Vectors (MSVs) relate to the idea of some 

information containing “indicators” that will be identified 

immediately against an individual’s metadetic-datum without 

the need for preamble / additional processing. MSVs are 

therefore distinguishable from serial information; from 

which ‘expert’ human processors ‘can form diagnostic 

hypotheses and draw rational conclusions from system 

patterns [and] critical reflection of their own meta-datum’ 

[32]. In terms of collaboration and shared awareness, this 

should enable individuals to ‘make better use of one 

another’s expertise’ [39], particularly if ‘authenticated’ [39], 

validated and verified. 

In a social system, there also exists the risk of knowledge 

blindness or “blind knowledge” [40,41]. Models of 

“info/techno-socio exchange” and “socio-info/techno 

knowledge capture” therefore need to differentiate ‘between 

the active physical and technological capture of data and 

information’ [42, 43] and the socio-info/techno exchange of 

knowledge [44]-[49]. To understand how the best “fit” is to 

be achieved between the info/techno-socio “machine” and 

the socio-info/techno organizational “being”, it is necessary 

to identify the system’s ecology and its purpose / role within 

it. If an organization’s purpose is to problem solve, then how 

it maps its sociodetic spheroid and positions its datum will 

determine its health and future fitness judged by its ability to 

‘test for both success and failure’ [50].     

III. INSTRUMENTING THE CYBER 

At the turn of the millennium, the old UK Defence 

Research Agency (DERA) was undertaking trials of 

networked soldiers at the British Army Training Unit in 

Suffield (BATUS), Canada. Soldiers had all been issued with 

GPS. As reported to the first author, the result was “digital” 

in terms of the troops’ movement, which was recorded as 

being “stop and go”. Troops would stop, find out where they 

were, report their position and then move. The researcher 

removed GPS from the soldiers and caused them to return to 

map and compass. The result was dramatic. Soldiers began 

to interpret their datum against the map and to use their 

senses to determine progress. They used the compass to 

provide analogue direction and their bearing to dynamically 

align their datum. 

After the Heisenberg principle, Price [51] suggests that ‘it 

is impossible to determine simultaneously both the position 

and momentum of a particle with any great degree of 

accuracy or certainty’. This led the first author to surmise a 

potential metaphor for the modern age: ‘that we know 
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precisely where we are but we no longer know where we are 

going’. Although causality is hard to attribute [52], it may be 

possible to apply the Heisenberg principle as a useful rule-

of-thumb when designing dynamic (non-ergodic) systems by 

suggesting that: 

‘the more precisely one measures a position, the less 

able one may identify change, over time, and vice versa’ 

[19]. 

This has specific implications for system designs noting 

the predilection in recent years to emphasize metrication and 

the setting of targets / goals etc. for managing organizations. 

Reported separately [19],[53], instead of improving shared 

awareness, the excess of information and targets required as 

a form of control can detract from work [54] and so 

collaboration and shared awareness. This suggested that 

reducing collaborative and shared awareness impacts 

negatively an organization’s ability to problem solve. Ipso 

facto, these exploitative type organizations become 

unhealthy and potentially, even, risky places to be. 

 

Figure 2.  Three Needs Model (3NM) 

In addressing the failures of government and collective 

(collegial) intelligence prior to 9/11 and the Iraq War, the US 

9/11 Commission [55] and the (Lord) Butler Enquiry [56] in 

the UK identified the failure of governance specifically in 

terms of the digital ecologies, then in existence. What they 

saw was that essential information existed, but that it was 

being missed, mislaid and, critically, not shared. 

Furthermore, they saw confusion between data, information 

and communication networks (essentially ICT) and what was 

being identified and abstracted in terms of knowledge and 

actionable intelligence that could be appropriately shared 

and used across government, in real time. Busy Secretary’s 

of State, Ministers, government officials / business / industry 

/ financial leaders and project / programme directors, 

managers, administrators, users, agents and other consumers 

of actionable intelligence were being overwhelmed in a 

deluge of data and information technology, process and 

methodology that was quite literally blinding them to what 

was vital; what was strategic; what was operational; what 

was routine; what was base level knowledge (against which 

change and perturbations might ‘show up’ (be envisioned)) 

and what was simply background noise. Organizational 

structures had not simply atrophied but had become ‘tuned 

out’ – no longer able to select between the vital weak-signals 

of innovation, adaptation and change (as threat or 

opportunity) and the strong-signals of method and process 

[22]-[24],[57],[58]. Recommendations arising from 9/11 

[55,56] and the Global Financial Crisis were three fold: 

firstly has been to require greater transparency, e.g., between 

the banks, investors, borrowers and governments; secondly, 

has been to demand greater regulation and thirdly, to move 

away from the need to know control model towards what has 

been described as the three needs model – need to know; 

need-to-share; need-to-use (3NM) [43].  

Knowledge blindness [41] was also seen in the run-up to 

the Global Financial Crisis (GFC), when public and private 

organizations / individuals capable of identifying alternative 

futures were no longer able to communicate / be listened to: 

‘It is remarkable that the advanced research and assessment 

group…put the danger of a global financial collapse into the 

[UK] draft national security strategy [in 2005/6], but were 

told to take it out, presumably for political reasons, before it 

occurred’ [59]. 

In this respect, Szilard’s warning that ‘information is 

expensive to acquire and use’ [60] and Bunge’s recognition 

that ‘knowledge is social’ [35] had been potentially lost in 

the noise of new IT, methods and processes. The Lodestone 

project was conceived from this confusion and a recognition 

that ‘today’s economy and society is totally reliant on 

technology as an enabling force for all economic and societal 

activities’ [61]. It identified the potential of societal cascades 

in which ‘a failure of a very small fraction of nodes in one 

network may lead to the complete fragmentation of a system 

of several interdependent networks’ [62].  

 

Figure 3.  Multiple Meshed Sociodetic / Organisational System Model 
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The series of cascades considered at the time (2009/10) 

included UK strategic failure in Iraq and Afghanistan [63] 

and the global financial crisis. Significantly, an undermining 

in binding societal trusts and assurances were seen 

simultaneously to be occurring / had the potential to occur, 

such as the UK MPs honors and expenses scandals; 

connecting to the phone hacking scandal that implicated 

media, police and politicians; to the failure of the BBC to 

protect young and vulnerable people; to the 2010 UK student 

riots and the 2011 “London” riots.  Each of these cascades 

began / was exacerbated in the Cyber as, potentially, they 

will also be resolved. Consequently, it was seen as being 

necessary ‘to protect…information infrastructure 

technologies…a strategic core [of] which must be 

maintained, i.e., the Critical National Infrastructure (CNI) / 

Critical Information Infrastructure (CII)’.  

It was recognized that ‘small incremental changes and / or 

large-scale modifications can drastically shape and reshape 

both the economy and its society with known and often 

unknown consequences, due to ever-increasing 

interconnectivities and growing complexities … especially, 

the information technologies that have come to pervade 

virtually all aspects of life’ [64] – hence “societal cascades”. 

This led to the development of an ‘Assurance Case Approach 

methodology for individual CII assets to input into the larger 

Business Information Environment’, ‘the development of a 

Mesh case that can be visualized as the 3-D atomic structure 

of a molecule’ and which ‘provides a lateral approach for 

interdependencies between individual assurance cases’ [61]. 

The “multiple” mesh envisioned represents the sociodetic 

spheroidal “being” described by Fig. 3 and relates to both 

interdependencies and assurances to provide overarching 

confidence in the system whole. Protecting the system whole 

and providing for resilience and responsiveness required a 

flexible, adaptive and ambidextrous CSI ‘approach over time 

and real-time’, CRC mechanisms for interacting directly 

with ‘dynamic information ecosystems’ [61], in time. 

IV. SETTING CYBER STANDARDS 

Regulations and controls can be antithetical to creating a 

shared aware and collaborative ecology and enabling the 

necessary transparencies for encouraging good behavior and 

discouraging bad [53]. The three needs model aims to create 

an information assurance / business security layer between 

the user (pull) and the knowledge (push) custodian [43], see 

Fig. 2. There are significant challenges to the managing of 

information and data allowing for successful, inclusive 

means for identifying / testing when information and data 

has been tampered with, changed, added to or where leakage 

points may occur. Examples include the loss (probably 

through accounting errors and multiple packet switching) of 

sensitive materials, e.g., in the explosives industry for 

products that have to be accounted for to the milligram. 

Similarly, limited information and data tracking (including 

asset tracking), e.g., in the health service, means that safety 

critical equipment can become mislaid or misapplied; so 

placing patients at risk. During the recent Europe-wide meat 

scandal an inability to track information and data and test / 

verify it for validity at key stages of the supply chain, 

enabled graft and fraud to take place across the whole. 

Throughout history, successful economies have been 

based upon the accurate and reliable “assaying” of materials, 

such as metals (gold) and food. These social transfer points 

also became the opportunity for reliable trade and pricing 

moments and so taxation. Scales and weights were regularly 

tested and subject to daily public scrutiny – they created 

transparencies for encouraging good behavior and 

identifying bad. Similar open-social “assaying standards” 

that can be used to assess information and data in terms of its 

goodness, purity and proof are harder to find. And there is 

not a simple and readily available instrument such as a “scale 

and weights” or “map and compass” that can be applied 

unobtrusively at different stages of often complex supply 

chains to verify and validate information & data flows and 

leakages. This does four things: it limits transparencies; so 

encouraging graft / crime; consequently reducing the 

opportunities for legitimate business / taxation and 

discouraging good behavior.  

In his theory of the firm, Coase [65] argues that the reason 

for firms forming is to enable ‘employer and employee 

relations with regard to cost’, which ‘were necessary to 

understanding the working of firms and organizations’. He 

suggested that ‘governance is chosen in a cost effective 

degree to infuse order, thereby to mitigate conflict and 

realize mutual gain’ [65]. It follows that regulations and 

controls that fail to ‘mitigate conflict and realize mutual 

[collaborative] gain’ create unhealthy ecologies by limiting 

organizational problem solving capacities [53]. In his Law of 

Requisite Variety, Ashby [4] maintains that ‘only variety can 

control variety’ and that ‘for every control one needs a 

controller’. Reported separately [19],[53],[66], 

‘organizations under control, may never be more shared 

aware than the sum of their links’. By contrast, organizations 

that enable collaborative social influence can ‘generate, on 

average, 12.5% more [linkages] than formally specified’ 

[19]. Furthermore, these organizations can adapt, over time, 

to different levels of control. In other words, these ‘new’ 

linkages also provide the ‘variety necessary to control 

variety’ – so meeting Ashby’s Law of Requisite Variety.  

V. A SOCIODETIC HEALTH LIFE-SYSTEM 

Law & Callon state that ‘the technical thus is social’ 

[67]. Not only may the technological be social but, as 

previously noted, Bunge [35] attests, ‘knowledge is social’ 

also. A key conclusion to be drawn from this is that 

mechorganic designs that consider the social as technical and 

remove from the technical its social knowledge, strip from an 
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organization its heart and very ‘being’ [18],[68] – hence 

knowledge stripping [21].  

Given its highly socialized technical setting, the 

Radiology specialization was identified as being an early 

indicator – a canary – for the “health” of the medical 

profession [69]-[71]. Representing approximately 6% of 

graduating medical students in Australia, the 12 year 

education programme (from commencing medical studies) is 

one of the longest specialist professional pipelines [72]. 

Compared to a graduate employee, radiologists spend three 

times as long in Higher Education, Table I, and for every 

year in education; 1.2 years working. Given these 

constraints, the profession may be highly susceptible to 

minor changes in recruiting and retention flows. It is also 

possible that a 6% radiologist-extraction rate (from medical 

schools / universities) represents a long term constant. In 

which case, based on US Figures [73], for every extra 

radiologist an additional 20 medical students (allowing for 

drop-outs) would need to start at Medical School – but such 

a simple measure may not reflect those medical students 

actually wanting / desiring to become radiologists. 

TABLE I.  HIGHER EDUCATION WORKING PARAMETERS 

 

 

 

 

 

 

 

 

 

A question asked of the profession was that of its 

sociodetic ‘face’ in terms of its profile and age. In other 

words, ‘what is the face of the Australian Radiology 

profession today and what does the profession think it 

should be?’ Noting the sensitivity of the profession to 

changes in its supply pipeline, another question may be 

‘what is a sustainable professional age profile?’ From the 

RANZCR Radiology Workforce Report [72], it was 

possible to model the Radiologist Age Profiles for 2000, 

when the 35-44 year age group was the largest, compared to 

45-54 years in 2010, when the average age was 50.7 

(median, 48 years) [72]. 

Figure 4 considers three faces: the 2010 profile (average 

age 50); the 2021 population allowing for the ageing of the 

Baby Boomer / X Generations (~ 1945-1959 / 1960-1974 

[74]) with the same numbers as 2010 and, thirdly, allowing 

for population growth to two thousand (2062) active 

radiologists based on the same profile.  In the first instance, 

the 2021 profiles show the radiologist ‘face’ continuing to 

grey – from 50 to 53. The impact of an ageing tail on 

opportunities at the start-of-career is significant, which may 

act unintentionally as a position / job blocker in later years. 

New positions reduce from about 90 in 2000; to 80 in 2010 

and 70 in 2021. Only by growing and changing the 

population profile  to two thousand in 2021 (through a 

targeted re-aggregation program), do start-of-career 

opportunities increase significantly (to ~125 places 

compared to between 75 today and 100 in 2021, based on 

ageing the current population), while the average age or face 

of the profession reduces to 45 [72].  

Figure 4.  Radiologist New Age / Face Profiles 2010 & 2021 

A complex system necessarily manages both growth and 

decline and ‘hunts’ for its equilibria positions. Nevertheless, 

it cannot always grow in order to sustain vacancies and 

opportunities at start-of-career. This may indicate that the 

current sociodetic model may be inherently unstable and 

potentially unsustainable (either interstitially or 

existentially) over the longer term.  

 

Figure 5.  Demand for Radiologists in Working Hours, 2050 

Based upon changing Australian demographics to 2050, a 

sociodetic study was undertaken and a synthetic ecology 

model of the profession developed [19],[71]. In this respect, 

we humbly propose a Synthetic Ecology to be: 
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‘A system (being or entity) that adapts, over time, by 

combining, through design and by natural processes, two 

or more dynamically interacting networks, including 

organisms, the communities they make up, and the non-

living (physical and technological) mechanical 

components of their environment’. 

Continuing with the sociodetic examination of the 

Radiologist workforce, a number of factors were considered, 

including feminization linked to increases in part-time 

working (more notably amongst female practitioners); 

reducing working ages and population growth and ageing 

[72]. On feminization, much research over the last decade 

[75]-[79] has examined this significant trend in medicine. In 

this regard, after Douglas [80], Ferguson [81] and Fondas 

[82], Feminization is considered to be:  

‘the spread of socio traits or qualities that are 

traditionally associated with females to things (e.g., 

technologies) or people (professions) not usually [/ 

previously] described that way; including the shift in 

gender roles towards a focus upon the feminine, as 

opposed to the pre-modern cultural focus on 

masculinity’ [71].  

Figure 6.  Supply of Radiologists in Working Hours, 2050 

Feminization of the medical workforce appears to be a 

global trend [83]. The 2010 RANZCR Radiology 

Workforce Report [72] shows that females were 17.1% of 

radiologists in 1998; 23.6% in 2010 and anticipated to be 

34% in 2020. Based on historical data, a function of the 

sociodetic model was designed to consider the future growth 

of female radiologists reaching a maximum of 65% female 

by 2050, based upon current European trends. This may 

have a significant impact on the system impacting, as it 

does, on the face and age of the population. On average, the 

working life of a female doctor may be 60% that of male 

doctors [84]. We hasten to add that we see feminization as a 

good  - and one that we need to understand if we are to 

better fit our people to the sociodetic systems they work 

within. There is also an impact upon part time working, in 

that – quite unexceptionally – 17.3% of Australian female 

radiologists may be working part-time; compared with 6.7% 

of male employees [72].  

The trend toward reduced working hours is also 

increasing among Australian radiologists. Studies show in 

2010, 34 per cent (c.f. 20 per cent in 2000) planned to 

decrease their working hours, while only 8.7 per cent (16 

per cent in 2000) planned to increase their hours [72]. The 

function in the sociodetic model expects the working hours 

in the future to be based on a dynamic full-time working 

profile (that assesses 37 hours per week as a minimum full-

time equivalent).  

Population growth and ageing is also likely to place 

potentially extraordinary demands on health services 

[71]. Changes to the workforce may also have the same 

demographic impact. The Australian Bureau of Statistics 

quoted by RANZCR [72] estimates that the ‘Australia’s 

civilian labor force aged 15 and over [will] grow to 10.8 

million in 2016, an increase of 1.5 million or 16% from the 

1998 labor force of 9.3 million’. Yet, the ‘average annual 

growth rate of 0.8% between 1998 and 2016’ is less than 

half that for 1979 to 1998. 

Figure 7.  Radiologists Working Hours Demand and Supply (2010-2050) 

Figure 7 shows the demand and supply of radiologists in 

a dynamic model over 40 years between 2010 and 2050. It 

appears that even if the radiology training programme grows 

at a higher rate (above the medical training growth rate) than 

its historical growth rate, the system would never be able to 

meet demand. It suggests that the 6% intake rate of first year 

registrars is insufficient and industry absorption will need to 

grow at a higher rate than the radiology specialist training 

programme. If the system is not able to increase the intake 

rate faster than the new radiologists supply rate (coming 

from the national training programmes and immigration) the 

profession may face two crises. First, supply and demand at 

current rates will never balance, Figure 7. Secondly, the 

number of trained, qualified radiologists who fail to enter the 

profession through the supply pipeline (un-employment in 

the occupation) may account for more than 3500 specialists 

over 40 years. Figure 7 indicates that the difference between 



48

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

demand and supply in active working hours is not simply 

about increasing the numbers of radiologists. The effects of 

factors such as feminization and lifestyle changes become 

more evident. A side-effect (pressure on active radiologists 

to become more efficient (more for less)) of this imbalance 

may result in the reduction of imaging services quality – a 

potential ‘third crisis’. 

Technological advances in medical imaging have been 

one of the key factors in the expansion of radiological 

examinations and procedures since the 1970s. Recent 

research [71] has shown that rather than necessarily acting as 

an aid to knowledge transfer between GPs, Radiographers 

and Radiologists that, while the amount of information 

transfer (20 times as many digitized images compared to old 

‘films’) has increased, the all-important opportunities for 

collaboration between practitioners and patients (necessary 

for social knowledge transfer) has potentially reduced. 

Indeed, radiologists, nurses and radiographers meet to 

transfer notes, today, far less frequently – and the weak 

signals of ‘influence and abstracted social Knowledge’ are 

often lost / drowned out by strong-signals of information / 

data transfers. It was concluded that ‘new technologies can 

result in more efficient productivity (measured by 

information transfer) but that they can also carry risk if 

incorrectly applied’ [71].  

Research identified that Australia, like many other 

developed countries, e.g., the US and Germany, is facing a 

dénouement: traditional models of health care, specifically in 

radiology, are unsustainable based on growing demand for 

health care services [72]. As a result of unique, interstitial 

demands on the Australian health system, it is suggested that 

the existing radiology provisions model needs to consider the 

sociodetic development of patient care, patient safety and 

quality of service in addition to increasing the number of 

radiologists and radiographers and changing information 

communication technologies – the socio-info-techno and the 

info-techno-socio [71]. 

Conventional responses in Australia and many developed 

countries have been to increase the number of radiologists. 

Since 2007, medical radiation science programs expanded 

and offered more places at universities. Although students 

with high entrance scores enter the Australian undergraduate 

medical imaging programs, it appears that significant 

numbers retire / leave the profession soon after graduation. 

This leakage may be partly due to the lack of clinically-

oriented career development opportunities [85]. The other 

reason for leakage might be the oversupply of radiographers 

into the current employment model and its inability to use 

them appropriately, see Figure 4. The successful 

implementation of this concept – authorizing diagnostic 

radiographers to take new practice roles beyond traditional 

ones – was noted. Caution was also suggested – at the unit 

and operational level this may offer potentially attractive 

opportunities for optimization and fractionation as a way of 

reducing costs by reducing skill contribution and, thereby, 

investment in the individual [86]. At the system level, this 

type of ‘Just-in-Time’ [87] approach can cause problems to 

the development of skill sets ‘over-time’ – particularly in a 

tightly coupled system such as exists between radiographers 

and radiologists [72]. 

The appropriate application of part time workers, if 

managed at the system level, could enable the necessary 

flows into and out of the profession, while maintaining on-

entry positions and the generation of expertise and experts 

later in the profession. Fragmented and fractionated [88] as 

the profession may have been managed to date, the projected 

increase in Part Time workers may negatively impact these 

positions through ‘job-blocking’ and reducing the all-

important flows into, out of and through the profession [72]. 

Another tightly coupled relationship is that between the 

private and the public sectors. By and large, the private 

sector is interested in recruiting with established proficiency 

[89], such as radiologists with ten or more years’ experience 

in the field. This can put pressure on employed numbers in 

the public sector – so creating a vicious circle of reducing 

numbers; increasing costs to the private sector and reducing 

levels of in-house expertise. 

To increase sociodetic / system level performance in 

various clinical departments, ecological identification and 

classification of ‘patients’ characteristics’ and available 

technologies may as well be necessary, specifically in 

‘redesigning scheduling schemes’ [90]-[92]. After Walter 

[93] and Huang and Marcak [94], it is suggested that patient 

classification in a hospital radiology department may help to 

improve patient access to care. This may then enable the 

optimizing of medical resource utilization of socio-info-

techno applications by better balancing the time of available  

doctors and specialists with patients [71].  

VI. A NEW METADETIC 

In this paper, we undertook an ecological identification (as 

opposed to system identification) of the Radiologist 

Profession. We did this in order to develop the synthetic 

ecology in which the highly socialized, technical setting of 

the radiology profession exists, today. To undertake the 

ecological modelling, we constructed a sociodetic model of 

the profession based upon the age of the profession and the 

factors affecting its previous, current and future supply and 

demand. We then used these ‘dynamically interacting 

networks’ to construct and test models of the profession as it 

may vary (depending on supply and demand inputs), over 

time. In undertaking this research, we suggested what a 

Synthetic Ecology might ‘be’. Given its early application of 

ICT imaging and data / information management 

technologies, we saw the Radiologist profession as 

increasingly operating within the Cyber. This poses 

challenges if the profession is to: retain knowledge; learn, 

over time; respond to relatively rapid changes in supply and 
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demand; while preserving quality of health care provision. 

We identified that the current model was failing and that, 

unless change was addressed at the socio-info-techno system 

level, the profession would fail to meet projected population 

demands. We concluded that new inclusive standards were 

required in managing health care provision and relationships 

– specifically between specialists, practitioners, patients and 

new technologies – that will, increasingly occur, exclusively 

within the Cyber. 

In setting Cyber Standards, the issue appears two fold. 

First, to create inclusive standards through ‘the synergistic 

combination of civil mechanical systems and the 

management of interconnected knowledge, information (and 

data) infrastructures in the designing and composing of 

adaptive (resilient and sustainable) organizations’ [15], that 

readily encourage openness and transparencies and can be 

easily assayed. Secondly, is for these standards to encourage 

collaborative shared awareness, from which new controls 

and pricing opportunities and markets may emerge. Thus, 

inclusive standards for information / data “packet-switching” 

may create opportunities for “packet-marketing” and so for 

pricing and taxation. This returns to standards acting as 

social instruments that, through their very “being”, can 

synthesize the info-techno and socio to create opportunities 

both for collaborative exploration and exploitative control – 

or ambidexterity. It is posited that creating socially inclusive 

and acceptable standards for assaying the goodness of 

information and data enables this synthesis. This leads 

potentially into a third area to do with the synthesizing of 

Cyber Standards, introduced in Section III and by Figs. 1 and 

3 and to a concept for Synthetic Ecologies introduced in 

Section V. Finally, applying the sociodetic model developed 

for the Australian Radiologist profession, it is suggested that 

how social reference-standards are designed to be inclusive 

of the machine and the organization and are best “fitted” to 

their organizational (sociodetic) systems, may potentially be 

considered as the subject of “metadetics”.  
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Modeling of the Organ of Corti Stimulated by Cochlear Implant Electrodes and 
Electrodes Potential Definition Based on their Part inside the Cochlea 

 
 

 
 

 
 
 
 
 
 

 
 

 
 
 
 
 

Abstract – Cochlear implants are used by deaf people to recover 
partial hearing. The electrode array inserted inside the cochlea is an 
extensive area of research. The aim of the electrodes array is to 
directly stimulate the nerve fibers inside the Organ of Corti. The 
electrical model of the physical system consisting of  Organ of Corti 
and the electrodes is presented in this paper. This model allowed to 
run SPICE simulations in order to theoretically detect the minimal 
voltage sufficient for nerve fiber stimulation as well as the impact of 
the electrode voltage on the duration of  nerve fibers stimulation. 
Besides, to ensure functional sound perception, the electrode 
potential should depend on their position inside the cochlea. A 
afferent nerve fiber repartition map over the cochlea position, 
considering the frequency sensitivity of the different parts of the ear 
was created. This projection allowed to propose a theoretical 
electrodes potential correction based on their cochlea position.
 Keywords: cochlear implant, electrical analog, transient 
simulations, afferent nerve fibers repartition, spiral ganglions 
 

I. INTRODUCTION 

 
Cochlear implants are an electrical device used by severely 

deaf people to gain or recover partial audition. They allow direct 
stimulation of  the auditory fibers using an electrodes array 
designed to reproduce the stimulus that would be generated by a 
healthy cochlea.  

To do so, an external part of the hearing devices is located 
outside the ear and contains a microphone that captures the 
acoustic waves and transforms them into an electrical signal used 
by the data processing unit. Then, this signal is transmitted to the 
receiver, located within the patient’s head, close the skull. The 
receiver is composed of a demodulator and a set of electrodes 
driven by electrical signals that will contract the cochlea and 
stimulate the auditory nerve [1], [2], [3]. 

Cochlear implants directly stimulate the nerve fibers inside 
the cochlea, and requires surgery to pull the electrodes array 
inside the scala tympani (Figure 1). 

The connection between the electrodes in the scala tympani 
and the auditory nerve fibers is critical for efficient nerve fibers 
stimulation.  

In an healthy ear, when a sound wave is produced, it strikes 
the eardrum and this vibration is reported in the oval window 

using ossicles. The oval window is the very first part of the 
cochlea. This oval window vibration creates a wave propagating 
inside the scala vestibuli, which is filled with perilymph. 

Figure 1. Cochlear implant device [3] 
 

According to biophysical theories [4], [5] when a mechanical 
wave propagates inside the cochlea, the Basilar Membrane (BM) 
distorts to absorb the wave energy, resulting in a height variation 
of the BM, which compresses the organ of Corti. As shown in 
Figure 2, the organ of Corti is composed of Hair Cells (HC) 
(Outer Hair Cells (OHC) and Inner Hair Cells (IHC)), which 
have stereocilia at their end. When BM vibrates, stereocilia 
position change allowing potassium channels to open [6, 7]. 
Opening of the potassium channels creates the depolarization of 
the HC allowing complex mechanisms to take place (reviewed in 
[8], [9], [10]), and finally, resulting in neurotransmitter released 
in the synapse. Once released, these neurotransmitters travel to 
the post synaptic cell (the nerve fiber) and creates the 
depolarization of the nerve fiber. This depolarization, if 
sufficiently important, generates an Action Potential (AP) 
running through the nerve cell membrane [11], [12]. 

The aim of the electrodes array of the cochlear implant is to 
generate an AP once a sound is perceived. 
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Figure 2. Organ of Corti 

 
Consequently, to obtain the same Action Potential at the 

nerve fiber using only electrode stimulation, two possibilities 
exist. First the direct nerve fiber stimulation can be made by 
changing the nerve membrane potential in order to produce a 
membrane depolarization above the threshold of Voltage 
Sensitive Na+ Channels (Nav) to create an AP [13]. The second 
solution consists in opening the potassium channels of the 
stereocilia to recreate the complete stimulation process. As HC or 
stereocilia are disfunctionning in the vast majority of implanted 
patients, only the first mechanism is considered in this paper.  

Electrical model of electrodes inserted within the cochlea 
have been proposed by Hartmann et al. [14], where the spatial 
distribution of electrical potential was measured for intracochlear 
stimulation.    In addition, electronic model of electrode/neuron 
coupling is available in [15] in order to reveal the most efficient 
coupling conditions. However, both models lack of physical 
connection with AP generation. In this paper, we present an 
electrical description of the electrode and organ of Corti in order 
to obtain theoretical minimal stimulation voltage sent to the 
electrodes for AP generation. Furthermore, this model allowed us  
to link the stimulation voltage with the duration of the nerve 
fibers stimulation. Then the impact of surrounding electrodes 
were theoretically investigated. 

The next section presents the theoretical model developed for 
the Organ of Corti associated with the electrodes. Thereafter, 
simulation results from SPICE software are presented.  

The threshold of hearing [16] describes the minimum power 
of the acoustic vibration required to perceive a sound related to 
the sound frequency. This relation is not linear for mammals, 
indicating that various physical properties of the ear ensure this 
frequency selectivity. As the Central Nervous System (CNS) 
interprets the message sent by the afferent nerve fibers, this 
frequency selection has to be recreated in cochlear implants 
where the afferent nerve fibers are directly stimulated. In that 
intent, we used two topographic maps of the cochlea: one 
describing the repartition of the afferent nerve fibers (also called 
Spiral Ganglion Cells (SGC) (cf Section V)) over their place 
inside the cochlea and another one describing the same 
repartition but weighted by a threshold of hearing related 
function. By comparing the number of afferent nerve cells 
stimulated in both maps, we defined corrective coefficients. 
These coefficients were used to correct the potential sent to the 
electrodes and may permit better sound reconstruction by the 
brain. 

Finally, the conclusion and future work direction are  
presented.  
 

II. ORGAN OF CORTI ELECTRICAL ANALOG 

 
The electrical equivalent circuit of human tissue used in this 

paper is the one presented in Figure 3 and extracted from Cole 
and Cole impedance model [17], which has been shown to fit 
experimental data. The human tissues considered were the one 
present in Figure 2. The value of Rs, Rp , Ch and Cp were obtained 
using a gain response extraction over frequencies analysis.  

The electrical analog model is based on the impedance 
response over frequencies. Rs and Ch model the tissue impedance 
at low frequencies. As the maximum hearing frequency is 22khz, 
it was considered in this paper that Rp and Cp could be neglected 
as their model the energy loss and tissue response in high 
frequencies. 

 
Figure 3. Human tissue electrical analog [17] 

 
To obtain the numerical values for Rs and Ch for all the 

tissues or interfaces, we use the physical equations for the 
capacitance (parallel-plate capacitor) and for the resistance 
computation (cylindrical resistance model) [18], [19]. 

The values of the relative permeability and electrical 
conductivity for the nerves were extracted from [20] or from [21] 
for platinum as electrodes are mainly composed of it. However as 
far as the authors know, no relative permeability or electrical 
conductivity was available for Deiter cells or Basilar Membrane 
tissue. As Deiter cells are mainly composed of microtubules [22], 
which are involved in mechanical transport as actin proteins 
found in muscles cells and because the width of the BM is 
negligible compared to the Deiter cell height, we chose to take 
the relative permeability and electrical conductivity of muscle 
cells to characterize those two tissues.  
 

 
Figure 4. Two surrounding electrodes influences the nerve fibers targeted.  
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On the other hand, the computation of the capacitance and the 
resistances (Cpatch, Rppatch, Rspatch ) between two electrodes is 
more complex, as highlighted Figure 4, those variables depend on 
the distance between the two electrodes. The Cable Model 
Theory was used to compute those variables as the space between 
two electrodes is composed of various tissues rendering the Cole 
and Cole model implementation difficult. We simplified the 
tissue between two electrodes as only made of Deiter cells, then 
we implemented the Cable Model Theory in order to obtain a 
general impedance depending on the electrodes distance.  

To compute Rspatch, the cylindrical model of resistance was 
considered. The cylinder going from the first electrode to the 
second electrode, as defined in Figure 5.a, was used to compute 
Rspatch (expressed in (1)): 
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where σM is the electrical conductivity of  muscle cells, Ytot is the 
distance between the two electrodes, X1 is the distance between 
one electrode and the corresponding nerve fibers. Those values 
were respectively extracted from [23] and [24]. y is the variable 
shown in Figures 5.a, 5.b and 5.c.  
Rppatch models the resistance between the two longitudinal edges 
of the cylinder defined previously. Hence, this computation 
changes as expressed in (2), as it models all the losses through 
the ground from one electrode to another one. 
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where Z1 is the distance between the electrode and the nerve 
fibers and we supposed Z1 equal to X1 for simplification 
purposes. 
We defined Cppatch as a squared parallel plate capacity (Figure 
5.c) (developed in (3)): 
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Where ,0 is the vacuum permeability and ,M is the muscle 
relative permeability. 
For reader’s convenience, the value of the capacitance and 
resistance described previously are summarized in Table I. 

 

 

 
Figure 5. Physical model of Rspatch (5.a), Rppatch (5.b) and Cppatch (5.c) 

 
The electrical description containing only a single electrode is 

shown Figure 6.a. The input voltage generator is directly 
connected to the electrodes analog model (low frequencies 
model), which can be eventually considered as a perfect 
conductor compared to the other resistance values. Then the 
current can flow to the nerve cell or can go back to the ground. 
The current loss through the physical isolation between the 
electrode and the ground is neglected as the insulator has a low 
loss tangent (high resistivity). The membrane rest potential of a 
nerve cell is around -70mV, explaining the two -70mV voltage 
generators, in Figure 6.a. We defined the analog equivalent 
circuit of a nerve cell using a resistance (Rn) in parallel with a 
capacitor (Cn) (this electrical description should not be confused 
with the Hodgkin-Huxley model [25], which is used to model 
ions flow through the nerve cell membrane and not the electron 
flow). 

In addition, the electrical description of the system starting 
from the nerve and going through all the body to the earth was 
not considered because very little electrical current is going 
through this pathway. 
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TABLE I. RESISTANCES AND CAPACITANCES USED IN THE 

ELECTRICAL MODEL 
 

Electrodes Re= 1.5 Ω, Ce=11 fF
Basilar Membrane and 
Deiter  cells 

Rbc= 933 Ω

Nerve fibers Rn= 1076Ω
Cable Model Theory Rspatch= 8 MΩ

Ω Cppatch= 92.6 nF
 
Figure 6.b exhibits the electrical description of the overall system 
with two surrounding electrodes added. They are composed of a 
voltage generator, the platinum electrode equivalent circuit and 
the cable model (Rspatch, Rppatch and Cpatch

peripheral electrodes with the nerve fiber that we want to 
activate. 
 

Figure 6.a. Electrical analog of the electrode and nerve. 
 

Figure 6.b. Electrical analog with three electrodes
 

The main goal of the addition of the two 
electrodes was to study theoretically the influence of these on the 
stimulation of selected nerve fibers (or more precisely of the 
packet of nerve fibers that should only be stimulated by the 
central electrode). These perturbations, if signific
the sound reconstitution inaccurate. 
 

III.  INTERPRETATION OF THIS ELECTRICAL ANALOG

 
The membrane potential (Vm) (which corresponds to the 

difference of potential between point A and point B in F
6.b) had to vary of 30mV to generate an AP. 
stimulation (Velec) was made using a DC source. Neglecting the 

RESISTANCES AND CAPACITANCES USED IN THE 

Ω, Ce=11 fF 
= 933 Ω, Cbc= 300 nF 

Ω, Cn= 3µF 
= 8 MΩ, Rppatch= 1265 

= 92.6 nF 

Figure 6.b exhibits the electrical description of the overall system 
with two surrounding electrodes added. They are composed of a 
voltage generator, the platinum electrode equivalent circuit and 

patch), to connect the 
peripheral electrodes with the nerve fiber that we want to 

 
Electrical analog of the electrode and nerve.  

 
Electrical analog with three electrodes 

The main goal of the addition of the two surrounding 
electrodes was to study theoretically the influence of these on the 
stimulation of selected nerve fibers (or more precisely of the 
packet of nerve fibers that should only be stimulated by the 
central electrode). These perturbations, if significant, could make 

S ELECTRICAL ANALOG 

which corresponds to the 
between point A and point B in Figure 

6.b) had to vary of 30mV to generate an AP. The electrode 
stimulation (Velec) was made using a DC source. Neglecting the 

effect of the capacitors, Vm varied linearly with Velec and the 
variation of 30mV was reached for an electrode stimulus around  
0.9V.  

When a nerve fiber is stimulated constantly,
produce an AP indefinitely but rather produce a succession of 
randomly spaced AP called spike trains. The spike train length 
that could be produced by a sound of given intensity has to be 
reproduced with the electrodes of the cochlear implant.
performed transient simulation including the capacitors effects by 
injecting a square voltage with a period of 150ms.  This 
experiment was repeated for input square v
1V to 5V (Figure 7.a). The aim of this simulation was to study if
the voltage amplitude sent to the electrode would affect the spike 
train duration and starting time. Figure 7.b reveals that the delays 
for Vm potential to reach its maximum value were around 0.1µs, 
which were small compared to the duration of a nerve AP 
ms). This result pointed out that theoretically the electrode 
voltage magnitude had a very insignificant effect on the spike 
train duration. In addition, the recreated spike train starting time 
has negligible delay with the electrode stimulation start

Figure 7.a. Transient simulation with different electrode voltage as input and Vm 
voltage as output.

 

Figure 7.b. Time before AP generation depending on the elctrode voltage

A general overview of the spike train 
amplitude is presented in F
obtained from basic mathematical functions in order to model the 

effect of the capacitors, Vm varied linearly with Velec and the 
variation of 30mV was reached for an electrode stimulus around  

When a nerve fiber is stimulated constantly, it will not 
produce an AP indefinitely but rather produce a succession of 
randomly spaced AP called spike trains. The spike train length 
that could be produced by a sound of given intensity has to be 
reproduced with the electrodes of the cochlear implant. We 
performed transient simulation including the capacitors effects by 
injecting a square voltage with a period of 150ms.  This 
experiment was repeated for input square voltages varying from 

igure 7.a). The aim of this simulation was to study if 
the voltage amplitude sent to the electrode would affect the spike 
train duration and starting time. Figure 7.b reveals that the delays 
for Vm potential to reach its maximum value were around 0.1µs, 
which were small compared to the duration of a nerve AP (few 
ms). This result pointed out that theoretically the electrode 
voltage magnitude had a very insignificant effect on the spike 
train duration. In addition, the recreated spike train starting time 
has negligible delay with the electrode stimulation starting time. 

 
with different electrode voltage as input and Vm 

voltage as output. 

 
Time before AP generation depending on the elctrode voltage 

 
A general overview of the spike train related to the Vm 

amplitude is presented in Figure 8. The AP generated were 
obtained from basic mathematical functions in order to model the 
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nerve fiber AP created after square voltage electrode stimulation. 
The interspike time was taken randomly and greatly depends on 
the amplitude of the stimulus [26]. However, the electrical analog 
presented in this paper does not account for this effect. 

 

 
Figure 8. Spike train generated by the electrode input voltage 

 
We performed also a parametric simulation using the 

electrical description of Figure 6.b, where the surrounding 
electrodes are added. The central electrode had a DC voltage of 
1V and we varied the voltage of the surrounding electrodes 
between 0.9 and 5V. According to resistances and capacitances 
values used in Figure 6.b, analytical computation showed that 
when the voltage of the surrounding electrodes was maximum 
(5V), the nerve  fibers (above the central electrode) membrane 
potential Vm variation was 0.5mV, which was not high enough 
to stimulate these nerve fibers (the ones that should be stimulated 
only by the central electrode). 

The overall system consumption is a great significance as 
cochlear implants are not convenient for the user to recharge. The 
study of the power consumption is presented Figure 9. 

 

 
Figure 9. Current consumption during one stimulation period 

 

The current peaks during each input signal transitions could reach 
1A. Consequently, the maximum power consumed during a 
square input signal generation by the electrodes was around 1W 
(peak value), whereas the mean power consumed per period was 
around 50mW. These results may be used for the electrode array 
design to define battery size as well as electrode minimum width. 
 

IV. NERVE REPARTITION MAP 

 
The biomechanical most widespread theory of BM vibration 

is the Traveling Wave theory: following acoustic vibrations, the 
BM is excited and vibrates at a particular place inside the 
cochlea. This place depends on the sound wave frequency as well 
as sound amplitude [27], [28]. Cochlear implants aim to recreate 
the neural stimuli of an healthy cochlea using an wired electrodes 
array inserted inside the scala tympani, close to the BM. As each 
electrode is at a fixed place inside the cochlea, electrode 
stimulation will excite only a limited region of the cochlea which 
will be further interpreted in the brain as a sound of a certain 
frequency as indicated in Figure 10. Consequently, sound 
division into single frequency (using the Fast Fourier Transform 
(FFT) algorithm for instance) is necessary to select the right 
electrode to activate which then stimulates its surrounding nerve 
fibers. 

In order to only select the nerve fibers associated with the 
resonating IHC, we created an afferent nerve fiber map of the 
cochlea including the frequency selective mechanisms of the ear. 

 

 
Figure 10. The auditory nerve fibers position stimulated by the electrodes array 

(a),  BM displacement for a 1250Hz sine wave (b), Resulting electrodes 
stimulated by the 1250 Hz sine wave based on the BM displacement theory (c). 

  

V. SPIRAL GANGLIONS 

 
There are between 30000 to 40000 nerve fibers in the cochlea of 
a normal adult [29]. Three types of nerve fibers innervate the 
cochlea: autonomic, which are  associated with blood vessel and 
other physiological functions, afferent (conducting information 
from the cochlea to the brain) and efferent (conducting 
information from the brain to the cochlea, especially to the Outer 
Hair Cells). Afferent nerve fibers are produced by Spiral 
Ganglions Cells (SGC) [30]. Spiral ganglions are synaptically 
connected to the IHC and OHC as indicated in Figure 11. 

Type I SGC represent 95% of the SGC and each one connects 
to a single IHC whereas a single IHC is connected to 10-20 type I 
SGC [30].There are around 15 nerve fibers per IHC in the lower 
second turn of the cochlea and this number changes from the base 
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to the apex, most probably slightly contributing the cochlea 
sensitivity toward certain frequencies [31], [32

Type II spiral ganglions are smaller and unmyelinated and 
mostly connect OHC.  

It may be deduced that IHC are surrounded by almost all the 
afferent nerve fibers, therefore, they are thought to function 
primarily as sensory receptors [34]. OHC otherwise are more 
connected with motor properties of the stereocilia 
permit an higher accuracy in sound perception.

 In [36], the spiral ganglions repartition over the cochlea 
distance from the base is presented for cats. We assumed that the 
spiral ganglions cochlea distribution for other terrestrial mammal 
species was similar [37], [38] (this assumption may be used as 
first approximation). 

 

Figure 11. Auditory Nerve fibers and hair cells. Redrawn from 
 
As type II SGC function in hearing sensation has been partially 
understood and because their number is limited compared to type 
I SGC number, we neglected type II SGC, and supposed in this 
model that: 

• the total SGC number and repartition was entirely 
defined by type I SGC.  

• the total afferent nerve cell number and repartition 
inside the cochlea was therefore similar to type I SGC 
number and repartition.  

 

VI. EAR FREQUENCY SENSITIVITY 

 
When the eardrum is stimulated, the nerve response over 

frequency presents a peak amplitude around 4KHz 
human ear is composed of the outer ear, the medium ear 
inner ear (where BM makes the Organ of Corti oscillates) 
This particular human hearing frequency sensitivity may result 
from the combined effects of outer ear resonanc
resonance and the cochlea sound filtering and amplification.

It has been suggested that the outer ear and the medium ear 
contributes to frequency sensitivity in mammalian hearing, 
especially for frequencies around 3KHz [42
[45]. 

The cochlea frequency sensitivity may also resul
various mechanisms still controversial. Considering on

to the apex, most probably slightly contributing the cochlea 
32], [33]. 

Type II spiral ganglions are smaller and unmyelinated and 

It may be deduced that IHC are surrounded by almost all the 
they are thought to function 

. OHC otherwise are more 
connected with motor properties of the stereocilia [35], they may 
permit an higher accuracy in sound perception. 

, the spiral ganglions repartition over the cochlea 
presented for cats. We assumed that the 

spiral ganglions cochlea distribution for other terrestrial mammal 
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Auditory Nerve fibers and hair cells. Redrawn from [39] 

As type II SGC function in hearing sensation has been partially 
limited compared to type 

I SGC number, we neglected type II SGC, and supposed in this 

the total SGC number and repartition was entirely 

the total afferent nerve cell number and repartition 
e similar to type I SGC 

VITY HYPOTHESIS 

When the eardrum is stimulated, the nerve response over 
frequency presents a peak amplitude around 4KHz [40]. The 
human ear is composed of the outer ear, the medium ear and the 
inner ear (where BM makes the Organ of Corti oscillates) [41]. 
This particular human hearing frequency sensitivity may result 
from the combined effects of outer ear resonance, the middle ear 
resonance and the cochlea sound filtering and amplification. 

It has been suggested that the outer ear and the medium ear 
contributes to frequency sensitivity in mammalian hearing, 

42], [43], [39], [44] 

The cochlea frequency sensitivity may also result from others 
various mechanisms still controversial. Considering only the 

cochlea biophysics, the intracochlear/eardrum magnitude  of the 
scala tympani over frequency found in 
vibrations amplitude depending on the sound wave frequency. 
The BM displacement, when 
contributes to produce the frequency sensitivity of t
due to the BM different physical properties (stiffness, etc.
the cochlea (distance from the base)

The cochlea sensitivity toward certain frequencies may be 
further affected by other physiological factors, such as different 
afferent nerve fibers repartition and stimulation, depending on the 
position on the cochlea. Several mechanisms have been proposed 
such as: 

• IHCs frequency response (similar to a low pass filter 
with a resonating pulse around 10KHz) 
IHCs frequency response may 
IHCs length inside the cochlea or to their stereocilia and 
cellular mechanical properties. Furthermore
IHC ionic channels along the cochlea length exist and 
increase the frequency hearing sensitivity of the cochlea 
[49] 

• Spiral ganglions density increases slowly and linearly 
with the cochlea position with re
location hence spiral ganglions repartition is related to 
the frequency of the sound wave 
4KHz frequency peak 
map, presented in Figure 

To the authors personal interpretation the frequency select
the cochlea is greatly linked to biophysics of the cochlea, to IHCs 
potential change and repartition and ear/middle ear resonance 
rather than nerve fiber topography (as it failed to explain the 
amplification peak in the 3-4KHz range 
 

VII.  AFFERENT NERVE FIBERS REPARTIT

As indicated in [29], the number of afferent nerve fibers in the 
cochlea is around 40000 and their effective stimulation is 
depending on the sound wave frequency. We hence decided 
create an afferent nerve repartition map already including all the 
physical or anatomical mechanisms presented in Section 
we called Afferent Nerve Fibers Repartition Map Including Ear 
Frequency Selection Mechanisms or MEFFRINAM map), in 
order to roughly define the number of afferent nerve fibers 
affected by a sound wave. This map presents great interest for 
cochlear implants application as the electrodes array are directly 
stimulating these nerve fibers  and the outer/middle ear 
resonance, the BM variations depending on wave frequencies, the 
Organ of Corti selective mechanisms, etc.
cochlear implants, making the use of this map fundamental to 
recreate a realistic hearing.  

To develop this topographic map we took first the reverse 
function of the human hearing threshold over 
get the human ear sensitivity toward the frequencies. 

By making this function linear (R(f)) and then reversing it 
(IR(f)), it allowed us to estimate the cochlea sensitivity toward 
frequency. Transforming the I
density function (PIR(f)) and  multiplying it with the total number 
of afferent nerves in the cochlea (Nb
Afferent Nerve Fibers Repartition Map Including Ear Frequency 
Selection Mechanisms (MEFFRINAM map)
expressed in (4): 

ntracochlear/eardrum magnitude  of the 
scala tympani over frequency found in [46] may indicate varying 
vibrations amplitude depending on the sound wave frequency. 

when stimulated by a mechanical wave, 
contributes to produce the frequency sensitivity of the cochlea 

physical properties (stiffness, etc.) inside 
(distance from the base). 

The cochlea sensitivity toward certain frequencies may be 
further affected by other physiological factors, such as different 

e fibers repartition and stimulation, depending on the 
position on the cochlea. Several mechanisms have been proposed 

IHCs frequency response (similar to a low pass filter 
with a resonating pulse around 10KHz) [47], [48]. The 
IHCs frequency response may result from different 
IHCs length inside the cochlea or to their stereocilia and 
cellular mechanical properties. Furthermore, gradient of 
IHC ionic channels along the cochlea length exist and 
increase the frequency hearing sensitivity of the cochlea 

Spiral ganglions density increases slowly and linearly 
with the cochlea position with respect of the cochlea 

spiral ganglions repartition is related to 
the frequency of the sound wave but fails to explain the 
4KHz frequency peak (cf spiral ganglions frequency 

, presented in Figure 13) [36], [46] 
To the authors personal interpretation the frequency selectivity of 
the cochlea is greatly linked to biophysics of the cochlea, to IHCs 
potential change and repartition and ear/middle ear resonance 
rather than nerve fiber topography (as it failed to explain the 

4KHz range [46]). 

ERVE FIBERS REPARTITION INSIDE THE 

COCHLEA 

 
the number of afferent nerve fibers in the 

cochlea is around 40000 and their effective stimulation is 
depending on the sound wave frequency. We hence decided to 
create an afferent nerve repartition map already including all the 
physical or anatomical mechanisms presented in Section V (that 
we called Afferent Nerve Fibers Repartition Map Including Ear 
Frequency Selection Mechanisms or MEFFRINAM map), in 

roughly define the number of afferent nerve fibers 
affected by a sound wave. This map presents great interest for 
cochlear implants application as the electrodes array are directly 
stimulating these nerve fibers  and the outer/middle ear 

variations depending on wave frequencies, the 
of Corti selective mechanisms, etc. are bypassed in 

cochlear implants, making the use of this map fundamental to 

To develop this topographic map we took first the reverse 
unction of the human hearing threshold over frequencies [16] to 

get the human ear sensitivity toward the frequencies.  
By making this function linear (R(f)) and then reversing it 

(f)), it allowed us to estimate the cochlea sensitivity toward 
Transforming the IR(f) function into a probability 

(f)) and  multiplying it with the total number 
of afferent nerves in the cochlea (Nbafferentnerves) resulted in the 
Afferent Nerve Fibers Repartition Map Including Ear Frequency 
Selection Mechanisms (MEFFRINAM map) of the cochlea as 
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Where PIRT (f) is the equivalent afferent nerve stimulated  
repartition map over the frequencies (f). 

The Greenwood function [50] was used to pass from the 
resonant frequency into a position in the cochlea (between the 
base and the apex) [50]. Therefore PIRT(f) can be transformed into 
PIRT (dA) where dA is the distance from the apex as described in 
(5): 

7 � 165.4 �10$.# YZ D 1� 
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According to Greenwood parameters for human ear fitting [50]. 
Figure 12 displays the afferent nerve fibers stimulated map 
including ear amplification mechanisms (MEFFRINAM map) 
compared to cochlea position. The comparison between the spiral 
ganglions topographic map (extracted from [36]) and the created 
topographic map is presented in Figure 13. Based on the 
assumptions presented in Section V, both maps have the same 
number of cells but these are differently affected over 
frequencies. 
 

 
Figure 12. Afferent Nerve Fibers Repartition Map Including Ear Frequency 

Selection Mechanisms (MEFFRINAM map) in relation to the distance from the 
apex  

 
Figure 13. Comparison of spiral ganglions activation [36] and equivalent afferent 

nerve fibers stimulated map depending on the cochlea and ear biophysics 
(MEFFRINAM map in dark blue) 

 

VIII.  BENEFITS OF THE CREATED TOPOGRAPHIC MAP FOR 

COCHLEAR IMPLANTS 

 
In severely deaf people the use of cochlear implants helps to 

partially recover the hearing function. In implanted patients the 
afferent nerve fibers stimulation is directly done through 
electrodes and does not require the Organ of Corti as explained in 
Section I. By remembering that we made the approximation that 
the afferent nerve fibers were equivalent to the SGC, the afferent 
nerve fibers selected by the electrodes is given by the spiral 
ganglions repartition map. 

We use CI422 device characteristics with an insertion depth 
of 20-25mm, a mean diameter of the electrodes around 0.35mm 
and a spacing between the electrodes around 0.45mm. As 
explained in [23] the number of nerve fibers stimulated by an 
electrode is a function of the power magnitude as well as the 
proximity of the electrodes with the SGC.  

We supposed that the electrodes are very close to the SGC, 
resulting in a window type selection (very accurate) of the 
afferent nerve fibers. In practice, this may be inexact as the 
insertion of the electrode array inside the scala tympani is 
difficult and usually result in spacing between the electrodes 
array and the Spiral ganglions [51] .In consequence, in practice, 
the nerve fibers selection mathematical description is closer to a 
Gaussian function. 

 

 
Figure 14. Packet of afferent nerve fibers selected by the electrodes of the 

cochlear implants 
 

From Figures 13 and 14, it can be easily deduced that the 
cochlear implant electrodes do not provide the required 
amplification in the 2KHz – 6KHz frequency range as Cochlear 
amplification is not done. Algorithmic correction by modifying 
the energy sent to the electrodes may be  used to correct this 
defective amplification. This algorithmic correction should be 
based on the human hearing threshold or similarly on the 
equivalent afferent nerve fibers stimulated map, which takes into 
consideration the amplification mechanisms of an healthy 
cochlea. 

Using the mathematical logarithmic spiral representation 
presented in [52], the spatial representation of the cochlea can be 
performed. The mathematical equation in the cited document 
describes a flat spiral disagreeing with a real cochlea, however 
we may use the z direction to plot information such as the nerve 
fiber topographic map or those nerve fibers selected by the 
electrodes array, as indicated in Figures 15 and 16. 
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Figure 15. Afferent Nerve Fibers Repartition Map Including Ear Frequency 
Selection Mechanisms inside the cochlea depending on the cochlea spatial 

position 
 

 
Figure 16. Portion afferent nerve fibers inside the cochlea stimulated by the 

cochlear implant electrodes 
 
 

IX. AMPLIFICATION COEFFICIENTS ASSOCIATED WITH THE 

TOPOGRAPHIC MAPS COMPARISON 

 
Cochlear implant electrodes should hence be multiplied by a 

scalar coefficient to correctly model the frequency sensitivity of 
the ear. This correction is compulsory as the Central Nervous 
System interprets neuronal signals already amplified in some 
particular frequencies. If the frequency amplitude dependence is 
not reproduced in cochlear implants it may result in inability to 
correctly hear certain frequencies (especially in the 3-4KHz 
band), ultimately resulting in sound distortion. Comparison 
between the MEFFRIMAM map and the Spiral Ganglions 
topographic map selected by the cochlear implants is exposed in 
Figure 17.  

To correctly model the frequency response of an healthy ear, 
each electrode should be multiplied with the coefficient indicated 
in Figure 18. We further supposed that the number of nerve fibers 
stimulated is linearly increasing with the amplitude of the 
electrode. This may be inaccurate for high voltage stimulus or 
very low voltage stimulus due to saturation mechanisms [53], 
[54], [55]. 

 
Figure 17. Comparison between the Spiral Ganglions stimulated by the electrodes 

and the  created MEFFRIMAM map 
 

To compute this average coefficient a simple division was 
performed between the afferent nerve fibers number in the 
MEFFRIMAM map and the afferent nerve fibers number defined 
by the spiral ganglions map for the same position inside the 
cochlea. The average value of this coefficient was retained for 
each electrode.  

The multiplication of these coefficients with the voltage value 
that must be sent at an electrode to stimulate an afferent nerve 
fiber response (defined in Section III) could be done in the 
processing unit of the cochlear implant. Furthermore, coefficients 
amplitude tuning tests performed in deaf people using cochlear 
implants for each electrode may add precision in the hearing 
response of these patients. 
 

 
Figure 18. Electrodes amplification coefficients to ensure similar frequency 

response with an healthy cochlea 
 

X. CONCLUSION 

 
The theoretical electrical description presented in this paper 

was used to carry out simulations allowing the detection of the 
minimum voltage needed to ensure nerve fibers stimulation. This 
voltage was found around 0.9 V. Furthermore, the current peaks 
during each input signal transitions could reach 1A (peak value),  
and the mean power consumed per period was around 50mW. 
These results may be used as requirements for the electrode array 
design and corresponding control electronics. 

It has also been suggested that two consecutive electrodes 
were not disturbing one another and that the duration of the 
stimulation did not depend on the input electrode voltage. A more 
complex model, including the spike trains frequency (which is 
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the number of spikes generated per second) related to the 
electrode input voltage is being currently developed. 

Furthermore, using the threshold of hearing function, we 
created a topographic map of afferent nerve fibers repartition 
inside the cochlea weighted by the frequency selectivity of an 
healthy ear. This map may be of great value to decrease sound 
distortion in cochlear implants. Corrective coefficients were 
defined for each electrodes in order to allow electrode potential 
fine tuning based on the biophysical properties of the ear. 

Besides physical tests are ongoing to ensure that the 
theoretical results obtained match the measurements. Deaf people 
using cochlear implants were asked to kindly submit themselves 
to cochlear implant reprogramming in order to test if the 
threshold of 0.9 V was sufficient; if not, it would greatly affect 
the perturbation between electrodes. We are also currently 
implementing the electrode potential correction algorithm in a 
portative platform in order to estimate its power consumption and 
facilitate its integration in cochlear implant device. 
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Abstract—The role of the teacher in the classroom environment is
of crucial importance for the effectiveness of the learning process.
However, recent studies on the technological enhancement of
education have shown that teacher’s activities are not adequately
supported, as the focus remains rather on the student’s side. This
article discusses a learner-centric approach towards supporting
instructors in improving the teaching and learning processes
in ambient educational environments. The proposed solution
introduces an intelligent multi-agent infrastructure that monitors
unobtrusively the students’ activities and identifies potential
learning weaknesses and pitfalls that need to be addressed at an
individual or classroom level. Such real-time insights enable the
instructor to intervene providing help and adapt the teaching
process according to the needs of the class. For that to be
achieved, several applications have been developed: (i) a real-time
classroom activity visualizer, (ii) a behavioral reasoner that aims
to identify common behaviors by analyzing classroom activities,
(iii) a statistics records manager targeting to showcase students’
progress and performance at both an individual and classroom
level, and finally (iv) a series of mini-tools that enhance typical
procedures that can be found in conventional classrooms, such
as the classroom attendance record, the schedule manager, etc.
Following the system’s description, findings of a preliminary
expert-based evaluation are presented and some concluding
remarks regarding the deployment of the system in real-life
environments are formulated. Finally, potential future extensions
of the system are proposed.

Keywords–ambient intelligence, education, smart classroom,
teacher assistance, student monitoring.

I. INTRODUCTION

This article provides an extended version of the work [1]
reported in The Fifth International Conference on Mobile,
Hybrid, and On-line Learning (eLmL 2013) in Nice, France.
In this article, the specification and implementation of an
embedded system targeted to support instructors during the
educational process are further elaborated and discussed.

Ambient intelligence (AmI) is an emerging technological
paradigm that defines sensitive digital environments that mon-
itor their surroundings through pervasive sensorial networks
and automatically adapt to facilitate daily activities [2], [3].
According to the Ambient Intelligence vision, digital systems
provide user-interfaces embedded in the actual living space,
enabling intuitive and natural interaction. AmI initially ben-
efited mainstream areas such as home and office automation
[4]. During the past few years though, remarkable efforts have

been made towards applying AmI in a variety of domains such
as education1, health2, entertainment3 and many more.

The potential of AmI in education led to the introduction
of the notion of ”Smart Classroom”. According to this, typical
classroom activities are enhanced with the use of pervasive and
mobile computing, artificial intelligence, multimedia content
and agent-based software [5]. As a result, traditional artifacts
such as desks and whiteboards are replaced by technologically
enhanced equivalents aiming to support the learning process.
The current realizations of the Smart Classroom vary, covering
a wide range of topics. The most prevalent of them include
applications for automatic adaptation of the classroom envi-
ronment according to the context of use [6], [7], automatic
capturing of lectures and teacher’s notes [8], [9], enhancement
of the learner’s access to information and personalization of the
classroom’s material [10] and finally, supporting collaboration
among classroom participants [11]. However, the majority of
current research approaches focus on the learner’s activities,
without paying much attention to the role of the teacher.

During the learning sessions in a classroom the teacher du-
ties, among others, include: (i) implementation of a designated
curriculum, (ii) maintenance of lesson plans, (iii) assignment
of tasks and homework, (iv) performance monitoring, and
most importantly, (v) assistance provision when necessary. In
general, curriculum activities outweigh monitoring and assis-
tance tasks, especially in crowded classrooms (e.g., more than
20 students). Therefore, to enable effective and personalized
tutoring, an automated method that observes students’ behavior
and identifies common problems is needed [12].

Towards this end, a tool named AmI-RIA (Real-time
Instructor Assistant) is introduced in this article, aiming to
support the teacher in the context of a learner-centric, ambi-
ent intelligence classroom. AmI-RIA monitors and analyzes
students’ activities in real-time so as to identify potential
difficulties, either at an individual or at a classroom level,
and notify the teacher accordingly (through the teacher’s front-
end application). The teacher can therefore concentrate on the
lecture and rely on the system to monitor the classroom and
prompt for intervention only when necessary (e.g., a student
is out of task or performed poorly in a quiz). In addition to
real-time monitoring, AmI-RIA offers a performance analysis

1AmI Playfield: http://bit.ly/1eM8EWL (Online: 5/2014)
2Ambient Intelligence for e-Health: http://bit.ly/1d7jDh6 (Online: 5/2014)
3Be There Now!: http://bit.ly/NGPxYb (Online: 5/2014)
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tool that provides extensive metrics of students’ progress and
performance (based on previously collected data) that the
teacher can use to either identify topics that require further
elaboration or adapt the teaching methodology. Finally, AmI-
RIA integrates tools that automate common classroom pro-
cedures, like attendance record keeping, quiz assessment and
preparation of lesson’s curriculum.

The rest of the paper is structured as follows. Section II
presents related work on student monitoring in real classrooms
and e-learning environments. Section III provides a description
of the AmI-RIA system design along with the surrounding
Smart Classroom environment. Sections IV and V present
the system’s implementation details. Section VI reports the
evaluation results. Section VII discusses the challenges of
a real-world deployment and finally, Section VIII and IX
summarize the described work and highlight potential future
enhancements.

II. RELATED WORK

The widespread use of ICT (Information and Communi-
cation Technology) in learning environments has urged re-
searchers to take advantage of the presence of technological
equipment inside classrooms in order to enhance the learning
and teaching process. Towards this objective, various intel-
ligent systems that monitor students’ activities and report
valuable insights to the teacher have been developed, aiming
to enhance both real and virtual (i.e., e-learning environments)
classrooms.

A. Student Monitoring in Real Classrooms

In [13], the authors introduce Retina, a tool targeted to
assist instructors that offer computer science courses to im-
prove their curriculum by reporting the difficulties that students
are facing during programming. Retina collects information
about students’ programming activities, such as attempts to
compile their project, compilation and run-time errors, time
spent for each assignment, etc. Retina logs past information
about students’ activities and generates informative reports
both for them (i.e., self-evaluation) and the instructors. A live
monitoring mechanism enables instructors to get insights for
the programming session at run-time, so as to either address
issues immediately during a lecture or adjust forthcoming
assignments. An additional tool is also included that provides
suggestions to the students, based on the collected data, via
instant messages.

In [14] it is argued that teachers working in robotic classes
have problems in keeping track of students’ activities. As
the authors claim, the real challenge for the instructors is
to know when and how to intervene. Thus, they propose a
system that collects data from the robotic environment and
inform the teacher about the activities with which students
are engaging and how they are progressing. The design of
the system relies on the LeJOS programming platform for
Lego Mindstorms, where two agent modules are used for data
collection, one embodied into the robot and the other deployed
in the programming environment.

Another monitoring system targeting programming courses
is presented in [15]. The authors envision a system capable of
detecting students’ frustration, at a coarse-grained level, using

measures distilled from student behavior within a learning
environment for introductory programming. The monitored
data include compilation errors, error messages, source code
and other relevant information. As they argue, frustration
is potentially a mediator for student disengagement. Thus,
detecting it will assist instructors to intervene in ways that
will help students remain motivated. Following the same
pattern, past [16], [17] and recent studies [18], [19], focus
on monitoring student behavior during programming courses
in order to generate insights that will assist instructors improve
the learning experience.

MiGen [20] is a related intelligent environment designed
to support 11-14 year-old students in learning algebraic gen-
eralizations. The system aims to assist the teaching process
by informing teachers of students’ progress, the appearance
of potential misconceptions and disengaged students. As the
authors claim, this will allow teachers to provide learning
in a personalized way. To fulfill this task, MiGen visualizes
the students’ progress based on their attainment of specific
landmarks as they are working on mathematics generalization
tasks. MiGen was one of the first to introduce a classroom
overview panel to serve the teacher’s needs, however remained
at a very basic level in terms of the amount of information
displayed and the user-interface quality.

A relevant, extended study is presented in [11], [21],
[22]. The proposed system, named I-MINDS, consists of a
group of intelligent agents that are able to track the activities
and progress of students. This tracking mechanism targets to
identify any problematic situations that may occur to students
and then inform the instructor or assist the student to overcome
the problem. The I-MINDS system offers rich insights of
students’ behavior to the teacher, however, it is mainly focused
on the social aspect of the educational process and intended
mostly to assist the formation of collaborative groups inside
the classroom environment.

The aforementioned systems can partially provide real-time
information to the instructor, however, they share some major
drawbacks: (i) they are usually targeted to specific contexts
of use (e.g., programming courses), (ii) they offer rather poor
user interfaces, in terms of usability, that hinder information
extraction, and, (iii) they bind the students on using actual
computer machines during the educational process.

B. Student Monitoring in E-learning Environments

The Smart Classroom notion usually refers to real class-
rooms. However, a fair number of studies exist that aim to sup-
port instructors within e-learning environments through student
monitoring. Some of them also introduce innovative methods
of visualizing the students’ activities during the educational
process.

In [23] and [24] a web-based environment is proposed,
capable of collecting students’ traces produced by their in-
teractions in order to visualize the virtual classroom. Due to
the web-based nature of the system, the provided visualization
helps the teacher control and interact with the classroom. Par-
ticipants are represented by Chernoff faces [25], whose facial
characteristics evolve over time according to their activities.
Additionally, the system represents the pedagogical activities
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as bubbles, which grow or shrink proportionally to the number
of the participants.

In [26] and [27] a relevant system is presented, named
CourseVis, which is capable of generating graphical represen-
tations of what is happening in the classroom by analyzing
students’ activities data collected in the context of a CMS
(Course Management System). CourseVis creates a number
of plots in order to visualize social, cognitive and behavioral
aspects of the learners. Furthermore, it includes a mechanism
for viewing statistical data from students’ interactions, such as
the number of accesses to each resource, the history of pages
visited, etc.

Likewise, [28] presents an intelligent agent system that sup-
ports teachers in supervising learners in LAMS (Learning Ac-
tivity Management System). The system is capable of notifying
the instructor for common problems about participation and
contribution of students during educational activities. However,
for that to be achieved, the instructor is required to determine
expectations for the attendance and contribution of the learners
for each activity. These expectation parameters include the
typical execution time, the contribution level on collaborative
activities, the expected score, etc. Finally, a notification agent
is used to deliver messages and information to the supervisor
of the lesson and to the learners as well.

The systems discussed above constitute representative
state-of-the-art approaches in the domain of student monitoring
in e-learning environments that aim to assist instructors. How-
ever, several drawbacks can be identified in these solutions. On
the one hand, the user-interfaces at the teacher’s endpoint al-
though they are more expressive and informative than the ones
of the real-classroom systems, cannot be considered intuitive
and the information extraction still remains a tough task. For
instance, Chernoff faces are a useful tool for indicating student
inactivity, but in more complex situations (e.g., progress and
performance tracking) their expressiveness is limited. On the
other hand, the e-learning environments studied do not offer
an effective real-time assessment method, which is required in
intelligent learning environments [29].

Thus, there is a clear need for a system that can: (i) be
deployed and operate in real classrooms, (ii) monitor unob-
trusively the students through their interactions taking place
during the educational process, (iii) produce valuable insights
about their behavior in real-time, and finally, (iv) deliver those
insights to the teacher through an intuitive, yet rich, user
interface.

III. SYSTEM DESIGN

The AmI-RIA system proposed in this paper aims to bridge
the gap between students and teachers by providing valuable
insights to the latter. For that to be achieved, several smart
systems are precisely coordinated and tightly collaborate to
shape the Smart Classroom (depicted in Figure 1), as it is
envisioned and implemented in the context of the FORTH-ICS
(Foundation for Research and Techonology Hellas - Institute
of Computer Science) AmI Programme4 (an interdisciplinary
RTD Programme aiming to develop and apply pioneering
human-centric AmI technologies and Smart Environments).

4http://www.ics.forth.gr/ami (Online: 5/2014)

Figure 1: The Smart Classroom simulation space at
FORTH-ICS AmI Facility. Teacher Assistant is installed in

the teacher’s PC visible on the left.

As depicted in Figure 2, the ClassMATE system [30] forms
the backbone infrastructure that supports the intelligent class-
room. ClassMATE monitors the Ambient environment and is
capable of making context-aware decisions in order to assist
the student in conducting learning activities. Furthermore, it
is responsible for orchestrating the various artifacts that can
be found in the classroom, for example, the augmented desk
(Figure 3(a)) and the SMART Board5 (i.e., the commercial
interactive whiteboard depicted in Figure 3(b)). In more details,
the augmented desk [31] is an enhanced school desk that
uses computer vision technology to recognize books and book
pages in order to provide physical and unobtrusive interaction
without requiring any special device [32]. The SMART Board
supports the educational tasks by offering a shared interactive
area that extends the augmented student desks as applications
can seamlessly migrate among them. For instance, if the
teacher asks a student to start answering the questions of an
exercise in front of the class, the achieved progress will be
automatically transferred back to the desk when done.

A. Overall Architecture of AmI-RIA

The primary goal of AmI-RIA is to inform the teacher
about the students’ activities and identify potential weaknesses
by monitoring their interactions and generate classroom-wide
progress and performance metrics. Towards this objective, a
distributed architecture (Figure 4) is introduced that consists
of two major components. The first component is an intelligent

5SMART Board: http://bit.ly/1n5RGKz (Online: 5/2014)
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Figure 2: The Smart Classroom prototype as implemented at
FORTH-ICS

(a) Augmented Desk Prototype v1.0 (b) SMART board

Figure 3: Artifacts of the Smart Classroom environment

agent deployed on the students’ desks, named Desk Monitor,
which monitors each individual student’s interaction. The
second major component, the Teacher Assistant, is an intuitive
frontend application deployed at the teacher’s desk to facilitate
the visual representation of the monitoring data (i.e., classroom
overview) and simplify classroom control, such as assignment
submission, exam distribution, etc.

Desk Monitor agents collect the monitoring traces that
students generate when working on their desks and through a
reasoning process draw conclusions about their behavior. Both
the collected and the inferred knowledge is transmitted in real-
time to the Teacher Assistant application, which is responsible
to present them appropriately (e.g., highlight inactive students,
prompt teacher action, etc.). Data exchange is performed
through a generic services interoperability platform, named
FAmINE (FORTH’s AMI Network Environment), presented
in [33]. FAmINE provides the necessary functionality for the
intercommunication and interoperability of heterogeneous ser-
vices hosted in AmI environments. It encapsulates mechanisms
for service discovery, event driven communication and remote
procedure calls.

Desk Monitor #1 Desk Monitor #2 Desk Monitor #N

Teacher Assistant

Figure 4: Distributed architecture of AmI-RIA

B. Data Collection

The collection of the monitoring data originating from
the students is achieved through the classroom’s backbone
infrastructure and the aforementioned ”smart” artifacts (i.e.,
smart desks and boards) that appear in the classroom en-
vironment. The augmented desk, the most important artifact
of the classroom and the main source of monitoring data,
is equipped with an interactive learning environment named
PUPIL [34]. In short, the PUPIL framework facilitates the
design, development and deployment of pervasive educational
applications. Using this framework, several applications were
developed and deployed in the Smart Classroom environment
as already presented:

• ClassBook application: Digitally augments physical
books by introducing interactive alternatives to printed
elements like images, exercises, etc.

• Multimedia application: Multimedia content exploration
and display (e.g., images, videos)

• Dictionary application: Displays textual and/or multime-
dia information about a topic or word

• Multiple-Choice exercise application: Digital alternative
to the classic multiple-choice quiz. Questions are further
enhanced with help buttons offering hints to learners

• Hint application: Gradually assists students towards find-
ing the right answer by offering personalized hints. Sup-
ports the development of critical thinking skills

The aforementioned applications provide the required data
source by exposing any detected interaction of students to the
backbone infrastructure of the Smart Classroom. Some of the
activities of interest for the AmI-RIA system include:

• login when a student sits on a desk
• course book page fanning
• launch of an exercise session
• answer submission
• use of contextual help provided by the learning system
• browsing and sharing of multimedia galleries

These activities along with the related data become avail-
able to the Desk Monitor agents by ClassMATE through a
FAmINE-enabled bridge interface. For creating such interfaces
FAmINE supports IDL (Interface Description Language), a
specification language used to describe a software compo-
nent’s interface. IDL addresses interoperability issues as it
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Figure 5: Example of a N3 rule

is language-independent enabling this way communication
between components developed in different languages (e.g.,
Java, C#). The defined interface includes structures, events and
remote procedure calls, used for the regular messages exchange
between the classroom’s backbone infrastructure and the Desk
Monitor agents.

C. Data Management and Reasoning

Ontologies are widely accepted as a tool for modeling
contextual information about pervasive applications [35], as
they address the problem of data heterogeneity between appli-
cations and support data interconnection using external popular
vocabularies, such as FOAF [36] and Dublin Core metadata
[37]. Furthermore, they also enable knowledge inference using
semantic reasoners whose rules are implemented by means of
ontologies.

AmI-RIA makes extensive use of ontologies. An RDFS
schema [38] has been implemented that defines classes for
the relevant entities (e.g., Teacher, Student, Book) and the
activities (e.g., Open book, Start exercise) that can potentially
take place in a classroom environment. Additionally, a set
of taxonomies has been defined, based on RDFS proper-
ties, to associate classes and create activity hierarchies (e.g.,
Submit Exercise isA Student Act). Collected data are stored
internally in the form of RDF triplet statements following the
defined schema.

The required RDFS hierarchies for the entities were im-
plemented using Protege, an open source ontology editor and
knowledge base framework described in [39]. Protege offers
a suitable environment for modeling the entities and shaping
SPARQL [40] queries.

The reasoning process of the AmI-RIA system is supported
by the SemWeb library for .NET [41]. SemWeb supports
SPARQL queries for information retrieval over the data and
incorporates the Euler engine [42], a popular backward chain-
ing inference engine. The rules used by the Euler engine
are written in external files using the Notation3 syntax [43]
(Figure 5), an RDF syntax designed to be human friendly.
Rule decoupling facilitates system maintenance and scalability,
as the insertion of new rules or the modification of existing
ones can be done without affecting the core of the AmI-RIA
system.

IV. DESK MONITOR AGENTS

The Desk Monitor agents constitute the core components
of the AmI-RIA system, as they execute the inference rules
over the collected interaction data to identify potential trouble-
some situations (e.g., inactive or off-task behavior, problems

ClassMATE
Events

D
at
a 
R
ec
ei
ve
rXML Parser

Keywords
matching engine

DESK MONITOR 
CORE

Data-model

Figure 6: Anatomy of a Desk Monitor agent

in understanding of concepts, etc). To that end, the agents
apply a goal-driven reasoning process on contextual knowledge
through a backward chaining inference engine (i.e., Euler), to
identify such alarming situations, semantically defined using
taxonomies, inside the classroom environment.

A. Architecture

As depicted in Figure 6, a desk monitor agent consists of
five major components, namely, Data Receiver, Data-model,
XML Parser, Keywords-matching engine and the Core.

The backbone infrastructure of the Smart Classroom packs
the data collected by the student desks and the SMART Board
artifact into events and transmits them through the middleware
to a Desk Monitor module. The Data Receiver component
provides the handlers for listening to such events and is
responsible for forwarding the data included in the events to the
core of the agent. The latter follows a procedure of forming a
Data Model of the student based on the monitored interactions,
which are then stored internally using RDF triplets. Since
the students may switch desks occasionally, no permanent
storage exists for the RDF data-model constructed by the Desk
Monitor; data are erased at the end of each session. A set of
predefined rules is evaluated upon the data-model to infer new
knowledge.

An exercise or test in the electronic form of the book
presented on the augmented desk is implemented following a
custom XML schema. Each exercise file contains, among other
data, the type of activity (e.g., multiple-choice), the questions,
the available answers for each question, etc. For this to be
parsed, Desk Monitor uses a XML Parser component that is
capable of reading the exercise files and instantiate internal
data structures.

For each learning session, a set of relevant material, books
and pages is defined and checked against the material that a
student has opened on the desk. Thus, it is possible to identify
whether a student has opened some non-relevant material (i.e.,
off-task) just by comparing book titles and page numbers.
Although this method is safe and effective, it has the drawback
of requiring all the educational material to be analyzed and
categorized accordingly at any time. To address this issue, the
Keywords Matching component is implemented to enhance the
aforementioned process by matching semantically the content
appearing on a page to that of the learning session. To do
so, the component exploits the metadata and text appearing
on the materials used in the classroom. The procedure of the
keyword matching consists of two phases, one for indexing
the keywords and text from the listed relevant pages and one
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for matching the current’s page keywords against the indexed
ones.

B. Behavioral monitoring

The Desk Monitor uses the defined taxonomies and the
semantic rules and produces insights about the behavior of a
student in the classroom, as soon as student activity is detected.
The list of situations that can be currently detected includes:
(i) off-task students, (ii) inactive students, (iii) students that
face difficulties during exercise solving, (iv) students that face
difficulties during exercise submission and, (v) students that
misuse the contextual-help of the learning system. A detailed
description for each situation, along with its importance within
the educational context, is provided in the following sections:

1) Off-task: According to Caroll’s Time-On-Task hypothe-
sis [44], the longer students engage with the learning material,
the more opportunities they have to learn. Therefore, if students
spend a greater fraction of their time engaged in behaviors
where learning is not the primary goal, they will spend less
time on-task and as a result learn less. In [45], the authors
argue that off-task behavior indeed has a negative impact on
students’ performance and investigate different types of off-
task behavior. The evaluation results of the aforementioned
study indicate that the frequency of off-task behavior is a good
predictor of the students’ performance, though, different types
of off-task behavior result in different negative correlation to
learning. Furthermore, in [46] authors also state that off task
behavior appears to be associated with poorer learning perfor-
mance at an aggregate level. To identify off-task students, the
AmI-RIA system checks the material displayed on a student’s
desk to determine if it is relevant to the topic discussed in
the classroom based on the activity in hand. Thus, it examines
whether (i) the currently opened book, (ii) the opened page
and (iii) the content of the currently opened page semantically
belong to the current activity.

2) Inactivity: During classroom activities, especially exer-
cise solving, it is common for students to start working on
a task and after a while give up because they get bored or
distracted. Inactivity is defined as a type of off-task behavior
where the student does not interact with the learning object
at hand at the appropriate time. According to [45] and [47],
inactivity indicates that a student is disengaged with a certain
task and can be used as a quite accurate performance predictor.
AmI-RIA exploits the typical learning time describing the
amount of time that a student is expected to work with or
through a learning object [48], to specify if and when a
student’s interaction is taking too long to be executed. For
that to be achieved, AmI-RIA gets notified by ClassMATE
about the actions that a student performs when interacting
with a learning object (e.g., an exercise, a text passage, etc.).
However, since not all the students interact with the exercise at
the same pace, individual factors should be taken into account.
Towards this, the learning level of a student is estimated, based
on the average score in related activities, and then used as a
bias parameter in the formula calculating the total interaction
time.

3) Weaknesses during problem solving: The PUPIL frame-
work offers personalized tutoring in the form of contextual
help (i.e., hints) for each question of an exercise in order to

help students find the right answer. Hints gradually increase
the amount of help provided, thus a student using the last hint
takes advantage of all the available help. AmI-RIA monitors
the amount of help asked and the selection made afterwards to
calculate the student’s performance. In case a student uses the
maximum amount all available hints, but still does not answer
correctly, then the system marks that the student has difficulties
regarding this question and the concept it refers to.

4) Problems on exercise completion: Identifying whether
a student faces difficulties during exercise solving is quite
challenging, since a single pass/fail indicator does not always
reveal the actual progress of a learner on a specific topic. To
this end, instead of generalizing conclusions based merely on
the score of the exercise in hand, the student’s performance
record on relevant topics/similar exercises is taken into consid-
eration. Thus, even if the score is not a failing one, a potential
weakness can be identified if there is a large decline on the
score based on the student’s record.

5) Misusing the Learning System: Sometimes students in-
teract with exercises according to a set of non-learning-oriented
strategies described in [45] and further studied in [49], known
as gaming the system. Such strategies involve behaviors aimed
at systematically misuse the help provided by the system in
order to advance in exercise instead of actually making use of
the material of the intermediate hints. A set of rules has been
created to track students who repeatedly ask for help within a
small time frame until they get the maximum one.

C. Extensibility of the Reasoning Mechanism

Deploying the AmI-RIA system in a real classroom may
raise the need of adjusting the currently defined semantic
rules or the creation of new ones to infer new knowledge.
To address this issue, the semantic inference rules are defined
in external files, completely separated from the system’s logic.
Furthermore, to enable even non-programmers (e.g., teachers)
to edit or create new rules, the Notation3 RDF format is used,
which is designed to be human friendly.

V. TEACHER ASSISTANT

AmI-RIA offers an intuitive front-end application deployed
at the teacher’s computer (or portable tablet device) named
Teacher Assistant, through which the instructor can monitor
at real-time via live feed the activities that take place in the
classroom and identify potential weaknesses. For that to be
achieved, every Desk Monitor Agent propagates the collected
data and produced inferences through the classroom’s middle-
ware to the Teacher Assistant application, which is responsible
for presenting them accordingly. By the time a student logs to
a desk via an RFID (Radio-frequency identification) sticker
appearing on books, the system pairs his/her unique id with
that particular desk. Thus, every active desk in the classroom
is bound to a specific student and can be uniquely identified.

In terms of data management, the Teacher Assistant makes
use of RDF triplets and RDFS taxonomies, which extend the
ones defined for the Desk Monitor agents. The implemented
Classroom ontology defines entities appearing in the classroom
such as courses, books, students, teachers, etc., as well as
activities that represent the actions taking place. Indicatively,
Figure 7 presents the defined hierarchy for activities involving
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     Student Act     Act      Exercise Act     Complete Exercise 

     Skip Exercise 

     Submit Exercise 

Figure 7: RDFS taxonomy for exercise activities

Figure 8: Classroom overview panel of Teacher Assistant

exercise solving. As the semantic web notion prompts for more
structured and connected data, two external popular vocabular-
ies were used in the Classroom ontology, namely, the FOAF
specification and the Dublin Core metadata. Using semantic
web vocabularies allows intelligent agents make sense of the
entities appearing in ontologies and the connections between
them.

A. Classroom Overview

In terms of GUI, the Teacher Assistant (Figure 8) adheres
to the natural mapping rule [50] that leads to immediate
understanding because it takes advantage of physical analogies.
As such, each student in the classroom is represented by
a Student Card. Non-occupied desks are presented as semi-
transparent empty cards, whereas the layout resembles the one
of the physical desks. As a result, the teacher can easily locate
a student in the classroom through the virtual class map or
access the attendance record to see the absent students. The
Teacher Assistant, following a responsive philosophy, adapts
its layout accordingly to support devices with smaller screen
resolution like tablets and portable computers.

B. The Student Card

The Student Card contains both personal information, such
as the name and the profile picture, and also information
regarding the current activities and status of the student. During
the course, the student might be engaged with various activities
such as reading a passage from a book, solving an exercise,
browsing a multimedia gallery, etc. Providing specific details
on such classroom tasks allows the teacher to be constantly
informed about the students’ attention levels and potential
learning difficulties. To this end, each Student Card adjusts
to represent the current learner’s status at any given moment.
For instance, when a student is reading, the card displays

Figure 9: The filtering mechanism of the Teacher Assistant

the book title and the respective page numbers; during an
exercise, additional information is displayed regarding the
topic, difficulty and the student’s progress, finally when a
student launches a multimedia gallery, a small set of relevant
keywords is displayed on the card.

However, during a lecture the students might lose interest
and deviate from the teacher’s suggestions. This kind of
information could ideally prompt the teacher to investigate
the reasons of such attention lapses and try to maintain
the student’s interest. For that purpose, the Student Cards
are enriched with visual cues (e.g., different border colors,
self-explanatory icons) to mark on-task, off-task and inactive
behaviors. Finally, since the implemented system targets large
and crowded classrooms, the visual information may become
too large to be handled easily. To overcome this difficulty, a
filtering mechanism (Figure 9) that allows the teacher to focus
on specific student groups is incorporated. For instance, during
exercise time, the teacher can choose to only view inactive
students.

C. Assessment

Exercises are considered to be a key aspect of the learning
process in a classroom as through performance monitoring po-
tential learning gaps can be revealed and the domains where the
teacher should focus are highlighted. AmI-RIA ensures that the
teacher will be able to watch students’ progress during exercise
sessions by adjusting the Student Card appropriately to display
the exercise’s name, the related topic and the student’s current
score. More detailed information about student’s performance
is available through two special-purposed windows.

The first one presents a detailed view of the aspects of the
exercise at hand; in particular:

• type (e.g., multiple choice quiz, fill-in the gap, etc.)
• difficulty level (e.g., easy, medium, hard)
• typical learning time as defined in the LOM metadata

The second window (Figure 10) presents a complete log
of student’s actions regarding that exercise:

• number of answers given
• number of hints used per question
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Figure 10: Exercise related interactions window

Figure 11: Test results window

• current score
• ratio of correct/wrong answers
• optionally, a problem indicator (if such decision was made

by the respective Desk Monitor)

In addition to exercises, tests are also integral part of the
educational process. Tests are a type of exercise where every
student is obliged to answer and no help is provided. As soon
as a test is initiated from the Teacher Assistant application,
it automatically launches on every desk and deactivates the
various assistive facilities (e.g., Thesaurus, Multimedia, etc.).
During tests, the teacher can monitor students’ progress as
with common exercises and is able to request its immediate
submission at any time. At that point, any tests that have
not been submitted yet are automatically collected and a
summarizing report (Figure 11) is presented with an average
score for the entire classroom and a precise score for each
student.

D. The Short Term Monitor

A teacher in the envisioned smart classroom is notified in
real-time about the activities carried out by the students. How-
ever, eventually some notifications for a student will not catch
the teacher’s attention. Additionally, it is not practical to recall
all the past notifications generated for one student. To address
this issue, a mechanism is implemented for discovering trends
in the student’s activities and notify the teacher accordingly.
For example, the action of a student to skip one exercise is not
considered to be an important issue, however, if this student
skips the fifth exercise in a row for the past few hours this
means that there is a potential issue that the teacher should

look after and intervene providing assistance. Each instructor
can adjust the mechanism according to his needs (e.g., to
be notified just for continuously inactive students); personal
settings are stored on the teacher’s profile in the system.

E. The Classroom Monitor

Individual statistics are automatically generated for each
student by the respective Desk Monitor agent; however, ac-
cumulated metrics for the entire classroom are invaluable
tools for teachers as through them behavioral patterns can be
identified; an activity is considered to be a pattern if it is
observed in a certain number of students in the classroom.
For instance, if 85% of the students faced difficulties and
performed poorly in an exercise, that may indicate that the
exercise is too difficult and the teacher has to adapt the class’
schedule to further elaborate on the related concepts. Similarly,
if more that 80% of the students are off-task at the same time,
then either a break might be helpful or the teacher should
attract their attention and enhance their motivation. In any case,
when AmI-RIA identifies a pattern, a special alert is generated
to notify the teacher. The notifications appear on the top-right
corner of the interface and can be dismissed with ease by the
instructor.

F. Statistics

The data collected about the students’ activities is used
to build a rich history record, which is a vast source of
semantic information based on the defined RDFS schema. This
knowledge is exploited to generate statistics for the progress
and performance of the students during short or long periods
of time. Based on these statistics the teacher can identify the
topics that need to be revisited or adapted and the thematic
areas that seemed to have troubled each student in the past
days, weeks, months, etc. Additionally, the generated statistics
can be printed and handed-out to parents as an unofficial
progress report for students.

The statistics component offers two alternative views, one
at the classroom level and another for individuals (Figure
12). Both provide information about the overall performance,
highlight topics in which the students achieved the highest and
the lowest scores, and finally accumulate performance statistics
per student and per lesson. More specifically, the individual
statistics include: (i) average score per day, (ii) average out-
of-context time per day, (iii) higher & lower score topics, and
(iv) a lesson ranking based on student’s score. The classroom-
wide statistics include: (i) average score per day, (ii) out of
context time per day, (iii) higher & lower score activities
categorized by topic, and (iv) students’ score ranking.

Usually in schools lessons for a classroom are taught by
several teachers of different teaching professions (Mathemat-
ics, Physics, etc.). Therefore, a potential issue arise that the
statistics view will also provide information that is not relevant
or interesting to some specific instructor. For example, the
Math teacher may not be interested in viewing statistics for
the History lesson. A filtering mechanism has been incorpo-
rated in order to provide personalized views to the teacher
values. Therefore, each teacher can choose to display statistics
regarding only the lessons he is teaching or interested about.



70

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 12: The individual statistics component

G. User authentication

The Teacher Assistant application displays sensitive infor-
mation about the students’ activities. Thereby, only authorized
users must have access to the system. Additionally, each
teacher has a set of preferences that should be loaded when
his lessons start. To that end, an authorization mechanism
was developed using a magnetic card reader and smart cards
assigned to the teachers. A teacher who enters the classroom
swipes the magnetic card against the reader; the system reads
the id, logs the teacher and loads his preferences (e.g., the
short-term reasoner settings).

VI. EVALUATION

As a first step towards the evaluation of the system, an
expert-based heuristic evaluation was conducted in order to
identify usability problems regarding the Teacher Assistant
application. Heuristic evaluation is the most popular usability
inspection method and is carried out as a systematic inspection
of a user interface design for usability. It is targeted to find
usability problems in the design so that they can be attended
to as part of an iterative design process. Heuristic evaluation
requires a small set of evaluators to examine the interface
and judge its compliance with a set of recognized usability
principles. The optimal approach, according to Nielsen [51], is
to involve three to five evaluators, since larger numbers do not
provide much additional information. An observer notes down
the issues and creates an aggregated list, which is delivered at
the end to the evaluators in order to provide severity ratings
on each issue.

Four usability experts took part in the evaluation of AmI-
RIA and identified 22 issues, out of which 11 were marked
as severe (rated above 2.5 on a 0-4 scale) and the other
11 as minor ones (rated bellow 2.5). The identified usability
errors were related mostly to the flexibility in access to the
several components (e.g., the attendance access button) and
the perceived user friendliness when operated on touch-enabled
devices (e.g., the sidebar option buttons were difficult to press
due to their size and were not identified as toggle buttons,
Figure 13). Additionally, some issues were identified regarding
the aesthetic design and accessibility of the user-interface such

as the insufficient color contrast between the main visual
components (e.g., the main menu buttons and the footer’s
information). The released prototype of AmI-RIA effectively
addresses all the identified errors.

(a) Initial design (b) Adjusted design based on feedback

Figure 13: GUI adjustment based on the feedback of the
experts

VII. DEPLOYMENT CHALLENGES & LIMITATIONS

The AmI-RIA system builds upon a Smart Classroom
environment that provides the infrastructure required to assist
the educational process from the students’ perspective, and at
the same time provides the monitoring facilities that enable the
teacher’s assistance. The prototype deployment of AmI-RIA6

in the envisioned Smart Classroom at FORTH-ICS achieved
the coordination of the several components (backbone infras-
tructure, augmented desk, interactive learning environment,
smart board, etc.) and proved the feasibility of a real-world
installation.

However, due to the monitoring nature of the system a
few behavioral, legal and technological challenges arise that
need to be addressed prior to deployment in real classrooms.
The most interesting and challenging of them is about the
willingness of the students to be constantly monitored, even
though monitoring is limited to educational activities and does
not involve personal ones. Students may grow the feeling of
being continuously evaluated by their supervisor, a situation
that may cause alterations in their behavior. Towards this, a
further study is under work in order to add feedback from
the monitoring process to the student’s desk so that the
students would demystify the procedure. In addition to this,
providing some real-time feedback to students will assist them
improve their progress by filling in-time any learning gaps that
may occur [52], thus motivating students to support the data
collection from their desks.

In addition to the students’ willingness to participate in
such data collecting environments, legal issues need to be
considered as well. As the legislation does not cover such
scenarios yet, it must be made clear who (if any) will have
to give the permission for the participation of each student.
Schools should work on a common policy towards student
monitoring and decide whether parental permission will be
mandatory.

AmI-RIA is aiming to support the average-size classroom,
that is around 22 students per each according to Eurostat

6AmI-RIA prototype: http://bit.ly/1iuJIFd (Online: 5/2014)
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TABLE I: MAXIMUM NUMBER OF SIMULTANEOUSLY VISIBLE
VIRTUAL DESKS IN A SINGLE PAGE PER SCREEN RESOLUTION

Screen resolution Maximum supported desks

1024 X 768 (XGA) 25
1280 X 1024 (SXGA) 49

1400 X 1050 (SXGA+) 56
1600 X 1200 (UXGA) 72

statistics [53], and even larger ones, up to 72 students (or
more). The number of students supported is limited by the
number of student cards that can be displayed in the classroom
view of the Teacher Assistant and is analogous to the screen
resolution of the teacher’s computer (Table I). However, the
system can be used best at a reasonable amount of students (20
- 30) due to the visual load on the Teacher Assistant frontend.
Ways of overcoming this limitation are still under study (e.g.,
paging of student cards).

VIII. CONCLUSIONS

This article has presented AmI-RIA, a real-time system
that assists teachers in the context of an intelligent classroom
by exploiting the available ambient technology from their per-
spective. The proposed system monitors the students’ activities
in an unobtrusive way and generates valuable insights in order
to assist teachers keep track of the classroom’s progress and
performance. Thereby, the teacher is supplied with the needed
information to decide when and how to intervene providing
help or adapt the teaching strategy.

For that to be achieved, the Desk Monitor agents of AmI-
RIA collects all data generated by students’ interactions during
the educational process and store them in a semantic way,
along with their semantic taxonomies. A knowledge extraction
mechanism is then used to produce inferences over the data in
order to identify potential weaknesses and pitfalls that need to
be addressed.

On the teacher’s side, the Teacher Assistant application has
been implemented to provide a real-time classroom visualizer.
Its rich, yet intuitive user-interface, delivers to the teacher all
the information required to control the classroom effectively.
Furthermore, a Statistics component is introduced, achieving to
replace standard reporting of students’ progress. Through that
component the teacher is able to review and provide grading
to students and their parents, but also compare performance
across lessons or topics of a lesson, in order to oversee
and address learning gaps. Finally, a set of tools have been
developed to enhance typical procedures that can be found
in conventional classrooms, such as the classroom attendance
record, tasks assignment, etc.

IX. FUTURE WORK

The next step of this work will be to conduct a full-scale
user-based evaluation in a real classroom. The evaluation is
planned to include 20 different teachers and their students
[54], where typical classroom activities will be observed to:
(i) assess whether AmI-RIA recognizes problems successfully,
and (ii) determine how instructors use the system to identify
problems and provide assistance. The evaluation’s findings are

foreseen to extend the currently implemented rule set and
improve the user interface of the teacher’s frontend application
in terms of usability.

Additionally, some relevant topics are being investigated
for future upgrades. A significant addition to the system would
be to make the students’ desks aware about the knowledge
generated from the collected data during the reasoning process.
This way, the students will get real-time insights about their
progress during the various learning activities and this will
help them familiarize with the data collection procedure. The
feedback provided could be used by the students to adjust
their activities accordingly, while communication between the
teacher and the students could be also enhanced. For instance,
a valuable feature would be to enable the teacher reward some
students for achieving high scores on a task or provide extra
material to those who had problems in a topic.

Another important extension of the system would be the
development of a graphical tool that will facilitate the fast and
simple modification of the reasoning rules used to identify
students’ problematic states. This tool will offer a friendly
frontend enabling teachers to manage rules by combining
condition facts and defining the desired knowledge extraction.
Ideally, entities, properties and values from the data-model will
be presented as graphical elements that can be dragged and
dropped, building this way the new rules.

Finally, another promising extension of the system would
be to develop the infrastructure that will enable the aggregation
of the information originating from multiple classrooms. This
tool could be used by the school administration in order to keep
track of all the students and classrooms. Relevant changes in
the schools policies about grading reports may also enable the
replacement of conventional reports by more detailed graphical
ones, as generated by AmI-RIA.
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Abstract — Diseases promoted by biotic or abiotic agents, 

characterized by a fast spreading rate and absence of 

symptomatology, are affecting plant species and crops of huge 

economic and/or forestall impact worldwide. The standard 

technique to diagnose diseases is the symptoms visualization by 

skilled personal, which is only accessible in the last stages of 

these diseases. As a restriction action, the plant, which is 

considered affected by a disease, is cut and burn along with 

neighbouring trees, even if these do not show evidence of the 

disease. Equipment and techniques able of assessing and 

characterizing the physiological state of plants in vivo and in 

situ, both in the diagnosis of diseases and also as a mean for 

supporting physiological studies, is clearly lacking. Herein is 

proposed the usage of impedance techniques to assess the 

physiological state of plants. Emphasis is given to the 

assessment of the hydric stress level of plants and its relation 

with the disease condition. To accomplish the study, a portable 

electrical impedance spectroscopy system was designed 

attending the biological application purpose.  The procedure 

and the results obtained for three different species (Pinus 

pinaster Aiton, Castanea sativa Mill, and Jatropha Curcas L) of 

relevant economical and/or forestall interest is also presented 

in order to show the potential of this technique and system.  

 
Keywords – plant disease; physiological state; hydric stress; 

biodiesel; impedance techniques 

 

I.  INTRODUCTION 

Living trees, bushes, or other types of plants, are 

affected by several diseases, which are caused by biological 

agents (for example: fungus, virus, bacteria, nematodes, 

insects) and/or adverse environmental conditions (promoted, 

for example, by: droughts, fires, extreme heat, 

contamination of soil, and air) [1], [2]. It may be important 

to assess the health state (or, in other words, the 

physiological state) of plants, especially when plant crops 

affected by such diseases and/or environmental conditions 

have economical and/or forestall impact [1]. Currently, there 

are several known diseases affecting specific crops of 

economic importance in certain regions of the planet [1]. 

For the scope of this paper and the corresponding study, it 

may be referred, for instance: 1) the pinewood nematode 

disease  (PWD), affecting mostly the Pinus pinaster Aiton 

specie, which has spread worldwide with special relevance 

in Portugal, Japan and USA; 2) the ink disease in the 

chestnuts, caused by a fungus, which is affecting crops in 

Europe; and 3) the esca disease in the grapevines, caused by 

an association of fungus, which also has spread throughout 

the planet [1]. The major problem inherent to the referred 

diseases, whether they are caused by fungus, nematodes or 

other biotic agent (or, even not being the case, eventually by 

abiotic agents), is their asymptomatic behavior and fast 

spread [1], [2], [3].  Additionally, these diseases have no 

cure properly developed and commercialized to date [1], 

[2], [3]. The main reason is the arising of new problems due 

to the application of the studied solutions, mainly based on 

phytopharmaceutical technology, such as: soil 

contamination, animal and vegetal species new and 

unpredictable problems (such as toxicity, diseases, and 

extinction), among others [2], [3].    

Although some instrumental prototypes were studied 

and patented, there is no defined methodology and accepted 

techniques to help to assist crops management in what 

concerns to the assessment of the physiological (or health) 

states of plants in situ [2], [3]. Actually, the golden standard 

method is the symptomatology visualization by skilled 

personnel [1], [2], [3]. The problem with this method is its 
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reduced effectiveness, since the external symptoms are only 

able of being visually accessible during the terminal stages 

of the referred diseases [1], [2]. At this point, it is no longer 

possible to control the disease and, usually, it has already 

spread all over the crop, even if the symptoms are not 

visible in all the specimens [2]. In order to avoid the fast 

spreading, the plant that is considered affected, is cut and 

destroyed along with the neighbouring plants [2]. This 

preventive act poses another problem: the deforestation and 

the resulting economic losses arising due to the massif 

felling.  

The characterization of physiological states of plants is 

also important in the perspective of marketing, 

consumption, and in researches for new plants’ applications 

such as the emergent production of biodiesels [1], [4], [5]. 

In every case it is lacking detailed, fast enough, and robust 

techniques [1], [5], since the available require expensive 

laboratory equipment and materials, are time consuming, 

and hard to implement [1], [2], [6]. 

Hereupon, it can be said that, in general, there is a lack 

of equipment and systems able of evaluate and characterize 

the physiological state of plants, as well as a reliable and 

expeditious technology to allow an assessment in situ [1].  

This overall described panorama was the main 

motivation for the present work [1]. Herein, the authors 

propose an Electrical Impedance Spectroscopy (EIS) 

system, developed by the team, and the usage of impedance 

techniques to assess the physiological states of plants in situ 

[1].  

EIS has been proving efficacy and utility in a wide range 

of areas, from the characterization of biological tissues to 

living organisms [1], [7]. This passive electrical property, 

known as electrical impedance, is a measure of the 

opposition to the flow of an alternating current, which 

occurs when an external electric field is applied [1]. A 

current I crossing a section of material of impedance Z, 

drops the voltage V established between two given points of 

that section [1]. This yields the well-known generalized 

Ohm’s law: V=IZ, where V and I are, respectively, the 

voltage and current complex scalars and Z the complex 

impedance [1]. Therefore, the result of the EIS 

measurements is a set of complex values (magnitude and 

phase), of impedance versus frequency [1]. 

 Any biological material has its own electrical signature, 

whereby the physiological changes, due to diseases and 

nutritional or hydration levels, have direct influence in the 

impedance spectrum [1].  

The major contributors for the biological tissues 

impedance are the cell membranes and the intra- and 

extracellular fluids [1], [7]. To electrically represent a 

biological tissue it is generally used a circuit that consists of 

a parallel arrangement between a resistor, representing the 

extracellular fluid, and a second arrangement connecting a 

resistor, simulating the intracellular fluid, and a capacitor as 

the membrane [1], [8], [9]. The determination of the ohmic 

values of the intra- and extracellular fluids, and also the 

capacitive value of the membrane, can be achieved by 

means of the theoretical Cole model [1], [10]. In this model, 

the achieved impedance spectrum (resistance versus 

reactance) is named by Cole-Cole plot [10]. 
The phase angle and other interrelated indexes, such as 

the ratio between impedance at the lowest and at the highest 
frequencies the system can output, Z0/Z∞, [7], and the ratio 
between impedance at the lowest frequency the system can 
output and 50 kHz, Z0/Z50 [11], have been used to extract 
information about the physiological condition of biological 
materials. Work such the one being presented, where a deep 
study was carried out, the amount of data to be analyzed may 
hamper the use of the Cole model. The usage of the referred 
impedance indexes, and also the study of new ones, may be a 
lighter and equally valid approach. 

Currently, there are instruments commercially available 

with high precision and resolution that can operate within a 

frequency range from some Hz to tens of MHz [1], [7]. 

However, the degradation of the excitation signal, occurring 

at low and high frequencies (already above 100 kHz), 

affects the accuracy of the measurements [1], [7]. Besides, 

the existing equipment is unfeasible for in vivo [1], [7] and 

in field applications, since it consists in desktop instruments, 

such as impedance analyzers and LCR meters [1]. 

It is possible to excite the sample with a current and 

measure a voltage or do the exact opposite [1]. The choice 

of the most suitable source, current or voltage, is a topic that 

still remains in discussion [1]. Current sources (CS) provide 

more controlled means of signal injection [12] and present 

reduced noise due to spatial variation when compared with 

voltage sources (VS) [1], [13]. However, due to their output 

impedance degradation [13], CS accuracy decreases for high 

frequencies [1], [14]. For this reason and since the 

impedance measurements are only possible when current is 

linear with respect to the voltage applied [9], or vice-versa, 

CS need expensive high-precision components [15] and a 

limited bandwidth operation range [1], [14], [15]. On the 

other hand, although EIS systems based on VS are less 

accurate [15], they can be built with less expensive 

components [15] and operate over a larger frequency range 

[1], [14], [15]. 
The developed EIS system, presented also in this paper, 

is able to perform AC scans within a selectable frequency 
range [1] and it can drive either a current or a voltage signal 
to excite a biological sample in situ or in vivo. It also 
implements the phase sensitive detection (PSD) method, 
although the one used has a novel implication, which is 
presented in further section. The instrumentation was 
designed to be cost-effective and usable in several 
applications [1]. The Table I resumes the main 
characteristics of the developed EIS system. 

This paper will present the most relevant studies obtained 

for three different plant species: pine (Pinus pinaster Aiton), 

cheastnut (Castanea sativa Mill) and Jatropha Curcas L. 

The choice of the plant species under study was substantiated 

by the economic and/or forestalls relevance they have. 

Chestnuts and pines have a crucial economic impact in our 
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country and are currently affected by uncontrolled diseases: 

the nematode disease, in the case of pine trees, and the ink 

disease, in the case of chestnut trees. Jatropha curcas, by 

other hand, is a tropical species, which seeds are being 

studied and used for biodiesel production. The available 

equipment to assess seeds quality is mainly constituted by 

heavy and expensive laboratorial instruments, which 

required methodology is time consuming and usually 

implies the usage of expensive materials/reagents. 

Accordingly, a true physiological assessment, based on a 

reliable technique, may help to assist the ongoing studies 

and contribute for the advance of its state of the art.  

The assessment of the hydric stress (HS) level and its 

relation with the disease condition was the main 

physiological state being focused on this work [1]. 

The HS refers the internal hydration condition of a plant 

and it is one of the most relevant parameters to assess 

physiological states [5]. This parameter takes special 

significance in the assessment of diseases, since water 

absorption by the plant is one of the physiological processes 

firstly and strongly affected during a biotic or abiotic 

disease condition [5]. 

The following sections of this paper are: 1) System 

Design, where the developed EIS system is presented in 

detail; 2) Assessment of the HS Level, which presents the 

method and the results obtained for the HS assessment for 

the three studied species; 3) Study of Disease Condition, 

which presents the method and the results obtained for the 

study of the nematode disease in Pinus pinaster specie; 4) 

Discussion, where results are explained with more detail; 

and 5) Conclusions, where the main obtained results is 

resumed. 

 

TABLE I.  SUMMARY OF SPECIfiCATIONS OF THE EIS SYSTEM 

 

 

II. SYSTEM DESIGN 

In order to study the plants’ bioimpedance behaviour and 
extract conclusions from their physiological states, an EIS 
system was designed and built attending the requirements of 
portability, reliability, fast data assessment, and accessible 
methodology. 

A. General Description 

The developed EIS system employs three main modules: 
signal conditioning unit, acquisition system (PicoScope® 
3205A) and a laptop for data processing (Matlab® based 
software) [1] (see Figure 1).  

The digital oscilloscope PicoScope® 3205A synthesizes 
and provides the excitation AC signal to the conditioning 
unit (ADC function) [1]. It also digitizes both excitation and 
induction signals at high sampling rates (12.5 MSps) and 
transfers data to the computer via USB where it is stored [1].  

The signal conditioning unit receives the excitation AC 
signal, coming from the PicoScope®, and amplifies it to be 
applied, through an electrode, to the sample under study [1]. 
The induced AC signal is collected by a second electrode, 
which redirects it to the conditioning unit, where it is 
amplified. Both excitation and induced signals are conduced 
to the PicoScope® to be digitized [1]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Schematics of the EIS system (OEM version ) – 1) Biologic 

sample; 2) electrodes; 3) short coaxial cables; 4) EIS system conditioning 

unit and acquisition system, with the Picoscope®3205A incorporated; 5) 
laptop/PC. 

The EIS system is able to generate both voltage and 
current signals. An external switch allows the user to select 
one of these two sources of excitation leads to optimal data. 
The specifications of both excitation modes are described 
below. 

B. Design Specifications 

Already studied by Seoane, Bragós and Lindecrantz, 
2006 [16], the current mode circuit employs the current-
feedback amplifier AD844 in a non-inverting ac-coupled CS 
configuration (see Figure 2) [1]. 

During the impedance measurements, the dc-blocking 
capacitor, between the source and the electrode, tends to 
charge due to residual DC currents [1], [15]. For this reason, 
the transimpedance output of the AD844 easily reaches the 
saturation [1]. To overcome this problem, it was 
implemented a DC feedback configuration, which maintains 

 Range 

Parameter Current Mode Voltage Mode 

Measuring method 2 electrodes 

Frequency 1 kHz to 1 MHz 

Signal amplitude 25 uA 4.6 V 

Impedance magnitude 2.5 kΩ to 

100 kΩ 

1.5 kΩ to 

2.2 MΩ 

Impedance phase -π rad to π rad -π rad to π rad 

Mean absolute 

magnitude error 

1675.45 Ω 709.37 Ω 

Mean absolute phase 

error 

2.45 % 2.06 % 

Mean distortion 0.29 % 0.48 % 

Mean SNR 117.0 dB 118.8 dB 

Calibration Automatically calibrated by software 

1 

2 2 

3 
3 

4 5 
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the dc voltage at the output close to 0V, without 
compromising the output impedance of the source [1]. 
Therefore, the output current is maintained almost constant 
over a wide range of frequencies [1]. 

The high speed voltage-feedback amplifier LM7171 is 
employed in the voltage mode circuit (see Figure 2) [1]. 
Although it behaves like a current-feedback amplifier due to 
its high slew rate, wide unit-gain bandwidth and low current 
consumption, it can be applied in all traditional voltage-
feedback amplifier configurations, as the one used [1]. These 
characteristics allow maintaining an almost constant voltage 
output over a wide range of frequencies [1]. 

 
 
 
 
 
 
 
 
 
 
  
 
  
 
 
 
 

Figure 2.  Schematic of the EIS system conditioning unit - 1) AC current 

source; 2) AC voltage source; 3) current/voltage sense. 

The high speed operational amplifier, LT1220 (see 
Figure 2), senses the current or voltage signals from voltage 
or current excitation modes, respectively [1]. It performs 
input with reduced offset voltage and it is able of driving 
large capacitive loads [1].  

The value of the gain, for both current and voltage 
excitation sources, can be changed in order to extend the 
range of impedance magnitude [1]. The transductance gain 
of the LT1220 is currently set to 5.1 kΩ [1]. This value 
actually defines the gain of the system, which is taken into 
account for the impedance data algorithmic calculation. This 
means that, since the gain values are known and also the 
amplitude of the AC excitation signal, V1, from the 
PicoScope® (see Figure 2), the EIS system is calibrated 
automatically by software [1]. 

C. PSD Method 

To assess the impedance phase shift it is implemented a 
digital Phase Sensitive Detection (PSD) method with a novel 
implication. As stated in the literature, the PSD method is a 
quadrature demodulation technique that implements a 
coherent phase demodulation of two reference (matched in 
phase and quadrature) signals [17]. It is also known that this 
method is preferable over others especially when signals are 
affected by noise [17].  

The signal from the Picoscope® that corresponds to the 
current, VI=Bsin(ωt+φ2),  is set as the reference signal. 

Since the phase of the signal VI is not controlled, it is easily 
understandable that it does not necessarily contain a null 
phase.  This statement remains valid whether VI is used to 
excite the sample, in the current mode, or whether it 
corresponds to the current passing through the sample, in the 
voltage mode. The signal from the Picoscope® that 
corresponds to the voltage, VV=A sin(ωt+φ1), also contains 
a non-null phase. Both amplitudes, A and B, are also 
different from each other and none equals to 1.  

The following block diagram, shown in Figure 3, 
supports the mathematics implicit in this novel PSD method.  

Along with the mathematical demonstration (not 
presented in this paper due to its extension), the developed 
PSD algorithm was tested with Matlab® for several phases 
and amplitudes, without the theoretical requirements (i.e., 
ensure that the reference signal has null phase at the origin 
and that its amplitude equals to 1 [17]). For all the tests it 
was showed an always corrected phase shift assessment, 
when compared to the results obtained for a reference signal 
with the theoretical characteristics (see Figure 4). 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 3.  Schematic of Phase-Sensitive Demodulator implemented 

in the developed EIS system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Comparison between impedance phase of a real data and 

Cadence® simulated data for a RC circuit. The deviation that 

occurs between the graphics, at high frequencies, is due to the 

influence of stray capacitances (see section below). 
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D. Electrodes and Cables 

The developed EIS system employs two beryllium 
cooper gold platted needles as electrodes, each with around 
1.02 mm in diameter [1]. In order to reduce the dispersion of 
the surface current density flow [1], [10] and also to reduce 
damage on the biologic sample [1], the electrodes are 
inserted so lightly as possible (1 to 5 mm deep depending on 
the thickness of the cork). 

The electrodes are connected to the acquisition unit 
through coaxial cables. The employment of this type of 
cables is justified by the necessity to obtain an optimized 
signal-to-noise ratio [1]. However, coaxial cables introduce 
high equivalent parasitic capacitances, which promote phase 
shift errors, especially at high frequencies, during the 
bioimpedance measurements [1]. For this reason, the 
employed RG174 RF coaxial cables (capacitance of 100 
pF.m-1) are as short as possible (around 15 cm). It was also 
implemented the driven shield technique to the coaxial 
cables, which permits to partially cancel the capacitive 
effect, that otherwise is generated between the internal and 
the external conductors, by putting both at the same voltage 
[18]. Reductions in the capacitive effect of 20.4%, in the 
current mode, and around 35.8%, in the voltage mode, at the 
highest frequencies are verified. Figure 5 depicts the 
capacitive effect reduction by the usage of the driven shield 
technique.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Bode and Cole-Cole diagram showing the reduction of cables 

capacitive effect by the application of the driven shield technique. The 
voltage mode excitation was used to analyze the circuit at the right top. The 

reduction is more noticeable at high frequencies where the capacitive 

effects have more influence. 

 
 
 
 
 
 
 

Figure 6.  Equivalent electric circuit of all parasitic elements affecting 

impedance measurements of a load, ZLOAD. The effect of the stray 

capacitances from cables, CCABLE, is minimized by the driven shield. Other 

stray capacitance effect, CSTRAY, due primarily to the phase shift of 
amplifiers, can be minimized by software. 

The phase shift occurred due to capacitive effects is not 
only promoted by cables, but also by the amplifiers [1]. The 
cumulative effect of the phase shift errors outcomes in an 
inflexion point in the impedance spectra that occurs at high 
frequencies (see Figure 5) [1].  

This type of error affects not only the phase at high 
frequencies, but also the impedance magnitude, which 
presents a typical decline shown at the Bode diagrams (see 
Figure 5) [1]. In the developed EIS system, the slight decline 
of the impedance magnitude is due to the loss of the product 
gain-bandwidth of the LT1220 for high frequencies [1].  

The equivalent electric circuit of such a system foresees 
this capacitive effect behavior, which is represented through 
an extra capacitor, called stray capacitance, placed in parallel 
with the load in analysis [1]. It is considered that stray 
capacitances induce systematic errors since their effect is 
present in all measurements.  Although the results are not 
greatly affected by the influence of stray capacitances, it is 
opportune to be aware of the real equivalent circuit (see 
Figure 6). By this way, it is possible to consider and/or 
discount the effect of all parasitic elements where justified. 

 

III. ASSESSMENT OF HYDRIC STRESS LEVEL  

The HS level was one of the studied impedance 
parameters due to its significance, as explained in Section I. 
Below are presented the used materials and methods, along 
with the main results. 

A. Materials and Methods 

For assessing EIS profiles and studying the HS level the 
following specimens were used: 1) eight young healthy pine 
trees (Pinus pinaster Aiton), with about 0.8 meters tall and 1 
to 2 centimeters in diameter; 2) eight young healthy 
chestnuts trees (Castanea sativa Mill), with about 0.5 meters 
tall and 1 to 2 centimeters in diameter; and 3) eight young 
healthy Jatropha Curcas L. trees, with about 0.2 meters tall 
and 3 to 4 centimeters in diameter [1]. 

The populations of different plant species were kept under 

controlled environment conditions – temperature (27 – 30 

ºC), luminosity, soil content and watering – in order to 

reduce the quantity of variables that may change the EIS 

profiles [1]. 

A portable EIS system version was employed to perform 

the EIS measurements. The electrodes were placed in the 

10
3

10
4

10
5

10
6

1

2

3

4
x 10

4

M
o
d
u
le

 (
O

h
m

s
)

Frequency (kHz)

10
3

10
4

10
5

10
6

0

5

10

15

20

P
h
a
s
e
 S

h
if
t 

(º
)

Frequency (kHz)

39kΩ 

39kΩ 
180pF 

RCABLE 
ZLOAD 

CCABLE CSTRAY 

RCABLE 

RCABLE 

RCABLE 

CCABLE 

2 2.5 3 3.5

x 10
4

-2000

0

2000

4000

6000

8000

10000

12000

14000

R
e
a
c
ta

n
c
e

Resistance

2 2.5 3 3.5

x 10
4

-2000

0

2000

4000

6000

8000

10000

12000

14000

R
e
a
c
ta

n
c
e

Resistance



79

International Journal on Advances in Life Sciences, vol 6 no 1 & 2, year 2014, http://www.iariajournals.org/life_sciences/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

0 20 40 60 80 100 120 140
89

90

91

92

93

94

95

96

97

98

99

100

Time (hour)

R
1
/R

5
0
 (

%
)

trunk of each tree, in a diametric position, and about 20 cm 

above the soil, in the case of the pine and chestnut trees, and 

about 10 cm above de soil, in the case of Jatropha curcas 

(since these specimens were shorter in height) [1]. It was 

used the voltage mode of excitation [1], since the achieved 

impedance signals were cleaner for this mode (i.e., optimal 

signal-to-noise ratio due to better current signals 

amplitudes). A frequency range between 1 kHz and 1 MHz 

was selected to accomplish the EIS analysis [1], since this 

frequency range has been shown to be sufficiently wide for 

studying these species. 
 Routine acquisitions took place between 11 a.m. and 1 

p.m. since it was already verified in previous studies that at 
this time period the trees’ impedance is lower and presents 
less variation (see Figure 7, for example) [1].  

To study the HS level variation, EIS monitoring was 
performed over 8 months, for one individual at a time, and 
for each plant species [1]. After understanding the variation 
of the EIS profile of regularly watered plants, the specimen 
being monitored was kept without watering during a period 
of a time (usually 3 to 4 weeks). When the HS effects were 
visible through external plant morphology symptoms, the 
specimen was regularly watered again to avoid the dead of 
the biologic material. In the case of the studied pines, the 
visualization of external symptoms was only possible near 
the time the specimen was about to die (which precluded the 
recovery of some individuals). For this reason, the variation 
of the water abstinence time period (WAP) and the plant 
response to it, measured by the EIS system, was one of the 
main focuses of this study. 

B. Results 

Several impedance parameters were determined for each 

impedance spectrum, however only the main indexes, such 

as the index Z1/Z50, will be presented as results, due to paper 

space limitations and also because this is a parameter already 

studied in the literature [1]. The index 1 is used instead of the 

index 0, as stated in the Introduction section, which 

corresponds to the lowest frequency analyzed by the system 

(1 kHz) [1].  

The time continuous measurements allowed revealing a 

daily oscillation of the EIS profiles [1]. To verify this 

behaviour it was assessed the R1/R50 (R representing the 

magnitude module) for a period of 6 days [1]. A Fast Fourier 

Transform was determined for this ratio just to confirm that 

the rhythmic signal had a period of exactly 24 h [1]. A clear 

frequency value of 11.57 µHz, which corresponds to a 

frequency of 24 h, was founded [1]. This rhythmic signal 

was also perceptible for other studied indexes, although they 

are not presented in the paper.  

The higher values of the ratio R1/R50 correspond to the 

night period, where the luminance and temperature are 

lower in relation to the day period [1]. Furthermore, these 

studies and previous ones revealed that the variation of the 

impedance values is lower during the period where the 

illumination was higher (between 11 a.m. and 1p.m.). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Variation of the R1/R50 ratio during the monitoring of a 

healthy pine tree with regular watering. The impedance values show a daily 

oscillation that is characteristic of the studied trees.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.  Variation of the R1/R50 ratio during the monitoring of a healthy 

chestnut without watering. The impedance values show a daily oscillation 
that is characteristic of the studied trees. The successive higher values of 

each cycle are due to the incrinsing level of HS. 

Data obtained for the EIS monitoring and the study of the 

HS level, revealed a consistent behavior for all the studied 

species: the R1/R50 ratio tends to increase with higher values 

of HS [1]. After introducing regular watering, the same 

parameter progressively tended to the typical values of 

hydrated trees [1]. This effect is much more visible in the 

chestnuts, i.e., the variation of impedance parameters due to 

HS is higher and faster for the chestnuts, when compared 

with pines [1].  
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Figure 9.  Variation of the R500 index during the monitoring of a healthy 

Jatropha curcas (12 days). The initial WAP was 6 months, period after 
which the EIS measurements started. The plant was watered at the 4th and 

9th days of monitoring, points A) and B) respectively. It is visible the 

immediate response to watering and also an immediate rise of resistance 
after the normal impedance values restoration.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Variation of the R1/R50 index during the monitoring of a healthy 
Jatropha curcas (12 days). The initial WAP was 6 months, period after 

which the EIS measurements started. The plant was watered at the 4th and 

9th days of monitoring, points A) and B) respectively. It is visible the 
immediate response to watering and also an immediate rise of resistance 

after the normal impedance values restoration.  

In relation to Jatropha curcas it was observed a totally 

different behaviour. To achieve measurable and significant 

levels of HS it was necessary to leave the plant without 

watering during months (5 months at least).  After watering, 

the response of the plant was instantaneous, even faster than 

the chestnut response. However, depending on the HS level, 

the establishment of the normal hydration values may take 1 

to 2 days or, otherwise, it may be practically immediate (see 

Figure 9). Once the HS levels were established, impedance 

values start to rise also immediately.  

 

The rate of impedance augmentation is faster for the first 

weeks (2 to 3 weeks) when the plant is without watering and 

then tends to stabilize towards a value, which is maintained 

during months. The achieved different results, in relation to 

pine and chestnut trees, could be explained due the 

existence of latex vessels in the Jatropha curcas specie [1]. 

Figure 9 shows the particular behaviour of Jatropha curcas 

for the index R500 (resistance at a frequency of 500 kHz).   

In relation to the R1/R50 index – just to compare with the 

previous two cases – it tends to decrease for higher values of 

HS level and, after introducing regular watering, the ratio 

abruptly assumes the typical values (see Figure 10) [1]. 

 

 

 

 

 
 

 
 

 

 
 

 

 

 

 

 

 

 

 

Figure 11.  Evolution of the Z1/Z50 ratio, in a real vs imaginary plot, during 

the monitoring of a healthy chestnut tree while kept without watering. The 

arrow indicates the direction of the Z1/Z50 ratio evolution. The impedance 

values of the regions HW (healthy and watered) and HLHS (high level of 
HS) correspond to the indicated physiological states. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12.  Evolution of the Z1/Z50 ratio, in a real vs imaginary plot, during 

the monitoring of a healthy chestnut, with high level of HS, after 

intruducing regular watering. The arrow indicates the direction of the 
Z1/Z50 ratio evolution. The impedance values of the regions HW (healthy 

and watered) and HLHS (high level of HS) correspond to the indicated 

physiological states. 
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In order to consider the variation of the total impedance, 

and not only the variation of its real part (resistance), there 

were studied other impedance indexes, such as the Z1/Z50 

index, presented in this paper.  

Besides the monitoring of one plant of each group/specie, 

there were also performed single acquisitions to the seven 

remaining plants, which were kept under regular conditions 

(including watering).  

The calculation of the mean HS values of these healthy 

and watered trees, allowed the determination of trees with 

higher HS levels and also tress with diseases (see Section 

IV). This information together with the graphical 

representation of this specific index, Z1/Z50, allows the easy 

identification of regions that corresponds to different plant 

physiological conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13.  Evolution of the Z1/Z50 ratio, in a real vs imaginary plot, during 

the monitoring of a healthy Jatropha curcas tree, with high level of HS, 

after intruducing regular watering. The arrow indicates the direction of the 
Z1/Z50 ratio evolution. The impedance values of the regions HW (healthy 

and watered) and HLHS (high level of HS) correspond to the indicated 

physiological states. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14.  Example of the abrupt evolution of the Z1/Z50 ratio, 

in a real vs imaginary plot, during the monitoring of a healthy Jatropha 

curcas tree after watering. The arrow indicates the first Z1/Z50 value after 

watering. 

The previous figures do not include the region that 

corresponds to the disease physiological condition, since 

this was not the purpose of the Jatropha curcas study. As it 

will be shown in the following section, the impedance 

values for this condition are much higher (at least for the 

imaginary part of the impedance) whereby they are out of 

the range of the presented plots. 

 

IV. STUDY OF DISEASE CONDITION 

In order to understand the EIS behaviour and the 
physiological states variations for a plant affected with a 
disease, it was performed a study with pines where some 
individuals were inoculated with nematodes. Below, the 
study undergone is explained, along with the main obtained 
results. 

A. Materials and Methods 

To perform this study, there were used twenty four pine 

trees (Pinus pinaster Aiton), with about 2.5 meters tall and 2 

to 3 centimetres in diameter [1]. Pine trees were placed at a 

greenhouse, in vases, and under controlled water 

environment [1]. Temperature, humidity and luminosity 

were also controlled. In order to keep a difference of the 

hydric stress level, half of the tree population was less 

watered (2 minutes per day, ~ 66.67 mL/day) when 

compared with the other half (5 minutes per day, ~133.37 

mL/day) [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15.  Schematic of the distribution of the sub-population 

groups of pines at the greenhouse. Each group of three pines has different 

conditions. 

The main purpose of this study was to assess the disease 

physiological state condition of the pines for the specific 

case of the PWD. As stated in the Introduction section, this 

disease is caused by the pinewood nematode 

(Bursaphelenchus xylophilus Nickle), PWN, which is 

housed in the tracheas of the T. destruens Wollaston, a bark 

beetle. Before the PWN arrival, the bark beetles coexisted 

with pines without causing tree damage. To prove the 

harmlessness of this pest, in terms of HS, and also to have a 

control population group, both PWN and the bark beetles 

were inoculated in separated groups of pines. Six pines were 

inoculated with PWN, other 6 pines were inoculated with 
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bark beetles, other 6 pines were inoculated both with PWN 

and bark beetles, while the remaining 6 were kept healthy 

[1]. The pines of each sub-group were positioned at the 

greenhouse in such a way that half of them, i.e. three pines 

for each sub-group, were regularly watered (5 min/day) 

while the other half was less watered (2 min/day) [1] (see 

Figure 15 for a better understanding).  
The pines inoculated with bark beetles were covered with 

a Lusatril tissue to avoid beetles escape [1]. In each tree there 
were placed 15 insects, which were collected immediately 
after the emergence phase [1]. 

The method used to inoculate the PWN was somehow 
innovative [1]. Three 2 x 2 cm rectangle of cork were 
removed at different locations of the trunks and, the exposed 
phloem, was erased with a scalpel in order to improve the 
adhesion of the nematodes [1]. In each incision it was placed 
a 0.05 mL of a PWN suspension, in a total of 6000 
nematodes per tree [1]. After the inoculation, each removed 
rectangle of cork was fixed in the respective place and 
wrapped with plastic tape [1]. 

The EIS measurements started seventy days after the 
inoculations [1]. At this period, pines inoculated with PWN 
presented a decay rounding the 40% and certain symptoms 
of the disease were already visually accessible [1]. Two of 
the healthy pines died (decay of 100%) due to hydric stress, 
and all the remaining trees appeared healthy [1]. 

There were taken two EIS measurements per tree 
between 11 a.m. and 1 p.m. The portable version of the EIS 
system was used with a frequency range from 1 kHz to 1 
MHz was applied in the voltage mode [1]. The electrodes 
were placed in the trunk of each tree in a diametric position, 
about 30 cm above the soil [1]. 

The trunk of each pine tree, inoculated with the PWN, 
was cut in three different regions in order to relate the EIS 
data with the stage of the disease and the number of 
nematodes per section [1]. The cuts were performed: a) 
immediately below the inoculation incision (180 cm above 
the soil); b) 30 cm above the soil (where EIS measurements 
took place); and c) in the middle of the previous two cuts 
(approximately 80 cm above the soil) [1]. 

After these measurements, two healthy pines were 
monitored independently by two EIS portable systems [1]. 
After a week of monitoring, both pines were inoculated with 
PWN and the measurement continued during 7 more weeks 
[1]. The purpose of this last experiment was to study the 
variation of the EIS profiles during the pine decay due to the 
PWD [1]. 

B. Results 

 Several impedance parameters were assessed in order to 
study the physiological states of the trees [1]. Z1/Z50 was the 
impedance parameter that showed the best results [1]. 

Similar values of Z1/Z50 were obtained for both healthy 
pines and pines inoculated with bark beetles, suggesting that 
the beetles’ action does not affect the physiological states of 
pines [1], at least in terms of the HS levels variation. In fact, 
it was expected a similarity between both EIS profiles since 
it is known that these insects does not damage the inner 
structure of the trees. 

The pines inoculated with nematodes and those 
inoculated both with nematodes and bark beetles presented 
also similar values for the Z1/Z50 index, but different from 
those obtained for the previous sub-groups [1]. In relation to 
the previous sub-populations, the values are characterized by 
a higher dispersion in terms of reactance (see Figure 16) [1]. 
Besides, it is observed a clear relation between the number of 
nematodes and the reactance dispersion for the Z1/Z50 
parameter: the higher the number of nematodes is, the higher 
the reactance value of Z1/Z50 becomes (see Figure 17) [1].   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 16.  Values of the impedance parameter Z1/Z50 for each of the 24 

pine trees. Note that two values are represented for each pine. The 

impedance values of the regions HW (healthy and watered), HLHS (high 

level of HS) and D (disease) correspond to the indicated physiological 
states. 

 

TABLE II.  NUMBER OF NEMATODES IN THE TRUNKS OF PINE TREES 

PER CUT SECTION 

Tree Cut Section Number of nematodes in 0,05 mL 

1 

a 1 

b 0 

c 133 

2 

a 0 

b 43 

c 1 

3 

a 0 

b 0 

c 112 

4 

a 4 

b 20 

c 0 

5 

a 0 

b 17 

c 0 

6 

a 0 

b 0 

c 14 

 
 
 
 

Legend: 
 

 Healthy Pines; 

 Pines inoculated with bark beetles; 

 Pines inoculated with nematodes; 

 Pines inoculated simultaneously 

with nematodes and bark beetles; 

 Pines with a decay of 100 % due to 

hydric stress (dead pines) 
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In fact, the counting of nematodes in the several cut 
sections revealed that the concentration of nematodes was 
higher in the cut sections b) and c) for the pines less watered 
(pines 1, 2 and 3) – see Table II [1]. The concentration of 
nematodes in the lower parts of the trunks was much higher 
for the pines with less watering than for those with regular 
watering (pines 4, 5 and 6), since nematodes tend to move 
toward watered regions along the trunk [1]. For this reason, 
the referred relation was more perceptible for the pines with 
lower watering, than for those receiving more watering (see 
Figure 18), since the accumulation of nematodes in section c 
(see Table II) was higher for the first group [1]. 

The dispersion in terms of resistance is not significant 

when compared with values from pines in other 

physiological conditions (see Figure 16). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 17.  Values of the impedance parameter Z1/Z50 for the pines 

inoculated with nematodes and with low watering (pines 1, 2 and 3 from 

the Table II). Note that there are represented two values for each pine. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18.  Values of the impedance parameter Z1/Z50 for the pines 

inoculated with nematodes and with regular watering (pines 4, 5 and 6 from 

the Table II). Since the number of nematodes is low in these pines, the 

linear relation between them and the Z1/Z50 values is not perceptible. Note 
that there are represented two values for each pine. 

The pines that died due to HS (decay of 100%) were also 

studied and the Z1/Z50 parameter presented the highest 

resistance values, in relation to all the other pines [1]. 
The monitored healthy pines were watered at different 

rates: one with low watering (2 min/day) and another with 
regular watering (5 min/day) [1]. After one week of 
monitoring both were inoculated with PWN [1]. As Figure 
19 a) shows, it was again observed dispersion in reactance 
for the Z1/Z50 index [1]. The reactance values, and 
consequently this dispersion, were successively higher as 
time was passing and the disease was evolving [1]. The 
higher values of reactance were achieved for the pine with 
less watering [1].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Figure 19.  a) Evolution of the Z1/Z50 during the monitoring of a pine, 

which was inoculated with nematodes during the measurements. b) Closer 

view from the Z1/Z50 evolution, showing a hysteresis-like behaviour. 
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These results corroborate the previous ones: it was 
expected that the number of nematodes increase in the below 
part of the trunk for the pines with less watering and, 
consequently, to observe a higher rising of the reactance for 
the Z1/Z50 parameter [1]. After the 6th week, pines start to 
decay strongly and it was observed a relevant decrease of the 
reactance and a significant increase of the resistance for the 
same parameter – see Figure 19 a). The higher values of 
resistance were achieved for the pine with less watering, and 
also in a shorter period of time [1]. At the end of the 
monitoring, the decay of the pines, evaluated by an expertise, 
was about 80 % for the pine with regular watering and 100 
% for the pine with less watering [1]. 

From the Figure 19 b), which shows a closer view of the 
Z1/Z50 index evolution during the monitoring, it is observed 
that the path that corresponds to the rising of the population 
of nematodes is different from the path followed during the 
period of decay [1]. For this reason, it is possible to affirm 
that PWD evolution has a hysteresis-like behavior [1]. 

It is worth noting that some impedance parameters may be 

preferable than others, depending on the physiological 

condition that is being studied. To evaluate the disease 

condition, the Z1/Z50 index, allowed showing the great 

reactance increase that is characteristic of these diseases 

(since the cellular membranes are affected, which promotes a 

decrease of membranes capacitor effect) – see Figure 19. 

 Other parameters, such as R1/R50, which shown to be 

useful in the previous study, may not be the most adequate to 

study this specific case of disease condition (see Figure 20). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 20.  Evolution of the R1/R50 during the monitoring of a 

pine, which was inoculated with nematodes during the measurements. It is 
possible to observe the daily oscilation and the increase of reactance for 

higher levels of HS as time was passing and the disease was evolving. The 

arrow indicates the graph bellow were some data is missing due to a system 
crash during the monitoring. 

 

 

V. DISCUSSION 

 

Assessing physiological states of plants, using impedance 

techniques, implies the knowledge of the typical EIS profiles 

of the species under study, i.e., the EIS profiles for healthy 

individuals under controlled environment conditions [1]. For 

this reason, the studies presented herein required an 

exhaustive EIS assessment and monitoring, performed over 

months, and extensive data analysis [1].  

The greatest difficulty inherent in this type of studies is 

the purchase and maintenance of the plant specimens, which 

in addition to being time consuming, is extremely expensive. 

Besides, some of the performed tests required the death of 

the specimen under study, which worsens the referred 

problem. For this reason, a true statistical analysis, which 

may be required to achieve reliable results, was not possible 

to accomplish. However, the results presented herein 

constitute an innovative approach to assess physiological 

conditions of plants, giving plausible and interesting clues to 

solve the problem of the lack of techniques, and also 

methods, in this specific area. 

The biological application study aimed at discriminating 

between different physiological states of three plant species, 

which have economical/forestall relevance: pine (Pinus 

pinaster Aiton), cheastnut (Castanea sativa Mill) and 

Jatropha Curcas L. [1] Attention was given to the 

assessment of the HS level and the disease condition. 

To accomplish this task, an EIS system able to perform 

AC sweeps over a sufficient large frequency range, was 

developed. The design of the EIS system took into account 

the robustness, efficiency and celerity of the bioimpedance 

analysis [1]. The portability, adaptability to different 

biological applications and the implementation of easily 

accessible and affordable components were also considered 

aspects [1]. The system versatility is another advantage [1]. 

It allows the user to choose the settings of the analysis that 

best fit a specific application, such as: frequency limits, 

number of intervals of the scan and type of signal excitation 

(voltage or current) [1]. Besides, a driven shield technique is 

applied in order to overcome problems inherent to stray 

capacitive effects from cables [1]. The maximum phase shift 

reduction estimated was about 20.4 % for the current 

excitation mode and about 35.8% for the voltage mode [1]. 

The system also implements a PSD method with a novel 

implication to determine the impedance values, which 

shown to be effective. 
The great amount of data, typical in these types of 

studies, imposes a problem to the use of theoretical models; 
such is the case of the Cole model. For this reason, the 
approach followed in this work was the research of 
bioimpedance indexes that better expressed specific 
physiological conditions. Although, a specific bioimpidance 
index does not require a true impedance analysis, i.e., a 
frequency scan, the method used has proven the necessity of 
a spectroscopy analysis, since the indexes relations and their 
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correlation to the physiological conditions may be better 
expressed for some frequencies than others. 

The obtained results suggest that the implemented 
method may constitute a first innovative approach for the 
assessment of physiological states of plants and to the early 
diagnosis of plant diseases [1]. The consistency of the results 
obtained for the three studied species reveals the 
transversality of the method [1].  

Two of the most interesting bioimpedance indexes are 
the ratio Z1/Z50 and also the ratio R1/R50, which were studied 
and presented in this paper. 

EIS profiles showed a consistent behaviour whit the HS 
level of the three studied species [1]. The Z1/Z50 impedance 
parameter presents increased values of both reactance and 
resistance when the hydric stress is high, for the pines and 
chestnuts [1]. In the case of the Jatropha curcas, this 
parameter presented decreased values of both reactance and 
resistance when the HS was high [1]. This inverse behaviour 
may be explained due to the presence of latex vessels in this 
species, which may function as water reservoirs [1]. 

The evolution of the Z1/Z50 impedance parameter may be 
used to predict risky HS levels of a plant. 

However, as it was shown, the HS level of a plant exerts 
much more influence over the real part of the impedance 
than over its imaginary part. Actually, the phase shift 
alterations due to progressively higher levels of HS are 
almost inexistent. For this reason, the R1/R50 or other 
interrelated resistance (real part of the impedance) indexes 
may constitute preferable approaches to study the HS level 
and its use as a risk predictor.  

In addition to the study of the HS level and its influence 
in the plant physiological condition, it was studied the 
disease physiological condition for the pines, were 
inoculations with PWN and bark beetles were performed.  

The pines inoculated with PWN presented Z1/Z50 ratio 
with high values of reactance, what suggests that current 
flows preferably trough the cytosol [1]. In fact, the action of 
the nematodes inside the tree may destroy cell membranes, 
which means that membranes capacitor effect becomes less 
significant in the impedance measurement [1]. 

It was also shown a relation between the number of 
nematodes and the Z1/Z50 index: the increasing of nematodes 
number is proportional to the reactance ratio augmentation 
[1].  

On the other hand, the action of bark beetles seems not to 
interfere, at least in measurable terms, in the level of HS of 
pines, since the values obtained were similar to those 
obtained for healthy pines [1]. 

The index Z1/Z50 for healthy trees with high levels of HS 
(decays above 80) presented high values of resistance, due to 
water loss [1]. High resistance values were also obtained for 
the trees in advanced stages of the disease [1]. This means, 
that for this specific case, the method is not able to 
distinguish between healthy trees and trees with the PWD 
[1]. However, it is known that the advanced stages of  the 
PWD induce high levels of hydric stress, which allows to 
infer that, in practical terms, the situation is exactly the same, 
i.e., the tree presents high probability to die [1]. On the other 
hand, in the stages where the method is able to distinguish 

between trees with the PWD and healthy trees, and since the 
decay was determined to round the 40%, the diagnosis could 
help to assist pine management [1]. If a cure is available, at 
these stages, a treatment could be administrated and reverse 
the disease evolution [1]. 

The implemented method has allowed identifying three 
clear regions on the Z1/Z50 graph that corresponds to: healthy 
and watered trees (HW), tress with high level of HS (HLHS) 
and trees with disease (D). Although, the high levels of HS, 
obtained by the R1/R50 analysis, may drive the tree to dead 
or, in other words, the levels of HS may be used as a risk 
indicator, the use of several indicators and biompedance 
indexes is necessary to perform a reliable study (at least 
these two: R1/R50 and Z1/Z50). In fact, the studied disease 
indicated a clear region characterized by higher levels of 
Z1/Z50 reactance and normal levels of Z1/Z0 resistance, where 
the levels of HS based on the R1/R50 ratio seemed normal. 
Besides, as stated, the final stages of the disease presented 
impedance similar values to those obtained for trees with HS 
levels. What is worth adding is that it may be possible to 
interfere, with a cure for example, during the evolution of the 
disease when the Z1/Z50 graph shows a D physiological 
condition. If the graph shows a HLHS condition the tree is 
probably about to die either it has a disease promoted by 
biologic agents, such the PWN, or not.  

In order to summarize the discussion, the method studied 
and presented herein, based on bioimpedance indexes, may 
constitute a first innovative approach to the assessment of the 
main physiological conditions (healthy state, HS level and 
disease), since the referred indexes may be used as risk 
predictors. 

 

VI. CONCLUSION 

The developed EIS system showed to be a robust, 
reliable and easy to implement equipment in the assessment 
of the physiological states of living plants. Its main 
advantages are: portability, since it allows in vivo and in situ 
measurements; adaptability to different biological samples; 
and versatility, since it is possible to adjust the parameters of 
the acquisition according to the sample under study. 

The method studied and presented herein, based on 
bioimpedance indexes, such as Z1/Z50 and R1/R50, allowed to 
determine three distinct physiological states: healthy and 
watered plants, plants with high level of HS and plants with 
disease. 

Although a real statistical analysis is missing, the method 
presented in this paper may constitute an interesting solution 
for the assessment of physiological states of plants, since the 
bioimpedance indexes may easily be implemented as risk 
predictors, which may help to assist forest and crops 
management and also physiological plant studies. 
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